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Julio Garrote, Miguel González-Jiménez, Carolina Guardiola-Albert and Andrés
Dı́ez-Herrero
The Manning’s Roughness Coefficient Calibration Method to Improve Flood Hazard Analysis
in the Absence of River Bathymetric Data: Application to the Urban Historical Zamora City
Centre in Spain
Reprinted from: Appl. Sci. 2021, 11, 9267, doi:10.3390/app11199267 . . . . . . . . . . . . . . . . . 480

Jae-Yeong Lee and Ji-Sung Kim
Detecting Areas Vulnerable to Flooding Using Hydrological-Topographic Factors and Logistic
Regression
Reprinted from: Appl. Sci. 2021, 11, 5652, doi:10.3390/app11125652 . . . . . . . . . . . . . . . . . 501

Ricardo León, Miguel Llorente and Carmen Julia Giménez-Moreno
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Preface

May this preface be a tribute to our colleague Dr. David Moncoulon, our fellow co-editor for this

Special Issue (SI). He passed away too soon, too young, and still had much to contribute to research

and development. We join his family, friends, and colleagues in mourning his loss.

This SI aims to provide a common forum to share knowledge about the growing threat of

geohazards such as landslides, earthquakes, coastal changes, and drought, among many others, due

to the expanding size of cities and urban areas, the critical use of agricultural lands, and the effects

of climate change. A total of thirty-one papers (twenty-eight research papers, one review paper, and

one technical note) on different topics like coastal changes, landslides, earthquakes, and others are

presented in this reprint. The published works have been carried out in different parts of the world,

such as Europe (i.e., Spain, France, Italy, etc.), Asia (i.e., China, South Korea, India, etc.), or America

(i.e., Canada and Mexico).

Among the diverse research that the reader will find in this SI related to climate change and

human intervention over coastal areas are the works of Fernández-Hernández et al. [1], Bio et al. [2],

or Oh et al. [3]. These works use different data, such as aerial photographs (in some cases, more than

90 years ago), digital elevation models (DEMs), and video monitoring systems.

The contributions to this SI are mainly related to landslides (Saha et al. [4], Affandi et al. [5],

Leonardi et al. [6], Gao and Zhang [7], Wu et al. [8], Liu et al. [9], Franco et al. [10], Cobos et al.

[11], Niu et al. [12], and Gutiérrez-Martı́n et al. [13]), especially in populated areas, and focus on the

development of prediction models, susceptibility maps, analysis of critical factors (e.g., rainfall, soil

types, slope, etc.) or remediation techniques. These works include the use of geographic information

systems, geotechnical flow modeling software, or electrical resistivity tomography.

Additionally, the contributions on earthquakes or seismic risks, including quantification of

effects, stochastic generators, or analysis for insurance purposes (Cao et al. [14], Szabo et al. [15],

Fidani [16], Gouache et al. [17], Hui et al. [18], Issadi et al. [19], Issadi et al. [20], and Pérez-Moreno et

al. [21]), are noteworthy.

The reader will also find different laboratory studies on the influence of rainfall on slope erosion,

the effect of dry-wet cycles on loess, or debris flow mobility (Tian et al. [22], Liu et al. [23], and Chang

et al. [24]). To finish, readers will find articles on the effects of extreme droughts, forest fires, floods,

or marine gas hydrate (Kapsambelis et al. [25], Gualdi et al. [26], Garrote et al. [27], Lee and Kim [28],

León et al. [29], Jami et al. [30], and Li et al. [31]).

Finally, the editors would like to thank all the authors and reviewers, as well as the MDPI staff

(especially Amy An), for their valuable contributions to this reprint.

Ricardo Castedo, Miguel Llorente Isidro, and David Moncoulon

Editors
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Anthropic Action on Historical Shoreline Changes and Future
Estimates Using GIS: Guadarmar Del Segura (Spain)
Marta Fernández-Hernández 1,* , Almudena Calvo 2, Luis Iglesias 1 , Ricardo Castedo 1 , Jose J. Ortega 1 ,
Antonio J. Diaz-Honrubia 3, Pedro Mora 1 and Elisa Costamagna 4

1 Escuela Técnica Superior de Ingenieros de Minas y Energía, Department Ingeniería Geológica y Minera,
Universidad Politécnica de Madrid, 28220 Madrid, Spain; luis.iglesias@upm.es (L.I.);
ricardo.castedo@upm.es (R.C.); josejoaquin.ortega@upm.es (J.J.O.); pedro.mora@upm.es (P.M.)
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10129 Turin, Italy; elisa.costamagna@polito.it
* Correspondence: marta.fernandezh@upm.es; Tel.: +34-910676452

Abstract: A good understanding of historical change rates is a key requirement for effective coastal
zone management and reliable predictions of shoreline evolution. Historical shoreline erosion for
the coast of Guardamar del Segura (Alicante, Spain) is analyzed based on aerial photographs dating
from 1930 to 2022 using the Digital Shoreline Analysis System (DSAS). This area is of special interest
because the construction of a breakwater in the 1990s, which channels the mouth of the Segura River,
has caused a change in coastal behavior. The prediction of future shorelines is conducted up to the
year 2040 using two models based on data analysis techniques: the extrapolation of historical data
(including the uncertainty of the historical measurements) and the Bruun-type model (considering the
effect of sea level rises). The extrapolation of the natural erosion of the area up to 1989 is also compared
with the reality, already affected by anthropic actions, in the years 2005 and 2022. The construction of
the breakwater has accelerated the erosion along the coast downstream of this infrastructure by about
260%, endangering several houses that are located on the beach itself. The estimation models predict
transects with erosions ranging from centimeters (±70 cm) to tens of meters (±30 m). However,
both models are often overlapping, which gives a band where the shoreline may be thought to be
in the future. The extrapolation of erosion up to 1989, and its subsequent comparison, shows that
in most of the study areas, anthropic actions have increased erosion, reaching values of more than
35 m of shoreline loss. The effect of anthropic actions on the coast is also analyzed on the housing
on the beach of Babilonia, which has lost around 17% of its built-up area in 40 years. This work
demonstrates the importance of historical analysis and predictions before making any significant
changes in coastal areas to develop sustainable plans for coastal area management.

Keywords: climate change; beach erosion; dune cliff; land management; data analysis

1. Introduction

Coasts are valuable and vulnerable environments that provide numerous ecosystem
services and support human populations in different ways [1]. It is estimated that sandy
beaches make up approximately one-half of the world’s ice-free coastline [2]. According
to the United Nations, approximately 10% of the world’s population currently lives in
coastal areas that are less than 10 m above sea level, and about 40% lives within 100 km
of the coast [3]. These areas are residentially, touristically and economically attractive;
thus, they are becoming densely populated, but the concentration of infrastructures due to
intense anthropic activity (i.e., ports, cities and resorts) puts additional stress on the coastal
environment, sometimes pressing it to its limits [4].
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Coastal zones are particularly vulnerable to natural erosive processes due to factors like
wave action or storm events [5]. These processes can lead to the loss of land, degradation
of coastal ecosystems, and increased risks for human settlements and infrastructure. The
problem is emphasized when anthropic constructions modify coastal dynamics in some
way, even though their primary objective is to protect the coast from erosion due to natural
phenomena [6–8]. While these structures (i.e., harbors, channels or breakwaters) may
provide immediate protection against erosion, they can disrupt the natural movement of
sediment along the coastline, leading to unintended consequences [9,10]. Many of these
hard structures were built from the 1950s to the 2000s, without accurate studies of the
effects on coastal sediment dynamics and flora and fauna [1]. In contrast, in the last two
or three decades, management strategies have focused on soft methods such as artificial
beach nourishment, revegetation of dunes or bioengineering [11,12]. For example, some
researchers have found a relationship between increased shoreline erosion in areas around
the mouths of dammed rivers and in areas with high population densities in the Gulf
of California [13]. Research conducted on the East Coast of South Korea found that the
artificial structures constructed along the coast have not completely solved or stopped
erosion but shifted it from one location to another [14]. On the contrary, work by Skilodimou
et al. [15] shows how coastlines have been enhanced by 40% over the last 76 years due to
human interventions, in this case, earth filling.

The effects of climate change on coastal regions are critical due to their exposure to
rising sea levels, increased storm intensity and changes in oceanic and atmospheric condi-
tions [16]. In general, rising sea levels can be a significant factor in shoreline changes [17].
Higher water levels mean that waves and storm surges can reach farther inland, eroding
coastlines and flooding low-lying areas. This can result in the loss of beaches, dunes and
other coastal landforms, which can lead to feedback loops, e.g., as coastal areas erode,
sediment may be lost, reducing natural coastal barriers and exacerbating erosion. This, in
turn, can increase vulnerability to coastal hazards. Changes in ocean wave characteristics,
including alterations in wave height, period and direction, can further impact coastal
erosion, sediment transport and stability. In addition to this, storms, including hurricanes
and tropical cyclones, can cause significant changes due to intense erosion and the trans-
portation of large amounts of sediment along the coastline [18]. An example is the work of
Simeone et al. [19], who demonstrate that the beaches studied in Western Sardinia (Italy)
show greater changes when faced with consecutive storms and not with an isolated one.
These climate change impacts can lead to the loss of coastal land, damage to infrastructure
and the displacement of communities. For these reasons, the analysis of the long-term
effects of anthropic actions in past cases, in combination with information on the adverse
effects of climate change (both at the global and regional levels), is fundamental to ensure
the long-term sustainability and resilience of the new actions to be taken.

The aims of this work carried out in Guardamar del Segura, Alicante (Spain) are as
follows: (1) analyze the historical evolution of the shoreline from 1930 to 2022, taking into
account different anthropic constructions; (2) study the effects of these constructions on the
erosion rates of the shoreline and a cliff dune; (3) evaluate the loss of built surface (houses)
due to changes in coastal dynamics; (4) estimate the shoreline situation for the year 2040
with the information from available data and the use of two prediction models based on
historical recession rates and changes in sea level; and (5) compare, with the use of these
computational models, the positions that the coastline would have had in the years 2005
and 2022 without the constructions carried out in the area. The results and methodology
provided by this work can be used as the basis for coastal planning and management,
especially in areas with key infrastructures.

2. Study Area

This work focuses on the coastline of Guardamar del Segura located in the southeast
of Alicante, Spain, on the Mediterranean coast (see Figure 1). The area has a population
of more than 16,000 inhabitants, and the main economic activity in the region is summer
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tourism. The studied coast includes the beaches of Los Viveros (corresponding to zone B in
Figure 1c) and Babilonia (zone C in Figure 1c). These two beaches have an actual length
of 2.7 km and an average width of 12 m, reaching a maximum of 35 m. They are open
beaches of golden sand with a grain size of around 0.27 mm [20], which is between fine
and coarse sand.
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Guardamar del Segura coast is a fetch-limited environment with a predominance of
sea waves. This coast is an environment with small astronomical tides (as is common in
the Mediterranean) that oscillate about 0.3 m (SIMAR data from Puertos del Estado [21]).
However, the so-called meteorological tides can reach up to 0.45 m. The dominant wave
direction is northeast, creating a net N-S-oriented coastal current. Significant wave heights
in this area, from 1958 to 2023, are 50.80% of the time between 0 and 0.5 m, 37.52% between
0.5 and 1 m, 8.7% between 1.0 and 1.5 m, 2.06% between 1.5 and 2.0 m and the remaining
0.92% between 2.0 and 3.5 m [21]. It should be noted that according to the available data [21],
the maximum monthly values up to 1970 did not exceed 3 m of significant height. In the
1980s, there were already some peaks that exceeded 4 m, a trend that remained constant
with peaks between 2.5 m and 4 m until 2010, but with an average value of around 2 m.
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However, in the last 13 years, the average has risen around 3 m with some peaks in 2019 of
almost 7 m. The latter peak is due to the large Isolated Depression at High Levels (DANA
in Spanish) that occurred in the area in 2019 [22]. As for the peak period, the histogram is
centered on the 5–6 s interval (23.94% of the time), distributed on the 2–4 s interval (29.12%)
and then on the 4–5 s interval (19.59%), 6–7 s interval (17.89%) and 7–10 s interval (17.43%).

According to the latest data published by the Intergovernmental Panel on Climate
Change (IPCC), the trend of accelerating sea level rise in the Mediterranean is consistent [23].
However, there are important differences depending on the methods and time horizons
used in the analyses. In general, the accepted sea level rise referred to in the 20th century
was 1.4 ± 0.2 mm yr−1 [24]. However, by 2050, it is estimated that the sea level may rise
between 0.52 and 1.22 m above the mean relative sea level between 1996 and 2014. The
relative sea level rise from 1927 to 2012 in Alicante was 1.28 ± 0.5 mm yr−1 [25].

This coastline has a long history of anthropogenic actions since the 18th century. The
dune system in this area was left unfixed due to the massive felling of trees for the fishing
industry during the 18th century. This meant that for a long time, the town of Guardamar
was “threatened” by the movements of the dunes. From 1900 to 1930, the engineer Mira y
Botella directed the reforestation of the area, which reduced the mobility of the dunes and,
therefore, prevented the burial of the town. The houses of Babilonia (zone C in Figure 1) did
not respond to the predatory model of the urbanism of the second half of the last century
around the Spanish Levante. On the contrary, they had an environmental function and
fit perfectly with the coastal physiognomy of the municipality in the 1930s. The number
of houses increased until the end of the 1970s and remained constant until the 2000s, but
since then, houses started to naturally and progressively collapse due to marine action. See
Figure 2 for some photographs of the area since 2010.
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The main period of anthropic actions began in the mid-1970s and lasted about
20/25 years. In the 1970s, a small groin was built in the southern part of the mouth
of the Segura River, which was completed in the mid-1980s with the construction of a larger
groin in the northern part. In the period between 1987 and 1988, a large dredging of the
mouth of the Segura River was carried out. Between 1990 and 1994, to reduce the risk
of flooding, its mouth was channeled by means of a 525 m breakwater with an east and
northeast orientation (zone A in Figure 1c), the opposite of all those built in the Spanish
Levante [26]. This orientation stops the longitudinal transport of sediments from the north
and blocks the outflow of sediments transported by the Segura River [7]. This forces the
“Confederación Hidrográfica del Segura (CHS)” to schedule periodic dredging due to
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sediment accumulation that, if not executed, could cause breakage of the breakwater [27].
A volume of 14,000 m3 of material extracted in the works of the early 1990s was used to
raise Viveros beach (zone B in Figure 1c), and the rest of the material was used to raise
other beaches to the south of the area of this study. Between 1996 and 1999, the Guardamar
marina was built. In this project, a volume of sludge of approximately 200,000 m3 was
obtained, basically sand, with a low proportion of fines, very similar to that which makes
up the current dune system. This sediment was dumped on a foredune originating an
artificial dune (with the appearance of a small cliff) about 500 m long and of variable height
(zone D in Figure 1) with a trapezoidal section, ranging from 8 m in the sector closest to the
riverbed to 4.5 m in the southern part [6,28]. From 2002 to 2011, an attempt was made to
eliminate the dumped anthropogenic materials, leaving the existing dune sands uncovered,
and native species were planted to fix them [29]. Currently, this small cliff dune has areas
up to 10 m high and slopes of up to >45◦ [30].

3. Methodology

The explanation of the methodology is divided into three blocks: shoreline evolution
data, historical data analysis using the Digital Shoreline Analysis System (DSAS) [31] and
prediction of future shorelines.

3.1. Dataset Preparation

Twenty aerial images covering a period of 93 years were used, with images in the
following years: 1930, 1946, 1956, 1977, 1985, 1989, 1997, 1999, 2003, 2005, 2007, 2009, 2012,
2014, 2017, 2018, 2019, 2020, 2021 and 2022 (see Table 1 for details). They were obtained from
different sources: National Geographic Institute (Instituto Geográfico Nacional (IGN) [32])
and Valencian Cartographic Institute (Institut Cartogràfic Valencià (ICV) [33]) photo li-
braries. The used reference system is ETRS89, UTM projection zone 30. In all images, the
sea is calm, and therefore, all available data can be used for a comparative study.

Table 1. Main information from the aerial imagery used in this research. Note that GSD is the ground
sampling distance: the distance between two consecutive pixel centers measured on the ground. This
concept is equivalent to spatial resolution in remote sensing.

Year, Source Flight Type Date GSD (m) Photogrammetric
Processing

1930 Ruiz de Alda Analogical B/W 1929/1930 0.75 Orthomosaic
1946 American Flight Series A Analogical B/W 1946 0.43 Rectification
1956 American Flight Series B Analogical B/W 1956 0.63 Rectification

1977 Interministerial Flight Analogical B/W February 1977 0.45 Rectification
1985 National Flight Analogical B/W March 1985 0.75 Rectification
1989 Coastal flights Analogical Color March 1989 0.12 Rectification

1997 Flight OLISTAT Analogical B/W October 1997 1 Orthomosaic
1999 Five-Year Flight Analogical Color 27 August 1999 1 Rectification

2002 Institut Cartogràfic Valencià Analogical Color 12 May 2002 0.50 Orthomosaic
2005 Institut Cartogràfic Valencià Analogical Color 30 September 2005 0.50 Orthomosaic
2007 Institut Cartogràfic Valencià Digital Color 23 August 2007 0.50 Orthomosaic
2009 Institut Cartogràfic Valencià Digital Color 5 August 2009 0.25 Orthomosaic
2012 Institut Cartogràfic Valencià Digital Color 16 June 2012 0.50 Orthomosaic
2014 Institut Cartogràfic Valencià Digital Color 21 June 2014 0.22 Rectification
2017 Institut Cartogràfic Valencià Digital Color 18 August 2017 0.25 Orthomosaic
2018 Institut Cartogràfic Valencià Digital Color 13 June 2018 0.25 Orthomosaic
2019 Institut Cartogràfic Valencià Digital Color 14 May 2019 0.25 Orthomosaic
2020 Institut Cartogràfic Valencià Digital Color 2 May 2020 0.25 Orthomosaic
2021 Institut Cartogràfic Valencià Digital Color 13 May 2021 0.25 Orthomosaic
2022 Institut Cartogràfic Valencià Digital Color 8 May 2022 0.25 Orthomosaic
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The photographs of the first flight used (Ruiz de Alda 1929–1930) were treated with
AgiSoft Metashape to obtain an orthomosaic of the study area since the photos were not taken
systematically [34]. Control points identified on the 2022 orthomosaic were used to make
the 1929–1930 orthomosaic. It seems clear that, although the 1930 orthomosaic has an error
(Table 1), it can be considered within acceptable limits when working with data 50 years old
or more [35], especially when you consider that it provides an important piece of information
that is worth considering. The 1946, 1956, 1977, 1985, 1989, 1999 and 2017 aerial photographs
were rectified using easily identified points on the 2022 orthomosaic, which was taken as a
reference for the entire work. The remaining used images were orthomosaics produced by the
official cartographic agencies and downloaded from their data servers.

Once the 20 mosaics with the orthophotos of all the years of study were uploaded
to GIS, the next step was the vectorization of the shorelines, the cliff top and the houses
of Babilonia Beach. The shoreline was drawn manually by the same operator instead of
using automatic techniques more commonly used in remote sensing [36], following the
last wet tide mark on the beach profile (see Figure 3 as an example). This line defines the
boundary with the backshore and can be visually identified in orthophotos [37,38]. This
methodology can be used in sedimentary littoral formations exposed to the open sea (i.e.,
beaches). To profile the cliff dune, the top (crest) of the slope is used, which is a visually
perceptible feature [39]. The calculation of the number of dwellings and occupied area is
based on the most current 2011 cadastral data [40]. On these cadastral data, the remaining
19 layers were manually modified to adapt them to each orthophoto from 1930 to 2022. All
this work was carried out by the same operator to ensure a uniform criterion in the choice
of geomorphological features.
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3.2. DSAS—Historical Shoreline Analysis

Digital Shoreline Analysis System (DSAS) version 5.1 [31] was used to analyze the
historical evolution of the coastline. For its analysis, the study region was divided into
three parts, in addition to the cliff area (see Figure 1c). In total, there are 40 transects, 3 of
which are in zone A (numbered 1 to 3), 14 are in zone B (numbered 4 to 17), 12 are in
zone C (numbered 18 to 29) and 11 are in the zone D or cliff zone (numbered 1d to 11d).
The transects are spaced 50 m apart in zones A and D, while in zones B and C, they were
spaced 100 m apart. Each transect is a line perpendicular to the coastline, which joins
the intersection points of the coastline of each of the available images (dates) with said
perpendicular line.

The first analysis of the historical data was performed considering the complete time
series from 1930 to 2022, except for zones A and D. In zone A, the analysis was conducted
up to 1989, as this area was removed during the construction of the north breakwater and
the channeling of the Segura River. Zone D was analyzed from 1999 to 2022 after human
intervention. In addition, to improve the analysis and interpretation of the results and
consider the important anthropic actions in zones B and C, an analysis of two-time intervals
was also carried out: 1930–1989 (before the channeling of the Segura River) and 1997–2022
(after the construction of the marina and artificial dune).

The classical linear regression model was selected to estimate the rates of shoreline
change. This technique is based on accepted statistical concepts, includes all the data of the
series and provides the necessary data for the prediction models used in this research. In
detail, the data provided by the DSAS software with this calculation method are as follows:

• Net shoreline movement (NSM): Maximum displacement of each transect between
the first and the last available data. Measured in meters.

• Linear regression rate (LRR): A least-squares linear regression is fitted to all points of
a transect. The historical rate of change in the shoreline is the slope of the fitted linear
regression. Measured in meters per year (m/yr).

• Standard error of the slope (LCI): This estimator is often referred to as the standard
deviation and describes the uncertainty (or variability) associated with the calculation
of the LRR at a given confidence interval. In this case, it was calculated at 99%, thus
ensuring that 99% of the data is within the LRR ± LCI. Measured also in meters per
year (m/yr).

• R-squared of linear regression (LR2): Also known as the coefficient of determination,
it is the percentage of variance in the data that is explained by a regression. Values
close to 1 imply that the regression fits the data well, while values close to 0 imply that
the regression does not fit as well.

3.3. Prediction of Future Shoreline

While it is challenging to make precise projections on future shorelines, researchers
use available data and models to understand potential scenarios [41,42]. Calculated data
on historical shoreline changes generally serve as the first, and perhaps most important,
input for prediction models. However, these data alone are valid for extrapolation, if in
the future it is assumed that the system remains in the same dynamic equilibrium as in the
historical period analyzed. Otherwise, some variability must be added to the historical
data (i.e., standard deviation) or, in more complex models, the elements in each zone that
are most likely to be affected by future changes must be included.

In this paper, two simple but well-known models were used to estimate the position
of the shoreline in the future: Lee–Clark [43,44] and Leatherman [45–47] models. The
Lee–Clark model is based on the extrapolation of historical data (LRR). In this model, the
standard deviation (LCI) of the measured erosions is incorporated to consider the variability
in the rates over time. Erosion calculation is simple, and the result in year T would be:
LCe = (LRR ± LCI) × T years. The Leatherman model (also known as historical trend
analysis) is basically based on the “Bruun rule” to estimate the potential shoreline retreat
(R2 measured in m/yr) resulting from a rise in sea level as: R2 = S2(LRR/S1), where S1 is
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the sea level rise rate (m/yr) during the analyzed period and S2 is the projected sea level
rise rate (m/yr) in the study area.

4. Results and Discussion

The results and their discussion were structured by zones, starting with the evolution
of the shoreline, then the cliff dune and ending with a section dedicated to the comparison
of the coastline in 2005 and 2022 with and without the effects of anthropogenic actions.

4.1. Shoreline Evolution (Past and Future)

Table 2 shows the rates of coastline change for the three periods analyzed (1930–1989;
1997–2022; and 1930–2022) in the three areas (A, B and C) that have or have had shorelines.
In zone A, between 1930 and 1989, the erosion is important, with an average rate in the
zone of 1.13 m/yr (Figure 4). As can be seen in Figure 5, most of this erosion is due to the
period 1930–1956. Even in transect 1, the 1977 shoreline was ahead of the 1956 shoreline,
reflecting a small accretion in the area, probably due to the construction of the small groin
on the south side of the river mouth. It seems evident that in this area, there was some
erosion near the natural mouth of the Segura River before it was channeled.

Table 2. Erosion rates for profiles 1 to 29, including zone A, B and C for three different study periods:
1930–1989, 1997–2023, 1930–2022. Negative sign means erosion, while positive sign means accretion
for NSM and LRR.

Period 1930–1989 Period 1997–2022 Period 1930–2022

ZONE TRANSECT NSM
(m)

LRR
(m/yr)

LCI
(m/yr) LR2 NSM

(m)
LRR

(m/yr)
LCI

(m/yr) LR2 NSM
(m)

LRR
(m/yr)

LCI
(m/yr) LR2

A
1 −78.70 −1.08 1.38 0.76 - - - - - - - -
2 −75.33 −1.16 0.74 0.93 - - - - - - - -
3 −78.24 −1.16 0.88 0.90 - - - - - - - -

B

4 −69.08 −1.02 0.87 0.88 −41.80 −1.25 0.96 0.60 −128.64 −1.16 0.22 0.93
5 −64.72 −0.94 0.67 0.91 −35.26 −1.31 1.25 0.53 −131.03 −1.23 0.21 0.94
6 −59.41 −0.91 0.50 0.95 −47.14 −1.24 0.95 0.60 −126.75 −1.15 0.20 0.94
7 −58.93 −0.90 0.46 0.95 −44.07 −1.49 1.24 0.59 −121.82 −1.12 0.20 0.94
8 −46.07 −0.68 0.47 0.92 −43.63 −1.17 0.70 0.68 −111.34 −1.05 0.20 0.93
9 −35.72 −0.62 0.38 0.94 −36.86 −1.25 0.69 0.74 −100.45 −1.03 0.20 0.93
10 −32.51 −0.43 0.37 0.88 −43.60 −1.18 0.49 0.82 −90.12 −0.93 0.21 0.90
11 −26.43 −0.33 0.45 0.74 −35.38 −1.23 0.49 0.85 −88.18 −0.94 0.24 0.87
12 −21.07 −0.24 0.41 0.64 −38.48 −1.21 0.61 0.77 −79.76 −0.84 0.25 0.84
13 −16.49 −0.21 0.31 0.71 −30.41 −1.22 0.40 0.89 −69.21 −0.81 0.23 0.85
14 −10.70 −0.05 0.41 0.08 −34.21 −1.15 0.50 0.84 −68.15 −0.73 0.27 0.77
15 −6.42 0.04 0.57 0.03 −33.85 −1.15 0.55 0.79 −60.27 −0.64 0.28 0.71
16 −3.40 0.01 0.67 0.00 −22.74 −1.40 0.73 0.79 −60.59 −0.64 0.29 0.69
17 −0.70 0.15 0.69 0.19 −36.04 −1.15 0.72 0.72 −57.08 −0.54 0.30 0.59

C

18 −4.30 0.06 0.77 0.03 −19.51 −0.77 0.31 0.93 −35.21 −0.37 0.30 0.55
19 3.68 0.17 0.52 0.55 −21.66 −0.98 0.59 0.71 −35.72 −0.60 0.29 0.68
20 −5.60 −0.03 0.62 0.01 −5.24 −0.33 0.54 0.40 −35.03 −0.32 0.18 0.65
21 −7.69 −0.05 0.47 0.06 −4.37 −0.17 0.73 0.16 −30.94 −0.32 0.15 0.70
22 −18.75 −0.24 0.77 0.34 −11.56 −0.35 0.35 0.53 −40.14 −0.31 0.13 0.75
23 −19.27 −0.23 0.68 0.38 −4.73 −0.26 1.44 0.28 −45.87 −0.39 0.15 0.78
24 −7.33 −0.09 0.55 0.11 −15.63 −0.48 0.39 0.63 −29.02 −0.33 0.15 0.73
25 −7.44 −0.12 0.41 0.31 −13.64 −0.39 0.31 0.69 −31.96 −0.33 0.12 0.79
26 −5.27 −0.08 0.32 0.26 −13.76 −0.43 1.25 0.38 −32.85 −0.28 0.16 0.60
27 −9.48 −0.14 0.27 0.59 −10.27 −0.09 0.55 0.06 −29.36 −0.19 0.14 0.48
28 −15.42 −0.24 1.04 0.73 −13.29 −0.37 1.07 0.39 −31.99 −0.20 0.16 0.45
29 −7.77 −0.08 2.00 0.08 −11.39 −0.27 0.71 0.43 −28.25 −0.17 0.17 0.34
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Figure 4. The upper graph shows the NSM of all transects in zones A, B and C in the periods
1930–1989 and 1997–2022. The lower graph shows the LRR values of each transect for the same zones
and periods.
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(b) Image from 2022 of the same area.

In the northern area of zone B, near the breakwater (transects 4–8, Table 2 and Figure 6),
the erosion during the period 1930–1989 is significant, with an average of 0.89 m/yr. It is
worth remembering that between 1990 and 1992, the beach was regrown by about 50 m due
to the creation of the marina [4]. As shown in Figure 4, this material added to the beach
eroded rapidly, as the 1997 shoreline was behind the 1989 one. However, for the period
1997–2022, the values shot up to an average of 1.29 m/yr. It seems more than evident that
the construction of the breakwater and the channelization of the river has accelerated a
natural process (Figure 4). From transects 9 to 13, erosion rates only reach 0.36 m/yr for the
period 1930–1989. This indicates that this zone, already farther from the mouth of the river,
was less affected by the natural shoreline erosion. In contrast, after construction works
in the area, the rate skyrockets to 1.22 m/yr, almost one meter more in a much shorter
period of only 25 years. The erosion data for the area between transects 14 and 17 present a
low LR2 for the first epoch analyzed. This is because the shorelines in this area are very
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close together, having accretion and erosion epochs, which makes it difficult to fit the linear
regression [48]. In any case, the net movement of shoreline erosion in these transects was
5 m for the 60-year period (1930–1989). However, for the period 1997–2022, the mean NSM
for these transects is 31.71 m, which seems to confirm the increase in erosion south of the
breakwater. Looking at the entire period of 92 years, the mean erosion of all transects in
zone B is 0.92 ± 0.24 m/yr. It happens that throughout zone B, erosion rates have increased
after anthropic actions, reflecting their negative effects, especially in the southern part
(Figure 4).
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In zone C, for the period 1930–1989, something similar to zone B occurs with some of
the linear regression, where the LR2 value is low. In this zone, some of the transects show a
net accretion for this period (see Figures 4 and 7a). Erosion at Babilonia Beach was very
small until 1989, with only 8.72 m in 60 years, whereas in the last 25 years, 12.09 m, about
40% more, eroded in less than half the time. This has caused the loss of beaches in front of
houses and, therefore, has left them directly exposed to sea waves (see Figure 2). However,
as can be seen in Figure 7, the houses of Babilonia Beach act as an artificial barrier (or
artificial shoreline), and therefore, there can be no further erosion except for the destruction
of the houses themselves. If zone C is analyzed for the entire available time set, it can be
observed that the fits are better and that the NSM value amounts to 33.86 m (0.32 m/yr).
As in zone B, Figure 4 shows how erosion rates have increased after anthropogenic actions.

The effect of erosion on the houses of Babilonia Beach was also analyzed. During the
1930s and up to the 1970s, the built-up area increased, with 8533 m2 (55 houses) in 1930;
12,277 m2 (80 houses) in 1946; 17,976 m2 (117 houses) in 1956; and 19,463 m2 (126 houses)
in 1977. This last value remained stable until 1999. From then on, and as a natural response
to the values already discussed, the built-up area has been in continuous decline. Until
2005 the loss of floor area was a mere 131 m2 (one house). But from 2005 to 2012, the loss
increased by 2218 m2 (14 houses) and has not stopped until 2022 (last data available), with
a loss of another 1003 m2 (6 houses). One should consider the numerous attempts to protect
these houses with the use of rock dikes, Hesco barriers filled with rock and sand, etc., that
have managed to somewhat slow down the destruction of these houses [49].
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Having historical erosion data in different transects, it is possible to apply the pre-
diction models explained in Section 3.3. An adequate time horizon, preferably shorter
than the available observation period (92 years), should be chosen to consider the data
variability and, at the same time, to reduce the impact of data uncertainty on the quality
of the results [39]. Therefore, the simulation is extended for 18 years, up to the year 2040
(see Table 3). Uncertainties have been incorporated for each model, including lower/upper
bounds, having a surface area that delimits the possible solution (Figure 8). In the Lee–
Clark model, uncertainty in the calculation of future erosion (LCe) is incorporated by
adding (upper bound) and/or subtracting (lower bound) the LCI to the LRR value for
each transect (see Table 2). For the Leatherman model, the limits are introduced using a
minimum and maximum estimate of the rate of sea level rise in the future (S2). According
to local estimates, the future rates will be a maximum (upper bound) of 0.5 mm/yr, with a
reasonable minimum (lower bound) value of 0.25 mm/yr [25]. As mentioned in Section 2,
the historical relative sea level rise (S1) has been 1.28 mm/yr.

As can be seen in Figure 8 and Table 3, the prediction models overlap in most cases. In
this situation, it can be said that the shoreline is most likely to be located at some intersection
surface of the two models. The Lee and Clark model has a larger difference between the
lower and upper limits than the Leatherman. This is probably because the variability in
historical erosion rates is greater than the effect of sea level changes for this relatively short
simulation period. In the northern part of zone B, the shoreline is predicted to reach the
area currently occupied by the cliff dune that, therefore, would also be eroded. In zone C,
the houses continue to act as a barrier, although in the northern zone, erosion will increase
and the loss of built-up area is likely to increase following the actual trend.

4.2. Cliff Dune Evolution (Past and Future)

The historical evolution of the cliff dune shows episodic erosion with major events
between 2005 and 2007 and, more recently, between 2021 and 2022 (see Table 4 and Figure 9).
In general, this is due to periods of major storms and an increase in wave height in the
region [4,50]. In any case, the mean erosion value (including the 11 transects) for this area
is 1.12 ± 0.66 m/yr. In this part of zone B, erosion data are 1.11 ± 0.20 m/yr for the period
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1930–2022 and a little bit higher, 1.31 ± 0.77 m/yr, for the period 1999–2022. This shows, as
is logical, that both cliff dunes and shorelines are closely related.
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The behavior of the Lee–Clark and Leatherman model prediction results are very
similar to those obtained for the shoreline, with greater variability in the LC model and
the Leatherman model mostly bordering the upper bound of the LC model. With both
models, the prediction for the year 2040 is that erosion will be such that the paved road
that parallels part of the marina will be eroded.
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Table 3. Total shoreline erosion by 2040 in meters.

Lee–Clark Leatherman

Zone Transect Lower
Bound

Upper
Bound

Lower
Bound

Upper
Bound

B

4 −17.02 −24.79 −24.98 −29.07
5 −18.21 −25.93 −26.38 −30.69
6 −17.12 −24.44 −24.84 −28.90
7 −16.69 −23.76 −24.18 −28.13
8 −15.22 −22.50 −22.54 −26.23
9 −14.95 −22.04 −22.10 −25.72
10 −13.02 −20.63 −20.11 −23.40
11 −12.52 −21.25 −20.18 −23.48
12 −10.70 −19.71 −18.17 −21.14
13 −10.31 −18.75 −17.37 −20.21
14 −8.25 −17.96 −15.67 −18.23
15 −6.53 −16.63 −13.84 −16.10
16 −6.36 −16.81 −13.85 −16.11
17 −4.20 −15.12 −11.55 −13.44

C

18 −1.34 −12.09 −8.03 −9.34
19 −5.58 −15.94 −12.86 −14.96
20 −2.59 −9.05 −6.95 −8.09
21 −2.96 −8.46 −6.83 −7.94
22 −3.30 −8.04 −6.77 −7.88
23 −4.27 −9.73 −8.37 −9.74
24 −3.31 −8.53 −7.08 −8.24
25 −3.73 −7.99 −7.01 −8.15
26 −2.17 −7.90 −6.02 −7.01
27 −1.02 −5.92 −4.15 −4.83
28 −0.70 −6.58 −4.35 −5.06
29 −0.05 −6.24 −3.70 −4.30

Table 4. Erosion rates for profiles in zone D (cliff area) for the period: 1999-2022. Negative sign means
erosion, while positive sign means accretion for NSM and LRR. Also, the total shoreline erosion with
both models by 2040 in meters is shown.

Period 1999–2022 Lee–Clark Leatherman

Transect NSM
(m)

LRR
(m/yr)

LCI
(m/yr) LR2 Lower

Bound
Upper
Bound

Lower
Bound

Upper
Bound

1d −11.61 −0.64 0.57 0.81 −1.36 −21.71 −13.79 −16.04
2d −33.56 −0.92 0.59 0.68 −6.02 −27.13 −19.81 −23.05
3d −37.87 −1.08 0.64 0.74 −7.97 −31.00 −23.29 −27.09
4d −42.91 −1.34 0.72 0.78 −11.16 −37.23 −28.92 −33.65
5d −48.39 −1.36 0.77 0.76 −10.58 −38.46 −29.31 −34.10
6d −46.96 −1.34 0.67 0.78 −11.93 −36.16 −28.74 −33.44
7d −42.83 −1.34 0.76 0.73 −10.41 −37.81 −28.82 −33.53
8d −32.11 −0.99 0.76 0.63 −4.29 −31.51 −21.40 −24.90
9d −29.69 −1.08 0.62 0.73 −8.25 −30.54 −23.18 −26.97
10d −30.31 −1.05 0.51 0.78 −9.57 −28.07 −22.50 −26.18
11d −36.85 −1.19 0.65 0.77 −9.68 −33.12 −25.58 −29.76

4.3. What Would Have Happened in the Area without Large-Scale Anthropogenic Actions?

With the data obtained in the previous sections, it is possible to simulate where the
shoreline would be without the anthropic actions and compare it with the real situation.
For this purpose, the Lee–Clark model is used in zones B and C for the pre-works period,
i.e., from 1930 to 1989, as shown in Table 2.
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In zone B (Figure 10), it can be seen how erosion has been advancing faster than
natural erosion would have. This effect is especially noticeable in 2022 (Figure 10c,d), about
32 years after the start of the main works. At some points, such as transect 6, there was a
difference of up to 10.85 m in 2005 (measured from the upper bound of the prediction to
the shoreline), while in 2022, that difference increased to 20.85 m. However, this effect is
felt more in the central sector of zone B; at transect 12, there was a difference of 23 m in
2005 and of 36 m in 2022. It appears evident that the effect of upstream constructions has
accelerated the erosive process on the shoreline, especially in the central section of zone B
(Figure 10b,d).
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In Babilonia Beach, the erosion behavior is strongly conditioned by houses. An
important characteristic in zone C is that in 2005 (Figure 11a,b), the houses had an important
beach area that protected them from the direct action of the sea. In the 2022 images
(Figure 11c,d), this beach does not exist anymore. Figure 11a,c show how a significant
number of buildings have been destroyed from 2005 to 2022 and how these houses have
been replaced by sand. This has left the way open for erosion, which has been increasing
in contrast to what the model predicts (transect 19). According to the projections of the
model used, erosion in some areas would have reached the housing area even without the
works carried out, but these have undoubtedly had an important effect on the acceleration
of this phenomenon.
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5. Conclusions

In general, the results presented and the methodology shown can be used to improve
short- and medium-term decisions in areas where major construction is to be carried out,
as well as where and when to intervene in coastal erosion processes. The conclusions in
response to the objectives set out in the study are as follows:

1. Erosion changes from one point of the coast to another and according to the period an-
alyzed (1930–1989 or 1997–2022), which demonstrates the complex effect of anthropic
actions that have accelerated the natural erosion of the area.

2. The erosion of the cliff dune (zone D) shows episodic erosion due to strong storms
but with rates in meters/year like those of the shoreline that protects it (zone B).

3. The breakwaters at the mouth of the Segura River caused a loss of 3353 m2 of housing
and an increment in shoreline erosion rates until 2022.

4. The prediction models used overlap with each other; therefore, the predicted area
would be the most likely for the shoreline situation in the year 2040. The Lee–Clark
model (based on learning a model created on the derived dataset that is used for
extrapolation of historical data) has greater variability than the Leatherman one (based
on rates of sea level change), although the latter is always close to the maximum
erosion limit of the former. In this area, the effect of the rate of sea level change does
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not seem to be very important in shoreline erosion since this value was already quite
high during the last century.

5. Comparing the actual shorelines in the years 2005 and 2022 with those simulated
using the Lee–Clark model, it can be said that anthropogenic actions exhibit their
effect by increasing erosion rates. This effect is more noticeable in the central zone of
this study (southern part of zone B and northern part of zone C) and more limited
in the marina zone (northern part of zone B) and in the houses on Babilonia Beach
(southern part of zone C).
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Abstract: Many coasts suffer from prevailing erosion, with them being particularly vulnerable to
predicted climate change impacts, threatening coastal ecosystems, their services, infrastructures
and populations. Understanding coastal morpho-sedimentary dynamics is thus essential for coastal
management. However, coastal vulnerability may differ locally, depending on exposure/protection
and local geological and morpho-hydrodynamical features, suggesting that a local approach to
erosion risk assessment is needed to identify and understand local patterns. Digital elevation models
of a 14 km long coastal stretch in northern Portugal that were extracted from aerial surveys obtained
between November 2008 and February 2019 were analysed to quantify changes in shoreline position
and sediment budgets, both for the whole study area and for distinct beach segments. The observed
dynamics were subsequently analysed by considering prevailing wave and wind intensities and
directions. Overall and during the decade analysed, the beach–dune system of the studied stretch
slightly increased in volume (0.6%), although the shoreline retreated (by 1.6 m on average). Temporal
variability in coastal dynamics was observed at all of the temporal scales considered—from seasons to
5-year periods—with them being related to variability in ocean and wind patterns. There was a trend
from accretional to erosional conditions, with the first 5-year period showing a mean increase in the
beach–dune system’s volume of 0.6% and a mean shoreline progradation of 1.5 m, followed by 5-years
with 0.0% volume change and 3.1 m shoreline retreat. Locally, the dynamics were very variable,
with shoreline dynamics ranging from 24.0 m regression to 51.5 m progradation, and sediment
budgets from 213.8 m3 loss to 417.0 m3 gain, per segment and for the decade. Stretches with relatively
stable morphologies and others with erosional or accretional trends were found, depending on the
beach type, shoreline orientation and the presence of defence structures. Rocky beaches were the
least dynamic and sandy beaches the most dynamic, with mean shoreline position changes of 0.0 m
and −3.4 m, respectively, and mean sediment budgets of −1.1 m3 and −2.9 m3 per linear meter of
coastline, respectively, for the studied decade. The observed dynamics showed how local conditions
interacted with meteo-ocean conditions in shaping local morpho-sedimentary dynamics, stressing
the importance of a local approach to coastal erosion monitoring and risk assessment.

Keywords: coastal morpho-sedimentary dynamics; erosion/accretion patterns; remote sensing;
beach types; meteo-ocean effects

1. Introduction

Coasts are land–ocean interfaces of high environmental and economic value; they pro-
vide important ecosystem services, from coastal buffering and inland protection to nutrient
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cycling, biodiversity, and recreational and cultural environments. As a consequence, coasts
are often densely populated and modified, suffering increasing anthropogenic pressure [1].
This raises concerns about their increasing vulnerability [2], particularly in the light of
potential climate change impacts, such as sea-level rise and changes in ocean wave char-
acteristics [3,4]. Furthermore, many coasts suffer from erosion due to a sediment deficit,
mostly caused by human actions that disrupt sediment fluxes and retain sediments in
reservoirs and constructions [5]. More than 20% of the European and 30% of the Portuguese
coastline are estimated to suffer from coastal erosion [6]. Erosion causes land loss, threatens
ecosystems and infrastructures through increased exposure to wave impacts, and increases
flood risk [7], and it is expected to be aggravated by climate change [8]. For Portugal, for
instance, the projected sea-level rise is 1.14 m (ranging between 0.39 m and 1.89 m, with a
95% probability) by 2100 [9]. Erosion and shoreline retreat are therefore likely to become
an even more relevant problem in the coming decades. There is hence an urgent need for
coastal zone management and maritime and coastal planning.

The retreat of coastlines can be prevented by hard structures, such as groynes, seawalls
and breakwaters, or through soft methods, such as beach nourishment, dune stabilization
and bioengineering [10–12]. Given the high implementation and maintenance costs of hard
defence structures and their negative impacts on ecosystems, as well as on neighbouring
hydro-morphodynamics, soft solutions have gained in popularity [12–14]. This trend is also
visible in Portugal, where hard defence structures were implemented from the late 1950s
onward, often producing unexpected or unwanted effects and exacerbating downdrift
erosion problems [15,16]. Over the past two decades, management strategies have therefore
favoured soft defence approaches through artificial beach nourishment, placement of fences,
construction of footbridges and revegetation of dunes [17,18].

Furthermore, also after 1950, important dams were built in the main river basins of
the Iberian Peninsula, and large harbours were constructed at the river mouths. These
two anthropic interventions, next to other significant soil-use changes in the river basins,
greatly contributed to diminishing the volumes of sediments that are transported to the
coastal platform or feed the alongshore dominant drift. The consequent sediment starvation
at the coast implies that the design principles of groynes and breakwaters are not satisfied,
making these defence solutions inefficient in most coastal environments.

Sustainable coastal management requires an integrated evaluation of coastal protection
through hard defence structures or soft interventions, such as beach nourishment. Long-
term cost-benefits and feasibility depending on local conditions, vulnerabilities and values,
as well as sediment availability, need to be assessed to decide on mitigation measures or
the alternative of a managed retreat, sacrificing areas that are considered less valuable [11].

Coastal morphology reflects the local natural and man-made conditions. Beach mor-
phological changes occur due to the influence of natural phenomena, such as ocean waves
and coastal currents, wind and river-flow effects, as well as due to human activities, such as
urbanisation, infrastructures and coastal defence intervention [19–21]. Coastal vulnerability
may therefore differ locally, depending on exposure/protection and local geological fea-
tures, as well as local hydrodynamic and meteorological conditions, suggesting that a local
approach to monitoring and management is needed [22]. Spatial and temporal fine-scale
coastal sedimentary morphodynamics studies showed that the trends observed in large-
scale studies may be the opposite of those observed in certain beach segments [23]. The
consideration of local specificities, such as coastline orientation, exposure and natural or
man-made structures, is thus crucial for the assessment of coastal risk and decision-making
regarding protective measures for coastal populations and infrastructures.

Analogously, the characteristics of forcing variables, such as the prevailing wave and
wind directions and intensities, have to be considered, as these are likely to influence
the local impacts [24,25]. The importance of wave direction for the variability of coastal
morphodynamics has been widely studied and acknowledged, with wave direction af-
fecting sediment transport, beach rotation and morphology [26]. While, on open-coast,
non-embayed beaches, morphology is considered to be primarily controlled by wave di-
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rection and energy, sediment transport will vary locally along a non-straight coastline
due to uneven wave attenuation [27]. Lemke and Miller [22], who studied the impact of
storm erosion on beach morphology, furthermore concluded that due to the propensity for
beach conditions to change over short spatial scales, it is important to assess impacts on a
local scale.

Another important parameter that affects beach morphology is the wind. Winds
affect wave formation, as well as sediment transport on land, with this being particularly
important for dune formation, as well as erosion. The aeolian sediment transport, which can
be considered as the primary driver of the sediment flux not influenced by oceanic transport,
is dependent on the wind velocity [28]. Wind speed needs to exceed a certain threshold
value to start the sediment particle movement [29]. However, the wind direction and the
angle of wind approach are also important for the transport of sediments, particularly
regarding dune formation or erosion.

Other parameters that control sediment transport are the moisture content because
moisture increases the inter-particle cohesion and, consequently, reduces the overall rate
of transport [30]; vegetation, which helps to fix the sediments; and the availability of
sediments for dune formation, which is also dependent on the sediment supply from
waves, coastal drifts and rivers [29].

For sound coastal erosion management and mitigation, an analysis of the relationship
between local conditions and forcing variables, as well as local morphodynamics, is thus
needed to quantify and, ultimately, model these effects, allowing for much-needed pre-
diction of future erosion trends and likely changes, for instance, following anthropogenic
interventions (e.g., implementation of coastal defence structures such as breakwaters and
groynes, or structures, such as promenades and buildings) or as a result of the predicted
climate change impacts.

This can only be achieved through monitoring at temporal and spatial scales that
are adequate to capture relevant variabilities and trends. However, high-temporal- and
high-spatial-resolution studies of coastal morphology are rare, particularly in countries
with a lower budget available for regular monitoring, although technological developments
in remote sensing systems and methodologies nowadays allow for regular surveys at
adequate spatial resolutions and affordable costs [31]. The present work aimed to show how
a combination of digital elevation models, extracted from aerial photography, and in situ
data of beach characteristics could provide the necessary information to characterize beach–
dune morphodynamics at a local scale. This constituted a novel, local and comprehensive
approach to the study of coastal sedimentary morphodynamics.

A case study is presented, where the morpho-sedimentary dynamics of a coastal
stretch were analysed both temporally and locally and related to local features, as well as to
the regional meteo-ocean conditions. Digital elevation and terrain models of the Vila Nova
de Gaia coast in Northern Portugal, extracted from aerial photographic surveys carried
out between November 2008 and February 2019, were analysed to quantify changes in
shoreline position and sediment budgets for the study area as a whole and distinct beach
segments. Changes were analysed at seasonal, yearly, five-yearly and decadal time scales.
The observed dynamics were subsequently related to relevant parameters, including beach
type/geology, the presence of a groyne and a breakwater, and dominant wave and wind
directions and intensities.

2. Materials and Methods
2.1. Study Area

The study area covers a coastal stretch of about 14 km length in northern Portu-
gal, between the Douro river mouth in the north and the city of Espinho in the south,
corresponding to the coastline of the Vila Nova de Gaia municipality (Figure 1). This mu-
nicipality is the third most densely populated in Portugal, with a population density in the
coastal zone (up to 5 km from the coastline) of about 2500 inhabitants per square kilometre
(data from the National Institute of Statistics, referring to 2011; www.ine.pt, accessed on
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15 March 2022). Consequently, its coastline is densely occupied and urbanised. The coast
is characterised by rocky beaches in the north (Figure 1a) and mostly sandy beaches with
rocky outcrops in the centre and south. Being exposed to the high-energy ocean climate of
the North Atlantic and suffering from sediment depletion, the Portuguese coast has several
sectors that are prone to erosion [18,32]. Therefore, about 14% of the Portuguese coast is
currently defended by artificial structures [33], although these structures, which mitigate
sediment loss locally, often increase downdrift erosion [18]. The studied coastal stretch
comprises a groyne (Figure 1b), which was built to retain sediments and to fix a submarine
outfall, as well as a breakwater (Figure 1c) that was meant to be detached but developed
a tombolo during construction, connecting it to the coast [15]. The beaches near Espinho
have been managed with repeated artificial beach nourishment [34].
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Vexcel UltraCam Falcon, 9420 × 14,430 pixels, for the 2018–2019 surveys) and flying at 
about 1000 m and 1600 m heights for the 2008–2010 and the 2018 and 2019 surveys, 
respectively, to provide high-resolution images with 10 cm and 12–13 cm ground-
sampling distance, respectively. Images were directly georeferenced using an on-board 
GNSS/INS system. For postprocessing, the GNSS relative positioning mode was used. For 
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obtained, and a boresight alignment with ground control points was carried out to correct 
slight systematic effects in the attitude angles of about 0.02 degrees [31,41,42]. In situ 

Figure 1. The Vila Nova de Gaia coast (left panel) and its location in Northern Portugal (red rectangle),
and closeups of the rocky sector in the North (a), the groyne at Praia de Canide (b) and the breakwater
at Aguda beach (c) (image: GoogleEarth, Data SIO, NOAA, U.S. Navy, NGA, GEBCO).

The north-western Portuguese Atlantic coast is highly energetic, presenting mean
significant wave heights of 2–3 m offshore, and mean wave periods of 8–12 s [35,36]. Waves
usually come from the NW, which induces a longshore drift current from north to south.
This current is in some areas inverted due to the presence of obstacles (such as breakwaters,
jetties, groynes, ebb tidal deltas and bars) that promote wave diffraction. The continental
shelf is 30–40 km wide [37] and the local tides are dominated by a semidiurnal regime [38],
with amplitudes ranging between 2.5 m and 3.8 m.
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The regional atmospheric climate varies seasonally. Mediated by the Azores Anticy-
clone [39], predominant winds from northerly and north-westerly directions occur during
the whole year, but with the highest amplitude during the summer months [40]. During au-
tumn and winter, southerly, south-westerly and westerly winds become dominant, though
northerly winter winds continue to occur.

2.2. Data
2.2.1. Surveys and Elevation Models

Aerial photos from surveys commissioned in the scope of several research projects
were used to obtain orthomosaics and digital elevation models (DEMs) for the study area.
Series of overlapping photos were taken from a small manned airplane carrying a digital
photogrammetric camera (ZI-DMC, 7680 × 13,824 pixels, for the 2008–2010 surveys, and
Vexcel UltraCam Falcon, 9420× 14,430 pixels, for the 2018–2019 surveys) and flying at about
1000 m and 1600 m heights for the 2008–2010 and the 2018 and 2019 surveys, respectively,
to provide high-resolution images with 10 cm and 12–13 cm ground-sampling distance,
respectively. Images were directly georeferenced using an on-board GNSS/INS system. For
postprocessing, the GNSS relative positioning mode was used. For each image, the position
of the camera projection centre and the attitudinal angles were obtained, and a boresight
alignment with ground control points was carried out to correct slight systematic effects in
the attitude angles of about 0.02 degrees [31,41,42]. In situ measurements in built-up areas
were used for calibration, as these contain features that can be used as accurate ground
control points.

Surveys were taken on 14 November 2008, 23 April and 11 November 2009, 5 May
2010, 17 May 2018 and 20 February 2019 during spring low tides. DEMs with 1 m resolution
were computed from the pairs of stereoscopic aerial images after extracting correlated
points through stereo-matching using the Agisoft software [43]. Final DEM accuracies were
in the order of 10 cm and, therefore, close to the image resolution [42].

Additionally, a Digital Terrain Model (DTM) from 2014 (kindly provided by the Direção
Geral do Território, available at http://mapas.dgterritorio.pt/inspire/atom/downloadservice.
xml (accessed on 15 March 2022)) with a 2 m resolution was used to complement the
elevation data.

2.2.2. Wave Conditions

Wave data were obtained from a DATAWELL directional wave buoy located about
32 km NW of the study area, off the coast of Leixões harbour (41◦19.00′ N, 008◦59.00′ W), at
83 m water depth (processed data supplied by the Portuguese Hydrographical Institute—IH;
https://www.hidrografico.pt (accessed on 15 March 2022)). Average significant heights
(Hs) and wave peak directions for 3 h intervals were used (Figure 2). Wave roses were pro-
duced to show the wave direction distribution depending on the wave height (Figures 3–5),
using 16 cardinal directions and frequencies for 3 significant-wave-height classes: above
4.5 m, between 3 m and 4.5 m, and above 4.5 m. These classes were based on the 85th
and 95th percentiles of the mean significant wave heights (Hs) recorded during the study
period, which were 3.1 m and 4.4 m, respectively. Three-hourly wave data were available
for 89.5% of the total study period, with data missing for January 2010, January 2016, May
and June 2018, and February 2019 due to equipment failure (mostly during winter) or
maintenance (in spring/summer). Notice, that failures due to the damage or breakdown of
the equipment during storm events meant that some data of extreme conditions, which are
relevant for sediment transport, were missed.
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2.2.3. Wind Conditions

Wind velocity and direction were obtained from the ERA5-Land reanalysis dataset [44].
ERA5-Land provides hourly high-resolution gridded climate variable estimations from
1950 to present with a resolution of 0.1◦ × 0.1◦ (i.e., about 11.1 km in the N–S direction and
8.3 km in the E–W direction at 41.1◦ N latitude), with the closest available location for the
study region being at 41.1◦ N, 8.6◦ W. Hourly wind velocities (in m/s) were extracted and
wind directions were computed from the respective estimates of the horizontal speed of air
moving towards the east (u-component) and toward the north (v-component) at a height of
ten metres above the surface of the Earth (Figure 2). Analogously to the processing of the
wave data, wind roses were produced to show the wind direction distribution depending
on the wind velocity, using 16 cardinal directions and frequencies for 3 wind-speed classes:
more than 6.5 m/s, between 5 m/s and 6.5 m/s, and less than 5 m/s (Figures 3–5). The
classes were based on the 85th and 95th percentiles of the hourly wind velocities recorded
during the total study period, which were 5.2 m/s and 6.6 m/s, respectively. Notice that
these data were model simulations and, although ERA5-Land wind data may be generally
acceptable for coastal locations with moderate variability in topography, they should be
used with caution for coastal zones because the ocean–land discontinuity affects model
stability conditions [45].
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and hourly wind directions for three velocity classes (right plots) for the 3 seasons monitored (from
top to bottom: winter, summer, winter).

2.3. Analyses

The adopted procedure is schematised in Figure 6. The DEMs and DTM, on a regular
1 × 1 m grid and 2 × 2 m grid, respectively, were mapped and analysed in a GIS tool
(using ArcGIS 10.6 and its Spatial Analyst and 3D Analyst modules). Differences between
elevation models were computed to quantify sediment budgets and changes in shoreline
position for different periods. The data series allowed for assessing changes that occurred
during the following periods: an approximate decade, between April 2009 and February
2019; two approximate 5-year periods, between April 2009 and 2014 and between 2014 and
February 2019 (we assumed that the 2014 surveys took place on the 30th of June, but precise
dates are unknown); three periods of a year, between November 2008 and November
2009, between April 2009 and May 2010 and between May 2018 and February 2019 (not
a complete year); and three seasons, between November 2008 and April 2009 (winter),
between April 2009 and November 2009 (summer) and between November 2009 and May
2010 (winter) (Table 1).
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Figure 6. Scheme of the adopted procedure, where digital elevation models (DEMs) and the digital
terrain model (DTM) were analysed in terms of the spatial and temporal morphodynamics, which
were subsequently related to local features and wave and wind patterns.

Table 1. Changes in volume of the beach–dune system and in the shoreline position (positive
and negative values indicate seaward and landward movements, respectively) that were observed
between subsequent surveys (upper rows), and for the yearly, 5-yearly and the decadal periods of the
time series analysed.

Dates Period ∆ Volume (m3) ∆ Shoreline (m)

November 2008–April 2009 Season: winter 223,094 +2.9% 2.7
April 2009–November 2009 Season: summer 108,848 +1.4% 0.7
November 2009–May 2010 Season: winter −6889 −0.1% 1.2
May 2010–June 2014 −54,483 −0.7% −0.4
June 2014–May 2018 90,981 1.2% −3.3
May 2018–February 2019 1 year (approx.) −89,372 −1.1% 0.2
November 2008–November 2009 1 year 331,942 +4.4% 3.3
April 2009–May 2010 1 year 101,959 +1.3% 1.9
April 2009–June 2014 5 years 47,476 +0.6% 1.5
June 2014–February 2019 5 years 1608 0.0% −3.1
April 2009–February 2019 Decade 49,084 +0.6% −1.6

To assess the local patterns, as well as the effect of beach exposure to wind and wave
impacts, the studied coastal stretch was divided into segments. Therefore, the contour line
of 1 m above the mean sea level (MSL) of the first survey (November 2008) was drawn
and generalised (simplified) using the Douglas–Peucker simplification algorithm [46] with
a specified maximum offset tolerance of 30 m. Each segment of this generalized line
represented a beach segment, and for each segment, its length and orientation (facing
direction) were extracted.

Considering the isoline 1 m above MSL as representative of the shoreline, shoreline
dynamics were obtained by calculating the difference between surveys in 2D area per linear
meter, using the simplified isoline to determine the coastal stretch or segment length. Given
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that the inside limit of the study area (and of the segments) is fixed, the change in area per
linear meter corresponded to the mean change in shoreline position.

Volumes, differences in volume and differences in shoreline position between surveys
were computed for the beach–dune system of the entire study area and per segment. For
the segments, volumes were obtained using a buffer for each segment, with straight limits
perpendicular to the beach line (Figure 7). To obtain comparable results for the different
beach segments, which vary in length, changes in volume were presented per linear meter
of segment length. Furthermore, the slope of the more dynamic part of the beach was
computed per segment by considering the beach zone with elevations between 1 and 4 m
only, approximately corresponding to the upper beach face. Mean slopes per segment were
obtained based on the segment area for this elevation range and the segment length. Finally,
the results were analysed by considering beach types, beach orientation and local wind
and wave climates.
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3. Results
3.1. Overall Morphodynamics

The beach and dune system of the studied coastal stretch had an approximate area
of 1,400,000 m2 and a volume of 790,000 m3 above the MSL. Overall, the analysed time
series started with a year showing marked accretion and shoreline progradation (Table 1),
followed by less accentuated erosional and accretional periods. Shoreline dynamics did
not always reflect sedimentary budgets, with some periods showing landward migration
when the volume increased and seaward movements when the volume decreased.

Looking at the morphodynamics for approximate seasons, years, 5-year periods and
decade of the data series (Table 1), different behaviours were observed for comparable
periods. Seasonal changes, which could only be studied for the first one and a half years,
showed accretion during the first winter and the summer period, followed by a nearly stable
second winter. There was also inter-annual variability, with the early years (2008/2009,
2009/2010) showing increases in volume and shoreline progradation, whereas, during
the last (approximate) year (2018/2019), volume was lost, though the shoreline position
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remained on average stable. Considering the changes observed during 5-year periods, the
first (2009/2014) showed a slight increase in volume and shoreline progradation, while the
second (2014/2019) showed stable volume and shoreline regression. For the approximate
decade (2009/2019), there was a slightly accretional trend in terms of volume but an
erosional trend in terms of the shoreline position, which retreated 1.6 m on average.

3.2. Local Morphodynamics

Of the 52 beach segments obtained through beach line simplification (Figure 8), 3 were
not analysed because they represented hard defence structures without a beach (i.e., the
southern face of the Praia de Canide groyne (Figure 1b), segment 14, and the two faces of
the Aguda breakwater (Figure 1c, segments 41 and 42). In the northern part, segments 1 to
7 were predominantly rocky (Figure 1a), with slopes between 7.6◦ and 20.9◦, with a mean
slope of 10.6◦. To the south, from segment 8 to segment 52, the beaches were sandy with
rocky outcrops and slopes between 2.1◦ and 7.9◦, with a mean slope of 5.1◦.

Considering a decade (Table 1), sediment budgets and shoreline dynamics varied
spatially (Figure 9). Segments showed sedimentary budgets ranging from losses of 213.8 m3

to gains of 417.0 m3 per linear meter of coast and shoreline dynamics ranging from 24.0 m
regression to 51.5 m progradation. Stretches with relatively stable morphology and others
with erosional or accretional trends were found, depending on beach type, shoreline
orientation and the presence of defence structures. Rocky beaches (segments 1–7) were
the least dynamic. Sandy beaches were the most dynamic, with mean shoreline position
changes of 0.0 m and −3.4 m, respectively, and mean sediment budgets of −1.1 m3 and
−2.9 m3, respectively, per linear meter of coastline and for the studied decade. However,
two zones of sandy segments could be distinguished as segments with varying erosional
trends in the north and centre of the study area (8–39) and segments with accretional trends
in the south (40–52). Patterns differed, however, for the two 5-year periods comprising
the decade, except for the northern rocky segments, which remained relatively stable
throughout. The accretion in the most southern segments (40–52) and the erosion in the
northern sandy segments (12–20) took place during the first 5 years. The erosion of the
central-southern segments (24–40) occurred during the second 5 years.

The three yearly periods analysed showed a spatial variability similar to the decadal
period, with sediment budgets between −243.7 m3 and 377.9 m3 per linear meter and
shoreline changes between−29.3 m and 30.7 m. There was a marked interannual variability
(Figure 10). The first year (2008/2009) showed accretion for most segments, except for the
rocky northern segments and the two most southern segments, which lost volume and
retreated. The behaviour in terms of volume was not always analogous to the shoreline
change. The second (2009/2010) and third (2018/2019) years analysed showed patterns
that were more similar to the decadal pattern. The northern rocky segments were followed
by predominantly eroding segments and a few accretionary southern segments, although
there was some variability in the central part during the second year.

The seasonal analysis (Figure 11) showed a first overall accretional winter with a
pattern similar to that of the first year, followed by a rather stable summer season, marked
by accretion in some southern segments (40–44, 50–52). The second winter, however,
displayed much more variability, with some central-zone segments losing a lot of volume.
Seasons showed segments with sediment budgets between −264.3 m3 and 301.6 m3 per
linear meter and shoreline changes between −26.1 m and 27.1 m.

Analysis of the segments per beach type and segment orientation (Figures 12–14),
confirmed that rocky beaches presented less sedimentary dynamics in general than sandy
beaches, as expected, independently of their orientation. Over the 10-year period and
on average, rocky segments lost 1.1 m3 of volume per linear meter (SD = 1.7) and did
not change their shoreline position (change = 0.0 m, SD = 1.7). Sandy segments lost
2.9 m3 of volume per linear meter (SD = 117.6) and retreated 3.4 m (SD = 10.7). Segments
neighbouring defence structures, particularly the segment to the north of the Aguda
breakwater, showed variable behaviour. For the decadal period (Figure 12), erosion and
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shoreline retreat tended to be higher for westward oriented segments compared to north-
westward oriented segments, although some segments (particularly the most southern
segments of the study area) displayed marked accretion despite facing approximately
west. The behaviours of the two 5-year periods were distinct, with a second 5-year period
characterized by more intense erosion and shoreline retreat, which seems to become more
severe as the segments tended towards a western orientation. Yearly patterns (Figure 13)
showed accretion in most segments in the first year, independent of their orientation, and
higher erosion in the second year, particularly in segments oriented towards the W. For
the third analysed yearly period (corresponding to the last year of the data series), the
shoreline dynamics were apparently related to the segment’s orientation, similar to the
behaviour observed for the last 5-year period. Seasonal patterns (Figure 14) were also
distinct. Segment orientation seemed of little importance for the first winter period, which
was marked by accretion, and for the following summer period, which showed less intense
dynamics. The second winter, on the other hand, showed again a tendency towards higher
erosion in the segments oriented towards the west. As seen earlier, volumetric changes did
not always correspond to shoreline changes.
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Figure 12. Decadal and 5-yearly changes in volume and shoreline position per segment presented
according to segment orientation and marked according to the segment type or its location (N-Aguda:
segment 40 north of the Aguda breakwater, S-Aguda: segments 43 and 44 south of the Aguda
breakwater, N-groyne: segment 13 north of the groyne, S-groyne: segment 15 south of the groyne).
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Figure 13. Yearly changes in volume and shoreline position per segment presented according to the
segment orientation and marked according to the segment type or its location (N-Aguda: segment
40 north of the Aguda breakwater, S-Aguda: segments 43 and 44 south of the Aguda breakwater,
N-groyne: segment 13 north of the groyne, S-groyne: segment 15 south of the groyne).
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For the whole study period (November 2009–February 2019), the beach–dune system 
studied gained 3.6% in volume and 1.1% in area, with the shoreline moving, on average, 
1.1 m seaward (Table 1). However, most of this accretion took place during the first year. 
After that, the beach volume and shoreline position stabilized. Considering the two 
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Figure 14. Seasonal changes in volume and shoreline position per segment presented according to
segment orientation and marked according to the segment type or its location (N-Aguda: segment
40 north of the Aguda breakwater, S-Aguda: segments 43 and 44 south of the Aguda breakwater,
N-groyne: segment 13 north of the groyne, S-groyne: segment 15 south of the groyne).

4. Discussion
4.1. Overall Morphodynamics

For the whole study period (November 2009–February 2019), the beach–dune system
studied gained 3.6% in volume and 1.1% in area, with the shoreline moving, on average,
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1.1 m seaward (Table 1). However, most of this accretion took place during the first
year. After that, the beach volume and shoreline position stabilized. Considering the
two analysed 5-year periods (2009/2014 and 2014/2019), the first showed a slight increase
in volume and shoreline progradation, whereas the second showed a stable volume but
a marked shoreline retreat of 3.1 m, despite protection measures (such as the groyne and
breakwater) and artificial beach nourishments. The northwest coast of Portugal has been
suffering from a scarce sediment input and a high-energy wave climate, which turns this
coast into one of the most active in terms of sediment transport fluxes, with the segment just
south of the study area between Espinho and Torreira considered one of the most exposed
and vulnerable areas to erosion in the country [18]. Erosion hotspots with 2.5 m shoreline
retreat have been found in that region at Vagueira beach [25], despite frequent artificial
beach nourishments. A retreat of 1–5 m per year was estimated if no mitigation measures
were taken [14]. Therefore, although the studied stretch seems to be rather stable in the
medium term (decade), there seems to be a trend towards erosion in recent years (though
longer time series are needed to confirm whether this trend is persistent). Furthermore,
this trend, if confirmed, in combination with the projected sea-level rise [9], suggests that
erosion and shoreline retreat is likely to become an even more serious problem in the future.

There are several possible reasons for these differences between early and later periods
of the analysed time series, ranging from differences in forcing variables, such as wave
and wind intensities and directions, to differences in sediment availability (dependent
on river flows, ocean currents, sediment extraction and beach nourishments). Wave and
wind conditions during the period between surveys were therefore analysed to look for
patterns that may explain the observed morphodynamics. Offshore wave and onshore
wind conditions were quite similar for these two 5-year periods (Figure 3), but the strongest
and most damaging winter of the time series occurred in 2013/2014. This winter caused
widespread and intense erosion on Atlantic coasts, which took months to some years to
recover [47,48]. This may have contributed to the sediment loss between May 2010 and
June 2014 and to the recovery between June 2014 and May 2018. Nonetheless, the second
5-year period showed a remarkable and concerning average shoreline retreat.

The difference between early and later periods of the data series, representing more
accretional and more erosional behaviours, respectively, was also reflected in the marked
inter-annual variation found. During the first year (November 2008 to November 2009),
the beach–dune system volume increased by more than 4% and the shoreline moved,
on average, more than 3 m seaward. Accretion was less intense for the second yearly
period analysed (April 2009 to May 2010), and the (approximate) last year (May 2018 to
February 2019) showed erosion instead. Looking at the wave and wind conditions during
the yearly periods, patterns diverged, reflecting the general medium-term pattern during
the first year, with dominant wave directions from the NW and wind directions from NNW,
showing more distributed wave directions and a strong southern wind component during
the second year and revealing a more frequent wave direction component from the WNW
in the third year. Given that the coastal stretch faced roughly WSW, wave incidence in the
last year was less oblique for most segments, possibly reducing sediment transport and
deposition via the induced N–S littoral drift.

Seasonal analyses showed two very different winter periods (November 2008 to April
2009 and November 2009 to May 2010, respectively), the first presenting overall accretion
and shoreline progradation, while the second presented erosion (though with a progressing
shoreline). Looking at the corresponding wave and wind climates, the first winter was
characterized by NW–WNW waves and winds distributed from N to W and S, whereas the
second winter showed dominant W–NW waves and southern winds, suggesting, again,
that more oblique wave incidence promoted accretion and less oblique wave incidence
promoted erosion.

However, notice that the temporal changes were analysed based on non-regular sur-
veys. Hence, seasonal and annual analyses do not cover the whole time series, as would be
desirable. Moreover, the wave data present gaps caused by equipment failure due to ex-
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treme weather and wave conditions, meaning that extreme events may be underrepresented
in the data. In terms of wind effects, no clear relationship between wind directions and
the morpho-sedimentary dynamics could be identified, possibly because the ERA5-Land
wind parameters used are model simulations that may not represent local coastal patterns
well [45]. Furthermore, morphodynamics results for the higher beach–dune areas, where
wind effects are expected to be most noticeable, are likely to be less precise, particularly
in the presence of vegetation. Analyses were based on six DEMs, where dune volume
reflects sediments, as well as vegetation, and on one DTM, where vegetation was probably
filtered out. In vegetated dunes, a DEM will therefore tend to produce higher volumes
than a DTM. Furthermore, dune grass and shrub vegetation will increase in volume during
the growing season, affecting seasonal budgets, and in some of the dunes, trees were also
found (which may cause interannual, 5-yearly or decadal differences due to growth or
felling). Detailed analysis of rocky outcrops showed very similar altitudes in the DEM and
the DTM, suggesting that they were comparable. However, the fact that the models may
have been processed differently and the lower resolution of the DTM have to be considered
as potential error sources.

4.2. Local Morphodynamics

Local morphodynamics often diverged from the general pattern of the coastal stretch
as a whole, highlighting the importance of local approaches to erosion monitoring. Morpho-
sedimentary dynamics were found to vary temporally, as well as spatially, with patterns
depending on beach type and exposure. This was consistent with findings that sediment
transport and budget will vary locally along a non-straight coastline due to uneven wave
attenuation [27]. Variability between segments was high and the magnitude of change was
of a similar order for the different periods analysed, from seasonal to decadal, showing
how rapidly coastal morphology can change and recover.

Over the last decade and from north to south, three zones could be distinguished: the
rocky segments in the north, which were morphologically stable, as expected; a central
zone of sandy beaches with rocky outcrops, displaying variable patterns but a tendency for
erosion; and a southern part covering the beaches close to the city of Espinho that tended
towards accretion (Figures 7–12). This pattern also occurred during the second winter
(2009/2010), the second year (2010), the second 5-year period (2014–2019) and the last year
(2018/2019). The first season and first year showed overall accretion in most segments
(12–48), and erosion in some rocky segments (4–7) and the most southern segments (51–52),
contradicting the pattern of the later periods.

The observed sedimentary dynamics of the rocky shores were unexpected. Detailed
analysis showed that differences were found on some sandy patches in the first segments,
as well as between rocks, suggesting that there may be artefacts in the DEM due to shadow
effects, which are particularly strong in the crevices between rocks (notice that surveys
were always done during spring low tide, which may occur at different times of the day,
causing more or less shadow) but also near the shoreline, where wave breaking and runup
between the rocks and in crevices may have affected DEM precision.

During the first 5-year period, the central part of the study area already showed
erosion, but mostly in the upper central segments (16–23). The segments to the south of the
Aguda breakwater (43–52) showed accretion, which could be (at least partly) attributed to
a protective effect of the breakwater. In the second 5-year period, nearly all of the central
segments showed erosion and shoreline retreat. In fact, comparing the two 5-year periods,
many segments showed the opposite behaviour, particularly in terms of shoreline position
(e.g., 28–31, 34, 40, 44). This suggested a change in the spatial pattern between 2008 and
2019, with a trend towards erosion in the central zone and a trend towards accretion for
the southern zone of the studied coastal stretch. Notice, that there is a large groyne just
south of the study area at Espinho, which may have contributed to the observed updrift
accretion. However, this groyne has been there for decades with more or less success in
retaining updrift sediments, suggesting that a change in hydrodynamics and/or sediment

38



Appl. Sci. 2022, 12, 4365

supply through increased artificial beach nourishments [34] supported the accretion in
recent years.

The temporal variability observed was likely a result of the different wave and wind
patterns, which affected segments differently depending on the local conditions—i.e.,
geology, exposure, and updrift and downdrift structures. The wave incidence direction
and wave impact will depend on the direction of the waves and the segment’s orientation.
Murray and Asthon [49] evaluated the alongshore sediment flux for different wave angles
and concluded that coastline segments with different orientations experience different
alongshore sediment fluxes. Their results show that the wave angle that leads to the highest
value of sediment transport is not necessarily the most oblique wave in shallow water.
However, wave incidence will also depend on local hydrodynamics. The wave data used
provide offshore wave heights and directions, but onshore, breaking wave characteristics
are determined by wave propagation phenomena, such as shoaling and refraction, which
depend on the coastal morphology and setting.

Nonetheless, analyses of the erosion/accretion indicators (sediment budget and shore-
line dynamics) in relation to beach orientation (Figures 12–14), showed: (i) the general
temporal trends, with periods of more accretion or erosion, that were also seen in the overall
and the spatial analyses; (ii) differences between beach types, with rocky beaches being rel-
atively stable, independent of orientation, and sandy beaches showing marked variability;
and, (iii) an apparent tendency towards more erosion/shoreline retreat for segments facing
more western directions (despite the scatter). The latter was particularly the case for the
periods of the last 5 years and the last year, suggesting that shorelines with less obliquely
incident waves presented a higher erosion risk. This could be explained by the dominance
of cross-shore transport towards the subaerial beach during wave storms, with the sand
deposits occurring at or behind the rocky outcrops. The most westward-facing segments
tended to have the highest volume losses and shoreline retreats, and erosion/shoreline
retreat increased with more western-dominant wave directions, as was the case in the last
year. For the 5-year periods, the wave roses seemed rather similar (as could be expected
for such a long period), but the WNW component was higher for the second 5-year period
than for the first.

In general, more exposed segments (e.g., segments 17, 19, 31; Figure 5) showed
frequent sediment loss and shoreline retreat, yet many apparently protected (embayed)
segments retreated too (e.g., 18, 20, 23). This may have been due to wave diffraction. The
main wave crest orientation was from the NW, inducing a drift current from north to
south, which was in some areas inverted due to the presence of obstacles that promoted
wave diffraction, causing downdrift erosion. Shoreline retreat was also found downdrift
the Canide groyne, which is a typical effect of these structures that are intended to trap
sediments in updrift areas. However, even the segments above the groyne did retreat,
though less than those downdrift. Segments north (39, 40), as well as south, of the Aguda
breakwater (43, 44) moved from accretional during the first years of the survey series to
erosional during the last 5 years. This may have been due to changes in wave action,
as explained above, but also due to sand beach management operations that removed
sediments from north of the breakwater to nourish the beaches of the city Espinho in
the south.

There were two flood events in the Douro river during the study period, one in
February 2010 and another in March 2018, with peak river flows of more than 6000 m3/s
and 4000 m3/s, respectively. These may have affected longshore sediment transport to
the sectors south of the river outlet, as the periods comprising these flood events showed
consistent erosion in the intermediate segments (16–25) of the study area. However, a
detailed hydrodynamic analysis would be needed to confirm this hypothesis.

An interesting issue was that volumetric changes did not always correspond to shore-
line dynamics, suggesting sediment transport from the beach to the dunes. There are
different modes of beach dynamics—shoreline advance/retreat (translation modes) and
beach steepening/flattening (rotation modes)—that can occur simultaneously and are
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often linked to sediment redistribution within the beach–dune system [50]. For instance,
segments 39 and 40 (located to the north of the Aguda breakwater) presented shoreline re-
gression and stability (−6.1 m and −0.2 m, respectively) but volume stability and accretion
(2.1 m3/m and 265.4 m3/m, respectively) for the decade. Simultaneously, a steepening in
the profiles was observed, with the beach slope increasing from 6.5 to 7.7◦ and from 3.7 to
6.6◦, respectively. Notice that the enormous difference in volume in segment 40 was also
due to the beach width. Larger segments will have more surface and hence the capacity to
present larger sediment budgets.

5. Conclusions

Concluding, despite the limitations of the data time series, the present study demon-
strated how local conditions interact with meteo-ocean conditions in shaping local morpho-
sedimentary dynamics, stressing the need for local approaches to monitoring and erosion
risk analyses. Dynamics varied markedly in space, with patterns depending on beach
type and exposure, as well as on the presence of coastal defence structures that alter local
hydrodynamics and, therefore, sediment transport and deposition.

The analysed coastal stretch suffered an average 1.6 m retreat of its shoreline in a
decade with a slight increase in its volume (0.6%). However, analyses of shorter peri-
ods (annual and five years) revealed greater shoreline retreat and sediment budget val-
ues, demonstrating the high temporal dynamics of this coastal stretch and stressing the
need for longer monitoring periods (more than 10 years) to assess the main trends of
coastal morphodynamics.

Although the studied stretch seemed to be rather stable in the medium term (decade),
the northwest coast of Portugal has been suffering from a scarce sediment input and a
high-energy wave climate, which turns this coast into one of the most active in terms of
sediment transport fluxes. If a projected mean sea-level rise of the order of 1 m by 2100 is
confirmed, shoreline retreat will become a major problem in the next few decades.

Coastal management should therefore be based on structural monitoring programs,
with surveys at adequate temporal and spatial scales to understand local dynamics and to
be able to apply adequate erosion mitigation measures in the right places. Furthermore,
given that many coastal systems show sediment deficits, mainly due to anthropogenic
interventions in rivers, such as dams, and sediment extraction, sediment budgets should
play a central role in the development of coastal defence strategies.
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Featured Application: The video monitoring system used in this study can be applied for moni-
toring coastal processes of erosion and recovery and thus can be useful in designing beach pro-
tection/prevention plans for damage by storm waves.

Abstract: Once a beach is eroded by storm waves, it is generally recovered under milder wave
conditions. To prevent or reduce damage, it is therefore important to understand the characteristics
of the site-specific recovery process. Here, we present the results, based on a data set from a video
monitoring system and wave measurements, of the recovery process in a pocketed beach located
inside a bay where the shoreline retreated harshly (~12 m, on average, of beach width) during
Typhoon TAPAH (T1917) in September 2019. It took about 1.5 years for the beach to be recovered to
the level before the typhoon. During this period, the erosion and accretion were repeated, with the
pattern highly related to the wave power (Pw); most of the erosion occurred when Pw became greater
than 30 kWatt/m, whereas the accretion prevailed when Pw was no greater than 10 kWatt/m. The
recovery pattern showed discrepancies between different parts of the beach. The erosion during storm
events was most severe in the southern part, whereas the northern shoreline did not significantly
change even during TAPAH (T1917). In contrast, the recovery process occurred almost equally at all
locations. This discrepancy in the erosion/accretion process was likely due to human intervention, as
a shadow zone was formed in the northern end due to the breakwaters, causing disequilibrium in the
sediment transport gradient along the shore. The results in this study could be applied in designing
the protection plans from severe wave attacks by effectively estimating the size of coastal structures
and by correctly arranging the horizontal placement of such interventions or beach nourishment.
Although the application of these results should be confined to this specific site, the method using
wave energy parameters as criteria can be considered in other areas with similar environments, for
future planning of beach protection.

Keywords: beach erosion; storm waves; recovery process; video monitoring; pocket beach

1. Introduction

Beaches are important for nearby communities, as they provide areas for recreational
activities. They are sources of tourism, and thus well-groomed beaches with a nice coastal
environment attract many visitors, even from abroad. Therefore, maintaining these beaches
in good condition is necessary to improve their value. Apart from economic reasons,
beaches are also environmentally important because they are buffer zones between the
ocean and land, protecting on-land facilities by mitigating wave energy. Because of this
buffer role, beaches themselves are exposed to attacks of extreme waves under storms
such as tropical cyclones. When the wave energy is released in the surf zone due to the
breaking of waves, sediments in the beach face and the nearshore seabed are dynamically
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transported. Therefore, one of the serious types of damage as a result of storm attacks is
beach erosion.

Under energetic wave conditions, nearshore sediments can move offshore rapidly
due to wave-induced underwater currents [1], and the shoreline can significantly retreat,
even for a short time of hours or days [2,3]. The volume of erosion is directly related
to the maximum wave height during the storm, as the near-bed shear stress initiates
sediment motion proportional to the square of the wave height, and more sediment moves
under higher shear stress once it exceeds a critical value. In addition, the wave period
that contributes to the power of storm waves and the wave direction that influences the
distribution of wave energy along the shore are important factors in the amount of eroded
sediment. In addition to the wave parameters, the duration of a storm [4] or a sequence of
consecutive storms [5,6] could play a significant role in the erosional process.

Once a storm event ends, onshore sediment motion prevails, under mild wave con-
ditions, due to wave nonlinearity such as skewness and asymmetry [7], which results in
the natural process of shoreline recovery following storm events. Therefore, studies on the
recovery process after storms are as important as studies on the erosional process during
storms [8]. The time scales of the post-storm nearshore morphological recovery are varying,
from days [5,8] to months [9]. However, large storms can cause rapid erosion locally,
from which recovery may take many years or even decades if the impacts are sufficiently
large [10]. In extreme cases, the damage can be irreversible if the coastal structures that are
built to protect the shore are destroyed by the storms [11].

In the recovery process, the interval between multiple storms is important, as it is
inversely related to the storm damage. If the interval between two consecutive storms
is less than the recovery time of the beach, the next storm could cause greater damage
to the beach [12]. For example, storm clusters with small return periods could impose
similar erosion impacts to a single storm that had a much longer return period (i.e., much
greater storm). If a beach reached equilibrium after the attack of the first storm, additional
erosion would occur only when the intensity of the following storms exceeded that of
the first one [5]. Therefore, the recovery after storm events is a complex process, not only
depending on the post-storm recovery time but also depending on the intensity of the
following storms.

The studies on beach recovery after storms have used various approaches. One of
the traditional methods is the direct measurement of the elevation and water depth along
the lines set perpendicular to the coastline, which is called profiling. The profiling would
be useful for long-term monitoring for beach processes with a low initial cost [13]. The
profile data could be also used to validate simulation results calculated from numerical
models [14]. The model approach is usefully applied for the prediction of beach recovery for
either short-term or long-term processes. Short-term prediction models such as XBeach [15]
calculate the rapid changes in the seabed and dunes during storms and the post-storm
recovery process in the time scale of months [9]. Due to the high computational cost,
however, the application of process models is still restricted for year-scale predictions. For
such long-term predictions, line models [16] based on the one-line theory [17] or statistical
models such as Monte Carlo have been applied [18].

Another tool that is useful for the long-term observation of the beach process is remote
sensing. The satellite imagery can be regularly collected over a long period, and it has
been used to derive shorelines and identify their spatial patterns [19,20]. However, it is
sensitive to cloud cover and has a limited temporal resolution. Similarly, aerial photos are
useful to detect geographical changes over decades, although they cannot provide detailed
information on detected variation [21]. On the other hand, airborne and in situ LiDAR also
provides detailed information on the beach geography, for comparison and validation of
other measurements [22,23]. Despite their advantages, the application of aerial photos and
LiDAR data is restricted in measuring the beach recovery process continuously due to the
high cost. For this reason, Video Monitoring Systems (VMSs) installed at beaches have
been successfully applied to observe the recovery process in specific sites [8,9]. The VMS is
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not only useful for long-term monitoring [24] but also for short-term observation of the
recovery process after storms [5] and for estimation of the wave parameters [25] as well as
wave-induced currents [26].

In this study, we also investigated a recovery process after an attack of storm waves,
when a severe erosion occurred, by analyzing the shoreline variations in a pocketed beach
located inside a bay in the southeast coast of Korea. Our study focused on the conditions
that determined the erosional or depositional process at the beach using data sets from a
VMS and wave measurements. As previously described, it is a natural process that beaches
undergo erosion by attacks of storm waves, and then they are slowly recovered under
milder conditions. However, the criteria that decide the shoreline erosion and accretion
are still unclear. Although such information obtained at a beach is site-specific and thus
cannot be generally applied for other beaches, the analytical methods may still be applied
to beaches with different conditions. In addition, if a criterion is provided for a specific
beach, then plans can be designed to protect the beach from severe damage that can lead to
a loss of its value.

Another focus was examination of the locality in the recovery pattern between different
locations along the beach. Previous studies using the VMS generally focused on the time
scale of the recovery process [8]. However, it is also important to analyze the discrepancy
in the recovery process between different locations, if it exists, because such disequilibrium
may lead to the concentration of damage at specific locations if subsequent storms attack
the site before fully recovered. The results of the present study are, therefore, useful not
only to understand the criteria for erosion/accretion processes at the study site, but also to
analyze the causes of disequilibrium during the recovery process. These outcomes are then
applied to suggest measures for conservation of the beach, considering the characteristic
erosion and recovery pattern, generally or locally.

The paper is organized as follows. The information of the study site and the damage
as a result of Typhoon TAPAH (T1917) are described in Section 2.1. The VMS used in this
study and its data are introduced in Section 2.2. The general trend of the beach process is
described in Section 3.1, and the locality (discrepancies in the process between areas of the
beach) is analyzed in Section 3.2. The discussion on the results is provided in Section 4,
and the conclusion of the study in Section 5.

2. Materials and Methods
2.1. Study Sites

Yeongildae Beach is in the southeast of the Korean Peninsula (Figure 1a), inside Yeongil
Bay, which faces northeast with a mouth width of ~10 km (Figure 1b). Due to its location
in the west corner of the bay, the beach has been protected from severe erosion because
the wave energy is generally attenuated when reaching the site. Yeongildae Beach is a
~1.7 km long sandy beach where the sediment size ranges from about 0.15 to 0.35 mm. It is
a pocketed beach facing ESE (East-Southeast), bounded by two ports—Pohang Port at the
southern end and Duho Port at the northern end. Due to the breakwaters that were built for
these ports, the sediments were expected to remain within the coastal cell without loss in
the longshore direction. However, the beach has been classified as an erosive beach because
input sources of sediment to the beach have been lost due to the construction of the ports.
In addition, after the breakwaters of Duho Port were constructed, a shadow zone could
have been formed in the lee area of the breakwaters, reducing the wave energy by wave
diffraction [27]. The shadow zone has caused redistribution of sediments along the beach
shore so that the shoreline width has become narrower near the Yeongil Bridge area but
thicker at both ends of the beach near the two ports (Figure 1b). The aerial photograph and
satellite image in Figure 2 compare the shorelines measured in 1977 (before the construction
of the Duho Port breakwaters) and in 2019 (after construction). It shows that the shoreline
severely retreated in the middle of the beach, whereas it accredited at both ends in 2019,
compared to 1977, indicating the redistribution of sediment to reach an equilibrium by the
changed wave energy field after the construction of Duho Port.
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The wave data were measured at two locations, M1 and M2, as shown in Figure 3a.
At M1, a pressure transducer was moored at the bottom, at an 8.5 m depth, ~1 km away
from the shore of the Yeongildae Beach, measuring the wave height (Hs) and period (Tp).
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Because the pressure transducer could not provide information on the wave propagation
(Dp), it was measured at M2, where an Acoustic Wave and Current Profiler (AWAC) was
moored at the bottom, at a 21.6 m depth, located in nearly the center of Yeongil Bay, ~7 km
away from Yeongildae Beach. The tidal range in the study area was no greater than 0.3 m,
and the tide-induced current was no greater than 0.2 m/s. Therefore, the effect by the tide
on the beach processes may not be significant, and thus was not considered in this study.
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Figure 3. (a) Map of the two locations of the wave measurements. Wave height and period were measured at M1 using a
pressure transducer moored at water depth 8.5 m in the nearshore area of Yeongildae Beach. Dp was measured at M2 using
an AWAC moored at water depth 21.6 m in the middle of Yeongil Bay, (b) a rose diagram for wave conditions measured at
M2 for 2.5 years (from 21 May 2018 to 26 November 2020).

Figure 3b shows a wave rose diagram that represents the wave conditions at M2.
Inside Yeongil Bay, the waves mainly propagate from the NE direction, which is similar
to the wave propagation outside the bay. Wave conditions in M2 are moderate because
the significant wave heights (Hs) are generally less than 2.5 m, except for several extreme
storm cases. The dominant wave directions in M2 are NE and NNE, which indicates that
the wave propagates inside the Yeongil Bay generally in the normal direction to the mouth
of the bay.

Due to the geographical characteristic of Yeongildae Beach being located at the north-
west end, inside Yeongil Bay (Figure 1b), the impact of storm waves has not been significant
compared to other beaches located outside the bay. In September 2019, however, Typhoon
TAPAH (T1917) attacked the study site. Although TAPAH (T1917) was a Category 1 ty-
phoon (max. wind speed 35 m/s), it caused serious damage to many beaches located on
the southeast coast of Korea due to the proximity of its path (Figure 4). The damage was
also significant at Yeongildae Beach because the beach face was rapidly eroded during the
attack of TAPAH (T1917), which provided the motivation of the present study to investigate
the characteristic pattern of its recovery process.

2.2. Video Monitoring System

At Yeongildae Beach, two VMSs were constructed at S1 and S2, as shown in Figure 1c.
The monitoring by the VMS was initiated in November 2018 and in February 2019 at S1
and S2, respectively. The VMSs were built at the top of buildings in both locations to save
the cost of constructing new towers to mount the VMSs. At S1, four video cameras were
mounted to cover the central and southern part of the beach, and two additional cameras
were mounted at S2 to cover the resting northern end of the beach.
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Figure 4. Track of Typhoon TAPAH (T1917).

The VMS consists of the cameras, camera controller, data processing, and data transfer
systems that send processed data (averaged images) to the main server. Every 30 min
from 7:00 a.m. to sunset, each camera took snapshot pictures for 3 min every half-second.
In Figure 5a,b, examples of the snapshot images taken at S1 and S2 are shown. The
180 snapshot images collected for 3 min were then averaged to produce an ‘averaged
image’; in this way, the averaged images were provided twice per hour. The averaged
images stored in the controller were transferred to the main server one time per day in
the nighttime, when the internet network was not busy. The snapshot images were not
saved in the system unless specified to do so, to save the cost of running the VMS. Once
the averaged-image data were transferred to the main server, the locations of the images
were corrected in the x-y coordinate system. Because the images were obliquely measured
with angles that were different between the cameras, the data needed to be converted into
orthogonal images to the ground. After this, the images from each camera were combined
into one-image data that covered the whole beach. Figure 5c shows the data in which the
orthogonal images are combined into one.

The shoreline positions and beach width were estimated from the image data of
the whole beach. For this process, a set of baselines needed to be established, as shown
in Figure 5d. The baselines started from the inner line set, along the landward end of
the backshore of the beach. Each baseline was set perpendicular to the inner line to be
ended in the water so that the position of the shore could be determined manually by
comparing the color of the pixels along the baseline. Once the shoreline positions were
determined, the beach width could be calculated by connecting the shoreline positions of a
baseline to that of the adjacent baselines. Similarly, the position where a baseline crossed
the inner line could be connected to the adjacent positions to form a polygon, as marked
with the blue solid lines in Figure 5. The beach width was then obtained by calculating
the area inside the polygon. To measure the time variation of the beach width, the inner
line and baselines were fixed once determined. In the case of Yeongildae Beach, a total of
34 baselines were established.
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Figure 5. (a,b) Snapshots of VMS images captured from one of the cameras on S1 and S2, (c) or-
thogonal image in which the pieces of image data captured by the cameras in the VMS system were
combined, (d) the baseline system to estimate the shoreline positions and beach width. The inner
line is set along the landward end of the backshore of the beach, and the baselines are set to start
from the inner line and extend seaward perpendicular to the shoreline. A total of 34 baselines are
set in Yeongildae Beach, as marked with red solid lines. The shoreline positions are determined by
comparing the color of image pixels along each baseline, and the beach width can be calculated from
the area of the polygon (marked with blue lines in the figure), which is composed by connecting the
crossing points of the baselines to the inner line and shoreline positions horizontally.

3. Results
3.1. General Pattern of Shoreline Recovery

In Figure 6, time variations of the four parameters measured in the site are compared
for about 33 months, since the initiation of the VMS measurement in November 2018. The
significant wave height, Hm0, and the significant wave period, Ts, were measured at M1
(Figure 3). The time variations of Hm0 and Ts in Figure 6a show complex patterns, as
they highly fluctuate, which may cause difficulties in understanding the impact of these
wave parameters on the shoreline change. Therefore, another parameter, wave power

(Pw = ρg2

64π H2
m0Ts) was calculated (Figure 6b). Pw is an index that directly measures the

wave energy flux and can be used as a parameter that combines the effects of the wave
height and period. The time variation of Pw is more clearly distinct from those of Hm0
and Ts. Its magnitude is usually less than 10 kWatt/m, with an average value over the
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33 months of ~0.9 kWatt/m. However, there were times when Pw sharply increased,
exceeding 20 kWatt/m, with its maximum value reaching ~75 kWatt/m.
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Figure 6. Time variations of (a) the significant wave height, Hm0, and the significant wave period, Ts, (b) the wave power,
Pw, (c) the amplitude of the near-bed velocity, Um, and (d) the mean beach width, 〈y〉, averaged over the 34 baselines.
The red rectangles mark the 4 time periods when Pw exceeded 20 kWatt/m and 〈y〉 was decreased, indicating the high
correlation between Pw and 〈y〉. The T1 in (d) denotes the time just before the beach was severely eroded by Typhoon
TAPAH (T1917) in September 2019, T2 denotes the time when the recovery process started in October 2020, and T3 denotes
the time when 〈y〉 was recovered to the level of T1 in March 2021.

The mean beach width, 〈y〉, was estimated by integrating the beach width, y, along
each baseline, from baseline #1 to #34. Here, the y magnitude of each baseline was obtained
by subtracting the average value during the first 2 years from the original VMS beach
width (i.e., y is the average removed beach width). As shown in Figure 6d, the beach was
significantly eroded when TAPAH (T1917) attacked the site in September 2019. During the
period of ~2 days, 〈y〉 was reduced by ~12 m. In this study, the time of 23 September 2019
was set as T1, as it was the initial time for the erosion to occur due to the typhoon. Since
the severe erosion, the beach width hardly recovered, as 〈y〉 could not reach the original
value in T1 (marked with the dashed magenta line in Figure 6d) until 1 March 2021, and
this time was set as T3 as an indication of the time of shoreline recovery, although 〈y〉
touched the original value only for a short time at T3 and decreased again sharply after that.
The time variation of 〈y〉 from T1 and T3 shows an interesting pattern. Once the severe
erosion occurred in T1, 〈y〉 tended to increase slowly (i.e., with much lower speed than
the erosion in T1). However, there were times when 〈y〉 decreased back to the level when
the most severe erosion occurred in T1. This accretion and erosion pattern was repeated
until 5 October 2020 (this time was set as T2). After T2, 〈y〉 continued to increase gradually
(without severe erosion) until T3, when 〈y〉 recovered to the level before the erosion in
T1. Once it reached the maximum level in T3, 〈y〉 decreased again, and the gradually
increasing process stopped. After this, 〈y〉 remained level, without showing a clear pattern
of erosion/accretion until July 2021, the time of the most recent data.

The pattern of 〈y〉 shows a high correlation with that of Pw, especially when the
erosions occurred from T1 to T3. To increase visibility, four red rectangles are marked
to show the time periods when 〈y〉 and Pw are significantly correlated. In these four
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periods, the beach width showed a significant decrease (or the increasing trend in 〈y〉
was halted, as shown in T3), and the maximum magnitude of Pw was observed to exceed
20 kWatt/m, which was significantly higher than observed at other times. In addition
to the wave power, the amplitude of the near-bed velocities, Um, was estimated using
the formula (Um = 0.0116Hm0/Ts) by Soulsby (1986) [28]. Um could be an important
factor for sediment motion because cross-shore sediment fluxes are calculated from bed
shear stresses that are based on near-bed velocities [29]. As shown in Figure 6c, the time
variation pattern of Um was similar to that of Pw; hence, Um increasing with increasing
Pw might trigger the sediment motions. However, the correlation between 〈y〉 and Um is
less relevant compared to that between 〈y〉 and Pw; that is, Um peaked on 3 September
2020, not on 23 September 2019, when 〈y〉 declined considerably. Furthermore, Um was an
indirect parameter estimated from the empirical formula using the measured wave heights
and periods from the wave sensor. Therefore, it may not be appropriate to apply Um to
directly measure the erosion/accretion processes in the beach face. In contrast, Pw was
directly estimated from the wave measurements and thus can be suggested as a controlling
indicator in this study.

The correlation between the beach width and wave power can be more clearly investi-
gated in Figure 7, in which the time variation of Pw is also compared with that of 〈y〉 for the
same observation period. To increase the visibility, however, the range of Pw in the y-axis is
adjusted so that its upper limit is set to 30 kWatt/m (Figure 7a). In addition, four green
rectangles are added in the figure to mark the times when the magnitude of 〈y〉 increased
(i.e., when the shoreline was advanced). Red/green rectangles are marked over the whole
observational period of 33 months so that the erosion/accretion trend can be examined
even during the time before Typhoon TAPAH (T1917). Compared to the pattern in the red
rectangles, the times of shoreline accretion are also closely related to the wave power in the
green rectangles. The maximum magnitude of Pw was generally higher than 20 kWatt/m
in the periods of five red rectangles, whereas it was less than 10 kWatt/m in the periods of
four green rectangles. In particular, at four out of five periods of the red rectangles, the max-
imum magnitude of Pw exceeded 30 kWatt/m and could reach up to ~75 kWatt/m. During
the longest time of the gradual shoreline accretion for ~4 months, which started from T2,
the maximum magnitude of Pw was generally lower than 10 kWatt/m. This indicates that a
continuation of low-powered wave conditions is necessary for a recovery process to occur
consistently. In contrast, the erosion process occurred in relatively shorter periods, when
high-powered waves attacked the site. Specifically, it is noted that the gradual increase of
〈y〉 stopped in T3, when other high-powered waves with Pw of ~50 kWatt/m (Figure 6b)
attacked the site, which indicates that the high-powered waves not only caused the rapid
erosion but also could change the accretion trend and bring it to a halt.

Following the time variation of the total mean beach width 〈y〉 in Figure 7b, c displays
the time variations of the beach widths in three different parts of the shoreline. In the figure,
the solid blue line shows the time variation of averaged beach width for the baselines #2–#5,
which is symbolled as 〈y〉s as it represents the pattern in the southern end area. Similarly,
the orange line, 〈y〉m, represents the variation in the middle of the beach as averaged for
the baselines #15–#17. The yellow line, 〈y〉n, represents the variation in the northern end as
averaged for the baselines #30–#33. The variations of each group of beach widths show
different changes from time to time. However, all the time variations of each group of
beach widths follow the trend of the total mean beach width 〈y〉 in T1, T2, and T3. That is,
〈y〉s, 〈y〉m, and 〈y〉n started to decline rapidly at T1 and formed troughs around T2, and
then they all gradually increased until around T3.
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Figure 7. Comparison of time variations between Pw and 〈y〉 as shown in Figure 6. (a) the wave power, Pw, the range of
the y-axis for Pw is adjusted from 0 to 30 kWatt/m to increase the visibility of the correlation between the two parameters.
(b) the mean beach width, 〈y〉, averaged over the 34 baselines, and (c) the mean beach widths of the southern end, the
middle, and the northern end of the beach, 〈ys〉, 〈ym〉, and 〈yn〉. T1, T2, and T3 are the same time steps marked in Figure 6.
The red rectangles mark the period when the maximum magnitude of Pw became higher than 20 kWatt and 〈y〉 decreased.
The green rectangles mark the periods when the maximum magnitude of Pw was no greater than 10 kWatt/m and 〈y〉
generally increased.

3.2. Locality in the Erosion/Accretion Process

The time variation in Figures 6 and 7 shows the general pattern of the erosion and
recovery processes of the averaged beach width of the 34 baselines. As described in
Section 2.1 with Figures 1c and 2, however, the beach widths show high locality—i.e., a
discrepancy in y between different baselines. Due to the construction of Duho Port, a
shadow zone was formed in the area near the baselines #29–#34 (Figure 5), where the
shoreline was advanced. In contrast, the shoreline at the area near baselines #21–#27
severely retreated even before Typhoon TAPAH (T1917) attacked the site. Similarly, the
beach widths in the southern end (near baselines #1–#10) were thicker compared to those
in the middle of the beach (near baselines #11–#20). This high locality in the beach width
between different areas of the beach might affect the erosion and recovery processes, which
is analyzed in this section.

Figure 8 shows the time variation of parameters that are related to the locality in terms
of wave power. In Figure 8a, the colored contours represent the beach width (y) variations
of the 34 baselines, as the numbers in the y-axis denote the baseline numbers marked in
Figure 5. Here, it is noted that the colors in the contours show the variation in y along each
baseline but cannot be used to compare the magnitude between the baselines because each
y is the average removed beach width using the first 2-year average. It is clear that the y
values rapidly dropped after TAPAH (T1917). Compared to the northern area (# of baseline
>25), however, the y values decreased more severely in the southern end (# of baseline
<6). The locality was also observed after the typhoon, as y values were even reduced
in the southern end near baselines < #5 until the recovery process prevailed, starting in
November 2020. In contrast, y values slightly increased in the northern end (# of baseline
>28) by that time. This pattern continued during the recovery process after November
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2020, because the y values in the northern end became even greater than those before the
typhoon since January 2021, whereas they were smaller than those before the typhoon in
the southern end. This pattern of locality can be more clearly quantified through 〈y〉s, 〈y〉m,
〈y〉n, and 〈y〉 in Figure 8c, in which the time variations of the beach widths calculated for
three different groups are compared to the mean beach width. In the southern end, the 〈y〉s
rapidly decreased ~30 m after TAPAH (T1917) and reached a minimum on 3 September
2020. The 〈y〉s magnitude could not be recovered even during the recovery process, since
November 2020, as the maximum 〈y〉s observed in 2021 was still ~10 m smaller than that
before the typhoon. In the northern end, 〈y〉n was not significantly reduced by the typhoon
and gradually increased after that time as it became greater than the value before the
typhoon during the recovery process, since November 2020. In the middle of the beach,
〈y〉m shows the middle course between the two previous cases. It is also noted that the
pattern of 〈y〉m is similar to that of 〈y〉, indicating the time variation in the middle of the
beach can represent the pattern for the whole beach.
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power of Figure 7a, (c) the beach width, 〈y〉s , averaged for baselines #2–#5, representing the southern end area (blue), 〈y〉m,
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∫
(∂y/∂t)dx, the
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magnitude, with reds for positive and blues for negative values. The red and green rectangles in the figure are marked the
same as those in Figure 7. (c) The grey and purple circles mark the periods when the time variation pattern of the beach
width shows locality between the two ends of the beach.

In Figure 8c, the beach width change pattern is compared at two additional time
periods, marked with circles. The grey circle covers the period from October 2019 to
January 2020, when the beach settled down after TAPAH (T1917). The purple circle covers
the recovery period from October 2020 to February 2021. These two periods were chosen
because the beach width change pattern shows a discrepancy between the southern and
northern ends. During the period of the grey circle, the magnitude of 〈y〉s decreased,
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whereas that of 〈y〉n increased, showing that the shoreline retreated in the southern end
but advanced in the northern end. These results may be interpreted as an indication of a
long sediment movement from the southern area toward the northern area. In contrast,
both 〈y〉s and 〈y〉n increased during the recovery process, as marked with the purple circle,
which indicates that the shoreline was advanced in both areas during the period.

For a better understanding of the locality in the shoreline variation pattern, a parameter
was developed using the formula Lt =

∫
(∂y/∂t)dx, as plotted in Figure 8d. The dots in

the figure show the magnitude of Lt at each time step, and their colors also indicate the
range of Lt magnitude, with reds for positive and blues for negative values. In the formula
of Lt, x is the alongshore direction toward the northern end. Therefore, the negative
value of Lt indicates that ∂y/∂t magnitude decreased in the positive x-direction. In other
words, the positive/negative values of Lt indicate the beach width change rate (∂y/∂t)
increased/decreased toward the northern end of the beach. For example, the minimum
Lt value (~−4) during the time of TAPAH (T1917) indicates that the erosion rate was
greater in the southern area and decreased in the increasing x-direction so that beach might
be most severely eroded in the southern end. Figure 9a shows the distribution of Lt in
terms of wave power. Although its probability of occurrence is low (Figure 9b), Lt usually
became negative with increasing magnitude when Pw was greater than 10 kWatt/m. In
particular, the extreme Lt values (<−3) occurred when TAPAH (T1917) afflicted the beach.
This pattern of Lt distribution indicates that the shoreline was more severely eroded in
the southern part of the beach, compared to that in the northern part, when storm waves
attacked the site. In Figure 9c, the distribution of wave direction, Dp, is also plotted in terms
of Lt. The x-axis denotes the wave propagation angles, which increase clockwise from the
origin (0◦) at the north. Therefore, 45◦ and 90◦ denote the NE and E, respectively. The
high-powered waves generally approached the beach from ~NE. In the case of Typhoon
TAPAH (T1917), the wave propagation direction ranged between 50◦ and 60◦. Considering
the shoreline in Figures 1c and 3a, the storm waves during the typhoon directly attacked
the southern part, with a slight slope from the normal direction, whereas a shadow zone
was likely formed in the northern part of the beach due to the breakwaters of Duho Port.
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Figure 9. Distribution of (a) wave power, (b) probability of occurrence, and (c) wave propagation direction in terms of
Lt =

∫
(∂y/∂t)dx. The red circles in (a,c) mark Pw and Dp for Typhoon TAPAH (T1917), respectively.

The discrepancy in the erosion/accretion pattern between the southern and northern
parts of the beach can be also observed in the plane view of shoreline changes. In Figure 10,
the beach widths of all 34 baselines are compared at three different times, as they correspond
to the times of T1, T2, and T3 in Figures 6 and 7. The figure clearly shows that the reduction
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in the beach width from T1 to T2 was greatest in the southern end (# of baseline <6), where
the maximum reduction distance along baseline #2 was ~40 m. In contrast, the beach width
in the northern end (# of baseline >28) was not significantly changed from T1 to T2, as the
maximum change in the beach width was no greater than 5 m along baseline #29. At the
baselines higher than #30, the change was minimal and not observed. During the recovery
process from T2 to T3, the beach width increased at most of the baselines. However, the
locality is also clearly observed, as its magnitude at T3 was smaller than that at T1 for
the baselines #2–#20, indicating the shoreline was not fully recovered to the level before
the typhoon attack in the southern part of the beach. In contrast, the beach width at T3
was greater than that at T1 for the baselines higher than #28. This result indicates that the
shoreline in this northern area was not eroded significantly during the attacks of storm
waves but advanced under milder wave conditions, leading to an accretion of the shoreline
in general.
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Figure 10. Beach width variation along the baseline at three different times. Data was calculated by averaging the beach
widths over one week, as their centered times were on 23 September 2019 (navy), 5 October 2020 (red), and 1 March 2021
(green). These three times correspond to T1, T2, and T3, as marked in Figures 6 and 7.

In the present study, the wave data were measured in location M1, which led to the
assumption that the wave conditions were uniform along the coast of the beach. Therefore,
alongshore variation of sediment transport caused by the spatial difference in the wave
conditions could not be detected using the present data sets. As described, the locality in
the results was induced by the shadowing by breakwaters and the curved shoreline, which
might produce alongshore discrepancies in the shoreline evolution pattern, as implied
from the locality parameter, Lt, in Figure 8d. The impacts of alongshore variation of wave
conditions can be established, in future studies, by employing an array of wave gauges in
the longshore direction.

4. Discussion

From the shoreline erosion and accretion patterns shown in Figures 6 and 7, a con-
sistent description can be provided for the recovery process, after the severe erosion by
TAPAH (T1917) occurred in T1. The beach width decreased under high wave conditions
and increased under low conditions, which corresponds to the general understanding of
the shoreline evolution as previously described in Section 1. However, the criteria that
determine the range of accretion and erosion are still unclear. The results in the present
study can provide these criteria, although their application should be only confined to this
study site.

Once the severe erosion by TAPAH (T1917) occurred in T1, the recovery process
mainly started in T2, about 1 year after the erosion, and continued until T3, about 5 months
after T2. The factors that affected short-term (days) processes can be further examined
by posing a question about the recovery process—why didn’t the recovery process start
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earlier rather than starting ~1 year, until T2, after the typhoon? The answer may be
simple: there were earlier times in which the recovery actually occurred under mild wave
conditions. However, it could not continue because another set of high waves attacked the
site, restraining the shoreline accretion. Some of the high waves were powerful enough to
reverse the accretion trend into erosion. Therefore, the recovery process could not continue
further, while the accretion and erosion processes were repeated until T2. During the
period of ~5 months from T2 to T3, the wave power remained low so that the recovery
process could continue without severe disturbances.

The next question on the process is which wave condition determines the trend of
erosion or accretion? Based on the results of this study, a rough estimation can be provided:
the shoreline was advanced when the wave power was no greater than 10 kWatt/m. In
contrast, the erosion likely occurred when the wave power became greater than 20 kWatt/m.
In fact, most rapid erosions occurred when the wave power exceeded 30 kWatt/m. During
the total observational period of 33 months, the maximum wave power reached up to
75 kWatt/m, whereas the average wave power during the period was ~0.9 kWatt/m. When
the wave power was too low in this site, the sediments did not move, and neither erosion
nor accretion could occur. However, the criteria for this ‘no sediment motion’ condition
could not be determined based on the results of this study.

It should be noted that there are critical cases in which the criteria may not be applica-
ble. For example, once the beach width reached the minimum value at T1, its magnitude
did not fall below this value during the rest of the observation period. This indicates that
the erosional status reached a critical limit with this minimum width, and thus further
erosion was prevented unless more extreme events occurred to beak the equilibrium again.
On the other hand, there was a period of ~3 months from mid-February to mid-May
2019 (between the first green rectangle and the first red rectangle in Figure 7) when the
wave power was generally no greater than 10 kWatt/m, but the beach width did not
increase. This is likely because the beach width was thicker than the other period, and
thus additional accretion of the shoreline might be disturbed, i.e., the beach width already
reached saturation.

The results from locality analysis on the erosion/accretion process showed that the
southern part of the beach was more severely eroded, especially when high-powered waves
afflicted the site, whereas the shoreline in the northern part of the beach was relatively
well protected. During the recovery process after October 2020, however, the imbalance
between the two ends was reduced, and the shoreline was advanced almost equally at all
parts—southern, middle, and northern—of the beach. The reason for this is still unclear,
but the northern end could be protected from erosion due to the shadow zone formed by
the breakwaters of Duho Port, in which the wave energy was attenuated, especially when
the high-powered storm waves attacked the site.

In the southern end, the breakwater of Pohang Port does not form a shadow zone,
considering that most of the waves approached from the NE or NNE, as shown in Figure 3b.
Figure 9c also shows that the propagating direction of waves during Typhoon TAPAH
(T1917) or other storm waves ranged from 50◦ to 60◦, which confirms that the damage
by storm waves could be focused on the southern part of the beach. In contrast, the
recovery process occurred under milder wave conditions, by transporting the sediments
equally at all parts of the beach. However, there was a possibility of alongshore sediment
movement from the southern part to the middle and northern areas. As shown in Figure 8c,
〈y〉s decreased but 〈y〉m and 〈y〉n increased during the period just after TAPAH (T1917),
as marked with the grey circle. This locality of different shoreline evolution processes
implies that the sediments could be transported in the longshore direction from the south
to the north.

The results of this study can be usefully applied in designing the protection/prevention
plans against damage to the beach and nearby coastal areas, not only from the disastrous
storm events but also from the processes that may break the equilibrium in the beach status.
For example, the suggested criteria that could determine the erosion/accretion conditions
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could be useful in planning coastal structures. The size of these structures can be effectively
estimated if information on the wave conditions that affect the erosion or accretion in this
specific site is known in advance. If the size of such a structure is too large, it may be
cost-ineffective. In addition, the beach recovery process could be disturbed if the structure
reduces too much wave energy; in this case, the minimum power required for accretion
cannot be met. Similarly, the structure would not correctly function if its size is too small
to reduce the wave power below the criteria for erosion. The information on the locality
in the shoreline evolution process could be also useful in planning hard and soft coastal
structures. If the longshore transport from the southern to the northern part is quantita-
tively understood (although it has not been done in this study), structures such as groins
can be designed to reduce the loss of sediment in specific areas. In addition, the results of
the locality analysis in this study would be useful in planning beach nourishment—in de-
termining where to put the sand to maximize the effect of the beach fill by considering the
imbalance in the beach process. For example, beach nourishment and placing some coastal
structures have been planned in the study area, although they have not been finalized. The
results of this study are, therefore, expected to provide useful information in determining
such plans, to maximize the effect of the structures and nourishment.

It should be noted that the results from this study are confined only to this specific
site. This small beach is characterized as a pocketed beach, where the sediments cannot
be added from or lost to other coastal cells. In addition, the beach is located inside a bay,
so the waves are usually attenuated when reaching the study site such that the shoreline
can reach equilibrium under lower wave energy compared to beaches on the open coast.
Figure 11 compares the wave power between Yeongildae Beach (8.5 m depth) and Hwajin
Beach (32.0 m depth), located ~20 km north of Yeongildae Beach. Because Hwajin Beach
is located on the open coast outside Yeongil Bay, its wave force is much greater than that
observed at Yeongildae Beach despite, the difference in water depth.
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Figure 11. Comparison of the observed wave power between the two beaches of (a) Yeongildae
Beach (this study site) and (b) Hwajin Beach, located in the open coast outside Yeongil Bay. Although
the distance between the two beaches is only ~20 km, the wave power in Hwajin Beach is much
greater than that in Yeongildae Beach.

As a result, the sediments in this site could respond more easily at lower wave energy
levels, which might lead to a different pattern of erosion and recovery process. For example,
the sand size in the study site ranged from 0.15 to 0.35 mm, as it is categorized as fine to
medium sand, which was smaller than the sand size measured in the two beaches located
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in the open coast outside the bay, where it was ~0.5 mm at both beaches (categorized as
medium to coarse sand) [30,31]. The criteria for erosion/accretion suggested in this study
can hardly be determined in other beaches on the open coast, where nearshore crescentic
sandbars are actively developed. Because the horns of the sandbars are coupled with the
shoreline pattern [32], the erosion/accretion of the shoreline has a strong locality rather
than showing the general trend as observed in this study site, where no crescentic sandbars
developed. For this reason, the information on the locality from these study results should
be also confined to this specific site.

5. Conclusions

In this study, we employed a data set of VMS and wave parameters measured over
33 months to investigate the erosional and depositional processes in Yeongildae Beach,
located inside Yeongil Bay on the southeastern coast of the Korean Peninsula. The beach
was severely eroded when Typhoon TAPAH (T1917) hit the site in late September 2019,
during which the beach width retreated ~12 m on average; it took about 1.5 years for the
beach width to be recovered to the level before the attack of the typhoon. The study then
analyzed the recovery process, during which shoreline erosion and accretion repeated,
corresponding to the wave conditions.

The study site is a pocketed beach, as the breakwaters of two ports were built at
both ends of the beach, blocking the input or loss of sediments in the longshore direction
crossing the lateral boundary of the beach. The beach is also located at the west corner,
inside the bay, and the distance from the beach to the mouths of the bay is 8–15 km. Due
to its location on the beach, the wave energy was lower and the sediment size was finer,
compared to those observed on the open coast outside the bay, because the waves were
attenuated when reaching the site.

The results of the analysis corresponded to the general understanding of beach
processes—that beach widths decreased/increased under high/low wave energy con-
ditions. In this study site, however, the pattern of shoreline evolution was found to be
highly correlated with Pw, the wave power that combined the impacts of wave height and
period, rather than the wave propagating direction, which was observed to be similar for
high-powered waves. In particular, the beach width generally increased when Pw was no
greater than 10 kWatt/m and tended to decrease under the condition of Pw greater than
20 kWatt/m. However, most erosional events occurred when Pw exceeded 30 kWatt/m.
Especially after TAPAH (T1917), it took a long time (~1.5 years) for the beach width to be
fully recovered to the previous level because high-powered waves occasionally disturbed
the recovery trend. Therefore, the full recovery of the beach width could be reached over
the last five months in the recovery period, during which Pw was kept continuously lower
than 10 kWatt/m.

The locality of beach recovery process was also analyzed by examining the discrepancy
in the erosion/accretion pattern between different locations within the beach. It was
observed that the erosion by TAPAH (T1917) was most severe in the southern part of the
beach, whereas the change in the beach width was minimal in the northern part during the
same period. This pattern of locality was similarly observed under other storm conditions.
Considering the wave propagation direction was similar (~NE) for the storm waves, it is
likely that a shadow zone was formed in the northern end due to the breakwaters of Duho
Port, such that the sediments in the lee area of the breakwaters were protected because the
wave energy was attenuated. On the contrary, the breakwater of Pohang Port located in
the southern end did not form a shallow zone, and thus the storm waves directly attacked
the southern part, causing erosion. In the phase of recovery under milder wave conditions,
the shadow zone did not play an important role, and the shoreline was advanced almost
equally at all parts of the beach. However, it was also observed that there was a period just
after TAPAH (T1917) when erosion occurred in the southern part while accretion occurred
in the northern part, indicating a possible alongshore sediment movement from the south
to the north.
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The results from this study can be usefully applied to design the protection and
prevention plans of the beach from storm damage, considering the general and local erosion
and recovery patterns. For example, the criteria that determined the trends of erosion
and accretion based on wave power can be used to effectively estimate the size of coastal
structures, such as detached breakwaters for shore protection. In addition, the results of
locality analysis can be useful to plan the horizontal arrangement of such hard structures or
beach nourishment, because they can provide information on where to place the structure
or sand to maximize their ability to stabilize the beach. It is noted that the application of
these results should be confined only to this specific site and may not be directly applicable
to other beaches on the open coasts. For example, the suggested criteria are valid where the
wave energy is relatively lower than that on the open coasts. The conditions in this specific
beach might result in characteristic shoreline responses. In the case of other beaches located
on the open coasts, where various nearshore sandbars develop, the shoreline could be
coupled with sandbar positions, and the erosion/accretion pattern would be more complex
than that observed in this study site. Regardless of these limitations, the method in this
study can be usefully applied in areas with a similar environment for designing prevention
plans for disasters due to storms.
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Abstract: Landslides are the nation’s hidden disaster, significantly increasing economic loss and
social disruption. Unfortunately, limited information is available about the depth and extent of
landslides. Therefore, in order to identify landslide-prone zones in advance, a well-planned landslide
susceptibility mapping (LSM) approach is needed. The present study evaluates the efficacy of
an MCDA-based model (analytical hierarchy process (AHP)) and determines the most accurate
approach for detecting landslide-prone zones in one part of Darjeeling, India. LSM is prepared
using remote sensing thematic layers such as slope, rainfall earthquake, lineament density, drainage
density, geology, geomorphology, aspect, land use and land cover (LULC), and soil. The result
obtained is classified into four classes, i.e., very high (11.68%), high (26.18%), moderate (48.87%),
and low (13.27%) landslide susceptibility. It is observed that an entire 37.86% of the area is in a
high to very high susceptibility zone. The efficiency of the LSM was validated with the help of the
receiver operating characteristics (ROC) curve, which demonstrate an accuracy of 96.8%, and the
success rate curve showed an accuracy of 81.3%, both of which are very satisfactory results. Thus, the
proposed framework will help natural disaster experts to reduce land vulnerability, as well as aid in
future development.

Keywords: landslide; multi-criteria decision analysis (MCDA); analytical hierarchy process (AHP);
receiver operating characteristics; area under the curve (AUC)

1. Introduction

Disastrous natural hazards such as landslides have brought enormous casualties and
economic losses in the past. In hilly areas, the essential requirement for ensuring people’s
safety is the identification of high-risk landslide-prone zones where development should
not be conducted, and where soil stabilization works should be conducted. Nearly 12.60%
of landslides have occurred in the Indian Himalayan region, and all areas can be detected
as being landslide-prone. In developing countries such as India, various terrain hills
are experiencing increasing population density and rapid infrastructural development,
which may increase the vulnerability to potential landslides and thus socio-economic
losses. The study area is situated in the Himalayan region, where landslides are a common
occurrence due to the area’s topography and geology. The region encompasses several
major cities, including Darjeeling, Ghum, Rangbull, and Sonada, which attract a large
number of tourists daily. The population in the area is dense, and significant land-use
changes have taken place over the years, further exacerbating the risk of landslides. By
conducting landslide susceptibility mapping in these areas, it is possible to identify high-
risk zones and inform land-use planning decisions to mitigate the impact of landslides
on the local population and infrastructure. Quantitative and qualitative approaches are

61



Appl. Sci. 2023, 13, 5062

used to classify landslide susceptibility mapping (LSM) [1–4]. To prevent these losses and
improve the efficiency of LSM, new methods and different hybrid models are introduced
every day by researchers [5–10]. Machine learning approaches have also been introduced
in this field in recent years [11–14]. Different ensemble methods and hybrid models are also
used to assess and identify LSM [8,15]. The overall incidences of landslides are increasing,
and the factors causing the landslides are the growth of urbanization, and development in
landslide-prone areas.

Changing climate patterns, increased local rainfall, etc., are the reasons behind constant
changes in landslide-prone zones [16,17]. Most losses would be avoided by identifying the
problematic areas, land deforestation, etc. Hence, recognizing the existing and potentially
unstable slopes is most significant task. Due to mass changes in urbanization and growing
awareness of its socio-economic impact in the hilly region, significant attention is focused
on the study of landslides [18]. Hence, LSM of any terrain helps to classify areas into
different classes concerning the degree of potential hazards. Recently, various GIS tools
have helped to identify conditioning factors that may influence an area’s vulnerability to
landslides. Rainfall and earthquakes significantly trigger landslides due to their external
and temporal aspects [19]. For effective disaster management and future improvement,
developers and engineers use landslide susceptibility maps [12,20,21]. The identification of
risk areas, coupled with a proper landslide assessment plan, can help disaster management
planners and developers to minimize accidents and losses. Many parts of the Himalayas
are not physically accessible but geospatially can be accessible everywhere, so assessing
landslides using the geospatial technique is easy [22,23]. Geospatial and geotechnical mod-
eling has been used by different researchers in the last few years for landslide susceptibility
and hazard assessment using different parameters [24–26]. Land-use change is a major con-
tributor to landslides, causing significant environmental and socioeconomic impacts [27].
In order to achieve sustainability goals and reduce landslide risks, understanding the
spatiotemporal evolution and influencing factors of land-use change is essential [28–30].
Land-use change can create slope instability, increasing the susceptibility of an area to
landslides. Deforestation, urbanization, and mining are examples of land-use changes that
can alter soil properties and destabilize slopes [31]. The impacts of land-use change on
landslide susceptibility are complex and influenced by factors such as topography, geology,
climate, land-use policies, and population growth [26]. A comprehensive approach is nec-
essary to achieve sustainability goals, which includes considering the impacts of land-use
change on landslide susceptibility. Sustainable land-use planning can play a critical role in
reducing landslide risks by preserving natural ecosystems, restoring degraded land, and
promoting low-impact development practices [32,33]. Accurate landslide susceptibility
mapping is crucial for identifying at-risk areas and making informed land-use planning
decisions. With advances in remote sensing and geographic information systems (GIS)
technology, sophisticated landslide susceptibility models have been developed to capture
the complex interactions between land-use change and landslide susceptibility [23,34,35].
Understanding the spatiotemporal evolution and influencing factors of land-use change is
the key to achieving sustainability goals and mitigating landslide risks. Sustainable land-
use planning and effective landslide susceptibility mapping can contribute to promoting
a low-carbon, resilient future. The LSM has multiple uses, identifying unstable areas in
advance, disallowing new construction in hazard-prone areas, relief operations, etc. An
analytical hierarchy process (AHP)-based method has been attempted in the study area
to prepare LSM due to its simplifying method of assigning ranks and weights [21,29,36].
Different natural hazards such as floods, gully erosion, earthquakes, and liquification can
also be classified through AHP methodology [37–39]. It is a method to derive ratio scales
from paired comparisons from the principal eigenvectors [29].

The study of landslide susceptibility mapping in Darjeeling is due to a combination of
various factors in the area. A high-resolution DEM is used for the delineation of various
thematic layers. With a high population density, significant land-use changes, and chal-
lenging topography, the study region provides an interesting case study for analyzing the
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complex interactions between topography, land use, and population growth contributing
to landslide risk in the Himalayan region. This study has the potential to provide valuable
insights for informing land-use planning decisions and reducing the impact of landslides
on local communities. The current study focuses on identifying the possible landslide
areas for stabilizing the citizens’ safety and the area’s future development. To aid in the
development of more accurate and reliable landslide susceptibility models that can be
applied to other regions with similar challenges, the AHP method is adopted to recognize
the landslide prone areas. The published result can be utilized by West Bengal tourism for
future development and controlled habitation in hazard-prone areas.

2. Materials and Methods
2.1. Study Area

The study region is located in the Darjeeling district of West Bengal, India, in the
Eastern Himalayan mountain environment (Figure 1). The area is situated in latitudes
88◦171′ E to 88◦343′ E, 26◦933′ N to 27◦082′ N and encompasses around 256 Km2 of the
region. The maximum elevation in this region is 2600 m from mean sea level (MSL). The
most dreaded and widespread landslide event in the Darjeeling Himalayas occurred in
1968, triggering many shallow and deep-seated landslides [40]. It is believed that many
prominent and large landslides in the Darjeeling hills are still active today [41]. Thus, the
region requires a systematic study for LSM. The landslide’s study area induces inherent
factors such as highly dissected slopes, barren land, etc. Tea plantation is the primary land
use operation in this area. The study region had a population density of 586 per sq·Km,
while the Darjeeling district’s population was 1,846,823 as per the 2011 census.
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2.2. Datasets Used

Thematic layers significant to the causative factors presented in Table 1 were prepared
using various remotely sensed data from multiple sources. The GIS software (ArcGIS
10.4) was used for preparing layers such as slope, aspect, drainage density, and lineament
density from ALOS PALSAR DEM. The soil and geomorphology maps of West Bengal were
collected from the National Bureau of Soil Survey and Land Use Planning (NBSS and LUP),
Government of India. A geology map was compiled from the Geological Survey of India
(GSI). The Catrosat-2 series (MX) dataset generated a land use and land cover (LULC) map.
The drainage density and lineament density maps were made from the ALOS PALSAR
DEM data. Data on rainfall were gathered from the Current Research Unit (CRU). The
inverse distance weighting (IDW) method for interpolation was used to prepare a rainfall
map. An earthquake map was prepared from the data procured from the National Centre
for Seismology, New Delhi, India.

Table 1. Data used for generating landslide conditioning factor.

Sl. No. Datasets Name Purpose Resolution (m)

1 ALOS PALSAR DEM To prepare aspect, slope, lineament
density, drainage density 12.5

2 Catrosat-2 series (MX) To extract LULC 1.6

3 CRU To generate a rainfall map Numerical

4 Soil To generate a soil map -

5 Geology and
geomorphology

To extract geology and
geomorphology map -

6 Earthquake data Earthquake map generations Point data

2.3. Methodology

The basic methodology adopted for preparing LSM is shown in Figure 2. The initial
stage of a susceptibility assessment involves gathering all available information and data
about the study area. This stage is crucial as it lays the foundation for further analysis
of the relationship between landslide occurrence and conditioning parameters. However,
assessing the cause–effect relationships can be challenging since landslides are typically
caused by multiple factors. To create a landslide susceptibility map for the Darjeeling region
of West Bengal, ten inputs were chosen based on the most significant factors influencing
landslides, including slope, aspect, earthquake activity, drainage density, rainfall, land
use/land cover (LULC), lineament density, geology, geomorphology, and soil type [12,29].
Our study expanded upon the number of factor classes considered compared to prior re-
search. We reviewed the literature by other authors and sought to assign non-homogeneous
weights to each factor class, in contrast to the uniform weighting used in previous studies.
The various layer classes are rated in the range between 0 and 9, where higher ratings
represent more decisive landslide influence. After preparing the final LSM, the study area
was differentiated into different susceptibility zones, such as low, high, moderate, and
very high.
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2.4. Landslide Inventory

The position and extent of the landslide must be appropriately identified when cre-
ating the maps of landslide susceptibility. Landslide inventory is a critical component
of all types of landslide zoning classification, including hazard, susceptibility, and risk
zoning [42]. It has to deal with the time, location, sort, amount, and travel distance of
land sliding in a specific area. Different methods are available for identifying landslides.
Field observations, satellite photographs, book studies for details on previous landslides,
and aerial photography are a few of them [43]. The landslide inventory map was pro-
duced using a combination of visual analysis of aerial imagery, field data, and satellite
photography [14]. The whole data on landslides in India were made available by the
Geological Survey of India (GSI). Resampled public data from the GSI were used to create
the inventory map for the study area. One hundred and fourteen landslides have been
found by this study using the available data (Figure 3). Most of the landslides recorded in
this area have cliffs, highways, and banks of rivers. Erosion, steep terrain, and a lack of
flora are often the causes of landslides along cliffsides.
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2.5. Landslide Conditioning Factor (LCF)
2.5.1. Slope

The slope is one of the triggering factors for landslides in any hilly region. Steeper
slopes are more hazard-prone to instability compared with lesser slopes. Shear stress in
soil and other uncemented materials gradually rises as the slope angle increases [44,45].
In a steep slope, the gravitational force works more than in a moderate slope, though
the shear stress is the same [31]. Depending on the slope angle, it is classified into five
different classes with the help of a natural break classification technique: <15◦, 14.6–22.45◦,
22.46–29.74◦, 29.75–37.88◦, >37.89◦. (Figure 4a). Landslides usually happen in areas with
high slopes. Hence, areas with high and extremely high slopes have a higher likelihood of
experiencing landslides. On the other hand, landslide incidence is more or less stable in
areas with a moderate to low slope angle [46].
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2.5.2. Rainfall

As rainfall is one of the triggering factors for landslides, May to July is the most
vulnerable period [47,48]. The inverse distance weighting (IDW) method for interpolation
is used to prepare a rainfall map (Figure 4b). For the rainfall map, the last ten years of
data from the Darjeeling and Kalimpong areas were collected from the Climate Research
Unit (CRU). The range of rainfall data are 2005–2143 mm, and are further divided into five
classes: 2005–2038 mm, 2039–2062 mm, 2063–2088 mm, 2089–2114 mm, and 2115–2143 mm.

2.5.3. Earthquake

A landslide due to an earthquake can be triggered either by increased shear stress
due to acceleration horizontally, or decreased strength of materials [49]. When any hilly
area is seismically activated, there is potential for an earthquake to occur [49]. The Eastern
Himalayas region is very active seismically. A map of earthquakes has been created using
point data from the National Centre for Seismology in New Delhi, which spans more than
200 years. The earthquake map (Figure 4c) has been created using the Inverse Distance
Weighted tool in a GIS environment, and is divided into three classes.

2.5.4. Lineament Density

A study of landslide density helps us to understand the causative elements of land-
slides [50]. From the literature, it is understood that in the Himalayan region, landslide
circumstances are generally very close to the local geological lineament [50–53]. Landslides
are further vulnerable in the joint, fractured, and faulted zones [28]. The thematic map
lineament density (Figure 4d) was generated from ALOS PALSAR DEM images after inter-
pretation in a GIS environment. Rectilinear inclinations of morphological features, linear
stream courses, structural alignments, and tonal contrast aid in interpreting the lineaments.
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Despite discovering huge lineaments, no substantial thrusts or faults have been observed
in the study area [12].

2.5.5. Drainage Density

Drainage density (DD) is a triggering factor for landslides, where drainage controls
the landslide, and its densities correspond to the nature of geotechnical features as well
as soil properties [40]. River Tista is the biggest river in the study area. Almost all stream-
lines initiated from high ridges flow down by making valleys and meet the Tista river.
Infiltration is inversely related to drainage density [54]. Equation (1) is used to generate
drainage density:

DD =
Ld
Sd

(1)

where Ld is the measurement term of the drainage system and Sd represents drainage
basin size. The Euclidean distance approach generates drainage density maps in GIS and is
classified into three classes (Figure 4e).

2.5.6. Geology

The structure and content of different geology determine the strength of the rock [14].
Compared to soft rocks, the more substantial rocks provide excellent protection from the
main thrusts and are less prone to landslides [55,56]. Geological rock properties represent
texture, color, grain size, or properties. The geology map (Figure 4f) was prepared using
the geology of the study area published by GSI.

2.5.7. Geomorphology

Geomorphology plays a significant role in the command of landslides. Inflated altitude
regions are more vulnerable to landslides than lower altitude regions. The geomorphology
map (Figure 4g) was extracted from the published map from the BHUKOSH portal (https:
//www.bhukosh.gsi.gov.in (accessed on 31 May 2022)) in the GIS environment.

2.5.8. Aspect

The slope aspect represents the orientation of the slope angle [57]. The south-east
direction is more vulnerable than the rest of the directions [56]. East- and south-facing
slopes are more likely to have landslides, according to the distribution of landslides [58].
Generally, north-facing slopes have more vegetation density than south-facing slopes [40].
Due to sun rotation, in the afternoon, west-facing slopes experience the hottest time of the
day [59]. The slope aspect map (Figure 4h) is classified into 1. flat, 2. north, 3. north-east,
4. east, 5. south-east, 6. south, 7. south-west, 8. west, 9. north-west, and this map was
generated in the GIS platform. The slope facing south and east makes up a significant
component of the study area. The west-facing slope covers the lower part of the area, while
a slope angle pointing north comprises a moderate to low slope zone.

2.5.9. Land Use and Land Cover

A key element contributing to the incidence of landslides is land use and land cover.
Barren regions are more prone to landslides than lush trees. Deforestation is another
essential factor that causes landslides. Areas covered with vegetation have seen that the
big woody trees with long root systems have helped to improve slope stability in the area.
Vegetation density is inversely proportional to landslides [55]. The LULC map (Figure 4i)
was extracted using CARTOSAT-2 (MX) series imagery. The LULC map is organized
into many categories, including rural and urban areas, sparse forests, tea plantations,
agricultural land, barren land, and waterbodies. The southern portion of the area is where
you will find agricultural land and developed regions with excellent road access. The bulk
of the basin is covered in forest. In the southern zone, human intervention is more common
than in the northern region, owing to accessibility issues.
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2.5.10. Soil

The occurrence of landslides impacts topsoil cover on a slope. Regarding soil texture,
rocky and sandy loam have higher landslide potential than silt loam, fine sandy loam,
gravelly silt loam, and loam [22,60]. The soil map (Figure 4j) for the study area was created
from a local soil map made by NBSS and LUP data on a scale of 1:500,000. Three different
textural groups: fine loamy, coarse loamy, and loamy soil skeletal, are found in this region.

2.6. Method
2.6.1. Analytical Hierarchy Process (AHP)

The multi-criteria decision analysis (MCDA) method, AHP, is a systematic way to ar-
range and evaluate difficult mathematical choices. Since then, it has undergone substantial
research and development. The factors affecting landslide susceptibility must be added
while creating the susceptibility map. The layers have been weighted for this based on
their significance. In AHP, the pair-wise comparison matrix method is implemented for
the MCDM structure. Qualitative (subjective) and quantitative (objective) decision-making
analysis is performed using the AHP method. The number of columns and rows in the
comparison matrix is equal, where value 1 is placed on the diagonal of the matrix, and one
side of the diagonal stores the scores. Each layer must rate against the other to construct a
pair-wise confusion matrix. The rating value ranges from 1 to 9 (Table 2). Each pair-wise
comparison matrix value represents the importance of two factors. It was thought that if
attribute A is given a score of 9, meaning it is more important than attribute B, then B must
receive a score of 1/9, meaning it is less important than A.

The consistency ratio (CR) and consistency index (CI) need to be calculated to validate
the pair-wise comparison matrix [36,61,62]. We need to know the value of the 1970 Saaty-
projected random consistency index (RI) (Table 3) to compute the CR [59]. If the value of
CR < 0.10, we will accept the pair-wise comparison matrix. The following formula used for
calculating CI and CR [63]:

Consistency Index(CI) =
λmax − n

n− 1
(2)

Table 2. The scale of weightage for AHP given by Saaty [63].

Scale Definition Explanation

1 Equally Important The goal is equally affected by two elements.

3 A little more significant One somewhat edges out the other in favor of
experience and judgment.

5 Far more important Judgment and experience greatly favor one
another.

7 Very much more important Experience and judgment outweigh each other
quite significantly.

9 Definitely more important The evidence favoring one over the other may
have the most potential validity.

2, 4, 6, 8 Intermediate values This is when the compromises are needed.

Table 3. RI value for calculating CR by Saaty [63].

NO. 1 2 3 4 5 6 7 8 9

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.42 1.45
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The principle eigenvalue is λmax and n is the number of factors.

Consistency Ratio(CR) =
Consistency index(CI)

Random Consistency Index(RI)
(3)

2.6.2. Multi-Collinearity Analysis of LFC

In the least squares regression analysis, the variance inflation factor (VIF) is used
to assess the level of multi-collinearity. The exponent shows the multicollinearity-based
increases in the coefficient [64]. The amount of multi-collinearity may be evaluated using
the VIF’s value. An observational rule states that multi-collinearity is high if the VIF
value exceeds 5. The second approach to investigating multi-collinearity uses the tolerance
(T) margin of error. Tolerance is a comparatively universal kind of multiple correlation
coefficient [65]. Fully multi-collinear variables have no margin of error since they are
entirely predictable from all independent variables. If a variable’s tolerance value is one, it
has zero correlation with any of the independent variables [33,65]. The criteria VIF and T
revealed that the study was multi-collinear. It is shown below.

Tolerance = 1− Rj
2 (4)

VIF =
1

Tolerance
(5)

Here, Rj
2 is the coefficient of determination (R-squared) of the model of the descriptive

variable j as the response variable, and the other explanatory variables as the indepen-
dent variable.

2.6.3. Model Accuracy Evaluation Method

A range of statistical indicators may be used to evaluate the efficacy of landslide hazard
zonation models. To assess the performance of the prediction model, many validation
model evaluation approaches were employed in this study, including sensitivity, receiver
operating characteristics (ROC), specificity, area under curve (AUC), and accuracy. The
effectiveness of landslide susceptibility prediction has recently been extensively studied
using the ROC_AUC technique [26,66]. The inputs used to create the ROC curve were true
positive, which refers to a landslide that was correctly anticipated on the axis-“X”, and false
positive, which refers to a landslide that was not correctly predicted on the axis-“Y”. The
models were statistically compared using AUC, a measure of the inclusive effectiveness of
the models. ROC-AUC’s accuracy is assessed as poor when the value is between 0.5 and
0.6, moderate when the value is between 0.6 and 0.7, high when the value is between 0.7
and 0.8, and exceptional when the value is between 0.8 and 0.9 [67]. Consequently, AUC
values may be used to evaluate the accuracy of a prediction model.

The receiver operating characteristics (ROC) curve was used to assess the map and
the model’s precision [38,68–70]. The ROC curve was shown concerning the axis-“X” and
axis-“Y”, where the axis-“X” is the false positive rate (1-specificity) and the “Y” axis is the
true positive rate (sensitivity) [25,31,70,71].

X− axis =
TN

TN + FP
= 1− Specificity (6)

Y− axis =
TP

TP + FN
= Senstivity (7)

where TP = true positive, FP = false positive, TN = true negative, FN = false negative. A
ROC curve was used for the assessment of the hazard map.
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3. Result
3.1. Multi-Collinearity Analysis of LCF

Table 4 displays the findings of the multi-collinearity connection between the ten
independent components employed in this investigation. The lineament density has the
highest value (VIF = 1.423), according to the findings of multi-collinearity between these
variables. In contrast, the land use and land cover component variance factor has the lowest
value (VIF = 1.029). In addition, all variables have VIF values less than five, and all factors
have high T values. Since each independent variable uniquely impacts the dependent
variable, there is no multi-collinearity among the variables used in this study. Hence, with
less collinearity, every layer is used to compute the final LSM map.

Table 4. Multi-collinearity analysis of landslide conditioning factors.

Sl. No. Class T VIF

1 Aspect 0.751 1.331
2 Soil 0.711 1.406
3 Rainfall 0.703 1.422
4 Slope 0.932 1.073
5 Geology 0.844 1.185
6 Land use and land cover 0.972 1.029
7 Lineament Density 0.703 1.423
8 Geomorphology 0.797 1.255
9 Drainage Density 0.762 1.312
10 Earthquake 0.711 1.406

3.2. Assessment with AHP for Generating Landslide Susceptibility Mapping

The LSM map was prepared by integrating all ten layers: drainage density, rainfall,
lineament density, slope, geology, LULC, geomorphology, soil, aspect, and earthquake.
Each sub-factor of LCF is assigned weights for generating LSM [72]. Table 5 represents
the weights of each sub-factor of LCFs. LSM is created by the AHP method in the GIS
environment with ten selected LCFs by the formula

LSM = ∑n
i=1 wi∗li (8)

where l are the individual layers, w are their corresponding weights, and n is the number
of layers (Table 6).

Table 5. LSM weights and rating system of different landslide conditioning factors.

Layer Weight
Sub-Layer

Rating
Class Weight

Slope (in degree) 0.288

<15◦ 0.034 1
15–22.45◦ 0.067 3

22.46–29.74◦ 0.134 5
29.75–37.88◦ 0.260 7

>37.89◦ 0.502 9

Rainfall (in mm) 0.210

<2038 0.034 1
2039–2062 0.067 3
2063–2088 0.134 5
2089–2114 0.259 7

>2115 0.503 9
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Table 5. Cont.

Layer Weight
Sub-Layer

Rating
Class Weight

Earthquake 0.151
Low 0.106 1

Moderate 0.260 3
High 0.633 5

Lineament Density 0.109
Low 0.083 1

Moderate 0.193 3
High 0.723 7

Drainage Density 0.078
Low 0.083 1

Moderate 0.193 3
High 0.723 7

Geology 0.056
Chungthang Formation 0.750 1

Darjeeling Gneiss 0.249 3

Geomorphology 0.040
Highly Dissertated Hill Slope 0.750 1

Folded Ridge 0.249 3

Soil type 0.015
Coarse Loamy 0.103 1

Fine Loamy 0.174 2
Loamy Skeletal 0.722 6

Aspect 0.028

Flat 0.028 1
North 0.071 3

North-east 0.189 5
East 0.071 3

Southeast 0.071 3
South 0.071 3

South-west 0.353 7
West 0.071 3

North-west 0.071 7

Land use and Land
Cover

0.020

Agriculture 0.138 7
Barren Land 0.138 7

Rural 0.030 2
Sparse Forest 0.072 5
Tea Plantation 0.298 9

Urban 0.298 9
waterbody 0.022 7

Table 6. The final pair-wise comparison matrix of landslide conditioning factors.

SL RF EQ LD DD GEO GEM AS LULC SO Weight

Slope 1 2 3 4 5 6 7 8 9 9 0.288
Rainfall 1/2 1 2 3 4 5 6 7 8 9 0.210

Earthquake 1/3 1/2 1 2 3 4 5 6 7 8 0.151
Lineament Density 1/4 1/3 1/2 1 2 3 4 5 6 7 0.109
Drainage Density 1/5 1/4 1/3 1/2 1 2 3 4 5 6 0.078

Geology 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 0.056
Geomorphology 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 0.040

Aspect 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 0.028
LULC 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 0.020

Soil 1/9 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 0.015

Where SL = Slope, Rainfall = RF, Earthquake = EQ, LD = Lineament Density, DD = Drainage Density,
GEO = Geology, GEM = Geomorphology, AS = Aspect, LULC = land use and land cover, SO = Soil.
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From the outcome of the AHP model, the results were utilized to generate the final
LSM and classified into low susceptibility, moderate susceptibility, high susceptibility, and
very high susceptibility zones (Figure 5). Susceptibility mapping for the study area shows
that the very high susceptibility zone covers 14.40% (19.312 km2), the high susceptibility
zone covers 32.20% (43.180 km2), and the moderate susceptibility zone covers 36.77%
(49.321 km2). The low susceptibility zone covers 16.63% (22.303 km2) of the total area. So,
we observed that 83.37% of the total area comes under the moderate to very high zone.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 15 of 23 
 

 
Figure 5. Final landslide susceptibility map of the part of the Darjeeling district. 

3.3. Validation of LSM and Comparison with Field Data 
AHP prepares an LSM of the study area. The AUC curve is drawn using a validating 

dataset. The dataset is divided into training (70%) and testing (30%) datasets. The testing 
dataset is used for the validation procedure. The AUC value obtained for this study region 
is 96.8%. An acceptable model has an AUC value from 0.70 to 0.8, a good hazard model 
has an AUC from 0.8 to 0.9, and an outstanding model has an AUC greater than 0.9. Our 
findings show that our model had an AUC of 96.8% (Figure 6), suggesting an extradentary 
model for susceptibility and functioning [57]. 

To evaluate the accuracy of a predictive model, it is important to compare the model’s 
predictions to real-world data. In the case of a landslide susceptibility map developed 
using the analytic hierarchy process (AHP) model, one method of validation is to use a 
success rate curve. The success rate curve is constructed by plotting the cumulative per-
centage of observed landslide occurrence against the cumulative percentage of the study 
area in decreasing the landslide susceptibility index (LSI) values [21,73]. The area under 
the success rate curve can be used to assess the accuracy of the prediction [53]. To validate 

Figure 5. Final landslide susceptibility map of the part of the Darjeeling district.

3.3. Validation of LSM and Comparison with Field Data

AHP prepares an LSM of the study area. The AUC curve is drawn using a validating
dataset. The dataset is divided into training (70%) and testing (30%) datasets. The testing
dataset is used for the validation procedure. The AUC value obtained for this study region
is 96.8%. An acceptable model has an AUC value from 0.70 to 0.8, a good hazard model
has an AUC from 0.8 to 0.9, and an outstanding model has an AUC greater than 0.9. Our
findings show that our model had an AUC of 96.8% (Figure 6), suggesting an extradentary
model for susceptibility and functioning [57].
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To evaluate the accuracy of a predictive model, it is important to compare the model’s
predictions to real-world data. In the case of a landslide susceptibility map developed
using the analytic hierarchy process (AHP) model, one method of validation is to use
a success rate curve. The success rate curve is constructed by plotting the cumulative
percentage of observed landslide occurrence against the cumulative percentage of the study
area in decreasing the landslide susceptibility index (LSI) values [21,73]. The area under
the success rate curve can be used to assess the accuracy of the prediction [53]. To validate
the AHP model’s landslide susceptibility map, 30% of the data were randomly selected
and used for model validation. The results of the success rate curve analysis for the AHP
model showed an area under the curve of 0.813, corresponding to a prediction accuracy of
81.30% (Figure 7). The results show good accuracy of the model.
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4. Discussion

Since hilly and mountainous areas are more vulnerable to natural dangers, planning
and development must be performed cautiously. One of these dangers is the possibility
of a landslide. Landslides are likely to occur under similar conditions as those observed
in previous studies [74,75]. Landslide susceptibility mappings are crucial in these areas
because they provide decision-makers and planners with a better understanding of the
process, allowing them to take the first line of defensive action [76]. It is challenging to
create an accurate LSM that can be used to designate areas prone to landslides [77]. As a
consequence, several solutions are being developed daily all around the globe to handle
these challenges of accuracy and reliability [78]. Due to the exhaustive research of LSM, new
methodologies have been created. Our research employs MCDA algorithms to develop an
accurate model of landslide hazard zonation. LCFs help to initiate landslides. It is critical to
choose the appropriate LCFs when developing an accurate landslide susceptibility model.
LSM models provide strong predictive capability with less inaccuracy as a consequence.
There are numerous LCFs, and they vary depending on the characteristics locally and
globally. These landslide indicators are linked to the land use, climatic, geological, and
geomorphological variables that regulate landslides. The area’s edge is dominated by
the convex slope, the middle section by the straight slope, and the bottom portion by the
concave slope. There are no standards for selecting LCFs based on the variety of indicators
and the characteristics of the region [79]. Much effort has been spent in choosing the most
appropriate and stressful factors. The multi-collinearity test helps us to find the correlation
between LCFs that may impact the overall accuracy of the models. Ten (10) LCFs were
chosen as independent layers in the present research to assess the susceptibility of the area
to landslides. The VIF was used to evaluate the LCFs’ multi-collinearity. Our findings show
that the layers have no multi-collinearity between them. As a result, all variables were
included in this model. According to the study’s results, one of the reliable approaches
for LSM is AHP, which describes the weighted-overlay analysis technique with a multi-
criteria decision approach. To classify the area into different susceptibility zones, ten (10)
thematic layers were used, including rainfall, slope, earthquake, aspect, lithology, drainage
density, lineament density, LULC, soil, and geomorphology. Figure 5 depicts a statistically
generated landslide susceptibility map interpreted using the landslide hazard index (LHI)
value. The model’s min and max LHI values were 1393 and 5391, respectively, with a mean
of 2606.88 and a standard deviation (s.d.) of 584.93 (Figure 8). Since this histogram showed
that the values were unevenly distributed, the natural-break categorization approach
was employed for zonation mapping [80]. As a result, four landslide hazard zones were
identified and mapped: low susceptibility, moderate susceptibility, high susceptibility,
and extremely high susceptibility (Figure 5). The analytical area % of the extremely high
susceptibility zone for AHP is 11.68. (Figure 9). According to the hazard area, AHP falls
within the high to extremely high zone with 37.86 percent (Figure 10). As a result, we
may assume that the whole study area is in the high-risk zone. The AHP methodology
is widely used in landslide susceptibility mapping. However, it has some limitations in
the context of the selected area. One limitation of using AHP methodology for landslide
susceptibility mapping in Darjeeling is that it relies heavily on expert opinion, which may be
subjective and may vary from person to person. The quality and availability of data can also
impact the accuracy of the AHP model, especially in areas where data are limited. Another
limitation of AHP methodology for landslide susceptibility mapping in Darjeeling is that it
requires extensive data inputs, which can be challenging to obtain and verify in remote and
mountainous regions. The AHP method assumes that the weights assigned to each criterion
remain constant over time, which may not be the case in dynamic and rapidly changing
environments such as Darjeeling. The AHP method does not consider the temporal and
spatial variability of landslide triggering factors, which can vary significantly depending
on the location and time of year. The AHP method does not account for the complex
interactions and feedback mechanisms between factors, which can lead to underestimating
or overestimating the risk of landslides in certain areas. Moreover, the trustworthiness of
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the LSM map is dependent on the findings obtained from the ROC-AUC and success rate
curve. The GSI’s released data were used to create a landslide inventory map. A total of
114 landslides were recorded, with 79 (70%) serving as training data and 35 (30%) serving
as testing data. The AHP model generated maps with AUC values of 96.8 percent. The
success rate curve was also plotted for determining the accuracy of the model, which was
found to be 81.30 percent. Since time is an important factor in hazard research, this finding
is useful in an emergency. One may conclude that the models’ accuracy is comparable.
We recommend using the AHP model in landslide investigations because it can generate
excellent and reliable landslide hazard maps for risk reduction and management planning.
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5. Conclusions

One of the deadliest natural dangers in the mountainous terrain is a landslide. Due to
man-made and natural events, the highly damaged mountainous landscape is vulnerable
to landslides (such as earthquakes, climate change, and human intervention, respectively).
Because of these threats, communities in West Bengal’s northern Himalayan highlands live
in a never-ending nightmare, leading to socio-economic losses. To protect property and
livelihood, interim and long-term solutions to reduce the risk of landslides in this region
are required. To aid in infrastructural development and socio-economic development
planning, we must identify and map the most vulnerable areas. LSM may be a critical tool
for assessing risk management in rugged terrain. For many years, the application of MCDA
models for landslide hazard assessment has produced amazingly efficient and exact results.
The primary goal of this study is to evaluate the efficacy of MCDA models AHP and to
determine the most accurate and helpful approach for detecting landslide-prone places in
the research region. The result is based on AHP, classified into four landslide susceptibility
classes. The classes are very high, high, moderate, and low landslide susceptibility. The
results show that 26.18% of the total area falls under high landslide susceptibility zones,
and 11.68% falls into very high susceptibility areas. So, the entire 37.86% area is in a high
to very high susceptibility zone. Our findings (based on LSM and AUC) show that the
usual strategy is successful. The AHP MCDA algorithm achieved 96.8 percent for the
AUC-ROC curve and 81.3 percent for the success rate curve. From the result, we can
identify that most areas which fall under the high to very high susceptibility classes are in
the eastern, south-eastern, and southern parts of the area. The pattern of landslide sites
reveals that landslides often occur on heavily dissected slopes. Less debris-filled vegetation
areas can increase the risk of landslides. The area’s combined landslip categorization is
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debris slide. Hence, it can be concluded that the most likely place for a landslide to occur
in this study area is a severely dissected hill with debris and low to moderate vegetation,
usually sparse forest, barren land, or a tea plantation area. This research successfully
identified the landslide-prone locations, and the best location for planners for development
in the hilly region of Darjeeling, West Bengal, India. Finally, the LSM established in this
research may be used by decision-makers, land-use planners, and other governmental
and non-governmental entities as an efficient tool for optimizing resource management,
infrastructure development, and human activity in the studied area.
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Abstract: Landslide susceptibility modelling in tropical climates is hindered by incomplete inventory
due to rapid development and natural processes that obliterate field evidence, making validation a
challenge. Susceptibility modelling was conducted in Kuala Lumpur, Malaysia using a new spatial
partitioning technique for cross-validation. This involved a series of two alternating east-west linear
zones, where the first zone served as the training dataset and the second zone was the test dataset,
and vice versa. The results show that the susceptibility models have good compatibility with the
selected landslide conditioning factors and high predictive accuracy. The model with the highest
area under curve (AUC) values (SRC = 0.92, PRC = 0.90) was submitted to the City Council of Kuala
Lumpur for land use planning and development control. Rainfall-induced landslides are prominent
within the study area, especially during the monsoon period. An extreme rainfall event in December
2021 that triggered 122 landslides provided an opportunity to conduct retrospective validation of the
model; the high predictive capability (AUC of PRC = 0.93) was reaffirmed. The findings proved that
retrospective validation is vital for landslide susceptibility modelling, especially where the inventory
is not of the best quality. This is to encourage wider usage and acceptance among end users, especially
decision-makers in cities, to support disaster risk management in a changing climate.

Keywords: landslide susceptibility; validation; predictive capability; disaster risk; tropical cli-
mate; Malaysia

1. Introduction

Landslides triggered by rainfall have resulted in the highest number of fatalities in
Asia, and whilst its attribution to climate change is limited by deficient records, landslide
occurrence is expected to increase in many regions [1,2]. Development in steep hills and
unstable slopes, in combination with seasonally dry periods followed by excessive rainfall
are contributing factors for frequent landslides in Southeast Asia [3]. The number of people
in cities and urban settlements that will be exposed to landslides is expected to increase in
Southeast Asia due to increased monsoon rainfall as a result of climate change [1,4]. The
expected increase of landslides calls for reliable demarcation of areas susceptible to this
hazard for supporting disaster risk management in cities.

Quantitative techniques predominate in landslide susceptibility modelling. The
techniques could be deterministic (analytically driven), heuristic (knowledge-driven),
or data-driven statistics, encompassing bivariate, multivariate, and machine learning ap-
proaches [5,6]. The use of statistical approaches in actual practice is dependent on a reliable
inventory that reflects the actual factors that cause a slope to fail [7,8]. Statistical approaches
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are reliable for shallow landslides when drawing on inventories that integrate field investi-
gation, high resolution digital elevation models (DEM) and images, combined with expert
inputs for more nuanced representation of local conditions [9–12].

Validation is critical for susceptibility modelling to ensure the quality and reliability of
outputs for wider usage among the decision makers [13–15]. Model validation generally
involves two aspects, evaluating compatibility and assessing predictive capability [5,16,17].
The area under curve (AUC) is computed from the receiver operating characteristics (ROC)
curve to report results. The evaluation of compatibility (i.e., agreement between the outputs
and observed data) is from success rate curves (SRC) while the assessment of predictive
capability is through prediction rate curves (PRC). Partitioning of the inventory into test
and training datasets is the basis for validation [15,18].

Partitioning of the inventory is handled using three types of techniques. These are
random, spatial, and temporal techniques [13,14,19,20]. Temporal validation uses dataset
of landslides that occurred at different time periods to assess the predicted model capabil-
ity. Random partitioning involves separation of the landslide inventory into two subsets,
where one subset is arbitrarily removed to assess predictability. Spatial partitioning is a
comparison of two mutually exclusive sub-regions of the area under investigation, or to
another area with similar setting. This technique has limitations in lithologically hetero-
geneous areas, where some parameters that influence landslides may be absent in one of
the sub-regions, leading to low predictive capability [15,21]. Retrospective validation has
recently been introduced to assess the actual accuracy of prediction from susceptibility
modelling [18]. The application of this approach is expected to increase the reliability,
transparency, and acceptance of susceptibility modelling.

Malaysia has tropical climate with mean daily temperatures of between 26 ◦C to
28 ◦C and annual average rainfall ranging from 2000 mm to 4000 mm, with two distinct
monsoon seasons [22]. The hot and humid conditions have resulted in deep weathered
soil profiles that are prone to landslides. Rainfall-induced shallow landslides are common
in cities primarily due to land use change and other human activity, and several have
been observed to be reactivated failures [23–25]. In some cases, failures have been linked
to inadequate engineering design during construction and poor slope maintenance [23].
Landslide mapping is a challenge due to vegetation growth, active erosion, and rapid
development that obliterates evidence of landslide occurrence. This is compounded by
inadequate public records, which is a prevailing issue for many developing countries due
to limited resources [26].

Landslide susceptibility modelling has been conducted sporadically in Malaysia over
the past decade. Statistical approaches are prevalent in areas where inventories are available
such as Cameron Highlands, Penang, Putrajaya, and eastern Selangor [27–36]. Generally,
the inventories are limited, and the best available data are utilised. More recently, a bivariate
statistics approach combined with expert inputs was used to improve the susceptibility
model [9]. In many cases, model validation is not mentioned [28–30,32,33], while in others
only the success rates are reported [9,34]. Investigations that report on predictive capability
have relied on random partitioning and spatial correlation techniques [27,31,35,36]. All the
investigations have been conducted for academic purposes and retrospective validation
has not been reported.

Kuala Lumpur, the capital city of Malaysia, suffers from numerous slope failures
especially after a severe rainfall episode, where residential infrastructure and business
complexes are most affected [23]. Many of the incidents occur in cut and fill slopes, road
embankments, highways, and hill slope development projects [28,37,38]. The situation is
expected to worsen with climate change and continuous expansion of the city. This paper
highlights a new spatial partitioning technique for landslide susceptibility modelling that
was conducted in Kuala Lumpur, Malaysia. The technique is introduced for assessing the
predictive capability of landslides, to overcome the limitations associated with lithological
heterogeneity. The ensuing landslide susceptibility map was then formally submitted
to the City Council of Kuala Lumpur (DBKL) to support decision-making. An extreme
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rainfall event with a recorded precipitation of more than 250 mm occurred in December
2021 exceeding the monthly rainfall in over a day. The unusual phenomenon was caused
by the northeast monsoon flow factors and a low-pressure weather system which caused
continuous heavy rain over the west coast of peninsula regions besides the usually affected
central east coast and northern peninsula regions. The event caused massive flooding of
100-year return period and triggered 122 landslides in the city. This provided an oppor-
tunity to conduct retrospective validation to confirm the robustness of the partitioning
technique and increase confidence in the landslide susceptibility map.

2. Materials and Methods
2.1. Study Area

Kuala Lumpur covers an area of 243 km2 and is the most urbanised and densely
populated territory in Malaysia. The city is located in west-central Peninsular Malaysia, un-
derlain by a variety of rock types, geological structures and geomorphological features [39].
The Dinding Schist present in northeastern Kuala Lumpur consists of meta-volcanics and
quartz-mica schist (Figure 1). It is overlain by the Hawthornden Schist comprising mainly
of graphitic quartz-mica schist. The schistosity of these two rock units is trending approxi-
mately north-south. The northern and east-central area is underlain by the Kuala Lumpur
Limestone. The limestone is fully covered by alluvium, fill material, and mine tailing with
thickness up to 66 m. Kenny Hill Formation is mainly found in the southern and central
parts of the city. It comprises interbedded phyllite and quartzite, and the strata are mainly
trending north–south. All the above metasedimentary sequences were intruded by granite,
which is present mainly in the western and southeastern Kuala Lumpur. Soils developed
over the schists, Kenny Hill Formation, and granite average 13 m, 9 m, and 15 m thick,
respectively. The ground elevation obtained from the digital terrain model (DTM) of Kuala
Lumpur ranges from 9 m to 320 m; about 90% of the city is below 100 m. Flat alluvial plains
occur along the Kelang River and its tributaries. The alluvium has been largely mined for
tin in the past. The alluvial plain is flanked by hills at the east and west. The hills in the
Kenny Hill Formation areas have low relief (~50 m) and are generally elongated in the
north–south direction. The hills in the granite and schist areas have higher relief (~100 m)
and are also elongated in the north–south direction.

2.2. Input Data

The landslide inventory consists of 650 landslide points sourced from Department of
Mineral and Geoscience Malaysia (JMG). It is the sole official landslide repository that was
established in 2014 through field mapping and includes only rainfall-triggered landslides.
Although it contains only partial information on location and type of slope failure (man-
made or natural), the original landslide points were refined through quality assessment to
ensure the evidence of landslides location and its accuracy. The points were overlain on
the DTM, orthorectified aerial photographs and satellite imageries from Google Earth, and
repositioned at the crown of the landslides.

The DTM was derived from LiDAR data from DBKL. The 2014 LiDAR data have a
resolution of 1 m, and they were resampled to a pixel size of 5 m for the study. Aerial pho-
tographs were acquired from the Department of Survey and Mapping Malaysia (JUPEM)
and DBKL. Topographic maps used were at the scales of 1:50,000, 1:25,000 and 1:10,000
published by JUPEM. Bedrock geology maps obtained from JMG were updated to incorpo-
rate information on surface geology and geological structures. The additional data were
obtained from boreholes and field visits as well as interpretation from aerial photographs
and topographic maps.
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Selangor state, in central-west Peninsular Malaysia.

2.3. Landslide Conditioning Factors

A total of fourteen intrinsic landslide conditioning factors were prepared from the
geological maps, DTM, topographic maps, and satellite imageries. All the geoprocessing
was done using the software ArcGIS 10.5. Bedrock geology and surface geology were
extracted from the geological data. Geomorphological factors such as slope gradient, slope
aspect, and slope curvature were derived directly from the DTM. The standard deviation
of elevation calculated from a 10 m by 10 m moving window was used to derive the
surface roughness [40]. The topographical position index (TPI) [41,42] was calculated as the
difference between the elevation at a point and the mean elevation within a 250 m radius
circular moving window.

The topographic wetness index (TWI) is a contributing factor that affects the topog-
raphy and used to quantify the topographic control on hydrological processes, expressed
by Equation (1), whereas the stream power index (SPI) measures the erosive power of
water flow as defined by Equation (2). The value α is calculated by multiplying the flow
accumulation with the cell area. The distance to stream, distance to road and distance to
lineament maps were created by making multiple ring buffer around the streams, roads and
lineament, respectively. Landsat 8 imagery was used to produce the normalised difference
vegetation index (NDVI) map. The value can be calculated using Equation (3).

TWI = ln(
α

tan β
) (1)
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SPI = ln(α. tan β) (2)

where α is the local upslope contributing area, and β is the slope [43].

NDVI =
NIR − Red
NIR + Red

(3)

where NIR is the near-infrared band, and Red is the red band.
An expert consultation process was carried out to select the best landslide conditioning

factors for the area [9]. The conditioning factors went through an iterative selection and
elimination procedure by experts with experience working on landslides in tropical terrain.
The evaluation was based on redundancy and relevance of the factors to the local geological
and terrain conditions, as well as the initial results of bivariate statistical analysis. Only
seven of the original conditioning factors were selected as shown in Table 1. They are
surface geology, slope gradient, elevation, distance to lineament, distance to road, surface
roughness, and TPI (Figures 2 and 3).

Most of the ground is covered by surface geology and shows a strong influence
towards landslide initiation compared to bedrock geology, caused by the deep weathering
profile which generates thick residual soil over most area [44]. The residual soil of Kenny
Hill formation holds the highest weightage of 1.00 with 68.7% of total landslide, due to
the interlayering of metasedimentary rocks of variable strength and properties while the
granite represents 127 (20%) landslides with a weightage value of −0.18. Slope gradient is
usually regarded as the primary causative factor for the onset of slope failure associated to
shear strength of the material on slope [45]. The analysis of the parameter indicates that the
landslide density and weightage values increase with increasing slope gradient. Elevation
of the slope is not a conditioning factor by itself but affects the overall surface of the terrain
and topographic features which controls the vegetation distribution [31]. The highest
weightage is represented by the 100–150 m class with a value of 0.55 and has 10% of the
total landslides while 50–100 m class represents 68.8% of the total landslides with a lower
weightage of 0.49 due to the larger area. The correlation between distance to lineament
parameter and landslides is explained by weakened earth material by deformation along
faults. The structural stability of the surrounding area is reduced by induced regional
perturbations in the fracturing occurrence and enhanced weathering in the rocks [46].
The distance to lineament factor and landslide shows direct correlation with the highest
weightage (0.93) is within 0–250 m proximity. Slope which has closer proximity to roads
especially near cut and fill slope could affect the stability by increase of stress in its base and
accumulation of water from nearby slope [47,48]. The highest weightage of 0.18 produced
from the 25–50 m class interval representing 25% of total landslides while the majority of
landslides (47%) occurs within 0–25 m distance from a roadway yields a low weightage
of 0.02 due to larger class area. Surface roughness generally correlates to excavation,
surface erosion and the density of vegetation cover and could signify the type of land cover
of that particular area and has been classified into high, moderate and low values [46].
Half of the landslides (53%) are categorised as having moderate surface roughness with a
weightage of 0.07, however the highest weightage of 0.29 represented by slope with high
roughness due to smaller areal class. TPI gives an indication to where the landslide point is
located with reference to the topographical position or sometimes expressed as landscape
position [49,50]. The highest percentage and weightage of landslides is within the middle
slope with a value of 61.17% and 1.13, respectively, with the upper slope class having a
weightage of −0.01 with 15.08% of total landslides.
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Table 1. Landslide conditioning factors and their definition as used in the bivariate statistical analysis.

No. Landslide
Conditioning Factors Definition Source

1 Topographic Position
Index (TPI)

Relative slope position or landform
category based on relative

relief values
DTM

2 Slope Gradient Degree of inclination of the slope DTM

3 Distance to Lineament Distance to fault and lineament
in metres DTM, air photo

4 Distance to Road Distance to major roads in metres DBKL road map

5 Surface Geology Recent material deposit
on the ground

Topographic map,
geological map, air
photo and borehole

6 Elevation Height above sea level DTM

7 Surface Roughness Degree of variation of
surface elevation DTMAppl. Sci. 2023, 13, x FOR PEER REVIEW 7 of 18 

 

 
Figure 2. Seven landslide conditioning factors were selected according to the steps highlighted in 
the flow chart (a). The factors are surface geology (b), slope gradient (c), and elevation (d). 
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flow chart (a). The factors are surface geology (b), slope gradient (c), and elevation (d).
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2.4. Bivariate Statistical Analysis

Landslide susceptibility modelling was conducted using the bivariate statistical approach
that relies on the correlation between landslide population and the landslide conditioning
factors. Each conditioning factor is subdivided into several classes, and a weight is calculated
for each class from its statistical spatial relationship with landslide distribution [5,12,51,52].

The method proposed by [53] involves calculation of the natural logarithm of landslide
density of each class within each factor divided by the overall landslide density in the area
expressed as the Equation (4).

Wi = ln
(

Densclass
Densmap

)
= ln




Npix(Si)
Npix(Ni)

∑ Npix(Si)
∑ Npix(Ni)


 (4)

where, Wi = the weight given to a certain factor class. Densclass = the landslide den-
sity within the factor class. Densmap = the landslide density within the entire map.
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Npix(Si) = the number of pixels with landslide occurrence in a certain factor class.
Npix(Ni) = total number of pixels in a certain factor class.

The weight indicates the correlation of the class factor with the landslide occurrence
and refers to landslide density of each factor class. Negative weights indicate that the
landslide density is lower than average, while a positive value signifies that it is higher.
A zero weight is obtained when there is an absence of landslide occurrences within a
parameter class [53]. Since the analysis is based on statistical calculation of the pixels in
a map, raster maps are required for the processing. Vector maps in the form of polygon
shapefiles were converted into raster files for further processing.

The raster factor maps were reclassified by assigning the weight to all the factor classes.
The landslide susceptibility is a summation of the reclassified factor maps. The susceptibility
classes can be defined based on the landslide density [54,55]. The classification was carried
out manually based on the percentage of landslide points within each class. The classes
are very high (>50%), high (20–50%), moderate (10–20%), low (2–10%) and very low (<2%)
susceptibility, respectively.

2.5. Model Evaluation and Validation

The study employed the ROC method for model evaluation and validation. The AUC
is used as the metric to evaluate the quality of the model. The susceptibility map was
divided into 25 equal area classes with decreasing susceptibility and the percentage of
landslide in each of class is calculated. The cumulative landslide percentage was plotted
against the cumulative area to derive the ROC curve.

The landslide inventory was partitioned into two groups, i.e., training dataset and test
dataset. The SRC is acquired when ROC curve of the same susceptibility map is plotted
against the training set. The PRC is generated from the ROC curve derived from the
susceptibility map generated from the training set against landslide points in the test set.
The performance of the model is represented by a value range under the curve of 0.5 to
1.0, where 0.5 represents a test with accuracy no better than chance while value close to 1.0
which suggests an ideal model with a perfect fit [19].

The whole 2014 landslide inventory was used to generate a landslide susceptibility
map and the SRC is plotted to assess the model’s compatibility. Spatial cross-validation
was done on the same inventory. The study area was partitioned into alternating linear
zones (zone A and zone B) measuring 1 km in width as to represent the smallest geological
unit in Kuala Lumpur known as schist. Another reason for the selection of the dimension is
to ensure consistency since the topographic map of Malaysia has a 1 km grid. The zones are
orientated east–west, perpendicular to the north-south geological and geomorphological
trend. This is to ensure the inclusivity of the factors involved in both sub-regions. The
validation was done twice. First zone A was used as the training set and zone B as the test
set, and in second validation, the role of zones A and B is reversed. The SRC and PRC were
plotted for both cases.

2.6. Retrospective Validation

In December 2021, an extreme rainfall event occurred in Kuala Lumpur and its sur-
rounding areas causing massive flood events. The event also triggered widespread land-
slides. Fieldwork was carried out in January 2022 to record the landslides. The research
team mapped 122 landslides more precisely than the older events in the original inventory.
The position of the landslides was recorded directly in the field using the application
Avenza Maps, where the DTM used as the base map. Retrospective validation was con-
ducted using a quantitative approach. The susceptibility maps and the landslide points
were compared by calculating the AUC values of PRC to evaluate the performance of the
landslide susceptibility maps that was generated from the original inventory.
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3. Results
3.1. Landslide Inventories

The 2014 landslide inventory comprising 650 events is represented mainly by small
rotational landslides that occurred in the Kuala Lumpur granite and rotational to trans-
lational failures observed in the Kenny Hill formation. The mechanism of the landslides
is recognised as similar as they often occur together and caused sliding of material, but
data for each location are not available in the inventory. The landslides within the area
are rainfall-induced which occurred on both natural and man-made slope. About 70% of
the landslide are less than 10 m in length, 27% between 10 m and 20 m, and only 3% are
more than 20 m. The landslides occurred mainly in areas under the Kenny Hill Formation
(70%) and granite (20%). Landslides are common in the hilly areas on slope with gradient
of 15–25◦ (35%) and 25–35◦ (31%), in the west-central, south, and northeast Kuala Lumpur.
The distribution of the 2021 landslides is similar, but there is a noticeable increase of land-
slides in granite (31%). Spatially partitioning the 2014 inventory for model validation
revealed that 58% of landslides occurred in the first subset (zone A) while the remaining
42% were in the second subset (zone B).

3.2. Landslide Susceptibility Models

Three landslide susceptibility models were produced from bivariate statistical analysis
using 7 landslide conditioning factors (Figures 2 and 3). The weights calculated for these
three models are listed in Table S1. In the first model (model 1), all the landslide points
from the 2014 inventory were used and there was no spatial partitioning of the dataset
(Figure 4a). The AUC of the SRC of this model is 0.91 (Figure 5a). The areas classified
as very high and high susceptibility cover 7% and 9% of the city, respectively. These
two susceptibility classes are concentrated in the northeastern, west-central, and southern
parts of Kuala Lumpur; much of this area is not developed. About 7% of the area is classified
as moderately susceptible. The moderately susceptible areas are distributed mainly in the
vicinity of the two earlier classes. The low susceptibility areas (20%) are scattered around
the earlier classes and within the very low susceptibility class. Covering 57% of the area,
the very low susceptibility class is the largest. It is distributed mainly in the northern and
eastern Kuala Lumpur, in relatively flat areas underlain by alluvium and mine tailings.

The next two models were used for spatial cross-validation, where the study area
is partitioned into a series of two alternating linear zones (zones A and B) trending east-
west. In the initial partitioned model (model A), the susceptibility map is generated using
landslide points in zone A as the training dataset and landslide points in zone B as the
test dataset (Figure 4b). The role of landslide points in zones A and B are reversed in
the next model (model B) (Figure 4c). The distribution of the very high to moderate
susceptibility classes of these two models are similar to the unpartitioned model (model 1),
which obtained using the entire dataset of the inventory (Figure 4a–c). Compared to
model 1, the low susceptibility areas of both models A and B are higher (27%), and the very
low susceptibility areas are lower (48%).

3.3. Model Evaluation and Validation

The spatial cross-validation produced results that are similar. The AUC of the SRC for
model A and model B is 0.92 and 0.89, respectively (Figure 5a). The high AUC values of
these two models and the model 1 indicate good compatibility of the models derived from
the 7 selected landslide conditioning factors. It also indicates a high level of inclusivity
where all the parameter classes are well represented in the three models. Model 1 and model
A produced similar high SRC values, which indicates excellent model fitness. Although the
0.01 difference may not be statistically significant, a possible explanation for this finding is
the higher distribution of landslides within zone A subset (58%) generated a model with
the closest SRC value to that of model 1.
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Figure 4. (a) Landslide susceptibility map of model 1, where all the landslide points in the 2014
inventory were used to generate the model. (b) Landslide susceptibility map of model A, where
landslides in zone A were used as training dataset and landslides in zone B as test dataset. (c) Land-
slide susceptibility map of model B where landslides in zone B were used as training dataset and
landslides in zone A as test dataset. (d) Landslides occurred in 2021 that were used for retrospective
validation are plotted on model A.

The PRC for model A and model B also produced AUC values of 0.90 and 0.89, respec-
tively, indicating that both models have similarly high predictive capability (Figure 5a). The
similar AUC values show that the spatial partitioning method used is suitable for model
validation. The AUC of model A is marginally better than model B. In 2020, this model was
selected to be formally submitted to DBKL, the local council of Kuala Lumpur, to support
decision-making on land use planning and development control.
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model 1, model A, and model B. (b) ROC curves of retrospective validation with associated AUC
values for the same models.

The retrospective validation of all the three models using the 122 landslide events that
occurred in 2021 showed a slight increase in confidence level (Figure 4d). The AUC of the
PRC for model 1, model A and model B is 0.93, 0.93, and 0.92, respectively (Figure 5b). The
values proved to be marginally higher than the spatial partitioning method. Comparing
the PRC to that of model 1, the same AUC values could be attributed to the small sample
size of the 2021 landslide events and similar landslide distribution in both models. The
revalidation using the retrospective method reaffirms the high predictive ability of all three
landslide susceptibility models. This indicates that the product that was submitted to the
city council is reliable for decision-making purposes.

4. Discussion

The sole official landslide inventory established in 2014 contained only 650 landslide
points that could be verified despite the numerous slope failures have been reported in
Kuala Lumpur for decades, especially after a severe rainfall. This is primarily because
much of the evidence in the field was obliterated. In comparison, after one unusually heavy
rainfall incident, 122 events were recorded by the research team. This indicates that the
number of historical landslides is most likely higher and has gone unrecorded. Furthermore,
information in the original 2014 landslide inventory was limited to event locations, while
more complete information was obtained from the fresh landslide scars in 2021; indicating
the need for urgency in field data collection. Though the 2014 inventory was manually
improved to correctly position and interpret the type and size of landslides using DTM
and orthorectified aerial photographs; much time and expertise on local conditions was
required. An automated approach has been advocated for the identification of landslides
using high resolution DEM [7]. However, the accuracy of this method in cities is yet to be
reported. In order to obtain complete and better-quality datasets, landslide inventories in
tropical cities need to be routinely updated after heavy rainfalls.

Landslide inventories with information on landslide masses reportedly produced
more accurate susceptibility maps compared to the use of landslide mass centre point [7].
However, it has also been reported that the scarp has higher predictive accuracy than the
mass centre as it closely represents the pre-failure conditions [56]. The 2014 inventory
utilised the position of the landslide scarp centre as it was a more prominent feature that
was more readily identified. In most cases, the body and toe of the landslide is not clear due
to erosion and vegetation. In this study, the inventory sourced from JMG was not of the best
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quality with respect to data on the type and extent of the landslides. Notwithstanding, a
consistent sampling technique using information on landslide scarp resulted in sufficiently
accurate susceptibility models.

The landslide conditioning factors used for modelling were restricted to 7, although a
total of 14 factors were initially produced. This smaller selection was considered appropriate
through expert consultation and resulted in a susceptibility model that had high prediction
accuracy. In this investigation, the high resolution (1 m) Light Detection and Ranging
(LiDAR) derived DTM was resampled to 5 m, to reduce the noise, artifacts, and processing
time. This was also considered sufficient as the topographic data (DTM) was of relatively
high resolution. It has been demonstrated that finer resolution of topographic data leads to
more accurate and precise susceptibility models. This study supports recent findings that
as long as suitable input data and techniques are selected based on the data quality and
purpose, most landslide susceptibility models result in sound overall prediction accuracy
regardless of the approach [7].

Retrospective validation conducted in this study indicates that the spatial partitioning
technique along alternating linear zones trending east–west that was used to cross validate
the susceptibility models is able to resolve the issue of heterogeneity caused by north–south
trending geological and geomorphological features. All the landslide conditioning factor
classes were represented in both zones A and B (Supplementary, Table S1). The difference in
the area for 70% of the factor classes between the two zones is less than 10% (Supplementary
Table S2). It appears that spatial partitioning techniques that are context specific, taking
into account local geological and geomorphological features, result in high confidence
susceptibility maps. Nevertheless, additional analysis is required using linear zones trend-
ing in other directions to confirm this outcome. Other random partitioning and spatial
correlation techniques that have been previously reported in the country should also be
investigated [27,31,35,36].

Notwithstanding, the landslide susceptibility map that was submitted to DBKL is
reliable for decision-making as indicated by the high predictive value (AUC = 0.93) from
retrospective validation. The map indicates that that 16% of the Kuala Lumpur area
has very high to high susceptibility. Fortunately, much of this comprises rugged terrain
that is currently not developed. The population density map of district level produced
using the 2020 census data indicates the highest population per km2 is distributed at the
northwest region found in Wangsa Maju followed by the second highest class represented
by Setiawangsa, Batu and Seputeh in southwest region (Figure 6) [57]. With reference to
the landslide susceptibility model, we recognise that part of the hilly areas in Wangsa Maju,
Setiawangsa and Seputeh located in high to very high susceptibility class, requiring urgent
effort in hazard mitigation, disaster preparedness, and stringent actions for development.
In the current scenario, targeted disaster risk management strategies could be formulated
by DBKL to manage the zones that have already been developed and the vulnerable areas.
This could include investing in monitoring and early warning measures and conducting
preparedness programs which aim to build the resilience of communities. The undeveloped
areas could be either be gazetted for protection or stringent development, where developers
are required to conduct detailed geological and geotechnical investigation, with provision
of appropriate disaster mitigation measures.

Resource constraints are a contributing factor to the lack of effort to maintain and
regularly update the inventory in Kuala Lumpur. A complete and frequently updated
inventory would facilitate further investigation including the development of hazard maps
to determine the probability of landslide events. To evaluate the accuracy of bivariate
statistical model in comparison with other established methods, future work using a semi-
quantitative approach, namely the analytic hierarchy process (AHP), is recommended to
further improve the findings. In addition, the determination of rainfall threshold values
that trigger landslides could be used to establish early warning for disaster risk manage-
ment [58,59]. Further investigation is also required in Kuala Lumpur to understand the
significant increase of landslides in areas underlain by granites in 2021, whether this is
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due to unevenness in rainfall distribution or inherent characteristics of the terrain. This is
critical in light of the worsening situation expected with climate change and continuous
expansion of the city. Innovative partnerships could be considered, encompassing academia,
the government agencies, and the local council, with involvement of the insurance and
banking sectors, to maintain and conduct further investigation of landslide risks in Kuala
Lumpur. Such public–private partnerships could be scaled up to cover more cities in the
country, if successful.
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5. Conclusions

The projected intensification of monsoon rainfall over Southeast Asia and continuous
growth of the city is expected to increase landslide incidents in Kuala Lumpur, Malaysia.
This calls for reliable demarcation of areas within the city that are susceptible to landslides to
support disaster risk management. Kuala Lumpur is underlain by heterogeneous lithology
and north–south trending geological structures and geomorphological features, which
limits the effectiveness of conventional spatial partitioning techniques for validation in
landslide susceptibility modelling. This limitation was overcome by employing a new
spatial partitioning technique using a series of two alternating east–west linear zones, where
the first zone served as the training dataset and the second zone was the test dataset, and
vice versa. The portioning resulted in an inclusive distribution of landslide conditioning
factor classes; the difference in the area of factor classes between the two zones is mainly
less than 10%. The ROC curves show that the susceptibility models have good compatibility
with the selected landslide conditioning factors and have high predictive accuracy. Model
A with the highest AUC values (SRC = 0.92, PRC = 0.90) was submitted to DBKL for
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land use planning and development control. Retrospective revalidation reaffirmed the
high predictive ability (AUC of PRC = 0.93) of the landslide susceptibility model. The
findings indicates that the product is reliable for decision-making purposes, supporting
local level hazard and risk mitigation efforts and better ground prediction in future city
development The authors suggest future work to be done using other established methods
where comparison of the findings can be done, as data acquisition of landslide occurrences
and precipitation data within the study area improves.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/app13020768/s1, Table S1: (a) The weights of the 14 landslide condi-
tioning factors. Only the first seven factors were used in model 1. (b) The weights for model A where
all the 377 landslide points in zone A were used as the training dataset. (c) The weights for model B
where all the 274 landslide points in zone B were used as the training dataset. Table S2: Comparison
of the area extent of the landslide conditioning factor classes in zone A and zone B.
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Abstract: The present paper proposes a new methodology to characterize the landslide susceptibility
of the Reggio Calabria metropolitan area. For this purpose, various factors were used, such as land
use, slope, rainfall, elevation, lithology, distance from roads and rivers, and thanks to the use of GIS
devices and the AHP method, the landslide risk was defined for the whole territory. The values
obtained were classified into four categories: low, moderate, high, and very high. They were then
exported into the GIS environment to produce a landslide susceptibility map. The study carried out
demonstrates the fragility of the Calabrian territory. From the results obtained, in fact, 66% of the
metropolitan territory of Reggio Calabria appears to have a medium–high landslide risk.

Keywords: landslide risk; natural phenomena; Reggio Calabria; GIS; AHP method

1. Introduction

Landslides are natural phenomena as well as man-made disasters that frequently
lead to loss of human life and property, as well as causing serious damage to natural
resources throughout the world. These occurs because of different associated natural
hazards or anthropogenic activities. Natural phenomena include meteorological changes,
such as intense rainfall, prolonged rainfall, or snowmelt and again earthquakes or volcanic
eruptions. Human disturbances instead include land use alteration, deforestation, carrying
out excavations, changes in the slope profile, and infrastructure constructions [1].

The effects associated with the occurrence of landslides include injuries, loss of human
life, significant damage to natural resources and infrastructure, such as roads, bridges,
and communication lines. To limit this, the realization of the landslide susceptibility map
is fundamental to identify possible preventive measures and the planning of evacuation
strategies to avoid significant damage and victims. Moreover, landslide susceptibility,
hazard and risk maps are of great help to planners for selecting suitable areas to implement
development schemes in any area [2,3].

Despite tremendous progress in science and technology, landslides considerably affect
the socio-economic conditions of all regions of the globe. The susceptibility to landslides
can be defined as the probability of the spatial occurrence of a landslide event based on
the relationships between the occurrence distribution and a set of predisposing factors
in a given area, such as geo-environmental thematic variables [4]. Landslides cannot be
completely prevented but an accurate prediction of the landslide-susceptible areas is of
particular importance since this can lead to saving natural resources as well as human lives.

Landslides occur and are controlled by one or more conditioning factors, such as
topography, slope, failure mechanism, intensity of rainfall, land cover, geological formation,
strength of rocks, and many more [5–7].
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The landslide susceptibility assessment can be tricky because of the difficult evaluation
of both the spatial and temporal distribution of past events for large areas, mainly due to
the limitations and gaps of historical records and geographic information [8].

Many different types of landslide risk assessment zonation techniques have been
developed over the last decades. These methods can typically be labeled as being either
qualitative or quantitative procedures, also called direct and indirect methods [9–11].

The qualitative approaches are inventory-based and knowledge-driven methods such
as distribution analysis or inventory [12], geomorphic mapping [13], and map integration
models [14]. They yield direct and countable results but are limited by data availability. By
contrast, the qualitative approach is less complex, but the subjective estimation of experts
renders its degree of confidence and the accuracy of its results questionable [15].

Direct mapping has the purpose of determining the degree of landslide suscepti-
bility based on a qualitative approach and provides an estimate of “where” landslides
are expected.

In this approach, the experience, knowledge of the ground boundary conditions, and
the evaluation of pre-existing terrain maps are taken into consideration. Precisely for
these reasons, direct methods present results that are subjective since they are linked to the
experience and knowledge of the personnel and present many difficulties in transcribing the
phenomena due to the occurrence of particular environmental changes in certain areas [16].
This methodology usually uses factors characteristic of the locations where landslides have
occurred in the past, together with an assessment of the areas with a potential to experience
land sliding in the future, but with no assessment of the landslide’s occurrence frequency.

The reliability of landslide-susceptibility maps mainly depends on the scale of work,
the quality of the data and the analysis methodology.

On the other hand, indirect mapping is based on quantitative models, such as statisti-
cal and deterministic ones, which aim to find numerical correlations between the various
factors that favor the occurrence of landslides and their distribution on the earth’s surface
and based on information obtained from the interrelation between landslide condition-
ing factors and the landslide distribution. For large areas, statistical methods are the
most widely used [17]. The statistical methods include bivariate statistical analysis [18],
logistic regression [19–21], multivariate regression [22,23]; multivariate adaptive regres-
sion spline [24], statistical index [25,26], analytical hierarchy process analytical hierarchy
process [27,28], weight of evidence [29,30], and evidential belief function [31,32].

In recent times, quantitative approaches have been widely used for landslide suscep-
tibility and hazard evaluation. However, it is mostly very difficult to include temporal
probability in this analysis of large areas, due to the heterogeneity of subsoil conditions, the
numerous conditioning factors, and the absence of a complete historical record of the events
that can determine the occurrence of landslides (for example precipitation, earthquakes,
and landslides themselves).

Furthermore, these models, however, show a high sensitivity of the results to the
quality and accuracy of the thematic data and the specificity of some sensitive factors that
could end up not being taken into consideration.

Landslide susceptibility and hazard assessments often use multi-criteria decision
analysis (MCDA) techniques since in most cases, the types and format of data that are
available are qualitative and quantitative, thereby requiring a semi-quantitative method
that incorporates both types of data [33].

The semi-quantitative landslide assessment methods can be considered an effective
expert’s tool for weighting and ranking the chosen factors, which represent the main causes
for landslide susceptibility of the study area, in an objectively optimal and simple way.

Some qualitative methods become semi-quantitative by incorporating ranking and
weighting [34,35], as is the case of the analytic hierarchy process (AHP), a multi-objective
and multi-criteria decision-making methodology which has been widely applied for the
solution of decision problems [36].
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This method is based on the analytical hierarchy of involved factors and the compari-
son between the various pairs of them in order to enable the assignment of a relevant ratio
for each factor. Thanks to this method, it is therefore possible to estimate the weight of each
factor considered, through the linear correlation of each factor with respect to the others.
The ability to correlate different factors has made this method a valuable tool for many
researchers in compiling landslide susceptibility maps, which are obtained by correlating
and comparing a large number of factors [37].

The management of a large number of factors to be correlated and estimated for the
definition of landslide susceptibility is therefore carried out, in most cases, through the use
of the geographical information system (GIS) [35].

The increasing popularity of GIS and its ease of use over the last decades has led many
studies to use indirect susceptibility mapping approaches.

GIS, which uses data-integration techniques, is a very suitable tool for landslide
susceptibility mapping. In fact, with the increasing availability of high-resolution spatial
data sets, GIS, remote sensing, and computers with large and fast processing capacity,
it has becoming possible to partially automate the evaluation of landslide hazard and
susceptibility mapping process and thus minimize fieldwork.

The reliability of these maps depends mostly on the applied methodology as well as
on the available data used for the hazard risk estimation. Moreover, GIS is an excellent and
useful tool for mapping the susceptibility of an area prone to landslide manifestation.

This study focused on producing a landslide susceptibility map of the Reggio Calabria
metropolitan area (Italy) by combining GIS techniques and the AHP method.

The main objectives of the present work can be synthesized to create a landslide
susceptibility map for the province of Reggio Calabria, using the GIS software by means of
the weighted combination of various factors, such as the slope, lithology, elevation, rainfall,
land use, distance of the road and river. From the obtained map, it is possible to evaluate the
landslide susceptibility in the areas that are particularly relevant because of the connections
between the internal urban areas and the main towns and services located along the coasts
and to analyze the degree of landslide risk of the connecting infrastructures (lifelines).
This method could be used in other areas of the Calabria Region for the realization of the
landslide susceptibility map in order to be able to use the maps obtained to plan the safety
of the slopes or, in particular, identify the main road infrastructures more at landslides risk,
comparing the results obtained with the various inventories of landslides that occurred in
the past.

2. Study Area

The Reggio Calabria metropolitan city, in the Calabria region in the south of Italy, was
selected as the study area because the territory is subject to phenomena of hydrogeological
and seismic risk; the present study area has suffered from every landslide type.

The territory of Calabria is geologically young and often subject to natural modifica-
tions, so hydro-geological disaster (landslides and floods) is one of the risk factors to which
Calabria is exposed. This is due, among other conditions, to the physical conformation of
the region and the climatic conditions.

Landslides are the most common consequence of the soil instability due to the seismic
activity and the hydrogeological problems in Reggio Calabria metropolitan city. Extraordi-
nary conditions, such as earthquakes, and more ordinary meteorological conditions, such
as rainfalls, can both induce landslides, rock fall, or debris flow.

The considered study area with 97 cities and towns and with a total population of
530,000 inhabitants is the area of Calabria with the highest population density equal to
165.57 residents/km2.

The Reggio Calabria metropolitan city covers an area of 3183 km2, of which 1685 km2

(52.95%) is represented by hilly terrain, 1.275 km2 (40.07%) is mountainous and the remain-
ing 223 km2 (6.97%) are represented by land lowland.
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In regions where urban residential areas coincide with mountainous terrains, like in
this area, the risk is higher for people, and the economic costs include relocating communi-
ties and repairing physical structures.

The Autorità di Bacino of Calabria Region, considering the various mentioned prob-
lems, has made available several thematic maps for a complete hydrogeological balance
(PAI—Piano di Assetto Idrogeologico, 2001) [38]. These maps, updated in 2016, are accessi-
ble through Quantum—GIS, and they describe the landslide hazard and risk areas in the
whole region, but they do not give any information about the landslide risk assessment
in the strategical infrastructures identified as lifelines [2]. Furthermore, these assessments
were carried out without taking into consideration the main connecting and emergency
road infrastructures, which, however, play a role particularly relevant during an emergency
to allow rapid and efficient access, assistance, and rescue, guaranteeing evacuation and,
more in general, maintaining access for all emergency services [2,3].

Therefore, starting from the data provided by the PAI, containing the landslides that
have occurred in the past together with an assessment of the areas with a potential to
experience land-sliding in the future, and with the integration of factors of particular
importance, such as distance from roads and from the rivers, the objective of the present
work is to create a landslide susceptibility map for the metropolitan area of Reggio Calabria
by means of the weighted combination of various indices using the AHP method.

3. Materials and Method

The first step in every susceptibility assessment consists of collecting all available
information and data for the study area, and this stage may be the most important part.

Evaluating the relationship between the landslide occurrence and the conditioning
parameters becomes very important for the landslide susceptibility mapping; further
analysis of the cause–effect relationships is not always simple, as a landslide is seldom
linked to a single cause. So, to produce the landslide susceptibility map in the metropolitan
area of Reggio Calabria, a total of 7 inputs were selected for the model, considering the
main influencing factors of landslides: the slope, the lithology, the elevation, the rainfall,
the land use, the distance of the road, and the river.

In the study carried out, the number of factor classes was increased compared to that
of previously published studies, analyzing what was done in the literature by other authors
and wanting to obtain a non-homogeneous weight of each class of factor, unlike what was
obtained in the previous studies.

3.1. Slope Factor

The slope and the aspect of the slopes play an important role in the occurrence of
landslides because they represent the result of the combined influence of many agents.
Slope is an important factor in the analysis of landslide; in fact, as the slope increases, the
probability of the occurrence of landslide increases because as the slope angle increases, the
shear stress of the soil increases.

A digital elevation model (DEM) was utilized using 3D extension of ArcGIS, and
the slope angle was extracted from it, using contours with 5 m intervals digitized from
topographic sheets and saved as a line layer.

Six slope categories were used as factor classes for the analysis of landslides risk as
shown in Table 1.
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Table 1. Weight of the individual classes of landslide hazard factors.

Factor Class Wi,L

Slope degree
[◦]

0–8 0.21
8.01–18 0.15
18.01–28 0.13
28.01–37 0.09
37.01–47 0.09

>47 0.33

Land Use

Artificial and waterproof surfaces 0.04
Arable agricultural areas with sparse vegetation 0.26

Agroforestry areas with scattered trees and shrubs 0.42
Wooded areas or areas with important vegetation 0.28

Elevation
[m]

<100 0.19
101–300 0.25
301–500 0.15

501–1000 0.27
>1001 0.13

Rainfall
[mm]

0–600 0.02
600–900 0.19

900–1200 0.36
1200–1500 0.25

<1500 0.18

Lithology
Sedimentary deposits 0.33
Clays and sandstones 0.21

Rocks 0.45

River Distance
[m]

0–50 0.10
50.01–100 0.10
100.01–200 0.18
200.01–250 0.08

<250 0.54

Road Distance
[m]

0–100 0.10
101–200 0.08
201–300 0.07
301–400 0.06
401–500 0.06

>500 0.62

3.2. Lithology Factor

Lithology is a further important parameter with regard to landslide manifestation.
It is widely recognized that geology greatly influences the occurrence of landslides be-
cause lithological and structural variations often lead to a difference in the strength and
permeability of rocks and soils.

For the study area, three factor classes were determined by grouping the different
geological formations according to their geological engineering behavior and according to
their physical and mechanical characteristics.

Thus, lithology includes three classes as follows: sedimentary deposits, clays and
sandstones and rocks.

3.3. Elevation Factor

The altitude does not contribute directly to landslide manifestation, but in relation to
the other parameters, such as precipitation, the altitude contributes to landslide manifesta-
tion and influences the whole system.

Elevation is useful to classify the local relief and to locate points of maximum and min-
imum heights within terrains. The elevation is considered the fourth important parameter
in the classification of landslide risk. The grid maps of the altitude with cell size 5 × 5 m
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were produced from the DEM. The separation of the altitude into 5 classes was as follows:
<100 m, 101–300 m, 301–500 m, 250–500 m, and >1000 m. The highest density corresponds
to the class with an elevation range of 500–1000 m, representing hilly areas.

3.4. Rainfall Factor

As it is well known, precipitation is among the most usual triggering factors for
landslide manifestation. For the necessities of this study, the precipitation map was pro-
duced, using the annual average precipitation data of the main meteorological stations well
distributed in the study area.

This map was separated into 5 classes as shown in Table 1.

3.5. Land Use Factor

The data for the land use in an area are a parameter that seriously affects the slope
failures, as slope stability is very sensitive to changes in vegetation. For the necessities
of this study, the land use, which reflects the vegetation covering, was classified into
4 categories as follows: artificial and waterproof surfaces, arable agricultural areas with
sparse vegetation, agroforestry areas with scattered trees and shrubs, wooded areas, or
areas with important vegetation.

3.6. Distance of Road and River Factor

As it is obvious, the artificial and natural parts of the slopes around a road are more
sensitive in landslide manifestation. In addition, some lifeline roads have to guarantee
effectiveness and efficiency in the immediate aftermath of a natural disaster; in some cases,
they have to be maintained also during the event to allow rapid and efficient access and
assistance and rescue, guaranteeing evacuation and, more in general, maintaining access for
all emergency services. Therefore, the road network was chosen as a principal parameter
that consists of the road network of the province of Reggio Calabria, composed of 1850 km
of roads.

Buffer zones were created around road lifelines at distances of 100, 200, 300, 400 and
500 m.

Similar to the road network, the hydrographic network was digitized and saved as
line layers in the GIS database, using the topographic sheets as a data source, and buffer
zones were created around the bed of the rivers and the streams of the area, at distances
of 50, 100, 200, and 250 m. These distances of river are measured from the river’s bed
boundaries from both sides.

Each factor was characterized in classes whose weight (Wi,L) was determined on
the basis of the portion of the territory occupied by the class of the factor in the entire
metropolitan area of Reggio Calabria (Table 1).

This method was used to identify the amount of territory that the factor class occupies
to then be put into relation with the weights of the same calculated with other methods
(Wi,PAI, Wi,AHP) and to be able to determine the degree of landslide susceptibility.

The analysis was carried out by means of GIS devices, which allow to easily analyze a
considerable amount of data and to convert the map pixels into data sets.

The liability and accuracy of the collected data also influence the success of the applied
methodology. For this reason, raster images were used with an accuracy of a pixel equal to
5 m. The images obtained are shown in Figure 1.
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Figure 1. Topographical parameter maps: (a) slope degree; (b) land use; (c) elevation; (d) rainfall;
(e) geology; (f) river distance; (g) road distance, (h) PAI landslide risk areas.

So, the weight of each class was determined by the examination of the value attained
by each factor class in the landslide areas identified by the PAI, with respect to the past
landslide events (Wi,PAI) that occurred in the territory of the metropolitan area (Table 2).
This parameter allows to determine the importance of each individual class based on
historical data relating to landslides that occurred in the past.
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Table 2. Weight of classes of factor in the landslide areas identified by the PAI.

Factor Class Wi,L Wi,PAI

Slope degree
[◦]

0–8 0.21 0.07
8.01–18 0.15 0.15
18.01–28 0.13 0.17
28.01–37 0.09 0.11
37.01–47 0.09 0.10

<47 0.33 0.39

Land Use

Artificial and waterproof surfaces 0.04 0.04
Arable agricultural areas with sparse vegetation 0.26 0.37

Agroforestry areas with scattered trees and shrubs 0.42 0.38
Wooded areas or areas with important vegetation 0.28 0.21

Elevation
[m]

<100 0.19 0.10
101–300 0.25 0.40
301–500 0.15 0.23

501–1000 0.27 0.21
>1001 0.13 0.06

Rainfall
[mm]

0–600 0.02 0.02
600–900 0.19 0.12

900–1200 0.36 0.46
1200–1500 0.25 0.29

<1500 0.18 0.11

Lithology
Sedimentary deposits 0.33 0.26
Clays and sandstones 0.21 0.34

Rocks 0.45 0.46

River Distance
[m]

0–50 0.10 0.11
50.01–100 0.10 0.10
100.01–200 0.18 0.18
200.01–250 0.08 0.08

<250 0.54 0.53

Road Distance
[m]

0–100 0.10 0.14
101–200 0.08 0.11
201–300 0.07 0.09
301–400 0.06 0.07
401–500 0.06 0.06

>500 0.62 0.53

Later using the AHP method, we were able to obtain a relative significance of the
relevant factors after the pairwise comparison matrix was constructed.

The pairwise comparison method was developed by Saaty in the context of the analyt-
ical hierarchy process. The AHP approach allows assessing the relative weight of multiple
elements in an initiative manner [39].

After defining the weight of each factor, with respect to the past landslide events
identified by the PAI, its relative weight was calculated with the AHP method. The rating
score of relative significance was set from 1 to 9, indicating less important to much more
important factors.

The pairwise comparison matrix is shown in Table 3 using a 7 × 7 matrix, where
diagonal elements are equal to 1.

The row describes the importance of factor, and the values of each row are compared
with each column to define the relative importance to obtain a rating score. For example, the
slope is significantly more important than the elevation and therefore assigned the value 8.
Conversely, the importance of the elevation with respect to the slope is equal to 1/8.
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Table 3. Pairwise comparison matrix.

Slope Land
Use Elevation Rainfall Lithology River

Distance
Road

Distance

Slope degree 1.00 7.00 8.00 2.00 7.00 4.00 9.00
Land Use 0.14 1.00 3.00 0.20 4.00 0.33 5.00
Elevation 0.13 0.33 1.00 0.20 4.00 0.20 8.00
Rainfall 0.50 5.00 5.00 1.00 3.00 3.00 7.00

Lithology 0.14 0.25 0.25 0.33 1.00 0.17 3.00
River Distance 0.25 3.00 5.00 0.33 4.00 1.00 5.00
Road Distance 0.20 0.20 0.13 0.14 0.33 0.20 1.00

After evaluating and confirmed the consistency of the created eigenvector matrix for
the AHP method, the weight for each factor using this method was obtained (Table 4).

Table 4. Weight of normalized landslide hazard factors through AHP method.

Wi,AHP

Slope 0.403
Land Use 0.086
Elevation 0.061
Rainfall 0.242
Geology 0.037

Road distance 0.148
River distance 0.023

The landslides index for each individual pixel was finally obtained by the weighted
sum of the weight determined on the basis of the portion of territory occupied by the factor
class (Wi,L), the weight reached by each factor class in the landslide areas identified by the
PAI (Wi,PAI), and the weight of the same factor obtained from the AHP method (Wi,AHP).

LI =
n

∑
i=1

Wi,L + Wi,PAI + Wi,AHP

The values thus obtained for the assessment of susceptibility were classified into five
ranges; in particular, values below 0.17 represent the portions of territory with low risk,
values between 0.1701 and 0.25 represent the portions of territory with moderate risk,
values between 0.2501 and 0.3 represent the portions of territory with high risk, and values
greater than 0.301 represent the portions of the territory with very high risk.

The above-mentioned results highlight that 61% of the whole territory of the metropoli-
tan area is affected by a high landslide susceptibility value. In particular, the surface at low
risk of landslide is equal to 7% of the entire metropolitan area, at moderate risk is equal to
32%, at high risk is equal to 36%, and at very high risk is equal to 25%.

The values obtained for the assessment of susceptibility were classified into five ranges
in such a way that, having identified the lower and higher values in each range considered,
the number of pixels with respect to the total was equalized between the various classes.
This ensures that each class range has approximately the same number of values in each
class and that the change between intervals is fairly consistent [40].

From the obtained map (Figure 2), it is possible to notice that the highly and very
highly susceptible zones are the hills, i.e., the areas between the coasts and the central
part of the province. These areas are particularly relevant because of the connections
within the various internal urban areas and the main towns and services located along the
coasts. Further, the landslide susceptibility evaluation procedure adopted resulted to be in
agreement with the work performed by the Calabria Region Basin Authority: 80% of the
highly and very highly susceptible areas coincide with the landslide areas identified by the
PAI maps.
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4. Results

The study carried out demonstrates the fragility of the Calabrian territory. From the
results obtained, in fact, 38% of the metropolitan territory of Reggio Calabria appears to
have a medium landslide risk and 28%, a high landslide risk. The results obtained from
the model are congruent with the landslide risk areas identified by the PAI and are more
reliable than previous studies [5]. In particular, the model produces an overestimation of
only 8% of the areas at risk of medium–high landslide, compared to the areas surveyed by
the PAI, thus also managing to determine the risk of landslides in those areas not classified
by the PAI due to the absence of exposed elements. These areas, however, are still of
fundamental importance, as they are crossed by connecting infrastructures.

This method could be used in other areas of the Calabria Region for the realization
of the landslide susceptibility map in order to be able to use the maps obtained to plan
the safety of the slopes or, in particular, identify the main road infrastructures on which
to carry out work risk mitigation (lifelines). The results of this preliminary analysis can
give important information on the relative criticality of the different road sectors, thereby
allowing attention and economic budgets to be shifted toward the most critical aspects,
where structural and non-structural mitigation measures could be implemented. In such a
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sense, they supply useful information regarding the intervention priorities and, above all, a
scale of inspection surveys and analyses of a structural nature which can find the effective
level of susceptibility of the infrastructure, as well as the most opportune mitigation actions
for the reduction of risk levels. This latter aspect will be the subject of future studies.
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Abstract: Because of the special geological conditions on the Loess Plateau, Landslide erosion is not
only the main goal of prevention and control of geological disasters, but also an important erosion
mode of soil and water loss in the basin. Thus, landslide susceptibility assessment before only
considering landslide frequency is not far enough for a decision-maker. The study aims to consider
both frequency and scale of landslides for a better landslide susceptibility evaluation. Taking the
Yangou small watershed as an example, this study used a VR model, RIRA method, and the GIS
method to comprehensively consider frequency and scale to analyze landslide susceptibility of the
small watershed. Based on the detailed analysis of the existing literature, slope, elevation, NDVI,
land-use, lithology, amount distant to road, amount distant to river, profile curvature, and rainfall
as landslide are selected as the conditioning factors (CFs) of the landslide, to draw the sensitivity
map. The map of landslide susceptibility was classified into five zones: very low, low, medium,
high, and very high, and the cover areas occupy 6.90, 12.81, 12.83, 9.42, and 5.87 km2, respectively. A
total of 60% of the landslide occurred in the zones of high and very high susceptibility, accounting
for 87% of the total volume in the study area. The very high susceptibility is the area with a larger
relief and along the river and road. The findings will help decision makers to formulate scientific
comprehensive policies that take into account disaster prevention and soil conservation measures in
specific regions.

Keywords: landslide susceptibility; volume ratio; reserve increase-rate-analysis method; GIS;
Loess Plateau

1. Introduction

Landslides, a mass failure on steep slopes, facilitated by gravity are an important
process controlling the sedimentary structures and growth patterns of the steep slope [1],
and major natural disasters that often cause human and economic losses due to natural
forces and human actions [2]. There are mainly three manifestations such as falling, sliding,
or flowing [3]. China is covered by a vast area that is considered to be one of the most
landslide-prone regions in the world, while landslide phenomena cause an estimated 700
to 1000 deaths every year and more than RMB 10 billion annually in infrastructure and
property damage [4]. Landslides, especially on the Loess Plateau, have been widespread
due to their topography and geographical location. In order to prevent and mitigate the
damage, it is necessary to need comprehensive information regarding landslides, such as
occurrence, spatial distribution, and susceptibility. Landslides also deliver huge amounts
of sediment to rivers in the mountainous and hilly watersheds [5,6]. In particular, most
landslides occur on slopes, whether man-made or natural, where loose material is always
transported to the toe and downhill, which may have an out-of-field effect on sediment
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transport through river flows to the downhill [7]. On the Loess Plateau, the phenomenon
is particularly serious, which is one of the reasons for the poor soil erosion in the region
due to unmanageable, heavily containing sediment flow [8]. It can be seen that landslides
have a great effect on water and soil loss in the basin. Older land use policies may not
always reflect optimal planning for land use prone to landslides [9]. A reasonable zoning
prediction of regional landslides can therefore assist planners and engineers in making
decisions on the use of such lands [6].

Landslide susceptibility is recognized as the propensity of an area to generate land-
slides [10]. Generally, landslide occurrence in each region is a function of various factors.
Each of the factors and function has a different influence. In order to assess susceptibility
from gravity, it is, therefore, necessary to identify and analyze the factors leading to grav-
ity [11]. The occurrence of landslides is controlled both by a series of predisposing factors,
e.g., geological, geomorphological, climatic and hydro-geological, and triggering factors,
including seismicity, heavy rainfall, human activities, and freeze-thaw [12]. Although it is
still difficult to predict a landslide event in space and time, a region may be divided into
sub-regions with homogenous properties, which are classified and ranked according to the
potential hazard degrees of group movement considering the prerequisite factors explained
above. A landslide susceptibility map is considered as an effective solution, and it is also
an important task for decision making on regional planning and protection.

A variety of methods can be employed to develop the landslide susceptibility as-
sessment. There are two main types: a “knowledge-driven model” that uses relevant
domain knowledge for analysis and a “data-driven model” that uses intelligent methods to
automatically find patterns from data. The former methods include fuzzy logic [13], fuzzy
comprehensive evaluation [14], and the analytic hierarchy process [15]. The latter methods
include logistic regression analysis [16], decision tree [17], random forest [18], artificial
neural network [19], and support vector machine [20]. In general, the knowledge-driven
model is more subjective while the data-driven model is relatively objective and can accu-
rately reflect the correlation between landslide susceptibility and its basic environmental
factors. However, the data-driven model is complex in the model training and testing
process and requires a large number of training samples. Both types of models can get a
more reasonable result, however; they mainly provide information on the probability of
landslide occurrence, but no information on the size of a potential landslide once occurring.
In other words, the landslide susceptibility map applied by those methods only reflected
the possibility of landslide occurrence, while it cannot express the probability of a landslide.
Research has shown that there is a significant difference in spatial variation between the
susceptibility and erosion risk of a mass movement in the watershed [21]. Thus, the results
only consider landslide frequency as incomplete for the decision-makers to implement land
planning or other policy in the region. Therefore, it will also be meaningful to understand
the sediment yield and prevent soil erosion in the catchment when both considering the
scale and the frequency of the landslide.

If the volume of the landslide is considered in the assessment of landslide suscep-
tibility, it is necessary to choose a suitable method. Whatever the relationship between
landslide and the landslide-related factors, it can be inferred from the relationship between
landslide and the landslide-related factors that had occurred. Thus, volume ratio (VR),
which reflected the relationship between the volume of the landslide and each landslide
conditioning factors, is used in the study, and the revised increase-rate-analysis method
(RIRA) method is also a suitable way for quantitative analysis of the relationship between
landslide scale and various factors. The RIRA method is an improvement on the increase-
rate-analysis method (IRA), which is used to evaluate the sensitivity of the landslide to a
single variable [1]. On this basis, Lucas [22] has proposed a revised increase-rate-analysis
method (RIRA) based on the importance ranking of influencing factors and sensitivity
analysis for a large number of data-influencing factors. The method has been successfully
applied in the analysis of the influencing factors of the silt dam conditions in the Culiacan
basin in northwestern Mexico. Recently, as a basic analysis tool for landslide hazards,
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ArcGIS can effectively perform spatial data management and manipulation for the analysis
and has been used in many studies [16]. It is also an indispensable tool for landslide
susceptibility mapping.

The objective of this study included: (a) applying the VR model, the RIRA method,
and GIS in the spatial event prediction based on considering landslide scale; (b) creating
a landslide susceptibility map for the Yangou small watershed on the Loess Plateau of
China; (c) assessing the landslide susceptibility and providing suggestions for landslide
prevention and soil erosion of the small catchment.

2. Study Area

The study focuses on the Yangou watershed, a small catchment located in Yanan city
in the north Shanxi province of China (Figure 1). It is enclosed within the latitudes 36◦28′ N
and 36◦34′ N and longitudes 109◦27′ E and 109◦33′ E, covering an area of about 48 km2.
The catchment is typical of the gullied-hill zone and is located in the central area of the
Loess Plateau, which is a sub-watershed in the Yanhe basin. The river is a secondary branch
of the Yan River and flows from southeast to northwest. The watershed exhibits complex
topographic variations, with a gully density of 4.8 km km−2 and an elevation ranging
from 988 m to 1404 m. The terrain gradient of the basin is mostly composed of steep hill
slopes. The slope analysis showed that the slope distribution in the study area ranged from
0◦ to 51◦. The climate belongs to the transitional zone from warm semi-dry to semi-wet.
The average annual precipitation is 550 mm, and 70% of the annual precipitation occurs
from June to September. Generally, the southern section had higher values than the north.
The geotechnical medium in the area can be divided into rock mass and soil mass, mainly
sandstone and loess. The saturated bulk density (γ), Poisson‘s ratio, cohesion (C), and
friction angle (ϕ) of sandstone are 2.68 g/cm3, 0.22, 4.23 MPa, and 41.6◦, respectively. The
moisture content (ω), dry bulk density (γ), cohesion (C), and friction angle (ϕ) of loess are
15.6%, 1.51 g/cm3, 39.48 MPa, and 26.95◦.
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3. Methods

The landslide susceptibility maps were prepared using VR and RIRA models to assess
the landslide susceptibility in the Yangou catchment. Figure 2 showed the flow chart of
the application method, including the data collection, gathering of the landslide condi-
tioning factors, determination of relationship between each condition factors’ subclasses,
and landslide inventory map using VR, application of the RIRA method in the landslide
sensibility, landslide susceptibility assessment of numerical data integration, and landslide
susceptibility mapping.
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Figure 2. Flowchart of the used methodology.

The landslide inventory database, which included 27 locations, volumes, and types
were provided by the Xi’an Geological Survey Center of the China Geological Survey. The
landslide is divided into four sections: ≤1 × 104, 1 × 104–10 × 104, 10 × 104–100 × 104,
and ≥100 × 104 m3, corresponding to tiny, small, medium, and large landslides. The
amount of the landslide and its percentage in each interval were counted. In this study,
nine parameters were chosen according to the literature review and the general environ-
ment of the study area. These conditioning factors are land-use, slope, profile curvature,
altitude/elevation, distance to roads, distance to rivers, lithology, normalized difference
vegetation index (NDVI), and rainfall. The altitude/elevation, slope, and profile curvature
were extracted from the Digital Elevation Model (DEM) (cell size: 25 m × 25 m), which is
converted from a topographic map with a scale of 1:100,000. They were also collected from
the “Xi’an Geological Survey Center of China Geological Survey”. The NDVI was extracted
from the Landsat 8/OLI data set, which is provided by the Geospatial Data Cloud site,
Computer Network Information Center [23]. The computational formula of NDVI is

NDVI = (NIR− R)/(NIR + R) (1)

where NIR is the reflection value of the near-infrared band, and R is the reflection value of
the red band. The landuse data were provided by the Resource and Environment Science
and Data Center [24]. It was decided that the study area was mainly covered by eight
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land-use types, namely water, wetland, farmland, resident land, bareland, forest, shrubland,
and grassland. The lithology of the Yangou Watershed was delineated using the China
Geological Map at a 1:250,000-scale. The distance to rivers was extracted using hydrological
analysis of DEM and neighborhood statistic in the ArcGIS. The distance to roads was
developed using China Road Network data at a 1:100,000-scale. The rainfall data were
from the China meteorological background data set of a 500 m × 500 m pixel size, which is
provided by the Resource and Environment Data Cloud Platform [25]. Then, these nine
conditioning factors were selected in the present study and were standardized to the same
size of 25 m × 25 m for further analyses. The study area covers 355 columns and 447‘rows.
The spatial analysis tool in the ArcGIS software was used to count the corresponding
values of each factor at the landslide location. Also, the occurrence frequency ratio of the
different classes was calculated in the land use and geology as the corresponding values of
the landslide.

To show the relationship between each factor’s subclasses and landslide volumes,
the VR approach is proposed. It is a variant of the probabilistic method that is based
on the observed relationships between the volume of the landslide and each landslide
conditioning factor. The volume ratios for the classes or types of each conditioning factor
were calculated by dividing the landslide volume by the typical value ratio of the study
area. Each factor’s ratio value was calculated using Equation (2):

VRjk =
V∗jk
Vjk

/
T∗

T
(2)

VRjk = volume ratio of each factor; Vjk* = volume of observed landslide of class “k”
of factor “j”; Vjk = volume of class “k” of factor “j”; T = typical value of the map, such as
the total area of the map, the average distance to roads or rivers in each class, the average
elevation of each class, and the average rainfall of each class. T* = typical value of the
observed landslide of the map, such as the total area of each class, the average distance
of the landslide to roads or rivers, the average elevation of the landslide, and the average
rainfall of the landslide. A value of 1 is the neutral value, and the values higher than 1
show a high positive correlation with a certain factor of the landslide [26]. A higher VR
value shows that a higher probability of the landslide volume occurs.

The RIRA is a method of sensitivity analysis used by calculating the relationship
between dependent variables and independent variables. RIRA can assess the relative
contribution of each variable by placing greater emphasis on known variables contributing
to landslides, and which are sorted by contribution [22]. In addition, each variable has
a specific value in the method, which ensures the objectivity of the data calculation. To
eliminate the dimensional impact between the independent variables, all data of the factors
were standardized using the z-scores method before calculation. The dependent variables
(such as the amount of landslide) and the independent variables (such as profile curvature,
slope, altitude, NDVI, land-use, geology, distance to rivers, distance to roads, and rainfall)
were listed separately. The variables were sorted in order from small to large, and the
sensitivity coefficients of each influencing factor were calculated. In order to quantify the
impact of landslide-related factors on the landslide, the calculation steps of RIRA were as
follows: first, the landslide increase rate (%) was calculated using Equation (3):

RPi =
2(Pi − Pi−1)

Pi + Pi−1
(3)

where Pi is the amount of the i-th landslide (104 m3). Then, the increase rate (%) of each
impact factor on the landslide was calculated as follows:

Rti =
2(ti − ti−1)

ti + ti−1
(4)
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where ti and ti−1 are the values of the explanatory variable that are sequentially connected.
Rti is the increase rate calculated for two successively independent variables ordered by the
values. Therefore, the Absolute Sensitivity Parameter (s), towards an independent variable,
t, was calculated by its mean growth rate:

saj =
∣∣∣(RPi,j/Rti,j)i=1,N

∣∣∣ (5)

Being j the j-th independent variable, N the total number of landslide data, namely
slope, aspect, altitude, NDVI, land use, geology, distance to rivers and distance to roads. A
factor with a larger absolute value of the s represents the higher sensitivity of the amount
of the landslide to the related factor. In the study, the revised increase-rate-analysis (RIRA)
method is used to assess the relationship between the factors and landslide.

At last, the landslide susceptibility of each subclass was calculated by Equation (6):

Sak = saj ×VRjk (6)

Sak is the susceptibility of each k-th class. Then, each class susceptibility map can
be obtained using the Sak value in the ArcGIS software. At last, all thematic layers were
combined using the Sak value to derive the landslide susceptibility map of the Yangou
watershed. Calculated susceptibility values were classified into areas of very low, low,
medium, high, and very high susceptibility using the natural break method available within
the ArcGIS software.

4. Results and Discussion
4.1. Landslide Inventory

Landslides in the study area primarily lie along the northwest and southeast direction.
There are two types of landslides in the region: slides and falls. About 15 observed
landslides belong to slides and 12 falls. The amount of erosion is 704 × 104 m3 and
14.4 × 104 m3, accounting for 98% and 2% of the total landslide, respectively. The slide
is the main type of landslide in the region, which had an important contribution to the
frequency of landslide and the total amount of slope movements in the region. The
triggering mechanism of falls is different from that of slides. When the water in the gully
scours and transports the lower accumulation, and the gravity moment generated by the
upper steep wall under the action of gravity is greater than the tensile force moment of the
soil, the upper soil layer loses its balance to fall [27]. There were many small falls in the
study area. Most of the fall-bodies fell and broke, which were difficult to preserve for a
long time. Most of them have been transported to form sand production, which is difficult
to investigate [28].

The volume of the smallest landslide is approximately 0.2 × 104 m3, the largest is
around 270× 104 m3, and the average is estimated to be 26.6× 104 m3. Figure 3 showed the
amount and frequency of landslides in each interval, which were tiny, small, medium, and
large landslides. The total amount of erosion caused by large landslides of ≥100 × 104 m3

was the largest, which was 503.6 × 104 m3, accounting for 70.2% of the total erosion and
followed by the erosion of the medium landslide, which was 174.7× 104 m3, accounting for
24.4% of total erosion. The small landslide was 37.1 × 104 m3, accounting for 5.2% of total
erosion, and the tiny landslide had the least landslide, at 2.7 × 104 m3, accounting for 0.2%
of total erosion. In the case of frequency of landslides, there were 19 small-scale erosions
with a volume of fewer than 10 × 104 m3 in the study area, accounting for 70% of the total
frequency of erosion, that is, the occurrence of tiny-scale and small-scale landslides were
higher in the area. While the amount of medium-sized and large-scale collapse accounted
for 94.6% of the total, their frequencies of occurrence were only 5 and 3 times, accounting
for 19% and 11% of the total frequency, respectively. It can be seen that the number of
tiny–small landslides in the study area was more frequent. The frequency of medium and
large-scale landslides was little, but they had a major contribution to the total amount
of landslides. It can also be seen from the statistics that the contribution of frequency
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and the volume of landslides are not the same, and it is more meaningful to consider
both effects in the study. The cumulative amount of landslide erosion in the study area
reached 718.1 × 104 m3. A large amount of landslide erosion has an important impact
on sediment yield and sediment transport in the basin. The landslide-triggered erosion
enters the channel and then flows into the river system by runoff, directly or indirectly
transporting a large amount of sediment to the channel, which is one of the main processes
of soil erosion and river sediment sources. Large slides also cause road damage and soil
erosion. The volume of the falls is not large but their migration speed is fast. Because the
occurrence to stop movement does not exceed 1 min, people are often unable to hide and
suffer the risk of casualties; the harm is no less than the landslide. Between 1980 and 2015,
there were 53 landslides over the Loess Plateau, killing and missing 717 people [29].
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Figure 3. Amount and frequency of landslides in the Yangou watershed.

4.2. Application of the VR Model

In order to study, in detail, the relationship between each factor and the scale of the
landslide, each factor is divided into several classes. The results of the spatial relationship
between landslide volumes and the classes of landslide conditioning factors using the VR
model are shown in Table 1.

Table 1. Spatial relationship between landslide conditioning factors and landslide by volume ratio model.

Independent Variable Classes Vjk
*/Vjk T*/T VRjk

Slope angle (◦)

0–15 0.7294 0.8629 0.8453
15–25 0.2427 0.1272 1.9089
25–35 0.0259 0.0094 2.7538
>35 0.0019 0.0006 3.5264

Elevation (m)

<1000 0.1448 0.9991 0.1450
1000–1100 0.0947 0.9874 0.0959
1100–1200 0.1886 0.9946 0.1896
1200–1300 0.5719 0.9937 0.5755

>1300 0.0000 0.0000 0.0000

NDVI

no cover 0.0000 0.0004 0.0000
very low cover 0.1478 0.0263 0.1778

low cover 0.7124 0.2459 0.3451
medium cover 0.1398 0.5355 3.8301

high cover 0.0000 0.1919 0.0000
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Table 1. Cont.

Independent Variable Classes Vjk
*/Vjk T*/T VRjk

Land-use

Farmland 0.2981 0.3063 0.9734
Forest 0.0199 0.4000 0.0498

Grassland 0.4029 0.2345 1.7180
Shrubland 0.0000 0.0021 0.0000
Wetland 0.0000 0.0000 0.0000

Water 0.0000 0.0006 0.0000
Resident land 0.1313 0.0367 3.5780

Bareland 0.1478 0.0198 7.4512

Lithology Sandstone 0.4169 0.2848 1.4640
Loess 0.5831 0.7152 0.8152

Distant to road (m)

<50 0.5289 0.4101 1.2897
50–150 0.2454 0.9813 0.2501

150–300 0.0100 0.8237 0.0122
300–500 0.1824 0.9151 0.1994
500–800 0.0333 1.1883 0.0280

>800 0.0000 0.0000 0.0000

Distant to river (m)

<50 0.7368 1.1093 0.6642
50–150 0.2543 0.9612 0.2645

150–300 0.0089 0.8106 0.0110
>300 0.0000 0.0000 0.0000

Profile curvature
Concave slope 0.5151 0.5384 0.9567
Convex slope 0.4849 0.4616 1.0505

Rainfall

Less rainfall area 0.2051 0.9998 0.2052
Medium rainfall area 0.3779 1.0002 0.3779

More rainfall area 0.2415 0.9996 0.2416
Heavy rainfall area 0.1755 0.9996 0.1755

In the case of slope angle, the results showed that the VR values also increased as the
slope increased, indicating that the slope angle has a good positive correlation with the
probability of the landslide volume. The slope is a major factor in landslide occurrence
because it relates to drainage, fault line, and road networks [2]. In the Yangou watershed,
the 0◦–15◦ slope area constituted 20.34% of the total area, the 15◦–25◦ area accounted for
35.49%, the 25◦–35◦ area accounted for 36.57%, and slope areas of more than 35◦ were
7.61% of the total area. The findings revealed a wide range of slope changes across the
whole research area. According to the survey, 78% of the landslides occurred on slopes
greater than 15◦ in the study area. Generally, the mass movement shifts from sliding to
slumping with an increasing angle [30,31]. Thus, landslides are created in a hilly region or
mountainous areas with steep slopes. The slope affects the scale and intensity of surface
material flow and energy conversion. For example, the slope affects the area and amount
of rainfall on the slope, thereby affecting the magnitude of runoff, infiltration, and runoff
kinetic energy [32].Thus, the greater the slope, the greater the gravity erosion [20,33].

There is no correlation between landslide volume and elevation rise in terms of eleva-
tion. There are many reasons for the influence of elevation on the development of landslide
disasters, such as that different elevation ranges have different climatic characteristics and
local depressions are due to slope differences, whether there is a sliding surface and an
intensity of human activities in different elevation ranges [34]. Thus, elevation has no direct
impact on the distribution of gravity erosion disaster points in the region. The 1200–1300 m
area had the highest VR value of 0.5755, followed by 1100–1200 m (0.1896), and <1000 m
(0.1450). The 1000–1100 m area has the lowest value of 0.959. In the Yangou watershed,
96.3% of the landslides occurred on the altitude ranging from 1000 m to 1300 m. This
showed that landslides usually occurred at intermediate elevations. The results can also be
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found in the other places since slopes tend be covered by a layer of thin colluvium that is
prone to landslides [35,36].

The NDVI is a measure of surface reflectance to give a quantitative estimate of biomass
and vegetation growth [37]. The value of NDVI in the study area ranges from −0.27 to 0.59
in the summer. Generally, the larger the NDVI value is, the higher the vegetation coverage
is. In the case of NDVI, there is no landslide in the classes of no cover and high cover. In
the other classes, the VR value reflected the probability of landslide volume increased with
the increase of the plant cover. In other words, the vegetation didn’t play important roles in
the decrease of the landslide amount. There are positive and negative effects of vegetation
cover on landslides. Vegetation roots can reduce the creep of the soil layer by increasing the
shear strength of soil, which is negatively correlated with the amount of landslide erosion.
On the other hand, in the field investigation of small watersheds, it was found that with the
increase of vegetation coverage, the runoff on the slope increased, thereby increasing the
gully erosion of the watershed [38]. Plant root splitting may also promote the occurrence of
landslide erosion.

Land-use is another factor used to consider the natural and man-made environmental
impacts on the land surface. The main land use types in the study area were forestland and
cropland, accounting for 40% and 31% of the total study area, respectively. Secondly, the
grassland accounted for 23% of the total study area. Other classes accounted for a combined
6% of the total study area. The bareland had the highest VR value of 7.4512, followed by
resident land (3.5780) and grassland (1.7180). The class of forest and farmland had the VR
values of 0.9734 and 0.0498, respectively. In the shrubland, wetland, and water, the VR
values are zero. The results indicated surface attachment plays an important role in slope
stability compared with bareland, and in our case, the cultivated areas are less prone to
landslides when compared to other land cover types. This may be due to positive impacts
of land management with better water and soil control measures on slope stability [39].

Different geological formations have different compositions and structure, which
contribute to the strength of the material. Stronger rocks are more resistant to the driving
force of landslides and less prone to damage than weaker rocks [40]. The main lithology
units of the study area consisted of Jurassic sandstone and Quaternary loess. Vertical joints,
structural joints, collapse joints, and weathering joints of loess are generally developed,
which are potential geological factors leading to geological disasters such as loess slides
and falls. The deformation and failure caused by loess collapsibility provide a channel for
precipitation collection and rapid infiltration, and often lead to geological disasters such
as landslides. The vertical joints and weathered joints of sandstone in the slope zone are
developed, and the development and expansion of joint cracks form the dangerous rock
mass of slope is seen, which often leads to fall disasters [25]. The joints in all the study
area are very developed. From the VR values, it is seen that the high landslide volume
occurred in the lithological units of sandstone with the VR value of 1.4640, followed by
the lithological unit of loess with the VR value of 0.8152. The Jurassic sandstone had a
higher value because it is mainly in the valley area; as the drainage area, the hydrological
conditions are more complicated.

The stability of the soil mass might be harmed by road cutting caused by slope
excavations. As a result, one of the influencing elements for landslides is closeness to a
road. In the case of distance to roads, distance to roads of 0–50 m had the highest VR
values, while the VR value in the distance to roads of 300–500 m had saltation. The result
may be that the population density is high in the study area [41], and thus the road net
is also density. In the range of 300–500 m, large collapses had occurred. However, the
overall trend is that the VR value decreased as the distance increased, indicating that the
distance to roads has a high influence on landslide occurrence and scale. Actually, the
amount of landslide occurrence within 150 m of the road accounted for more than 78% in
the study area.

There are reverse correlations between landslide volume and parameters based on
the VR value of the distance to river. In the study area, 89% of the landslide occurred
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within 150 m of streams. At the same time, the hydrographic axes of the third and fourth
order streams are considered to be the main factor of the occurrence of landslides [28].
This is because the scouring effect of river flow will erode the slope. At the same time, the
seepage effect of water flow makes the slope soil saturated. A large amount of free water
is accumulated in collapsible loess, and the shear strength of soil is reduced, which has a
negative impact on the slope stability. In addition, human activities are mostly distributed
in the valley, which reduces the slope stability and is also the cause of frequent disasters
and serious landslide erosion on both sides of the river.

Profile curvature measures the rate of change of slope, which controls erosion and
deposition by affecting the acceleration and deceleration of the flow across the surface.
Convex surface is positive and concave surface is negative [42]. For the profile curvature,
44% of the landslide occurred on the concave slopes, while 56% occurred on the convex
slopes, and the VR value for convex slope (1.0505) is greater than that of the concave slope
(0.9567), indicating that the convex slope has a little more effect on the volume of landslides.
The concave slope easily collects rainwater, and rainwater infiltrates along the slope, which
reduces the shear strength of soil and causes the instability and deformation of soil. At the
same time, the potential energy of convex slope soil is closer to the limit value of mechanical
equilibrium, and is also vulnerable to stronger weathering, which may also lead to the
occurrence of slope instability. Stochastic statistics of 300 unstable slopes in China have
shown that the instability of convex slopes is better than that of concave slopes [43]. Besides,
in the experiment, it is verified the larger volume of landslides easily occurred in the convex
slope [44]. The failure characteristics of loess soil slope are creep, and soil creep tends to
produce convex terrain [45]. Therefore, the convex slope is dominant in the steep loess
slope, and it is also prone to landslides [46].

The precipitation intensity is an important factor to affect the occurrence of landslides
in the semi-arid region, although the interval between minimum and maximum rainfall
is small [40]. In the case of rainfall, the medium rainfall area had the highest VR value of
0.3799, followed by more rainfall area (0.2416), less rainfall area (0.2052), and heavy rainfall
area (0.1755), which indicated that there is no cear relationship between the amount of this
factor and landslide volume. On the Loess Plateau, long-term and strong early effective
rainfall both triggered clusters of shallow landslides in the previous study [47].

4.3. Application of the RIRA Method

The sensitivity coefficient of different related factors on landslides is quite different.
The results of the sensitivity of the slope, elevation, NDVI, land-use, lithology, distance to
road, distance to river, profile curvature, and rainfall on the volume of landslides performed
by RIRA are reported in Table 2. The larger the sensitivity of an independent variable,
the more prominently this variable influences the volumes of landslide. Profile curvature
was found to be the most important influential factor, as it is the most sensitive parameter
(0.3616), followed by the distance to river (0.2567) and distance to road (0.0908). Rainfall
was the fourth in the ranking of the relative sensitivity, and the value is 0.0628. The relative
sensitivity of elevation, slope, and NDVI are comparable to each other, although these
variables are less important than the three variables motioned above (0.0523, 0.0345, and
0.0203, respectively). Finally, lithology and land use have relatively little relative sensitivity.

Table 2. Sensitivity analysis of landslides and related factors in the Yangou watershed (China).

Parameter
Independent Variables

Profile Curvature Distant to River Distant to Road Rainfall Elevation Slope NDVI Lithology Land-Use

Absolute Sensitivity 0.3616 0.2567 0.0908 0.0628 0.0523 0.0345 0.0203 0.0099 0.0097

In summary, the independent variables, profile curvature, distance to river, distance to
road, rainfall, elevation, and slope, have an important impact on the triggering and scale
of landslides. Especially, both the relative sensitivity of two variables, profile curvature,
and the distance to river, are very high. Convex and concave slope profiles are common
in natural hill slopes. In the Yangou watershed, it is the most import factor. That means
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landslides in areas with large undulating terrain are subject to key monitoring. Therefore,
the influence of slope morphology should be taken into account when humans are carrying
out activities. In the case of the relationship between landslides and distance to streams, the
VR value rises as the distance to a stream decreases. The river has a strong erosive effect on
the exposed area of the bedrock, which affects the stability of the valley slope. Especially
in smaller valleys, both the down erosion and side erosion of flowing water exist, and the
valley slopes on both sides are steep, which are in the erosion of flowing water and are
high-risk areas of slides and falls. In addition, the most direct impact of long-term surface
water accumulation is the rise of the groundwater level, which forms groundwater in a
large range and affects slope stability through groundwater. The groundwater on both
sides of the basin passes can aggravate the slope instability by softening and eroding the
earth and soil, reducing the strength of the rock and soil and simultaneously generating
dynamic and hydrostatic pressures and pore water pressures, exerting floating force on the
rock and soil and increasing the weight of the rock and soil [25]. Thus, the distance to river
has the second sensitivity of all factors. In the study area, most of the collapse of the loess
hillside slope, or the initiation of loess landslides, after having been excavated during the
construction of an expressway, was induced by excavation and rainfall [48]. The sensitivity
of distance to road on the scale of the landslide is of third importance. In the construction of
rural road projects, rough construction, such as cut-off or slope cutting and filling, is blindly
carried out without the stability analysis of the slopes on both sides of the valley, which
makes the slope steeper, loses support, forms a steep slope, and causes hidden dangers for
the occurrence of landslide disasters [49]. Precipitation is the main recharge source for soil
moisture in the hill and gully region of the Loess Plateau [50]. According to the survey,
40% of the catastrophic landslides are trigged by rainfall on the Loess Plateau of China [26].
It is not easy to infiltrate after precipitation, however, once the effective strength of the
loess is reduced by rainfall, the landslide is triggered. There is a close correspondence
between landslide occurrence and the pattern of precipitation, and 84.6% of landslides
have happened in the monsoon in the Baota district since 1985 [51]. Therefore, rainfall
is the fourth important factor in the study area. Elevation data reflected the location of
the landslide, which means the volume of landslides has higher relative sensitivity on the
variable of elevation in the study area. The slope is an important performance of the slope
geometry, which determines the state and distribution of stresses in the slope mass and
controls the stability and mode of the instability [51]. However, the slope has relatively little
impact on the occurrence and scale of landslides in the study area. The increased vegetation
coverage has a certain inhibitory effect on the amount of landslides, but considering the
comprehensive effect of other factors, the influence of plants is not obvious. In addition,
landslides with different scales occurred in different lithology. Thus, the influence of
lithology on landslides is also relatively rare in the study area. The impact of environmental
and human factors on the surface, such as construction activities, road cutting, and natural
resources exploitation, may lead to landslides [34]. However, during the 9th Five-Year
Plan period (1996–2000), Yangou watershed was selected as a demonstration region for
integrated research for the development of ecological agriculture in the Loess Plateau, and
the land use structure changed rapidly [41]. Nowadays, the land cover tends to be stable,
so the absolute sensitivity of landslides to land use is lowest.

4.4. Results of the Landslide Susceptibility Mapping

Figures 4 and 5 showed the different space layers of conditioning factors and the
landslide susceptibility map constructed by the VR model and RIRA method, respectively.
In Figure 4, higher susceptibility values were in the layers with the convex slope and
concave slope, as well as the distance of less than 50 m to the river, the distance of less than
50 m to the road, the slope of 25–35◦, and the slope higher than 35◦; the values were all
more than 10. Among the nine related factors examined in the study, elevation, distance
to river, lithology, and rainfall are hard to change, and the other factors, slope, profile
curve, distance to road, land-use, and NDVI, can be modified to reduce the landslide
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susceptibility. Slope gradients can be reduced by converting slope land into terraces [21].
In terms of profile curve and distance to road, human activity and road construction should
be carried out in a planned way. Especially, a preliminary reconnaissance survey should
be implemented on the topography and geology of the area. In terms of land use, many
landslides were observed on the bareland. Thus, the reduction of ground exposure may
reduce landslide susceptibility. For the NDVI, it can be seen that soil bioengineering is
not omnipotent and did not apply to all situations, e.g., deep-seated, rock, or extremely
steep slopes [52]. Therefore, the comprehensive effect of the conditioning factors should
be considered in the process of prevention and control of landslides. In the study area,
reconstruction of the eco-environment had already been conducted since 1997. In the past
decade, grasses or shrubs are the main types of plantings on the top of hills or upper part of
hill slopes, while trees were mainly selected in the hilly slope with a moderate gradient, and
most of the slope of cropland was converted to woodland or grassland [53]. Nevertheless, a
quantitative assessment of the effectiveness of those comprehensive measures in inhabiting
landslides is still lacking.
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Figure 5. Landslide susceptibility map by the VR model and RIRA method: (a) landslide susceptibility
classes in the Yangou watershed, (b) distribution of susceptibility over the landslide at susceptibility
map (%), and (c) histogram of landslide susceptibility index value.

As shown in Figure 5c, a very low susceptibility zone occupies 6.90 km2. Similarly, low,
medium, high, and very high susceptibility zones occupy 12.81, 12.83, 9.42, and 5.87 km2,
respectively. As depicted in Figure 5a, the susceptibility levels decreased with distance from
rivers and road. Very high susceptibility was in the region with a larger relief and along
the river and road, which was also in line with the site investigation. In the whole province,
landslides were mostly distributed on both sides of the roads and rivers. For example,
collapses often take place on both sides of the Yan and the Fenchuan Rivers, especially along
the roads and railways, [51]. This is due to the fact that Yan’an City and urban population
centers are located in major river valleys and that intensive human engineering activities
are often responsible for many landslides and related serious damages [51]. Therefore, in
the road construction and other engineering works on the Loess Plateau, the engineers
and researchers should be committed to the prevention and control of loess landslides [48],
and, also, the road and the river located in the gullies. As a result, the down-cutting of
channels during rainstorms, as well as the high content of soil moisture adjacent to a
channel, make it more prone to landslides [21]. Moreover, in the regional susceptibility
assessment of the Baota district, the specific area was extended along the Nanchuan River,
and its tributaries to Shitougou village got a high susceptibility [28]. Figure 5b revealed
that no landslide is located within the very low susceptibility areas; 15% of the landslide
are situated within the low susceptibility areas; 26% within the moderate suitability areas;
30% within the high susceptibility areas; 30% within the very high susceptibility areas. The
result of the landslide assessment highlighted that the majority of the occurred landslides
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(60%), are situated within the zones of high and very high susceptibility, while the part of
landslide volume was accounting for 87% of the total landslides. Landslide susceptibility is
predicting the probability of landslides’ occurrence regardless of their magnitude which
is, however, a critical piece of information in mass movement erosion control. However,
the previous study revealed small and medium mass movements often have much higher
transport rate of debris than large ones [21]. Both the volume and frequency of landslides
were considered in our study; the landslide mitigation and control areas can be further
prioritized in the watershed from the map. The high and very high susceptibility area must
receive higher priority in the watershed for large landslides, while the low susceptibility
risk area can be excluded in the observation. Moreover, the area of low and medium
susceptibility can be paid more attention to, as well as the soil erosion caused by landslides.
The results of a zoning plan can also reduce the workload of field investigations and move
the focus of the actual work in watershed management.

5. Conclusions

To understand the role of landslide disasters in small watersheds more comprehen-
sively, a landslide susceptibility assessment that considers the amount of landslides is
necessary. The applied analysis of the VR model, RIRA method, and ArcGIS within the
framework of the present study achieved more comprehension for disaster prevention and
land planning with respect to the location and volume of the past landslides. The rela-
tionship among landslide occurrence, landslide volume, and nine landslide conditioning
factors such as slope, elevation, NDVI, land use, lithology, distance to road, distance to
river, profile curvature, and rainfall are evaluated using the above models. Our analysis
demonstrated that the sub-classes in the same conditioning factors had different VR values,
as indicated that sub-regions with homogenous properties contributed differently to the
landslide scales. In addition, the results showed that the various parameters of landslides
had different sensitive values to the landslide volume and occurrence. Among those factors,
profile curvature and distance to river were the two most highly sensitive, followed by
distance to road, rainfall, elevation, slope, and NDVI. The lithology and land-use were
the two lowest sensitive factors. The sensitive values are 0.3616, 0.2567, 0.0908, 0.0628,
0.0523, 0.0345, 0.0203, 0.0099, and 0.0097, respectively. Also, the landslide susceptibility map
considering landslide volume classified the study area into five zones, with susceptibility
degrees of very high, high, medium, low, and very low, which showed that about 60% of
the landslides occurred in a high and very high susceptibility area, accounting for 87% of
the total volume of landslides. Landslides such as slides and falls are important contents of
geological disaster prevention and control, and this phenomenon is also the main form of
soil erosion. Small landslide erosion is more likely to cause sediment yield. Thus, the spatial
distribution of the existing landslide susceptibility can be analyzed in order to identify
the components that are located in large landslide scale areas and small landslide scale
areas, so as to set the priorities to prevent and control landslide disasters and soil erosion.
Engineers, decision-makers, and environmental managers may implement the analysis
that we implemented in the present study during new or existing planning projects and
produce maps that will make possible the adoption of policies and strategies aimed at
multi-hazard mitigation.
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Abstract: Numerical simulation is one of the methods to assess landslide movement processes,
which is beneficial for engineering design and urban planning. With the development of computer
technology, GIS has gradually become the mainstream platform for landslide simulation due to
data availability and algorithm integrability. However, the dynamic processes of landslides are
complicated, which makes integration difficult on GIS platforms. Some assumptions are applied to
simplify these dynamic processes and solve this problem. Generally, there are two main types of
numerical models on GIS platforms: models based on the Eulerian description and models based
on the Lagrangian description. Case studies show that Eulerian models are suitable for flow-like
movement, and Lagrangian models are suitable for discrete rigid bodies movement. Different models
face different problems: the Eulerian-based models show numerical diffusion and oscillation, and the
Lagrangian-based model needs to consider complicated shear and collision processes. In addition, the
3-D model can describe more details in the z-direction, while the depth-averaged model can obtain
a reasonable range of motion, depth, and speed quickly. From the view of numerical simulation,
inappropriate models, assumptions, and numerical schemes will produce errors. The landslide type
refers to several forms of mass wasting associated with a wide range of ground movements, which
guides establishing dynamic models and numerical schemes on GIS platforms and helps us obtain
results accurately.

Keywords: landslide dynamics; landslide classification; dynamic models; depth-averaged model; GIS

1. Introduction

Landslides cause a large number of casualties and property losses every year. Quan-
titative risk analysis (QRA) is essential for reducing property damage and loss of life.
Numerical simulation is one of the methods for assessing the landslide movement process
and potential hazard levels [1,2], which is part of quantitative risk analysis [3]. Many
numerical models are used to obtain the landslide runout distance, thus providing a basis
for urban planning [4–7].

From dynamics, all landslides follow Newton’s second law [2] and, thus, mass con-
servation, momentum conservation, and energy conservation are the governing equations
in numerical simulations. In terms of force, gravity is the primary driving force [8], and
friction is the major resistance force during motion. However, different shear processes and
collision processes make landslide dynamics complex.

There are two model types: discrete models and continuum models. The discrete
models describe the interactions and shocks well, but the continuum models describe the
flow well. The Lagrangian functions describe the translation and rotation of each discrete
element for the discrete models. Eulerian functions are the best to calculate the field for
the continuum models. With the development of computation, meshless methods such as
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SPH are proposed to solve problems dominated by complex boundary dynamics for the
continuum models. In the SPH method, finding neighboring nodes is difficult. Models with
different accuracies are used to describe the processes [7]. These models include Rockfall
Analyst [9], Rocfall [10], and Rockyfor3D [11] for rockfalls, and Massflow [12], Flo-2D [13],
r.avaflow [14], and Titan2D [15] for mass flow.

In some simulations, different software programs yield different trajectories based
on methods, assumptions, and numerical schemes [16]. Models may face various chal-
lenges. For example, fluid mechanics models may encounter numerical diffusions and
oscillations [17]; rigid body models need to consider complicated shear and collision pro-
cesses [18]. Therefore, a suitable model is a prerequisite for obtaining accurate results, and
the physical insights provided by models can help us understand the landslide process.

GIS provides some functions that allow users to build numerical models [19]. It makes
programming convenient and easy. There are two types of landslide simulations on GIS
platforms: add-in programs and stand-alone programs. Add-in programs use the GUI
and functions on GIS platforms to build a dynamic landslide model. This combination is
easy to implement, but the GIS platform may limit some capacities. Stand-alone programs
use open libraries such as GDAL. They are computationally efficient but require a lot
of development time. The landslide dynamics programs on GIS platforms need to be
simplified to accommodate the GIS file structure. Therefore, appropriate assumptions and
suitable models are the keys to simulation on GIS platforms.

Landslide classification uses simple words to describe the characteristics of landslide
phenomena, which may guide us to select a suitable model for simulation on GIS platforms.
Several authors, including Heim [20], Zaruba and Mencl [21], and Sharpe [22], proposed
different landslide classification systems. In most of these classifications, the name of
the landslide is a combination of the material and motion type [23–26]. The most well-
known classification system is Varnes’ classification [27]. In this classification, material
types include rock, debris, and earth, and motion types include falling, toppling, sliding,
spreading flow, and complex. Subsequently, Hungr [23] updated the Varnes’ classification
to assess landslide phenomena, and the material types were more detailed than those in
the original classification. Landslide types are often indicators of the critical movement
process, and a suitable numerical model must consider the appropriate variables.

However, the relationship between the landslide movement process and the physical
mechanism of landslides is not very clear. It results in difficulty in obtaining accurate runout
zones on GIS platforms. In this paper, we compared numerical models on GIS platforms and
established relationships between landslide types and the selection of numerical models on
GIS platforms.

2. Models
2.1. Descriptions

Landslides contain two main motion processes: rigid body motion and flow-like
motion. The rigid body motion assumes that the block does not deform or change shape [28];
the flow-like motion assumes that the material is continuous mass rather than discrete
particles. The driving force is gravity, and the resistance force is mainly friction during the
movement (Figure 1).

In dynamics, there are five major categories in the Varnes’ movement type: falling,
toppling, sliding, spreading, and flowing. The movement type is related to the critical pro-
cesses that occur during motion. All the processes follow Newton’s laws of motion [29,30],
which are given by

dmv
dt

= f (1)

where m is the mass, v is the velocity, and f is the resultant force, which depends on the
movement type. The left-hand side (LHS) of Equation (1) represents the motion process,
and the right-hand side (RHS) is the resultant force.
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There are two common descriptions of motion in numerical models: the Eulerian
description and the Lagrangian description [31] (Figure 2). In the Eulerian description, a
model is not concerned about the location or velocity of any particular particle or columns,
and the focus is on the grid. In the Lagrangian description, individual particles or columns
are marked, and their positions and velocities are described as a function of time.
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2.1.1. Models Based on the Lagrangian Description

The rigid body motion includes translation and rotation, which are six-degrees-of-
freedom processes (three components for the translation process and three components
for the rotation process). Using the center of mass and inertia matrix, the force and torque
equations take the form:

F = ma, T = [IR]α + ω× [IR]ω (2)

where F is the force, T is the torque, a is the acceleration, m is the mass, IR is the moment of
inertia matrix, ω is the angular velocity, and α is the angular acceleration. The equations of
translation and rotation on the Lagrangian description are

xt+∆t = xt + vt∆t +
1
2

at∆t2 (3)

θt+∆t = θt +ωt∆t +
1
2
αt∆t2 (4)

where xt is the location at time t, vt is the velocity at time t, at is the acceleration at t, θt is
the angle at time t,ωt is the angular velocity at time t, and αt is the angular acceleration at
time t.
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2.1.2. Models Based on the Eulerian Description

In the continuum systems, the Eulerian description is best for simulating motion, and
the Navier–Stokes equations are the basis of modeling [32]:

∂ρ

∂t
+∇ · (ρv) = 0 (5)

ρ(∂v/∂t + v · ∇v) = Sf (6)

where ρ is the mass density, t is time, v is the velocity, Sf is the field which includes gravity,
friction, and other forces. The best way to solve these equations is through numerical
analysis due to lacking a smooth analytical solution. Traditional CFDs such as Openfoam®

use these equations to simulate the landslide dynamics. In these programs, the geometric
modeling process is complex.

To describe flowing grain–fluid mixture, Iverson proposed a mixture theory [33], and
the Sf is:

Sf = −∇ ·
(
Ts + Tf + T′

)
+ ρg (7)

in which
ρ = ρsυs + ρvυv (8)

v =
(

ρsυsvs + ρ f υ f v f

)
/ρ. (9)

Here, ρ is the mixture mass density, v is the mixture velocity, vs is the velocity in the
solid phase and vf is the velocity in the fluid phase, υs is the volume fraction of solid, υ f is
the volume fraction of fluid, g is the gravitational acceleration, Ts is the solid stress, Tf is
the fluid stress, and T′ is a contribution to the mixture stress. The stress T′ can be avoided
by using an approximation suitable for many debris flows.

To reduce the difficulty of traditional CFDs, Savage and Hutter proposed the depth-
averaged theory [34]. This model allows the GIS to integrate simulation codes. Depth
averaging is one of the steps to eliminate the calculation in the z-direction. The aver-
aged velocities and resultant forces are calculated on the x–y plane [32,34,35]. In this
method, the assumption is that ρ is constant and the landslide depth is shallow. Thus, the
equations [32,36] are

∂h
∂t

+
∂hvx

∂x
+

∂hvy

∂y
= 0 (10)

ρ

[
∂(hvx)

∂t
+

∂
(
hvx

2)

∂x
+

∂
(
hvxvy

)

∂y

]
= −

∫ h

0

[
∂Txx

∂x
+

∂Tyx

∂y
+

∂Tzx

∂z
− ρgx

]
dz (11)

ρ

[
∂
(
hvy
)

∂t
+

∂
(
hvy

2)

∂y
+

∂
(
hvxvy

)

∂x

]
= −

∫ h

0

[
∂Txy

∂x
+

∂Tyy

∂y
+

∂Tzy

∂z
− ρgy

]
dz. (12)

where vx = 1
h

∫ h
0 vxdz, vy = 1

h

∫ h
0 vydz. As shown in the equations, the velocity in the

z-direction is averaged. Based on the depth-averaged theory, a depth-averaged mixture
model was proposed by Iverson and Denlinger [32]. Subsequently, two-phase and multi-
phase depth-averaged models were proposed to describe distinct mechanical responses
and dynamic behaviors of material [35,37].

Some studies considered the erosion process, a mechanical process by which the
bed material is mobilized by the flow and dominant mechanical processes in geophysical
mass flows [38]. Erosion determines enhanced or reduced mobility but is not understood
thoroughly. In the dynamic model, the erosion rate E = −∂b/∂t and erosion velocity ub are
two important parameters, which change mass and momentum productions E and ubE [38],
respectively. Subsequently, Pudashini and Fischer proposed a two-phase erosion model on
this basis [39]. The emergence of these models has further developed the continuum model
on GIS platforms.
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2.2. Forces

Gravity, friction, collision force, and hydraulic pressure are the major forces during
motion. Some forces have less influence and can be ignored during the movement.

2.2.1. Collision Force

Collision force is one of the factors affecting the process of landslide movement,
especially during falls and topples. The collision process is complicated, which makes the
calculation difficult. Traditionally, the spring–dashpot model is widely used to describe the
nonlinear process, which is

Fn = Fel + Fdiss (13)

where Fn is the collision force, Fel is the elastic force (spring), and Fdiss is the dissipative
force (dashpot). The spring obeys Hooke’s law, and the dashpot obeys Newton’s law of
viscosity [40,41]. To simplify the process, Evans and Hungr used a lumped mass model
in ROCKFALL programs in 1993 [42]. The associated assumptions of the lumped mass
model are as follows: (1) each rock is a small spherical particle; (2) rocks do not have any
size, only mass. The lumped mass model uses one or two restitution coefficients to express
this process to avoid calculating complex collision forces. The restitution coefficients are
the ratio of the rebound velocity to the incident velocity, the impulse ratio, and the work
ratio, which involves the square root of work performed. Most models use two restitution
coefficients: the tangential restitution coefficient Rt and the normal restitution coefficient
Rn; however, a few models use only one restitution coefficient to quantify dissipation in
terms of velocity magnitude loss. Hybrid approaches were proposed on GIS platforms to
simulate rockfall accurately. These models, such as CRSP [43], RocFall [44], and STONE [45],
consider the influence of shape and nonlinear collision based on the lumped mass model.
Hybrid approaches have been the mainstream models on GIS platforms. Therefore, there
are three models for describing the collision force, a fully rigid body model, a lumped mass
model, and a hybrid approach [46], on GIS platforms.

2.2.2. Friction Force

Friction is the force that resists the relative motion of solid surfaces, fluid layers,
and material elements sliding against each other, which is important for the movement
calculation. In this process, kinetic energy is converted to thermal energy when motion
with friction occurs. There are two types of resistance: viscosity and Coulomb’s friction.

For dry granular flow, Coulomb’s friction is adopted, which is

τ = µN (14)

where τ is the unit base resistance and µ is the friction coefficient, and N is the normal
force. Generally, the basal shear forces, obtained by simple infinite landslide models, are
calculated by Coulomb’s friction.

For fluid flow, viscosity is a measure of resistance to deformation at a given rate. It
can be conceptualized as the internal frictional force that arises between adjacent layers of
fluid that are in relative motion. There are three viscosity equations: Newtonian, Bingham,
and quadratic fluids.

(1) The Newtonian fluid is:

τ = µγ′ (15)

where µ is the shear viscosity of a fluid and γ′ is the derivative of the velocity component.

(2) The Bingham fluid model is

τ = τ0 + µγ′ (16)
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where τ0 is a constant yield strength, µ is the shear viscosity of the fluid, and γ′ is the
derivative of the velocity component.

(3) The quadratic fluid model is

τ = τ0 + µγ′ + ζγ′2 (17)

The first two terms are referred to as the Bingham shear stresses. The last term
represents the dispersive and turbulent shear stresses. Fluid friction can be generalized as:

f = fs + fv + ft (18)

where fv is the viscosity term, fs is the constant term, and ft is a turbulent term. Based
on the depth-averaged theory, shear stress is depth-integrated, and the corresponding
equation is

S =
1
h

∫
f dz (19)

where S is depth-integrated shear stress. Therefore, Equation (18) can be transformed to:

S f x = Sτ + Sv + Std. (20)

2.2.3. Other Forces

Hydraulic pressure in the depth-averaged model is the force imparted per unit area
of liquid or flow-like materials on the surfaces, which can be expressed in the Eulerian
description as:

Fi =
∂

∂x
β

h2

2
(21)

where β can be changed to βx
s and βx

f based on the form of the phase [37]. For fluid, the β is
gz. For solids, the force created by collisions among particles is simplified to an internal
force based on soil mechanics, and the β is:

βx
s = Kgz

(
1− γ

f
s

)
(22)

Kpas/act = 2 sec2 φ
{

1± (1− cos2 φ sec2 δ)
1/2
}
− 1 (23)

where φ is the internal frictional angle and δ is the basal frictional angle. The collisions and
frictions among particles are difficult to calculate during the motion.

There are two methods to describe the form of hydraulic pressure on the Lagrangian
description. The first method is the particle-in-cell (PIC) method [47], which converts
particles or columns to fields based on the volume in each cell. The other is smoothed-
particle hydrodynamics (SPH) approximation [48–50], and they are:

PI =
1
2

βhI
2 (24)

Hp = ∑
J

mJ

(
PI

hI
2 +

PJ

hJ
2

)
gradWI J (25)

where PI is an averaged hydraulic pressure term, WIJ is the value of the SPH kernel
function WIJ centered at node I evaluated at node J. The weighting function or kernel WIJ is
a symmetric function of xI − xJ. Additionally, mJ has no physical meaning. When the node
moves, the material contained in a column of base ΩI has entered it or will leave it as the
column moves with an averaged velocity, which is not the same for all particles or columns
in it [48].

In addition, buoyancy and drag forces in the two-phase and multi-phase flow can also
influence the landslide motion. Buoyancy is an upward force exerted by a fluid that opposes
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the weight of a partially or fully immersed object, and it is a vertical force. Buoyancy can
reduce the pressure at the basal surface. Therefore, buoyancy can reduce the resistance,
especially in multi-phase flow. Drag forces are shear forces caused by different velocities
and accelerations in different phases. In other words, solid particles may accelerate relative
to fine solids or fluids [37].

3. Software

With the development of computer technology, GIS has gradually become a main-
stream system for engineering design and urban planning. There are a lot of GIS programs,
such as GRASS GIS, QGIS, and ArcGIS. GRASS GIS and QGIS are popular in program
development due to being free and open source. ArcGIS is a mature commercial program
and is widely applied in urban planning and engineering design. These programs provide a
rich interface such as raster import, vector import, raster statistics, and vector analysis, and
are convenient for users to call the functions and develop their programs. In addition, these
programs provide a GUI to display the results calculated by their programs. More and
more landslide simulation codes support GIS. At present, there are two kinds of programs:
programs based on the rigid body model and programs based on the flow-like model.

3.1. Programs Based on the Rigid Body Model

On GIS platforms, there are several programs to simulate the discrete rigid body
motions, as shown in Table 1. On GIS platforms, the format of input parameters of GIS
data needs to be considered, especially DEM data. The choice of parameter expressions
determines the model. There are three types of DEMs to express on GIS platforms: trian-
gulated irregular networks (TINs), grid networks, and vector or contour-based networks.
Relying on the algorithm, the selection of the DEM is also different. For example, Rockfall
Analyst and Rockyfor3D select the grid networks. The lumped mass models are popular in
early GIS platforms among these models. With the GIS technique development, the hybrid
model is mainstream on GIS platforms. These programs include Hy-STONE, Rockyfor3D,
and PICUS Rock’n’Roll.

Table 1. Rigid body programs on GIS platforms.

Software Scheme Platform Format

STONE [45] Lumped mass ASCII
Hy-STONE [51] Hybrid ASCII

Rockfall Analyst [9] Lumped mass ArcGIS All raster format
Rockyfor3D [11] Hybrid ASCII

PICUS Rock’n’Roll [52] Hybrid PICUS
RAMMS::ROCKFALL [53] Rigid body ASCII

RockGIS [54] Lumped mass ASCII

3.2. Programs Based on the Flow-like Model

Based on the description, the grid networks of DEM are best for flow-like models on
GIS platforms. The grid networks make the calculation simple and accurate. At present,
there are a lot of codes on the GIS platforms, such as r.avaflow, LA, DA, Titan2D, and
Massflow (Table 2). As for the model, the depth-averaged theory model is employed to
obtain the depths and velocities in each cell. The simulation r.avaflow is popular around the
world. The program has a built-in multi-phase flow method based on the depth-averaged
theory and is applied in GRASS GIS and R. It is a very good cross-platform program, which
means that we can use the program on Windows, Linux, and Mac OS [35,37,38].
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Table 2. Flow-like programs on GIS platforms.

Software Description Scheme Format Platform

r.avaflow [14] Eulerian NOC All raster format GRASS
RAMMS [55] Eulerian 1st/2nd order ASCII, Geotiff
Massflow [12] Eulerian TVD–MacCormack ASCII

Massmov2D [56] Eulerian 2-step scheme PCRaster PCRaster
LA and DA [31,57] Eulerian–Lagrangian PIC-like GeoTIFF

Titan2D [15] Eulerian AMR All raster format GRASS
IMEX_SfloW2D [58] Eulerian Semi-discrete central scheme ASCII

Geo-Claw [59] Eulerian AMR ASCII, NetCDF
FLO-2D [13] Eulerian 1st order All raster format QGIS
DAN3D [60] Lagrangian SPH ASCII
SPHERA [61] Lagrangian SPH All raster format QGIS

For flow-like programs, the numerical scheme is one of the factors affecting results.
Most codes use 1st or 2nd order finite difference methods to solve the partial differential
equations. In these programs, the numerical diffusion and numerical oscillation are the
difficulties for the models in the Eulerian description. Some codes use the TVD method
and adaptive mesh refinement (AMR) to improve precision. In addition, some methods use
the Lagrangian or Eulerian–Lagrangian description to solve difficulties such as the material
point method (MPM) [62], particle-in-cell (PIC) [47], and smoothed particle hydrodynamics
(SPH) [63]. In these models, the computational cost of simulations per number of particles
may be higher than the cost of grid-based simulations per number of cells. In some
cases, these methods solve the numerical solution problem of differential equations to a
certain extent.

4. Results and Discussion

Many factors affect the simulation results, such as models, algorithms, and descrip-
tions. In this section, we show cases such as bilateral dam break, a rockfall example in
the RA program, and the Yigong landslide to analyze the effect on models, algorithms,
and descriptions.

4.1. Reason for Differences
4.1.1. Differences Caused by Models

Different models can produce different results due to assumptions. We used a 2-D
bilateral dam break simulation to analyze the applicability of the traditional CFD model
(two-phase model), the depth-averaged model, and the SPH model (Figure 3). In these
simulations, we set the initial state to 1 m at [0, 1]. Under the action of gravity, the
fluid moves downward. In this case, we applied the interfoam solver of OpenFOAM®

to calculate the two-phase model [64], PySPH to calculate the SPH model [65], and the
Lax–Friedrichs scheme to calculate the depth-averaged model. In OpenFOAM®, we select
the area in the grid with water content greater than 0.6 to obtain the profile. In the SPH
model, we set the ball to have a diameter of 0.03 m.

The results show that the range of movement observed in all models is similar at 0.5 s,
spanning [−2, 3]. In the 2-D simulation, different models will have different results in
terms of details. The depth-averaged model can obtain a smoother result than the other
models. Additionally, the results of the two-phase model and the SPH model include more
details in the z-directions than the depth-averaged model. Based on the above analysis,
the model selection depends on the relevant requirements. When detailed information is
required, we must select a complex model to calculate the results. When we focus on the
range, we can use the depth-averaged model.

142



Appl. Sci. 2022, 12, 3093

Appl. Sci. 2022, 12, x FOR PEER REVIEW 9 of 16 
 

4.1. Reason for Differences 
4.1.1. Differences Caused by Models 

Different models can produce different results due to assumptions. We used a 2-D 
bilateral dam break simulation to analyze the applicability of the traditional CFD model 
(two-phase model), the depth-averaged model, and the SPH model (Figure 3). In these 
simulations, we set the initial state to 1 m at [0, 1]. Under the action of gravity, the fluid 
moves downward. In this case, we applied the interfoam solver of OpenFOAM® to calcu-
late the two-phase model [64], PySPH to calculate the SPH model [65], and the Lax–Frie-
drichs scheme to calculate the depth-averaged model. In OpenFOAM®, we select the area 
in the grid with water content greater than 0.6 to obtain the profile. In the SPH model, we 
set the ball to have a diameter of 0.03 m. 

The results show that the range of movement observed in all models is similar at 0.5 
s, spanning [−2, 3]. In the 2-D simulation, different models will have different results in 
terms of details. The depth-averaged model can obtain a smoother result than the other 
models. Additionally, the results of the two-phase model and the SPH model include 
more details in the z-directions than the depth-averaged model. Based on the above anal-
ysis, the model selection depends on the relevant requirements. When detailed infor-
mation is required, we must select a complex model to calculate the results. When we 
focus on the range, we can use the depth-averaged model. 

 
Figure 3. Bilateral dam break simulation with different models: (A) the initial state of the simulation, 
(B) obtained by OpenFOAM at 0.5 s, (C) obtained by PySPH at 0.5 s, and (D) obtained by the depth-
averaged model at 0.5 s. 

4.1.2. Differences Caused by Algorithms 
Differences in parameters and numerical schemes can affect the runout zones signif-

icantly (Figure 4). In this case, we used Rockfall Analyst to analyze the influence of algo-
rithms. The results obtained with ArcGIS 9.x and ArcGIS 10.x differ because of different 
point extraction algorithms (Figure 4). The small difference in the point extraction of the 
GIS module will affect the runout zone. The rock fell into the river in ArcGIS 9.x. However, 

Figure 3. Bilateral dam break simulation with different models: (A) the initial state of the simulation,
(B) obtained by OpenFOAM at 0.5 s, (C) obtained by PySPH at 0.5 s, and (D) obtained by the
depth-averaged model at 0.5 s.

4.1.2. Differences Caused by Algorithms

Differences in parameters and numerical schemes can affect the runout zones sig-
nificantly (Figure 4). In this case, we used Rockfall Analyst to analyze the influence of
algorithms. The results obtained with ArcGIS 9.x and ArcGIS 10.x differ because of different
point extraction algorithms (Figure 4). The small difference in the point extraction of the
GIS module will affect the runout zone. The rock fell into the river in ArcGIS 9.x. However,
the rock stops on the road in ArcGIS 10.x, although the DEM is the same. The results show
that a small difference in the algorithm can produce large differences in trajectory.

In the Eulerian-based model, some numerical schemes can handle one property of
ADEs but process badly with another one [17]. Therefore, the balance between numerical
diffusion and numerical oscillation is key to obtaining a suitable physical solution. For
the model in the Eulerian description, we simulated the uniform linear motion of a block
with 1 m/s. In this simulation, the space interval is 0.1 m, and the time interval is 0.01 s.
The Lax–Friedrichs scheme, a first-order in time and second-order in space method, shows
numerical diffusion during motion (Figure 5A) but the Lax–Wendroff scheme, a second-
order in both space and time method, shows numerical dispersion (Figure 5B). The errors
are generally caused by neglecting high-order terms. However, higher-order linear schemes
such as 3rd order, although more accurate for smooth solutions, are not TVD and tend to
introduce spurious oscillations (wiggles) where discontinuities or shocks arise. Various
high-resolution schemes use flux/slope limiters to maintain the TVD, thereby reducing
the impact of numerical dissipation and numerical diffusion [66,67]. In these methods, the
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accuracy is high in the smooth area, and the flux/slope limiter method is used in the shock
area to avoid producing nonphysical solutions.
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Figure 5. Numerical diffusion and numerical oscillation: (A) numerical diffusion obtained by the
Lax–Friedrichs scheme, and (B) numerical oscillation obtained by the Lax–Wendroff scheme.

4.1.3. Differences Caused by Description

In this section, we show the 3-D sliding block used to analyze the influence of different
descriptions. In this case, we assumed the acceleration in the x- and y-direction is 5 m/s2,
and that the x-direction and y-direction interval is 10 m. The location of the center of
the block is (200, 200) (Figure 6A). In this motion process, the deformation of the block
is zero, and the block can be considered as a rigid body. After 20 s, the block moves
to (1200, 1200) based on Newton’s second law. We selected the lumped mass model in
the Lagrangian description and the depth-averaged model in the Eulerian description to
simulate the same motion.
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In the Lagrangian description, the lumped mass model is simple (Figure 6B) because
the block assumes a mass point in the model. Based on the lumped mass model, we can
calculate the location and the result close to the observed one. In the Eulerian description,
we used depth-averaged theory and the McCormack–TVD scheme. After 20 s, the block
also moves to (1200, 1200) (Figure 6C). However, numerical diffusion (the green area) is
notable at the boundary of the block, even though the TVD method is applied to reduce
diffusion (Figure 6C). Additionally, the calculation efficiency is far lower than the method
based on the Lagrangian description, when reaching the same precision. This case shows
that proper model assumptions are a prerequisite for good results. Suitable assumptions
can reduce some errors in the calculation process. The lumped mass model is simple and
obtains results quickly and accurately. Therefore, the lumped mass model is more suitable
for this motion.

In the 3-D landslide simulation, we selected the Yigong landslides to evaluate the
influence of different numerical schemes. The Yigong landslide happened at the head of
the Zhamulong gully (30.178◦ N; 94.940◦ E) on 9 April 2000 [68] and blocked the Yi Gong
River at the foot of the slope with 3 × 108 m3 of sediment that formed a 60 m high dam [69].
Aiming at the characteristics of long-distance and high-speed movement of the Yigong
landslide, researchers use many numerical models to investigate it.

We selected different descriptions to simulate this process. Based on previous stud-
ies [70,71], the Voellmy model can obtain a suitable result [72]. In this case, the basal friction
angle is 12◦, the internal friction angle is 13◦, and the turbulence assumes 1000 s2/m (Table 3).

Table 3. Mechanical parameters of the Yigong landslide.

Parameters Values

Basal friction angle 12◦

Internal friction angle 13◦

Turbulent coefficient 1000

In numerical schemes, we selected the NOC–TVD scheme in the Eulerian description,
which is applied in r.avaflow, and the depth-averaged SPH method in the Lagrangian
description to analyze the differences. The states of 50 s, 100 s, and 200 s using two methods
are given in Figure 7. From the simulation, both methods obtain similar results. The Yigong
landslide reached the foot of the mountain at 200 s. In detail, the process calculated in the
Eulerian description is smoother than that in the Lagrangian description. The material in
the Lagrangian description is concentrated in the channel. The maximum height is higher
than the model in the Eulerian description. As for the maximum speed, the NOC–TVD
scheme is 90.23 m/s, and the depth-averaged SPH is 97.20 m/s. The precision of the
SPH model is related to the number of particles or the number of columns. The more
particles or columns, the finer the description and the closer to the analytical solution of the
fluid equation. Fewer particles or columns will result in lower interaction forces between
columns or particles. Additionally, the computational cost of SPH simulations per number
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of particles or columns is significantly larger than the cost of grid-based simulations for
flow-like motion.
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averaged SPH; (E) at 100 s using depth-averaged SPH; (F) at 200 s using depth-averaged SPH.

Based on the above analysis, the Eulerian description is more suitable for flow-like
motion, but the Lagrangian description is more suitable for the discrete rigid body motion.
The description is one of the factors influencing the result.

4.2. Model Selection

Based on Varnes’ classification [27], the materials include rock, debris (coarse soil), and
earth (fine soil). Rock is a solid mass of geological materials, debris is scattered material
(large rock fragments), and earth is a cohesive, plastic, clayey soil. These terms are neither
geological nor geotechnical [32,34,35,73,74] but are related to the size, shape, quantity,
and properties, which help us select a suitable description. A rock is a solid mass and
an aggregate of minerals that can be considered a discontinuous rigid body in landslide
dynamics due to its characteristics. “Earth” is neither a geological term nor a geotechnical
term, and it describes construction material or agricultural soil [75]. Earth is defined
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as a material in which at least 80% of particles are smaller than 2 mm [27]. Debris is a
mixture of large and small blocks of rock, and debris motion involves multi-phase flow
(20% to 80% of particles >2 mm). The properties of debris encompass the characteristics
of both rigid bodies and fluids. Particle size is one of the critical factors to consider in the
description of motion. When the material volume is small, and the quantity of material is
large, the Eulerian description including the depth-averaged model is generally suitable
for describing these motions. The Lagrangian description is suitable for large-volume and
small-quantity discrete rigid body movement. The Eulerian–Lagrangian method may be
suitable for the rock and soil aggregate movement.

In addition, the motion types include falling, sliding, spreading, and flowing. In falling
and toppling, collisions and shearing are the major contact processes, and shearing is the
main contact process in sliding, flowing, and spreading. This indicates that the movement
type determines the force model in a given situation. Collision and friction are critical
forces to change the movement state for falling and toppling. However, dry friction and
viscosity need to be considered in sliding, spreading, and flowing. Therefore, landslide
classification can guide the selection of models of landslide dynamics (Table 4).

Table 4. Relationship between models and types.

Motion Rock Earth Debris

Falling and toppling Force: collision, friction
Motion: Lagrangian

Force: collision, friction
Motion: Eulerian

Force: collision, friction
Motion: Eulerian/Lagrangian

Sliding, spreading,
and flowing

Force: dry friction
and viscosity

Motion: Lagrangian
or Eulerian

Force: dry friction and
viscosity

Motion: Eulerian

Force: dry friction
and viscosity

Motion: Eulerian/Lagrangian

During the movement, the movement forms transform into each other. Fragmentation
is a key process in rock movement and influences the whole process. Fragmentation can
cause changes in movement form from falling to flowing [76]. As the number of debris
increases due to fragmentation, the interactions in the debris become increasingly complex.
From an energy perspective, fragmentation can result in energy dissipation [62] and drag
reduction during fragmentation. After fragmentation, small debris has a lubricating effect,
and large debris can be transported for a long distance. Therefore, fragmentation in long-
runout landslides is very complicated [77]. The movement process gradually transforms
from falling and bouncing to sliding and flowing. Therefore, a single-phase model is not
suitable for these processes. We should build an episode-based multi-phase model on GIS
platforms to describe different states. The best method is a rigid body model in the initial
stage and a flow-like model after fragmentation. Therefore, we may use various model
forms to obtain more accurate results in landslide simulation.

5. Conclusions

Based on the above analysis, we can draw the following conclusions:

(1) A suitable model with proper assumptions can reduce uncertainties and simplify
calculations. We must select suitable models to simulate different types of land-
slides. The proposed classification can provide some guidance for model selection.
Landslide classification helps us understand landslide phenomena and select suitable
dynamic models.

(2) Compared with the two different models, the 3-D model can describe more details of
the moving process than the depth-averaged model. Landslide runout zone, height,
and speed are critical parameters in engineering design. The depth-averaged model
meets the actual needs and provides engineering parameters quickly. Therefore, we
can use the depth-averaged model to obtain the runout zones. If we pay more attention
to the details, such as surge waves, the 3-D landslide simulation model is better.
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(3) A small difference in algorithms can produce a large difference in the runout zones. We
should use as many algorithms as possible to obtain the trajectory for engineering design.

(4) The number of elements, property, and material size determine the model selection.
For discrete rigid body motion, models based on the Lagrangian description are
suitable; for flow-like motion, models based on the Eulerian description are proper;
for materials with various properties, models based on the Eulerian–Lagrangian
description are best.
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Abstract: Landslides are a serious geohazard worldwide, causing many casualties and considerable
economic losses every year. Rainfall-induced shallow landslides commonly occur in mountainous
regions. Many factors affect an area’s susceptibility, such as rainfall, the soil, and the slope. In this
paper, the effects of rainfall intensity, rainfall pattern, slope gradient, and soil type on landslide
susceptibility are studied. Variables including soil volumetric water content, matrix suction, pore
water pressure, and the total stress throughout the rainfall were measured. The results show that,
under the experimental conditions of this paper, no landslides occurred on a 5◦ slope. On a 15◦

slope, when the rainfall intensity was equal to or less than 80 mm/h with a 1 h duration, landslides
also did not happen. With a rainfall intensity of 120 mm/h, the rainfall pattern in which the
intensity gradually diminishes could not induce landslides. Compared with fine soils, coarser soils
with gravels were found to be prone to landslides. As the volumetric water content rose, the matrix
suction declined from the time that the level of infiltration reached the position of the matrix. The pore
water pressure and the total stress both changed drastically either immediately before or after the
landslide. In addition, the sediment yield depended on the above factors. Steeper slopes, stronger
rainfall, and coarser soils were all found to increase the amount of sediment yield.

Keywords: landslides; artificial rainfall; grain size; rainfall pattern; pore water pressure

1. Introduction

Landslides refer to the geological phenomenon of rock and soil mass sliding along
a slope, these are a type of natural hazard that is widely distributed throughout the
world [1,2]. Landslides cause tens of billions of dollars of economic losses and serious
casualties worldwide every year [3]. In areas with complex geological conditions, landslides
occur more frequently [4–7].

In mountain regions, landslides are often triggered by intensive rainfall [8,9]. Rainfall
and infiltration enhance moisture content, which further decreases the matrix suction and
soil shear strength [10,11]. Rainfall characteristics are often used as criteria for landslide
occurrence [12,13]. The rainfall’s intensity and pattern influence the characteristics of
landslides [14–16]. To date, there have been many studies on the effects of rainfall on
landslides. Research methods include in situ experiments, laboratory experiments, and
numerical simulations [17,18]. The artificial rainfall test is an effective method when used
to study rainfall-induced landslides [19].

Slopes with different soil compositions respond differently to rainfall. Fine particle
migration leads to pore blockage [20] and the soil composition of slopes is closely related
to their landslide susceptibility. Research has showed that a prerequisite for landslides to
occur is that the clay percentage of the soil is higher than 2.5% [21]. The soils in a region
where earthquakes happen often have many coarse particles, such as gravel. The proportion
of gravel in soils has a great influence on the density and void ratio, which determines the
timing and type of landslides [22]. The failure mode is closely related to the grain size [23].
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The type of landslide is usually a gully failure when small gravel content is present and
usually a “layer-by-layer sliding” failure when large gravel content is present [24].

Rainfall and infiltration change the soil characteristics greatly [25]. Some physical
qualities of the soil change during rainfall, such as the water content, matrix suction, pore
water press, and total stress [26,27]. The volumetric water content is the ratio of the volume
of water to the unit volume of soil and it increases during rainfall. Matrix suction is a
sensitive parameter when unsaturated soils encounter rainfall and it is differently affected
for soils with varying levels of rainfall infiltration [28,29]. The pore water press increases
during rainfall and reduces the soil’s shear strength. Slopes with greater inclination have
larger pore water press [30]. Total stress is the basis of stability analyses that are used for
calculating the factor of safety [31]. However, all of the above studies measured one or
several of the physical quantities of the soil and lacked a comprehensive reflection of the
changes in soil properties during landslides.

The landslide is a typical example of gravity-based erosion. The sediment yield of
landslides varies with the presence of a number of factors [32,33]. The time scale of the
impact of a landslide on the sediment yield in the basin is large. To comprehensively
analyze sediment transport, it is necessary to investigate the landslide history of the basin
for at least the preceding 100 years [34]. The landslide sediment yield of soil that is affected
by an earthquake under rainfall has been studied and quantified [35]. One model that
is used to express the contribution of shallow landslides to sediment yield as a rainfall
characteristic function has been established [36]. Another model called SHEETRAN was
established in order to analyze the impact of rainfall on landslides and sediment transport.
It was applied to the Valsassina Basin, which is a wide glaciated valley with a U-shaped
profile. The superficial deposits that are found on the valley’s slopes consist of calcareous-
dolomitic chaotic material with loose and sharp-edged fragments. [37–39]. The effects of
rainfall on sediment yield are obvious and the sediment yield increases with an increase in
the gravel percentage [40,41].

Therefore, the purpose of this paper is to make clear how each factor influences
landslide occurrences. A series of physical model tests that were carried out by an artificial
rainfall system was performed in order to investigate the process and mechanics of slope
failure. The rainfall intensity, rainfall pattern, soil type, and slope gradients each play
a unique role in slope stability. In the process, the main physical parameters of the soil,
including volumetric water content, matrix suction, pore water pressure, and total stress,
were all measured. Based on the detailed measured data, we were able to derive the
relationship between these physical qualities and the timing of landslides. Moreover, the
sediment yield of landslides was quantified and the dependence of the yield on the test
variables was analyzed. The present experimental results contribute to improving the
understanding of landslide mechanisms and mitigating landslide disasters.

2. Materials and Methods
2.1. Experimental System

The artificial rainfall test site that was used in this study is located in the State Key Lab-
oratory of Hydraulics and Mountain River Engineering of Sichuan University. The system
is composed of a reservoir, water pump, water delivery pipe, rain gauge, electromagnetic
flowmeter, nozzle, and valve (Figure 1). It is controlled by computer software and can
be self-adjusted automatically. When the automatic adjustment mode is turned on, the
water pressure and valve opening can be adjusted automatically in order to hold or change
the rainfall intensity. A water content sensor, tensiometer, earth press cell, and pore water
pressure sensor were used in the test (Figure 2c). The flume that was used for the test was
made of impermeable transparent polymer plastic material, with a length of 2 m, a width
of 0.3 m, and a height of 0.8 m. The flume was placed horizontally. The three slope angles
that were set in this research were 5◦, 15◦, and 30◦. The flume, soil, and instruments that
were used are shown in Figure 2.
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Figure 1. Sketch of experimental setup.

Figure 2. Tested samples and experimental apparatus: (a) side view of the slope; (b) soil samples;
(c) measuring apparatuses.

2.2. Experimental Program

The experiment was set up with four variables: rainfall intensity, rainfall pattern,
soil type, and slope gradient (Table 1). Each variable was changed only when the other
variables were kept constant in order to study the relationship between that variable and
landslide susceptibility. Four values of 40 mm/h, 80 mm/h, 120 mm/h, and 160 mm/h
were taken for the rainfall intensity variable when the rainfall pattern was uniform (Tests
no. 1–4). The rainfall pattern variable was set to I, II, III, and IV (test no. 5–7 and 3), these
rainfall intensity change processes are shown in Figure 3.

In tests no. 8–10 and 3, four soil types were used. Three of the soil types were mainly
composed of silt, sand, and gravel, respectively, and the mixed type was a 1:1:1 mixture
of the aforementioned three. The soil compositions were set according to the common
soil types that are seen in Min Jiang River basin in southwest China. The soil that was
used for the tests was collected in nature through systemic screening and mixed. The soil
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compositions are listed in Table 2 and the grain size distribution curves of the soil types are
shown in Figure 4.

Table 1. Test variables.

Test No. Rainfall Intensity (mm/h) Rainfall Pattern Soil Type Slope Gradient (◦)

1 40 IV Mixed soil 15
2 80 IV Mixed soil 15
3 120 IV Mixed soil 15
4 160 IV Mixed soil 15
5 120 I Mixed soil 15
6 120 II Mixed soil 15
7 120 III Mixed soil 15
8 120 IV Silty soil 15
9 120 IV Sandy soil 15

10 120 IV Gravel soil 15
11 120 IV Mixed soil 5
12 120 IV Mixed soil 30

Figure 3. Rainfall patterns: (a) Pattern I; (b) Pattern II; (c) Pattern III; (d) Pattern IV.

Table 2. Soil composition.

Soil Type Clay (%) Silt (%) Sand (%) Gravel (%) D50 (mm) Initial Volume
Moisture Content (%)

Initial Dry
Density (g/cm3)

Silty soil 10.2 68.6 21.2 0 0.021 9.1 1.88
Sandy soil 7.1 18.5 74.4 0 0.71 8.2 1.74
Gravel soil 8.8 16.9 18.6 55.7 2.54 6.5 1.50
Mixed soil 10.2 24.9 36.7 28.2 1.68 7.7 1.61

Figure 4. Grain size distribution curves.
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2.3. Test Procedures

Before the test began, the soil was filled into the flume, with each layer being 10 cm
deep. The soil was paved to the same thickness in each layer and then knocked evenly
with wood blocks. Measuring instruments were embedded in the positions that are shown
in Figure 1. After the preparation was completed, the test started with the commencement
of the rainfall. Each rainfall lasted 1 h. At the end of a test, the amount of sediment that
was yielded by the landslide was measured.

3. Results
3.1. Slope Instability Processes under Different Rainfall Intensities

When a slope encounters rainfall with different intensities, its water content, matrix
suction, pore water pressure, and total stress exhibit different change processes. Water
content is a basic parameter that is used to describe soil’s properties. The volumetric water
content of the tests with higher rainfall intensity were found to rise earlier and the matrix
suction declined earlier, too. When the rainfall intensity was 160 mm/h, the volumetric
water content reached its maximum at about 40 min. When the rainfall intensity was
120 mm/h, the volumetric water content reached its maximum at about 55 min. The water
gradually penetrated downward from the soil’s surface, so the volumetric water content
deeper down within the soil was found to increase later than that of the position near
the surface.

Matrix suction is an important parameter of the mechanical properties of unsaturated
soils. The pores of unsaturated soil are filled with water and air. The water–air interface
has surface tension. In unsaturated soil, through capillary action, the pore water pressure
under the bent liquid surface is less than the pore air pressure. The shrinkage membrane is
subjected to air pressure greater than the water pressure, and this pressure difference is
called matrix suction. The processes of matrix suction that were observed at the different
depths under the different rainfall intensities are shown in Figure 5b. It can be seen from
the figure that the change curve of matrix suction was divided into three stages, namely
the initial stage, steep fall stage, and stable stage. Taking, as an example, the matrix suction
change process that was observed at position I when the rainfall intensity is 160 mm/h,
it was noted that within 22 min of the beginning of rainfall, the change in the soil matrix
suction was not obvious. At 22–42 min, the matrix suction of the slope soil decreased
abruptly. As the infiltration of the rainfall continued to increase, the soil matrix suction
decreased to the minimum and became stable.

Pore water pressure is the pressure of the groundwater that is present in soil or rock,
which acts between particles or pores and is an important indicator of stress changes in
the soil. The variation of pore water pressure that was observed at the different slope
locations under the different rainfall intensities is shown in Figure 5c. The pore water
pressure variation curves during the test were observed in three stages: the initial stage,
surging stage, and slowly increasing stage. It was specifically noted that a greater intensity
of rainfall led to a shorter duration of the initial stage. For example, the initial stage of pore
water pressure at position I lasted about 8 min when the rainfall intensity was 160 mm/h,
and about 24 min when the rainfall intensity was 40 mm/h.

The total stress is the total force per unit area that is acting within a mass of soil.
It increases with the greater depth of the measurement point. Different rainfall intensities
lead to different variation processes of total stress. When the rainfall intensity was small,
the total stress started to increase a short time after the rainfall began and the increase
process was relatively smooth. When the rainfall intensity was higher, the total stress
started to increase at the beginning of the rainfall.

The intensity of the rainfall is closely related to the occurrence of a landslide. When
the intensity of rainfall was 40 mm/h and 80 mm/h, no landslide occurred. For the case
of a rainfall intensity of 120 mm/h, the time of the initial landslide occurrence was about
47 min. For the case of a rainfall intensity of 160 mm/h, the time of the initial landslide
occurrence was about 40 min.
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3.2. Slope Instability Processes under Different Rainfall Patterns

The changes in the water content, matrix suction, pore water pressure, and total
stress that were observed under the different rainfall patterns are shown in Figure 6. The
volumetric water content that was measured at the measurement points did not change
for a period of time after the onset of rainfall. The volumetric water content of rainfall
pattern I started to increase at the earliest time point. Later, the volumetric water content
of rainfall patterns IV and III started to increase. The volumetric water content of rainfall
pattern II started to increase last. The rate of the increase in the volumetric water content in
the rainfall pattern I test decreased gradually. The rate of increase in the rainfall pattern
IV test remained constant. The rate of increase in rainfall pattern II and rainfall pattern III
gradually increased.

The matrix suction of the tests with rainfall pattern I and rainfall pattern IV began to
diminish earlier than the matrix suction of pattern II and pattern III. The matrix suction
curve of the tests with rainfall pattern I and rainfall pattern IV began to enter the attenuation
stage at about 20 min, while those of pattern II and pattern III began to enter the attenuation
stage at about 35 min. The rainfall of patterns I and IV was relatively large in the initial
stage. The attenuation processes of these tests were similar. In the stable stage, the matrix
suction of the test with patterns I and IV was the smallest, and those of patterns II and III
were relatively large.

In the changing process of pore water pressure, the slow-changing stages of the rainfall
pattern I and IV tests lasted the shortest time. The rate of the curve was very large at the
beginning. After the surge stage, it tended to be smooth. The slow change phase of rainfall
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patterns II and III lasted longer and the pore water pressure increased slowly throughout
the test process. As the rainfall continued, the rainfall intensity of rainfall patterns II and
III gradually increased and the pore water pressure changed into the surge stage. The pore
water pressure of rainfall patterns I, III, and IV increased slightly in the stable stage.
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Different rainfall patterns cause different response processes of total stress. The soil
response under rainfall pattern I was rapid. The total stress began to rise at 5 min. The
growth rate slowed down at about 20 min. The total stress of the tests with rainfall pattern
II and rainfall pattern III began to increase by close to the 20 min mark. Compared with
rainfall pattern I, these patterns displayed lag. The total stress of the tests with rainfall
patterns II and IV suddenly decreased in the later rainfall stage, due to the landslide.

The occurrence of landslides varied under the different rainfall patterns: no landslides
occurred in rainfall pattern I, while landslides did occur in rainfall patterns II, III, and IV.
The first landslide of the test with rainfall pattern II occurred at about 42 min. The first
landslide of the test with rainfall pattern III occurred at about 45 min. The first landslide of
the test with rainfall pattern IV occurred at about 47 min.

3.3. Slope Instability Processes with Different Soil Types

Figure 7 shows the variation of water content, matrix suction, pore water pressure,
and total stress of the slopes with different soil compositions. For the same rainfall intensity,
there was no significant difference in the time at which the volumetric water content started
to rise for the different soils. The volumetric water content for all of them started to increase

157



Appl. Sci. 2021, 11, 11652

at about 25 min. However, there were large differences in the final volumetric water content
of the different soil types. The upper limit of the volumetric water content was the highest
for the silty soil, at about 36%. The upper limit of the volumetric water content for the
mixed soil was about 30%. The sandy soil had an upper volumetric water content of about
27%. The gravel soil had the lowest upper limit of volumetric water content, which was
about 18%. The volumetric water content of the silty and mixed soils rose very quickly
and reached their maximum water content at about 35 min. The volumetric water content
of the sandy soil rose over a longer period of time and the rate gradually decreased. The
volumetric water content of the gravel soil plateaued after a small increase.
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The initial matrix suction of the different soils showed great differences. The initial
matrix suction of the fine-grained soils was higher than that of the coarse-grained soils.
The initial matrix suction of the silty soil was about 78 kPa, that of the sandy soil was about
52 kPa, that of the gravel soil was only about 14 kPa, and that of the mixed soil was about
48 kPa. The changing processes of matrix suction were also different. The matrix suction of
the silty soil at location I entered the diminished stage at about 28 min, decreased sharply
in the time period of 30 ~ 40 min, and finally stabilized at about 20 kPa. The matrix suction
of the sandy soil and mixed soil decreased at about 25 min and the matrix suction of the
sandy soil reached the stable stage at 35 min with a value of 18 kPa. The matrix suction
of the mixed soil continued to decline and finally decreased to about 8 kPa. The matrix
suction of the gravel soil was very small and did not change significantly in the first 30 min
of rainfall. It entered the fluctuating stage at 30 min.
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The soil type had a strong influence on the changing process of pore water pressure.
The increasing process of pore water pressure was longer for the mixed soil. The peak oc-
curred between 30 and 40 min and it reached about 4 kPa. The pore water pressure changes
that were observed in the silty, sandy, and gravel soils can be divided into two stages: a
rapid-increase stage and a stable stage. The increasing stage was seen in approximately the
first 20 min of the test. When the increasing stage was over, the pore water pressure of the
silty soil was greater than that of the sandy soil, and that of the sandy soil was greater than
that of the gravel soil.

The different soil types had different total stress values. At position I, the total stress
was highest in the silty soil. It increased slowly during the time period from 10 to 40 min
and remained constant at about 10 kPa during the time period from 40 to 60 min. The
total stress of the sandy soil varied little in the first 20 min, increased and fluctuated in the
time period from 20–50 min, and decreased abruptly at about 50 min due to the landslide.
The total stress of the gravel soil was the smallest and it increased only slightly during the
rainfall and then stabilized around 4 kPa. The total stress variation pattern of the mixed
soil was similar to that of the sandy soil.

Soil type is a key factor for determining the stability of slopes. Under the fixed rainfall
process and slope conditions that were set in these tests, no landslide occurred when the
soil type was silty or sandy. Landslides were generated when the soil type was gravelly or
mixed. The initial landslide occurrence time was about 39 min for the gravel soil and about
47 min for the mixed soil.

3.4. Slope Instability Processes on Differently Angled Slopes

Figure 8 shows the variation process of matrix suction when the slope gradients were
different. The different slope gradients had little influence on the variation of the volume
water content, the variation of each test was generally similar. The rise speed rate of the
30◦ slope was less than that of the 5◦ slope and 15◦ slope.

The changing process of the matrix suction of the different gradient slopes was
generally similar. For example, in a test with a 30◦ slope at position I it was observed
that, in the first 25 min of rainfall, the change in the matrix suction was not obvious. At
26–46 min, the matrix suction at this location decreased abruptly. As the infiltration of
the rainfall continued to increase, the soil matrix suction dropped to the minimum level
and then stabilized. Since the precipitation on the steep slope was largely converted into
surface runoff during the rainfall-infiltration process, the infiltration volume was smaller
than that of the gentle slope at the same time. The matrix suction started to decrease earlier
for the tests on the gentle slope than those on the steep slope.

The increasing and stable stages of pore water pressure on the slopes with different
gradients had large differences. Taking location I as an example, when the slope was gentle
(5◦), the rising curve of the pore water pressure resembled a convex function. That is, the
function slope was larger at the beginning and the period from 5–12 min accommodated
the concentrated rising section of the pore water pressure process. When the slope was 15◦,
the growth of the pore water pressure was approximately linear. When the slope was 30◦,
the curve of the pore water pressure increase was similar to the concave function, which
decreased slightly in the time period from 0–15 min and increased rapidly in the time
period from 20–25 min. In the stable stage, the pore water pressure on the 15◦ slope was
the largest, around 3.2 kPa. The pore water pressure on the 30◦ slope was about 2.5 kPa
and the pore water pressure on the 5◦ slope was stable at about 2.8 kPa.

The slope had a significant effect on the changing process of the total stress. For the
case of a 5◦ slope, the total stress at position I and position II increased linearly throughout
the test. For the case of the 15◦ slope, the total stress at position II changed very little in
the first 25 min, increased significantly in the time period from 25 to 45 min, and suddenly
decreased at about 47 min due to a landslide. For the case of the 30◦ slope, the total stress
changed little in the first 40 min at position II, increased continuously from 40 min, and
decreased suddenly at around 50 min due to the landslide.
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The gradient of the slope was a decisive factor for the occurrence of landslides. No
landslide occurred on the 5◦ slope. Landslides occurred on both the 15◦ and 30◦ slopes.
The initial landslide occurred at about 47 min on the 15◦ slope and about 33 min on the
30◦ slope.

4. Discussion

A series of physical model tests for rainfall-induced shallow slides have been carried
out then and reported on in this paper. The soil samples were made according to the
natural soil in the Min Jiang River basin in southwestern China. The different soil types
have unique characteristics. Silty soils are usually well-aggregated, but the aggregates
break down rapidly when wetted, allowing non-aggregated soil particles to be easily
transported [42]. For sandy soil, there is a clear linkage between landslides and sediment
yield [43]. Seismic activity will generate a large amount of gravel soils and make the region
susceptible to geohazards [22]. Therefore, the impact of the typical soil constitution on
the landslides and sediment yield is analyzed in this paper. The sediment yield of the
landslides that resulted from tests with different rainfall intensities, rainfall patterns, slope
gradients, and soil particle compositions is shown in Table 3. All of the soil that slid down
came from within 10 cm of the surface layer of the original mass, so the mass of the soil
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that slid down by landslide, as a percentage of the total mass of the upper 10 cm layer of
the original slope, was used to measure the severity of the landslide.

Table 3. Sediment yield from landslides.

Test No. Slope (◦) Rainfall Intensity (mm/h) Rainfall Pattern Soil Sample Time of Initial
Landslide (min) Sediment Yield (%)

3 15 120 IV Mixed soil 47 11.20
4 15 160 IV Mixed soil 40 18.20
6 15 120 II Mixed soil 42 14.6
7 15 120 III Mixed soil 45 12.4

10 15 120 IV Gravel soil 39 9.80
12 30 120 IV Mixed soil 33 24.20

Some research on rainfall-induced shallow landslides has been conducted. A com-
prehensive physics-based Integrated Hydrology Model was set up, which is appliable to
different rainfall characteristics [44]. In this paper, more factors are studied in order to
investigate the mechanisms of rainfall-induced shallow landslides. The impact of the water
content and pore water pressure was analyzed by monitoring a natural slope [45]. However,
the variables of that study are not complete because matrix suction and total stress are
lacking. A distributed one-dimensional modeling approach for predicting shallow-rainfall-
induced landslides was established [46], but the actual landslides are complex. In this
paper, more factors have been considered. The influence of soil depth on the occurrence of
shallow landslides has been previously investigated [43], but evidence of how the rainfall
and soil condition affect a landslide’s occurrence is lacking.

The occurrence of landslides and their sediment yield is related to many factors.
To investigate the effect of one factor and the following comparisons, the other factors were
kept the same. Under a rainfall intensity of 120 mm/h (Test 3), the first landslide occurred
at 39 min. Under a rainfall intensity of 160 mm/h (Test 4), the first landslide occurred
at 47 min. This suggests that the higher the intensity of rainfall, the earlier the initial
landslide occurs. The sediment yield of Test 4 was also larger than that of Test 3. When the
rainfall intensity was 80 mm/h, there was no landslide. This indicates that the occurrence
of landslides under the test conditions requires the rainfall intensity to exceed 80 mm/h.
The rainfall pattern also affected the occurrence of landslides and the first landslide’s
time of occurrence. In the tests with rainfall patterns II, III, and IV (Test 6, 7, and 3), the
first landslides were at 42 min, 45 min, and 47 min, respectively. In the test with rainfall
pattern I, no landslide occurred. For the different soil types, the initial landslide occurrence
times of the gravel soil and the mixed soil were 39 min and 47 min, and the sediment yields
were 9.8% and 11.2%, respectively. No landslide occurred in the silty soil or the sandy soil.
Soils composed of coarse grains were shown to be prone to landslides. The landslide on
the 30◦ slope (Test 12) occurred earlier, at 33 min, than those which occurred during all of
the tests on the 15◦ slope. The sediment yield was 24.2%, which was also higher than those
on the 15◦ slope.

5. Conclusions

Landslides are a gravity-driven mass movement and induce an increase in sediment
yield in the watershed. In this paper, a series of artificial rainfall tests were conducted in
order to investigate rainfall-induced shallow landslides. Four impact factors, including
rainfall intensity, rainfall pattern, soil type, and slope gradient, were set to be studied.
The changing processes of volumetric water content, matrix suction, pore water pressure,
and total stress during rainfall were analyzed. The conclusions were as follows.

The occurrence of rainfall-induced shallow landslides was related to the intensity and
pattern of the rainfall, slope gradient, and soil composition. Landslides were triggered
by rainfall of a certain intensity and, according to the results obtained from the present
tests, the rainfall intensity must exceed 40 mm/h in order to trigger a landslide. The higher

161



Appl. Sci. 2021, 11, 11652

the rainfall intensity, the earlier the landslide occurs. The rainfall pattern also influenced
landslide generation.

The variables had unique processes of change during the rainfall that occurred under
the different combinations of impact factors. The process of matrix suction consisted of
an initial stage, steep decline stage, and stable stage. With greater intensity of rainfall, the
matrix suction diminished earlier. The pore water pressure continued to rise through the
rainfall and it started to rise earlier when the rainfall intensity was greater. In the tests
with different rainfall patterns, matrix suction began to diminish later when the rainfall
intensity peaked in the middle or late stage (patterns II and III). On the steep slope, soil
water content rose and matrix suction diminished later than on the gentler slopes.

When rainfall-induced shallow landslides occurred, there was a corresponding sig-
nificant change in the physical parameters of the slope. The landslides occurred after the
matrix suction entered the diminished stage. The different soil compositions had sequential
landslide occurrence times, with the silty and sandy types occurring earlier than the grav-
elly and mixed types. The pore water pressure rose briefly before the landslide occurred
and fell back down after the landslide occurred. As the landslides caused rapid local soil
movement, total stress produced rapid changes during the landslides and, in most cases,
obviously decreased.

The sediment yield from the landslides was influenced by various factors. When the
intensity of the rainfall increased, the sediment yield increased. The sediment yield of the
landslides with coarser particle composition was greater than that of the finer soils. The
sediment yield of the 30◦ slope was significantly higher than that of the 15◦ slope.
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Abstract: In this work, a simple methodology for preliminarily assessing the magnitude of potential
landslide-induced impulse waves’ attenuation in mountain lakes is presented. A set of metrics is
used to define the geometries of theoretical mountain lakes of different sizes and shapes and to
simulate impulse waves in them using the hydrodynamic software Flow-3D. The modeling results
provide the ‘wave decay potential’, a ratio between the maximum wave amplitude and the flow
depth at the shoreline. Wave decay potential is highly correlated with what is defined as the ‘shape
product’, a metric that represents lake geometry. The relation between these two parameters can be
used to evaluate wave dissipation in a natural lake given its geometric properties, and thus estimate
expected flow depth at the shoreline. This novel approach is tested by applying it to a real-world
event, the 2007 landslide-generated wave in Chehalis Lake (Canada), where the results match well
with those obtained using the empirical equation provided by ETH Zurich (2019 Edition). This work
represents the initial stage in the development of this method, and it encourages additional research
and modeling in which the influence of the impacting characteristics on the resulting waves and flow
depths is investigated.

Keywords: landslide-induced wave; lake-tsunami assessment; mountain lakes

1. Introduction

Landslide-induced impulse waves in lakes are gaining interest in the scientific com-
munity due to the hazards they pose to people living or recreating along their shorelines
and to dams and other infrastructure [1]. Additionally, climate change is driving rapid
geomorphological changes in high mountains, which may increase the likelihood of land-
slides into mountain lakes. Rapid thinning and retreat of glaciers and an increase in heavy
rainfall events can destabilize slopes adjacent to water bodies [2–5].

In December 2007, a 3-Mm3 rock avalanche entered the Chehalis Lake (Canada),
generating an impulse wave that destroyed forest and campgrounds along the shoreline
and achieved a maximum run-up of 37.8 m above average lake level [6,7]. In July 2014,
a 10-Mm3 rockslide collapsed into Askja Lake (Iceland) from its rimming caldera and
generated a wave that propagated >3 km across the lake with localized run-ups of up
to 60–80 m [8]. In October 2015, a 50-Mm3 landslide collapsed into Taan Fiord (Alaska),
inducing one of the largest landslide-induced waves ever recorded, with a maximum run-
up of 193 m on the slope facing the landslide; the wave traveled >17 km down the fiord,
devastating forests and eroding soil and sediments along its path [5,9]. In June 2017, an
impulse wave generated by a 50-Mm3 subaerial rockslide into Karrat Fiord on Greenland’s
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west coast killed four people and destroyed 11 buildings in the village of Nuugaatsiaq,
32 km from its source, and flooded other settlements along the coast [10]. These events are
just a small subset of all the subaerial landslides known to have generated impulse waves
around the world [1].

Different methods, including scaled physical tests, field investigations, and numerical
models are used to investigate aspects of this phenomenon, including landslide behavior,
landslide–water interaction, and wave formation, propagation, and inundation. The
effect of basin geometry on wave propagation has been experimentally and numerically
investigated [11–13]. Researchers have also analyzed wave dispersion and related wave
decay. Ruffini et al. [14] state that wave decay results from (i) frequency dispersion,
(ii) bottom friction, (iii) lateral spreading of the water, and (iv) breaking of waves during
generation and propagation. According to those authors, an increase in the lateral angle of
the basin leads to a decay of solitary waves. The effect of lateral energy spread on wave
amplitude is larger in a 3D basin-type geometry than the effect of frequency dispersion in a
2D flume-type geometry.

To virtually reproduce wave dynamics generated by an impact, researchers have
used several different numerical approaches, notably non-linear shallow water equations
(NSWE), Reynolds-averaged Navier–Stokes equations (RANS), and smoothed particle
hydrodynamic methods (SPH) [13]. These approaches have been used to retrospectively
investigate specific landslide-induced impulse wave events, typically with much success.
However, such modeling approaches, when used in assessments of possible future events,
are compromised by cost, computational time, the considerable amount of data required
for model calibration and validation, and the absence of run-up and inundation evidence
typically used to fine-tune model parameters

Other methods, such as generic empirical equations, can be used for preliminary
assessment of the potential impact of landslide-generated waves and to guide decisions
on the need for further investigations. Empirical relationships, commonly based on field-
measured wave impacts of historical events or scaled physical experiments, are used to
determine wave characteristics. The analytical equations of Heller et al. [15], Heller and
Hager [16], and Evers et al. [17] were developed to assess impulse waves in artificial
water basins impounded by dams but are also applicable to natural lakes. Their equations,
and the 3D approach employed in them, provide estimates of wave characteristics while
accounting for variable propagation angles and travel distances, thus covering a wide
range of water-basin geometries. The main inputs into their set of equations are landslide
properties and a representative lake depth. Their workflow provides the first estimate of
impulse wave celerity and waves run-up.

Strupler et al. [18] suggest a classification of mountain lakes based on their impulse
wave potential, which they derived from both subaerial and subaqueous mass movements
at Swiss perialpine lakes >1 km2. Their method relies on parameters calculated from
digital elevation data (using geospatial software), for instance, topographic surfaces and
bathymetry, together with seismologic data (e.g., the local acceleration), considered as
an external factor for landslide initiation. They argue that lakes in the Alps have a high
potential for impact by subaerial or subaqueous mass movements due to the surrounding
steep slopes and fiord-like morphology of the lake basins compared to perialpine lakes.
The latter lakes have a lower potential for subaerial mass movement, but a larger potential
to inundate surrounding areas because of the typically lower relief surrounding them.

Despite the simplicity of diverse approaches available in the literature, there are some
limitations, such as the technical knowledge required to properly use these tools and
limited availability of high-resolution geospatial data—particularly bathymetry—which
may necessitate the use of lower-quality digital elevation data. In this paper, a simple
alternative method, based on lake shape and extent, for estimating impulse wave propaga-
tion in mountain lakes (Figure 1) is presented. The method has a short workflow based
on analytical equations derived from the analysis of wave characteristics and estimated
using hydrodynamic numerical models in Flow-3D for theoretical mountain lakes. A fixed
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impact volume is used to induce the impulse wave. In comparison to other approaches,
the equations are easy to apply. The variables required are the geometric characteristic of
lakes; no specifics of the impacting landslide are needed.

Figure 1. Examples of mountain lakes, differing in shape, bathymetry, and spatial extent. (a) Location of the presented
lakes in the Alps region. (b) Examples of diverse lake geometries: Lake Piburger (1-Austria), Lake Achen (2-Austria), and
Lake Lucerne (3-Switzerland). Bathymetric data provided by the Sedimentary Geology Working Group of the University
of Innsbruck [19,20] and the Swiss Service-Federal Office of Topography swisstopo (https://www.swisstopo.admin.ch/
en/geodata/height/bathy3d.html) (Accessed on 3 September 2021), [21,22]. The topographical background is taken from
Microsoft Bing Maps—2021 Microsoft Corporation Earthstar Geographics Sio (Accessed on 26 July 2021).

We describe the near-shore impulse-wave magnitude in terms of flow depth at the
shoreline. This novel approach enables rapid, resource-efficient, preliminary investigations
that may be required to identify basins of particular concern or high risk and to justify
more detailed data collection and analysis. An Excel spreadsheet, as a Computational tool,
comprising the presented workflow is available in the Supplementary Materials.

2. Materials and Methods

Data used in this study are derived from 56 subjectively selected alpine and perialpine
lakes in the Alps region (table in Supplementary Materials). All of the lakes are bordered by
slopes that could potentially generate subaerial mass movements. Characteristics of most
lakes—water volume (Vw), lake area (A), width (W), length (L), and mean and maximum
water depth (dw and Dw)—are already available from the literature and diverse online
sources [23–26]. Bathymetric data for some of the lakes were provided by the Sedimentary
Geology Working Group at the University of Innsbruck (see a listing in the table in the
Supplementary Materials [19,20]) and the Swiss Service (Federal Office of Topography-
swisstopo), enabling a more accurate geometric data calculation utilizing the Raster Layer
Statistics and Raster Surface Volume tools in QGIS v3.16.

A classification scheme is developed to group and discriminate the geometries of
the 56 lakes in the dataset (Section 3). Frequency analyses are performed to identify the
most common lake metrics and to combine them to produce a representative range of
theoretical lake-basin shapes for use in subsequent numerical modeling. These theoretical
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lake basins are generated as 3D solid bodies and exported to stereolithography (STL) files
using Rhinoceros 6 software (see Supplementary Materials).

Numerical models are implemented in the finite-volume-based for computational
fluid dynamics (CFD) software Flow-3D v11.1 [27–30]. This software simulates two-fluid
problems, where all velocity components (u, v, w) are computed in the 3D domain using
RANS equations [31] in combination with the volume-of-fluid method [29,32], and adopt-
ing the fractional-area/volume-obstacle-representation [33]. To compute turbulence and
viscosity processes in Flow-3D, the renormalized group model-based k-epsilon turbulence
model [34] is applied to create a fluid–fluid coupled model of the impulse wave. This
model uses statistical formulations to compute the turbulent kinetic energy dissipation
rate [35–37]. A Newtonian-like fluid (see Section 4), featuring a higher density compared
to the still-water density, is adopted to simulate the impacting volume [38]. Modeled
free-water-surface elevations, wave-crest elevations in open water, and flow depth at the
lake shoreline are post-processed in FlowSight v11.1 [27]. Finally, correlation matrices be-
tween the numerical input parameters and the modeling results are generated to establish
a relationship that can be used to assess potential impulse waves in natural mountain lakes.

3. Classification and Frequency Analysis of Alpine Lake Geometries

A classification of the considered alpine lakes is shown in Figure 2. The figure shows
the relationships between water volume (Vw) and lake area (A) and between water volume
and mean (dw) and maximum (Dw) lake depth (each data point represents a single lake). The
data are subjectively grouped and named based on ranges of Vw as follows: small-size lakes
(Vw < 1 Mm3); medium-size lakes (Vw 1–100 Mm3); large-size lakes (Vw 100–10,000 Mm3);
and very large-size lakes (Vw > 10,000 Mm3).

Figure 2. Classification of 56 alpine lakes based on water volume, the lake area, and mean and maximum lake depths: dotted
blue line is Vw against A; dotted orange line is Vw against dw; the dotted green line is Vw against Dw. Trendlines enable a
qualitative description of the lakes in terms of their extent and depths relative to water volume. Axes are logarithmic (base 10.).

Trendlines in Figure 2 quantitatively describe lake extents and water depths relative to
water volume. The higher a lake is above the trendline, the larger the volume-normalized
extent or the deeper the volume-normalized depth. Conversely, increasing distance below
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trendlines indicates a smaller extent or shallower depth relative to lake volume. Among
the 56 lakes considered, 42% and 58% have large- and small-volume-normalized extents,
respectively; and 53% and 47% have deep and shallow-volume-normalized depths, respec-
tively.

Considering a ratio between L and W, it is possible to differentiate elongate lake
shapes (L/W > 1.5, about 60% of them; e.g., Lake Achen in Figure 1) from those that are
approximately equidimensional (1 < L/W < 1.5, about 16%). Other lakes (the remaining 24%)
have complex shapes, generally comprising sub-basins (e.g., Lake Lucerne in Figure 1).
These are mostly large- and very large-size lakes. Given that sub-basins of complex lakes
are themselves either medium or large size and that only a few small lakes were identified,
the small-size and very large-size lake classes are not considered further in the analysis.
Results of a frequency analysis of lake geometrical characteristics for the medium-size and
large-size lake classes are shown in Figure 3.

Figure 3. Frequency analysis and related histograms of geometrical characteristics (lake width and length, mean and
maximum depth) of medium- and large-size lakes.
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Based on the aforementioned classification, different combinations of parameters are
subjectively defined to design theoretical lakes that cover the considerable variability of
mountain lake configurations in the Alps. Table 1 shows the selected values for the two
size classes, resulting in 51 combinations for medium-size lakes and 18 for large-size lakes.
These 69 theoretical lakes form the basis for the numerical modeling part of this study (both
a complete table with related information and STL files are available in the Supplementary
Materials).

Table 1. Geometry parameters chosen for the theoretical lakes [lake width (W), length (L), and mean
and maximum water depths (dw and Dw)]. Permutations of these three variables yield a total of
69 lake-basin configurations.

Lake Class dw–Dw (m) W (m) L (m)

Medium size lakes

10–20 250 500
20–40 500 1000
40–50 1000 1500

1500 2000
2500

Large size
lakes

40–70 1000 6000
80–150 2000 12,000
100–200 3000

4. Numerical Model Set-Up

Numerical models are designed to reflect conditions typical of mountain lakes in
alpine settings, albeit with some necessary simplifications. Alpine basins, whether small or
large, commonly fill topographic depressions with adjacent steep slopes that in many cases
are the product of glacial erosion or deposition [39]. Steep slopes are particularly common
along valley sides, making subaerial landslides capable of generating impulse waves more
likely along lakesides than ends (e.g., [6,39,40]). Consequently, impacting volumes initiated
in these environments enter the lake along its sides in all modeled scenarios.

Each numerical simulation considers that same impacting volume for triggering the
wave. This lies initially on a sliding surface dipping 45◦ toward the lake and is represented
by a 0.5 Mm3 prismatic fluid body, 20 m thick, 208 m long, and 120 m wide, with a toe
position directly above the lake surface (Figure 4). The volume is located mid-way along
the side of each theoretical lake.

A bulk material density of 1620 kg m−3 is used for the landslide [38]. Additionally, an
initial speed of 20 m s−1 at simulation time 0, is arbitrarily set. This, together with volume
deformation during the sliding process, results in a maximum speed of 60 m s−1 for the
center of mass at the impact in all models, regardless of lake geometry.

For each simulation, the model domain includes the slide area, the entire water body,
and the air above it to 40 m above lake level (m a.l.l.). The origin of the system (x,y,z equal to
0) is located midway along the long side of each artificial lake at the middle of the landslide
toe (0 m a.l.l.). The maximum depth Dw is located at the center of each theoretical lake
(Figure 4e). A mesh block of 120 m × 140 m × 162 m, comprising 2 m × 2 m × 2 m mesh
cells, includes the slope and the impacting volume (Figure 4a,e). To improve computational
efficiency while also representing the complexity of nearfield landslide–water interaction,
a finer mesh block within 500 m of the model origin and a coarser one beyond that is used.
Medium-size lakes up to 500 m wide are modeled using uniform 2 m × 2 m × 2 m mesh
cells in the nearfield and non-uniform 4 m × 4 m × 2 m cells beyond 500 m.

Medium-size lakes wider than 500 m are modeled using uniform cells that increase
beyond 500 m from 2 to 4 m. For all large-size lakes, uniform cells (5 m) and non-uniform
cells (10 m × 10 m × 5 m) are used, respectively, within and beyond 500 m of the origin.

In all models, the “wall” boundary condition of the mesh block at the lateral margins
of the impacting volume is set in Flow-3D to simulate a continuous slope along the length
of the lake, allowing wave reflection modeling. A “symmetry” boundary condition is set
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to allow the impacting volume to leave the mesh of the sliding area and enter the mesh
comprising the lake. “Outflow” boundary conditions, at the lake borders, on the other
edges of the model domain allow the flow to exit the domain without reflection to avoid
wave interference and, thus, simplify the computation process. This simplification was
implemented because wave characteristics of the first front arrival at the shorelines are of
principal interest (Figure 4a,e). The water level at lake rest (0 m a.l.l. at z-axis in the domain
system) is used as the initial condition for all model runs. Recording data intervals of 0.5
and 1 s are set for the medium-size and large-size lakes, respectively.

Figure 4. Examples of theoretical lakes and model set-ups showing simulations of a landslide-induced impulse wave.
(a) Small elongated medium-size lake; in this example, the boundary conditions are shown (S-symmetry; W—wall;
O—outflow). (b) Equidimensional medium-size lake. (c) Narrow elongated medium-size lake. (d) Elongated large-size lake
(dotted white lines represent lines probes (L.P. 1–12) used to record water-surface elevations in FlowSight). (e) Example
of longitudinal section for the theoretical lake in (c) along the slide direction (dotted white line); boundary conditions are
shown. The yellow dot represents the origin of the system in the model domain.

The model set-ups are chosen to allow completion of each simulation in a reasonable
amount of time (between 2 and 24 h per simulation) and to optimize the balance between
output accuracy and output file size (4 to 109 Gb per simulation). The model environments
have been designed to ensure that output files are within the processing capabilities of
FlowSight, while also producing results suited for inter-model comparisons.

The computational resource and hardware components used for numerical modeling
are the following:
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• Processor: Intel® Core™ i7-3820 CPU 3.60 GHz;
• RAM: 32 GB;
• System type: 64-bit operating system;
• Number of core license tokens: 8 (Flow-3D parallel license code);
• Graphics card: GeForce GTX 6602 (Integrated RAMDAC, total available memory

4096 MB).

5. Results
5.1. Numerical Simulations and Wave Decay Potential Parameter

For each scenario, lake-surface elevations are estimated along with line probes (L.P.),
which are lines along which the free-water-surface in the 3D domain is monitored over
time following impact (Figure 4d). L.Ps are used to document and analyze maximum wave
crest elevations in open water and flow depths at the shoreline. A set of 12 L.Ps extend
from the domain origin (Section 4) to equal space-distributed points along the shoreline,
allowing to qualitatively and quantitatively analyze the propagation of the impulse wave
and how lake geometry affects the wave. An example is provided in Figure 5, which
shows that a decrease in water depth results in progressively higher wave dissipation and
a lower flow depth at the shore (compare Figure 5a–c). These trends reflect the increase
in water volume that is mobilized by the impacting volume and reduced interaction and
friction with the lake floor as the water depth increases. Conversely, the longer travel
distances facilitated by incrementally wider lakes result in greater wave dissipation and,
consequently, lower flow depth at the shoreline. The slight increase of flow depth along
with the L.Ps in the proximity of the shoreline (Figure 5a,d,e) shows the wave deformation
due to the interaction with the lake floor while approaching the shoreline.

Figure 5. Free-water-surface elevation computed along with the L.Ps (e.g., Figure 4d) for typical circular artificial lakes with
different widths and maximum depths (a–e). Each lake configuration influences the landslide–water interaction and wave
dissipation, thus causing different impulse wave propagation patterns.
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The same patterns are observed for all 69 scenarios. Generally, for the medium-size
lakes, the maximum wave crest elevation ranges from 29 to 5.9 m a.l.l along with L.P. 1 (the
midline representative of the landslide’s travel direction). Considering all L.Ps, average
wave crest elevations range from 15.4 to 27.5 m a.l.l. At the shoreline, the average flow
depth is 4.1 to 19.7 m a.l.l. The highest values of flow depth (6 to 35.6 m a.l.l.) occur at the
shoreline along L.P. 1. In the case of large-size lakes, maximum wave crest elevations range
from 29.4 to 33.8 m a.l.l. along with L.P. 1, and the average for all L.Ps ranges from 15.4 to
24 m a.l.l. At the shoreline, the average flow depth is 4.1 to 7.4 m a.l.l., with the highest
values on L.P. 1 (4.2 to 15.9 m a.l.l.).

The numerical analyses provide insight into potential impulse-wave threats for partic-
ular mountain lake configurations. A possible indicator of the threat level is the “dissipation
power” of an impulse wave in a lake, which is a measure of the degree to which the wave
attenuates as it moves away from the impact location. This metric is determined for each
L.P. by calculating the ratio of the maximum wave crest elevation and the flow depth at
the shoreline. A new parameter, defined as a single weighted-average decay ratio value
and representative for the entire lake is henceforth termed the “wave decay potential
parameter” (WDPP) is given by Equation (1):

WDPP =
∑n

i=1(ami)
(

ami
fdci

)

∑n
i=1 ami

(−) (1)

where am and fdc are, respectively, the maximum wave elevation and the flow depth at
the shoreline location for each of the L.Ps. For medium-size lakes, values of WDPP range
from 1.09 to 4.87, and for large-size lakes from 2.61 to 6.6. When a higher value of WDPP is
obtained, a higher dissipation power of the lake is expected, and vice versa.

5.2. Correlation Analysis and the Shape-Product Approach

A correlation analysis is completed to better understand how the numerical re-
sults are related to the input parameters with matrices showing the resulting correlation
coefficients (r) calculated by the Pearson function. The correlation matrix in Figure 6a con-
siders all analyzed theoretical lakes. The maximum wave crest elevation does not correlate
well with any input parameter, suggesting that it depends on the combination of all lake
characteristics (and in a real situation also on the impacting landslide properties, which
are not considered in this study). Similarly, no relevant correlations are evident for flow
depth at the shoreline. In the case of the mean flow depth at the shoreline, r-values of 0.669
and 0.665 are obtained for lake width and length, respectively. Maximum and minimum
flow depths yield r-values of 0.71 and 0.694 for lake width and length, respectively. Higher
correlation coefficients are calculated between WDPP and lake characteristics: r-values of
0.835 and 0.786 for lake width and length, respectively; and r-values of 0.830 and 0.806 for
lake area and volume, respectively.

By plotting WDPP against lake area and water volume (Figure 7) and considering the
maximum water depth as an indicator, it is found that the theoretical lake basins form two
groups. Lakes with a maximum Dw of 20 m (small red circles in Figure 7) can be separated
from the others. This separation is supported by correlation analyses provided for the two
lake geometry subgroups (Dw ≤ 20 m and Dw > 20 m). In the case of lakes with maximum
depths greater than 20 m, the correlations between WDPP and lake area and lake volume
(see Figure 6b) have r values of 0.90 and 0.88, respectively.

These relationships can be approximated by hyperbolic (power-type) functions. The
coefficients of determination, R2, which express the variation of the dependent variable
predicted by the independent variable and provide a measure of how well the curves fit
the data (the closer R2 is to 1, the better fit-Figure 7 and Table 2).

Lake basins with Dw ≤ 20 m likely plot farther from deeper basins because their water
depths are similar to or less than the thickness of the impacting volume. This may imply
that numerical results for these scenarios are influenced by how the impacting volume
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(the dense fluid) enters the lake and propagates through the water body [41]. For example,
the dense volume might induce an overestimation of the maximum wave crest in open
water. Consequently, further analysis and discussion only consider model scenarios with
maximum depths greater than 20 m. WDPP is well correlated to the lake area and water
volume, thus a parameter that relates different lake characteristics and WDPP is formulated
to improve rapid assessments of impulse waves in mountain lakes.

The new parameter is the “shape product” (herein labeled ShpP), which is defined
using empirical Equation (2). Results are well correlated to WDPP with an r-value of 0.962
(Figure 6 and Table 2):

ShpP =
Vw

A
∗
(

W ∗ L
d 3

w

)1/3

(m2/3) (2)

where Vw is lake volume, A is lake area, W and L are lake width and length, respectively,
and dw is mean lake depth.

The shape parameter does not represent any specific physical measurement or a dimen-
sionless parameter. On the contrary, it is the measure of a lake’s geometric characteristics
most closely related to the WDPP.

A plot of ShpP against WDPP reveals a linear relationship with an R2 of 0.9257
(Figure 8a and Table 2). Linear regression of ShpP against WDPP verifies the reliabil-
ity of this relationship (Figure 8b), as it yields the same equation and R2 proposed in the
previous analysis (Figure 8a).

After calculating WDPP from a specific ShpP, the equations in Table 3 provide a rough
estimate of the expected flow depth at the lakeshore. Plots of WDPP against maximum,
mean, and minimum flow depth obtained from the numerical models are shown in Figure 9.
The mean flow depth is strongly and negatively correlated to WDPP (r = −0.849, Table 3).
The maximum and minimum flow depths are well negatively correlated to WDPP calcu-
lated at L.Ps 1 and 5 (r = −0.751 and −0.749, respectively; Figure 6b).

Figure 6. Correlation matrices show the correlation coefficients (r) between lake geometrical characteristics and the
hydrodynamic modeling results. (a) Matrix for all lakes (69 models). (b) Matrix for all lakes with a maximum depth greater
than 20 m (52 scenarios).
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Figure 7. Hyperbolic relations between WDPP and (a) lake area and (b) water volume (X-axis in logarithmic scale, base 10).
Circle size and color relate to lake depth. Related equations, coefficient of determination (R2), and correlation coefficient (r)
are also shown. The r-values labeled in red, which are not shown in Figure 6, are correlation coefficients specifically for
medium-size lakes with a maximum depth of 20 m. The r-values labeled in black, shown in Figure 6b, are correlation
coefficients for theoretical lakes with a maximum depth greater than 20 m.

Table 2. Correlation coefficients (r) between WDPP and A, Vw, and ShpP; equations; and correspond-
ing coefficients of determination (R2), where y is WDPP and x is A, Vw, or ShpP.

Wave Decay Potential Parameter r Equation R2

Depending on lake area (A) 0.899 (3) y = 0.0334x0.2995 0.8817

Depending on water volume (Vw) 0.882 (4) y = 0.0359x0.2341 0.8966

Depending on the shape product (ShpP) 0.962 (5) y = 0.0152x + 0.3775 0.9257
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Figure 8. (a) Plot of WDPP against ShpP (x-axis in logarithmic scale, base 2), and related equations, coefficient of determina-
tion (R2), and correlation coefficient (r). Data size and color relate to maximum lake depth. The blue circle refers to the 2007
Chehalis Lake landslide-generated wave case, used as a test of the proposed approach (Section 7). The r-values with red
font, which are not shown in Figure 6, correspond only to the red dots. (b) Linear regression plot obtained for the relation
between ShpP and WDPP (the resulting equation is the same as the one obtained with the trendline in Figure 8a).

Table 3. Relationships between WDPP and flow depths at the shoreline, including correlation
coefficients (r), equations, and coefficients of determination (R2). In the equations, y is flow depth
and x is WDPP obtained from the equations in Table 2.

Flow Depth at the Shoreline (m) r Equation R2

Maximum −0.751 (6) y = 29.376x−0.696 0.8745

Mean −0.849 (7) y = 17.878x−0.779 0.9071

Minimum −0.749 (8) y = 8.3583x−0.583 0.6578

The Supplementary Materials include an Excel spreadsheet that summarizes the
workflow processes, including the entire calculation procedure and includes informative
charts to display the results.
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Figure 9. Hyperbolic relation between WDPP and flow depth at the shoreline (mean—blue data; maximum—orange data;
minimum—green data). Flow depth values for the Chehalis Lake event (blue) are obtained using the 2019 ETH Zurich
equations.

6. Example of Application of the Proposed Approach—The Chehalis Lake
Landslide-Generated Wave

The landslide-induced wave in Chehalis Lake on 4 December 2007 (Figure 10, see
Section 1) [6,7] is chosen as a test case of the proposed methodology for several reasons. It
involves a representative mountain basin, and both the landslide [6] and lake characteris-
tics [7] are well documented. In addition, multiple numerical modeling studies [6,42–44]
provide insights into open-water hydrodynamics necessary to reproduce documented
impacts. Bathymetric data acquired through a SONAR survey [7] are used in QGIS v3.16
to estimate the lake´s characteristics (see Section 2). The volume of the initial rockslide
is estimated to be about 3 Mm3. The rock mass rapidly fragmented, transforming into
a rock avalanche as it approached the shoreline. Approximately 2.2 Mm3 of rock debris
entered the lake and triggered the wave [6,7,44]. Although this volume is larger than the
one employed in hydrodynamics models (see Section 4), the maximum impact speeds are
similar (about 60 ms−1 [42,45], Figure 10), making the case study suitable for testing the
method.

The case study data are first used as inputs in the empirical equations provided by
Evers 2019 [46] (ETH-Zurich, 3D approach—Overland flow) to estimate flow depths at the
Chehalis Lake shoreline. As this approach cannot be applied to the entire area of the lake,
and because the lake is also divided into two sub-basins by a shallow subaqueous ridge,
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the test is limited to the north sub-basin (yellow rectangle in Figure 10). The sub-basins
characteristics and landslide properties are summarized in Figure 10.

Figure 10. Chehalis Lake overview. Lake and landslide properties are shown (data from [6,7]). The distance and angle of
wave propagation from the landslide impact point, which are useful inputs for the 2019 ETH-Zurich equations [46], are
also shown. Flow depths at the shoreline in different locations are shown in white. Topographical background taken from
Microsoft Bing Maps—2021 Microsoft Corporation Earthstar Geographics Sio (Accessed on 22 July 2021).

Flow depths are calculated at shoreline locations corresponding to wave propagation
angles in 10◦ increments and ranging from −30◦ to +80◦ on both sides of the landslide
midline (Figure 10). Calculations yield an open-water amplitude of the initial impulse
wave of 37 m a.l.l., and shoreline flow depths ranging from 3.3 to 13.5 m, with a maximum
opposite the slide source and a mean shoreline flow depth of 9.2 m (Figure 10).

A ShpP value of 139.34 m2/3 and a WDPP value of 2.495 (Equation (5) in Table 2 and
Figure 8a) are calculated for the north sub-basin. Appling the latter value in Equations (6)–(8)
yields estimates of maximum, mean, and minimum flow depths of 15.5, 8.8, and 4.9 m,
respectively. The maximum and minimum values obtained with Equations (6)–(8) are
higher than the ones obtained with the ETH equations, but a close match is found for the
mean flow depth (Figure 9). However, the ratio of the maximum wave amplitude (37 m
a.l.l.) and the WDPP of 2.49 is 14.8 m, which is very close to the maximum flow depth
calculated using the ETH equations. These results pertain only to the north sub-basin of
the Chehalis Lake. Considering the whole lake, the ShpP-value is 196 m2/3 and the WDPP
value is 3.36, yielding a slightly lower estimate of maximum, mean, and minimum flow
depths at the shoreline of 12.63, 6.95, and 4.12 m, respectively.

These results show the applicability of the proposed method and use of equations in
Table 3, with specific values of WDPP, for a preliminary evaluation of potential landslide-
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induced waves in natural alpine lakes to provide reliable estimates of the flow depths
at the lake shoreline. Comparisons between the resulting flow depths obtained with the
proposed equations and the ones derived using the ETH equations suggest that the new
methodology provides a reliable estimate of flow characteristics. Regardless of what was
observed with the presented test, appropriate validation of the proposed method is still
required, where a comparison with real data or observations would increase the reliability
of this approach’s application.

7. Comparison between Real and Theoretical Lakes

Based on this work, the WDPP is proposed as a suitable first-order descriptor of a
lake basin’s potential for dissipating an impulse wave. Figure 11 is a plot of WDPP values
superposed on the alpine lake classification. It provides a screening tool to identify lakes
that are most likely to disperse a wave (Section 3). For the medium-size lakes, WDPP
generally increases as lake size increases and depth decreases. This is consistent with
the numerical modeling results (Figure 5)—lower water depths and longer distances to
shorelines enhance wave dissipation and thus decrease shoreline flow depths.

Figure 11. Comparison of modeling results (circle size and color based on WDPP; black circles are from the alpine lakes
classification chart, see Section 3).

In the case of large-size lakes, WDPP provides no clear separation of geometrical
characteristics of lake basins (lake extent or depth), although a larger WDPP appears to be
favored by larger lake volumes.

Figure 12 shows expected WDPP values for all the natural lakes in the Alps examined
in this study. Circles on the map are lakes for which WDPP has been derived from ShpP
Equation (5). Still, WDPPs for lakes with complex shapes (diamonds in Figure 12), for
which ShpP is not available, are here based, for instance, on the water volume (Table 2,
Equation (4)). Generally, high values of WDPP are related to perialpine lakes with large
areas and volumes, whereas lower WDPP values are associated with smaller alpine lakes.
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Figure 12. Alpine and perialpine lakes considered in this study and related WDPP values obtained using the ShpP relation
(circles in the legend). Where ShpP is unavailable, WDPP was obtained using the water volume relation (squares in the
legend, see also Figure 7b). Topographical background taken from Microsoft Bing Maps—2021 Microsoft Corporation
Earthstar Geographics Sio (Accessed on 26 July 2021).

A critical issue in this work is the reliable range of lakes for which the new approach
is applicable (see Table 1 and the complete table of theoretical lakes in the Supplementary
Data). The data suggest that the approach has limitations when used for some lakes that are
outside of this range, notably some large-size and very large-size lakes (i.e., WDPP > 7 in
Figure 12). Further study is required to extend these investigations to alpine lakes outside
of the stated range in this work to test the broader application of the proposed method.

8. Discussion and Further Required Research
8.1. Applicability of the Proposed Approach

The approach introduced in this work is intended to be a high-level screening tool
for identifying the greatest landslide impulse wave threats and thus helping prioritize re-
sources for a more detailed and thorough analysis. The study is based on 3D hydrodynamic
modeling and considers a wide range of water body geometries. Results demonstrate the
reliability of a lake geometry-based approach for a first-order assessment of the danger
posed by potential landslide-triggered impulse waves in mountain lakes. The suggested
method finds its applicability in situations where the characteristics of the possible im-
pacting volume are unknown, as only the geometrical properties of lakes are required.
Unlike other methods, this approach does not require a deep knowledge of wave theory
or the need for additional software. A reliable constraint on wave attenuation, as is pro-
vided by this approach, means that the initial wave amplitude needs only to be generally
approximated.

The method can be applied to lakes with diverse shapes and dimensions, subject to
the limitation that the potential impacting volume has similar characteristics to the one
adopted for the modeling in this work (Section 4). In the case of lakes with complex shapes,
Equation (5) can be applied to sub-basins with specific geometrical properties to estimate
the wave decay potential parameter WDPP, as has been done with the Chehalis Lake test
case (Section 6). If Equation (5) is not applicable due to unknown lake-geometry parameters
in Equation (2), WDPP can be estimated using Equation (3) or Equation (4), which consider
lake area or volume respectively. The equations in Table 3 provide flow depths expected at
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the shoreline. However, because models with a maximum depth of less than 20 m were
excluded from the later stages of the workflow, this method might overestimate the hazard
potential for small shallow lakes.

The Chehalis Lake example shows that analyzing singular sub-basins provides a more
conservative estimate of flow characteristics compared to an analysis of the entire lake. As
waves propagating from one basin to the next may have already attenuated, sub-basin-
specific estimations using this approach can be deemed as worst-case scenarios. It is worth
noting that the subdivision of sub-basins does not take into account wave propagation from
one basin to another. However, this limitation is a minor issue because a wave entering a
second sub-basin has already significantly attenuated, implying that the highest threat is
already identified by intra-basin events.

Nonetheless, wherever sub-basins join, complex variations in flow depth at the shore-
line might be expected as impulse waves approach from the adjacent sub-basin. This is
due to changes in bathymetry (e.g., a shallow sill as at Chehalis Lake, Figure 10), basin
alignment (e.g., non-parallel valleys such as the western part of Lake Lucerne, Figure 1b),
or both (e.g., the eastern part of Lake Lucerne, Figure 1b). In some instances, these effects
might result in locally increased near-shore wave energy and run-up. As a consequence,
although intra-basin wave generation gives a conservative assessment of near-shore wave
threats, intra-basin waves may underestimate such threats where sub-basins join.

Given the numerical modeling results for the theoretical lakes (Section 5.1) and the
results produced for the Chehalis Lake test (Section 6), it is concluded that the proposed
approach is applicable for lakes that are flanked by steep unstable slopes, for which failures
with volumes ranging from thousands to a few million cubic meters can be expected.
However, this assertion requires validation with additional historical case studies from a
variety of mountain regions, as well as fiords with basin characteristics similar to alpine
lakes. Extending the dataset to other mountain regions for which good data are available
(e.g., Canadian Cordillera or a select part of the Andes) to newly formed glacial water
bodies [39] and artificial reservoirs would also improve the analysis and results.

8.2. Limitations, Uncertainties, and Further Potential Development

This work provides a workflow to estimate near-shore impulse-wave magnitude in
terms of flow depth at the shoreline (see “Excel spreadsheet—Computational tool” in
the Supplementary Materials). By contrast, most other studies report impacts in terms
of inundation distance and run-up height, metrics that are not considered in this work.
Nonetheless, shoreline water depth provides a preliminary characterization of run-up
potential and inundation, although these are also heavily affected by the morphology and
the steepness of the surrounding topography. As a result, observations of an impulse
wave or post-event measurements of its impacts provide only a very general indication of
the large-scale variability of flow depth at the shoreline. A more reasonable assessment
of this new approach can be achieved using previously established relationships that
independently estimate flow depth at the shoreline, as was done for the Chehalis Lake case
study (Section 6).

A current disadvantage of this work is the lack of adequate validation. The Chehalis
Lake case study and comparison of the results with those based on the ETH equations
are insufficient to fully evaluate the validity of this approach. Proper validation would
entail a comparison of the results derived using this method with real data collected in the
field. However, flow depths at the shoreline caused by an impulse wave are not directly
observable in the field and therefore must be calculated independently. Such calculation
requires the use of detailed, site-specific, retrospective numerical simulations capable of
accurately recreating a landslide-generated wave event.

Future extension and expansion of the proposed approach will involve two critical
steps: (1) implementing numerical analyses on well documented, real-world events to
validate the geometry-based strategy as a predictor of flow depth at the shoreline; and (2)
developing rapid, low-computational-cost methods for estimating run-up and flooding
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potential from flow depth at the shoreline. This next phase of development will expand
the range of outputs to include expected run-up, thereby extending the applicability of the
proposed approach and enchaining opportunities to reliably validate it.

Another possible limitation of this study is its applicability to large lakes and a single
impact volume. The size and properties of the impacting landslide substantially influence
wave characteristics. For example, the maximum wave height resulting from an impact
is dependent on landslide volume and competence, debris thickness and frontal width,
impact speed, and slope angle and roughness [17,37]. Further research that addresses
these issues is required. For example, the approach can be extended to consider diverse
characteristics of the impacting volume to provide a relation for WDPP that considers
landslide properties in addition to the geometrical characteristics of the lake (the ShpP).
Incorporation of additional consideration into the workflow—including by varying impact
processes, volumes, and velocities—might lead to the development of additional equations
that can be applied to the full range of real-world situations. This can be accomplished in
Flow-3D by adopting the concept of the impacting volume being a dense fluid, as done in
the present study. Different volumes, shapes, impact velocities, and slope angles can be
implemented in the model set-up. Scaling impact volumes relative to lake volume may
assist in standardizing comparisons between lakes. In this work, the slide source is located
halfway along the long side of the lake. Further development of the approach should
consider different impacting locations along the lakeshore to extend the applicability of the
suggested method. Moreover, it would be valuable to consider submerged slide sources, as
subaqueous mass movements can also trigger lake impulse waves [47,48].

Further development of this methodology would also benefit from the inclusion of
geotechnical properties of the materials that collapse and enter the lake. This would be
especially interesting when studying mass movements made up of unlithified materials
or heterogeneous rock masses, as well as studies of moraine-dammed lakes where large
sediment masses can fail. Finally, landslide hazard and the erosional vulnerability of
nearshore elements should be addressed in the context of risk analysis to complement the
relative level of threat posed by the degree and pattern of impulse wave attenuation in a
given basin.

9. Conclusions

A novel method for conducting a preliminary evaluation of the size and propagation of
landslide-induced waves in mountain lakes is proposed. A set of equations is used within
a numerical modeling framework to characterize the geometric characteristics of a lake
and quickly assess the possible wave threat in terms of wave dissipation and expected flow
depth along the shoreline (which is different from the expected run-up). Wave propagation
controlled by lake geometry provides a general indication of where run-up or inundation
would be the highest, although the behavior of the breaking wave is also heavily influenced
by topography along the shoreline. The incorporation of landslide properties, behavior,
and locations into the workflow will further increase the utility of this approach. The
proposed method can be used as a first-order indicator for prioritizing lakes that appear to
be particularly susceptible to landslide-induced impulse waves.

The findings of this study reveal that WDPP is a valid metric for the “dissipation
power” (attenuation) of an impulse wave in a mountain lake and that it correlates well to
lake geometrical characteristics, particularly area and water volume. The linear relationship
between WDPP and ShpP, a metric that takes into account diverse lake properties, provides
a valuable approach for estimating potential wave dissipation. If the ShpP is unavailable,
for example in lakes with complex shapes, water volume can be used to estimate WDPP.
Furthermore, WDPP can be used to calculate the expected flow depth at the lake shoreline.
Results suggest that large perialpine lakes (Vw > 10.000 Mm3) are more likely to disperse
impulse waves; these attenuate less in smaller alpine lakes (Vw < 10 Mm3).

This method can be applied worldwide to mountain lakes that differ in shape, extent,
and volume. The minimum required input data are the geometrical characteristics of the
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lakes. Unlike other proposed methodologies, specific technical knowledge or additional
inputs such as digital elevation data are not required, making the proposed method easy to
use. However, inclusion of high-resolution digital bathymetric data would produce more
accurate assessments.

The proposed method is tested with data available for the 2007 Chehalis Lake landslide-
generated wave event. Results match well those obtained using the empirical equations
published by ETH Zurich (2019 Edition—3D approach, [17,46]). Despite the positive results,
one case study is insufficient to assess the overall reliability of our novel approach, and
a validation considering real, observed data is still required. Indeed, additional historic
events in which wave characteristics have been directly observed would be particularly
valuable for further assessing the method. Furthermore, the applicability of impact volumes
that differ from the one used in this study, together with a variety of impact characteristics,
must be determined.

This study is an initial step in the development of this methodology; additional
research is required to improve the method and its application, for example by taking into
account properties of the potential impacting mass. Stability analyses of slopes bordering
lakes with high hazards from impulse waves, including implications of external triggers
such as intense rain events or earthquakes, are recommended to contribute to a proper
estimate of the related hazard in a cascade effect context. Recently formed alpine lakes due
to glacier retreat should also be included in these investigations.
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UIBK_Computational tool for Landslide_Induced Impulse Wave 2021.
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Abstract: This case study presents the engineering approach conducted for stabilizing a landslide
that occurred at “El Portalet” Pass in the Central Spanish Pyrenees activated due to the construction
of a parking lot. Unlike common slope stabilization cases, measures projected here were aimed at
slowing and controlling the landslide, and not completely stopping the movement. This decision was
taken due to the slow movement of the landslide and the large unstable mass involved. The degree
of success of the stabilization measures was assessed by stability analyses and data obtained from
different geotechnical investigations and satellite survey techniques such as GB-SAR and DinSAR
conducted by different authors in the area under study. The water table was found to be a critical
factor in the landslide’s stability, and the tendency of the unstable slope for null movement (total
stability) was related to the water table lowering process, which needs more than 10 years to occur
due to regional and climatic issues. Results showed a good performance of the stabilization measures
to control the landslide, demonstrating the effectiveness of the approach followed, and which became
an example of a good response to the classical engineering duality cost–safety.

Keywords: landslide; safety factor; Central Spanish Pyrenees; soft rocks; stabilization measures

1. Introduction

Slope stabilization is probably one of the most typical, ancient and challenging issues
of civil engineering. Commonly, problematic landslides affecting buildings and infrastruc-
tures are solved by installing a series of measures that lead to completely and immediately
stopping the ground movement. Those measures normally include rigid retaining walls,
anchors or a substantial variation of the ground profile′s geometry, and their implementa-
tion can give rise to a compromise between cost and safety [1–3]. However, when dealing
with a great amount of ground material, stopping the movement absolutely and instan-
taneously may not be the optimal solution. The literature shows the possibility of using
different techniques for reducing the mobility of landslides, including small excavations
and adjustments of the slope profile, the implementation of flexible walls or piles and
the installation of drainage [4–9]. The latter is especially important since landslides are
often triggered by precipitations and the resulting change in the groundwater level. Water
reduces ground strength and increases pore pressures, contributing to the instability of a
slope [7,10–13]. Controlling the water table is essential when dealing with shallow and
slow movements, as any rainfall may accelerate or even reactivate a landslide. The previous
issues are particularly relevant in areas characterized by rainy seasons followed by dry
periods, such as the Mediterranean region and, more precisely, the Iberian Peninsula.

The “El Portalet” Pass is located at the municipality of “Sallent de Gallego”, Huesca
province, in Spain, and belongs to the Central Spanish Pyrenees. In 2004, an excavation to
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create a parking lot next to a local road was performed in the area. Parking excavation was
conducted and resulted in the activation of a large landslide. That landslide occurred on a
hillside in the surroundings of Petrusos Peak, in an area of about 0.35 km2, where superficial
cracking and diverse instabilities at different movement rates had been identified in the
past [14]. A carboniferous substrate characterizes the zone, affected by faults of slate nature,
with gravel colluvium and sandy clay materials on foothills as a result of previous paleo
slides. Natural slopes (average angles of 12◦) were also identified to be on the verge of
instability [15].

The parking excavation reactivated small slides previously identified in the area [16,17]
and produced new ones. The first instability signals were displayed at the end of the year,
when large cracks appeared in the head of the slope and propagated afterwards along the
hillside, showing cracks and longitudinal and transversal deformations, even breaking
the slope toe. This type of deformation characterizes an paleo-slide failure mechanism
involving an important volume of material [15,18–20]. Due to the great deformations and
large unstable masses involved in the landslide, the typical solutions aimed at absolutely
and instantaneously stopping the ground movement would have represented a higher
cost than the total elimination of the unstable hillside. Instead, the approach was based
on controlling the hillside movement evolution and implementing a series of measures
to slow down the ground movements, achieving the stabilization of the slope after some
years, but also ensuring no damage to any infrastructure during that time.

This paper shows and analyses the stabilization measures projected and implemented
on “El Portalet” Pass. The area has been intensively investigated since 2004 by diverse
authors. Classical geotechnical investigations, including boreholes and the installation
of inclinometers [15], were conducted after landslide activation. Several Differential GPS
campaigns as well as the use of different satellite surface monitoring techniques, including
the ground-based SAR (GB-SAR) technique and the Differential Synthetic Aperture Radar
Interferometry (DinSAR) technique [14,21–24], were performed from 2006 to 2010. Besides,
a new geotechnical investigation was conducted to monitor the landslide evolution 10 years
after the initial implementation of the stabilization measures. These data are presented for
the first time in this paper. Data coming from all of those investigations are used to assess
the performance and the degree of success of the stabilization measures, establishing the
expected future evolution of the landslide.

2. Materials and Methods
2.1. Geographical and Geological Situation

The case study is located at “Sallent de Gallego” (Huesca, Spain). That area belongs to
the high basin of the Gallego River Valley (Figure 1), in the Central Spanish Pyrenees.

The studied hillside corresponds with the southwestern slope of the spurs located
between Petrusos Peak and the Old Pass of Sallent (latitude 42◦48′4.83′ ′ N; longitude
0◦24′48.19′ ′ O), with heights between 2128 m and 1848 m. The road next to which the
parking lot was built, road A-136, is situated at the hillside foot, and links “El Portalet”
Pass and “Sallent de Gallego” village. The Gallego River flows through lower elevations,
parallel to the road. The excavation was performed at altitudes between 1735 and 1775 m.
Figure 1 shows a parking excavation view, where road A-136 can also be seen.

From the geological point of view, the area under study is located in the Pyrenean
Axial Zone, primarily composed of Devonian and Carboniferous materials, amongst which
slates (sometimes with sandstone interlayers) are common, with some calcareous zones,
all of which are affected by an intense Hercynian folding, accompanied by low-grade
metamorphism. From a tectonic point of view, all of these materials are part of the Gavarnie
thrust, which contains part of the southern configuration of the Pyrenean chain. Most of
the hillside is covered by recent colluvial and quaternary deposits [25–27].
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Figure 1. Geographical and geological setting of the area under study in the Central Spanish Pyrenees and view of the
parking excavation works (note: bottom left image modified from [22]).

The area contains low strength rocks with intense active slope processes and with
portions with low structural control. This is observed between the Inner Chains and “El
Portalet” on the Gallego River basin, where slates, schists and clays have caused several
slope evolution phenomena, associated with mass movements. Slumps are the most
spectacular shapes, which leave a scar or tension crack on the head of the slope. Those
slumps are deep and affect the substrata, also presenting deep weathering due to both
their plasticity and tectonization. In some cases, Devonian slates have acted as a lubricant,
their structure and faults located at the top of the slope sometimes causing an additional
instability issue. The length of tension cracks can exceed 1 km, and the landslides portray
the typical internal corrugation, a consequence of a mass movement.

One of these slumps was mapped by García Ruiz [16,17]. Two parallel tension cracks,
which form successive steps (see Figure 1), match the southern slope of the Petrusos spurs
and they also overlap with the convex surface presented by the rocky hillside. At its toe,
the slumps can be found with two coalescent lobes that reach the fracture northwest of the
sunken block of “El Portalet”. The high density of such morphologies can be found on
the Gallego head of the slope, especially between “El Portalet” and Formigal ski station in
addition to the Peña Foratata southwestern slope, where superposed landslides tend to
form great slumps. Most of them do not look very active, but other slumps are still moving
or show a local reactivation.

This area is also located in a seismic zone, presenting a basic seismic acceleration of
0.10 g (with g being the gravitational acceleration), according to the Spanish NCSR-02
standard [28].
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2.2. Previous Field Investigations

Previous geological–geotechnical investigations [15] conducted in 2005 consisted of
six boreholes (location is shown in Figure 2) with depths between 24 m and 40 m. Standard
Penetration Tests (SPT) were performed on each borehole when crossing soils and very
weathered rocks, with a frequency of about 3 m. Disturbed and undisturbed samples were
extracted from each level identified. Laboratory tests conducted on such samples included
general identification tests (e.g., grain size, Atterberg limits, unit weight) and mechanical
tests (uniaxial compression strength on rocks and direct CD shear tests and triaxial CU
tests on soils).

Inclinometers were installed on each borehole performed. Besides, topographical
landmarks were placed along the hillside to measure surface movements. Attempts to
locate landmarks were made next to the existing tension cracks on the head of the slope as
well as in the excavated slope. Movements between pairs of landmarks were measured
every 15 days and five measurement campaigns were carried out.

In addition, an inventory of water points (e.g., springs and permanent courses)
was carried out along the entire hillside, also recording the water table position in the
excavated slope.
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Figure 2. Location of the boreholes performed in the previous study [15] (“old” boreholes, conducted
in 2005, reprinted with permission from ref. [15], Copyright Year 2005, Copyright Owner’s F.J. Torrijo)
and the new geotechnical investigation (“new” boreholes, conducted in 2016); profile I-I′ relates to
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2.3. Corrective Measures

A series of corrective measures were proposed to be performed on the slope to stabilize
the landslide. Those measures (Figure 3) were not aimed to stop the hillside movement
immediately and absolutely but to slow it down and prevent any damage to surrounding
infrastructures. Eventually, the measures projected were expected to completely stabilize
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the hillside and stop the movement (or reduce it to a minimal value) after some years′ time.
Corrective measures applied included:

• A slight modification of the slope geometry by means of the excavations of intermedi-
ate areas (benches) on the slope.

• Installation of deep drainage measures (Californian drains) as well as ditches to
improve slope drainage and remove water coming from seepage and runoff; in total,
47 single drains were installed with a separation of 15 m; the horizontal slope was
6% following Serrano and Gómez [29] and Forrester [30]. Drains were executed with
slotted PVC pipes with a thickness of 1.5 mm and a diameter of 75 mm.

• Implementation of slope conservation and stabilization measures such as slope profil-
ing and re-vegetation.

• Performance of a flexible retaining wall at the slope toe; wall height was 6 m from
the ground and 9.2 m from the bottom of the foundation and its width was found
between 3.5 and 4.1 m; its vertical slope was 6:10.
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2.4. Satellite Surveys

After conducting stabilization works on the slope, the ground-based SAR (GB-SAR)
technique was used to monitor the landslide during the years 2006 and 2007 as well as
to predict the slope movement evolution [14]. That technique is based on SAR interfer-
ometry, i.e., the use of consecutive pairs of SAR images for obtaining information about
displacements according to the phase difference (interferogram) between two consecutive
SAR images [31,32]. For monitoring the landslide movements [33], the GB-SAR sensor was
installed about 600 m from the slope (target distance was between 200 and 1300 m), and
worked for 47 days, with an acquisition rate of 1 image per hour, a range resolution of
1.7 m and an azimuth resolution of 0.74◦.

Results of GB-SAR were validated with the results of five Differential GPS (DGPS)
campaigns, where 93 points were monitored, both stable points located next to the landslide
active area and points within the landslide mass. A good match between the two techniques
(GB-SAR and DGPS) was found, being the maximum difference 1.5 cm.

In addition, the Differential Synthetic Aperture Radar Interferometry (DinSAR) tech-
nique was employed [21,22] to monitor different landslides of the Upper Tena Valley
(located in the Central Spanish Pyrenees area), including the area under study. That
technique uses microwave remote sensing and produces the measurement of surface dis-
placement of high accuracy with a great coverage capacity [34]. The SPN approach [35],

190



Appl. Sci. 2021, 11, 7176

which combines both the Persistent Scatterers [35–38] and Small Baselines [39–43] methods,
was used.

In total, 43 SAR images acquired by ERS-2 and ENVISAT satellites (from 2001 to 2007),
14 SAR images acquired by the TerraSAR-X satellite (2008) and 12 SAR images acquired by
ALOS PALSAR (L-band) satellite (from 2006 to 2010) were processed. An auxiliary DGPS
campaign was also undertaken to validate the results.

More details about this investigation can be found in [14,21–24].

2.5. New Field Investigations

In 2016, approximately 10 years after conducting the stabilization works of the slope,
three new boreholes were performed (Figure 4a) at the area under study. Those boreholes
attained a depth between 30 m and 45 m and were performed close to those executed in
the previous field investigation (see Figure 2). On each borehole, SPT tests were performed
in soils and very weathered rocks, with a frequency of about 3 m. Disturbed samples were
extracted from each level found and general identification laboratory tests were carried out
(grain size, Atterberg limits and unit weight).

Similar to the actions performed in the previous geological–geotechnical investigation,
inclinometers were installed on the new boreholes (Figure 4b). Besides, a new inventory of
water points was carried out along the entire hillside (Figure 4c).
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2.6. Limit Equilibrium Analysis

Stability analysis of the landslide was carried out in its natural state and after im-
plementing the corrective measures based on limit equilibrium methods. These methods
consider the static mechanical laws and assume the shear strength of the soil to be to-
tally and simultaneously developed along the sliding surface (failure surface). With such
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methods, the slope safety factor may be computed as the ratio between the available shear
strength in the sliding surface and the needed shear strength to keep a strict equilibrium of
the sliding mass.

Nowadays, the most common way of applying limit equilibrium methods is using
the method of slices. This method divides the soil sliding mass into many vertical slices to
solve the stability problem. The method assumes that failure of the soil is governed by the
Mohr–Coulomb criterion, slices behave as rigid bodies and no stresses exist inside each
slice. The equation system obtained once the equilibrium of forces is established on each
slice requires assuming different simplifications and/or hypotheses to solve the system, all
of which leads to having several “sub-methods”. In this work, Bishop′s method [44] and
the Morgenstern–Price method [45] were used. The former is an approximate method that
establishes the equilibrium of vertical forces and bending moments, assumes a horizontal
resultant of the interslice forces and does not take into account interslice shear forces. The
latter is an exact method that establishes the stability problem using the three equilibrium
conditions in slices of differential thickness and assumes that the inclination of the forces
between slices is proportional to a given function.

Several slope profiles were selected to compute the landslide safety factor applying
the two mentioned methods. Simulations were run with and without considering the
seismic acceleration (0.10 g, with g being the gravitational acceleration).

3. Results
3.1. Field Investigations and Satellite Surveys

In situ (SPT) and laboratory tests conducted on the different investigations carried
out identified six geotechnical units in the area under study. Table 1 lists the average
parameters of those units related to SUCS classification, Atterberg limits, unit weight,
water content and mechanical parameters (cohesion and friction angle for soil materials
and uniaxial compression strength for rocks).

Table 1. Geotechnical parameters of the materials found in the area under study.

Geotechnical Unit Depth [m] SUCS WP PI γ [kN/m3] W [%] c [kPa] ϕ [◦] UCS [MPa]

Colluvial deposits 2–10 GM-GC 30.5 8.4 21.0 7.0 − 29.0 −
Green sand-clay 2–6 SC 32.1 10.4 20.4 14.0 − 18.0 −
Black sand-clay 2–6 SC-GC 30.9 10.6 22.2 8.1 − 25.0 −

Fragmented calcareous
rocks and slates 2–6 GC-SC 33.6 12.9 21.7 6.7 − 38.0 −

Fault breccia − − − − 23.0 6.0 20.0 25.0 −
Slate rock − − − − 27.7 − − − 12.5

Notation: SUCS: Soil Unified Classification System (Casagrande′s classification); WP: plastic limit; PI: plasticity index; γ: unit weight; W:
water content; c: cohesion (residual); ϕ: friction angle (residual); UCS: uniaxial compression strength.

Rock mass of the area consisted of variably calcareous slates with calcite filled veins
(Geotechnical unit “Slate rock”) belonging to the “Facies Culm” from the Carboniferous
period. This rock mass presented an average RQD of 60% and the RMR reached an average
value of 60. According to the geological–geotechnical investigations conducted, rocky
formation crops out only in the northern area, where no instabilities were detected. The
rest of the slope surface is covered by quaternary deposits (Figure 4d), which include
colluvial deposits, green clayey sands, black clayey sands and fragmented calcareous
rocks and slates. Additionally, fault breccia materials were found in an old fault detected,
though currently inactive (yet some water was seen circulating through it). Except for
colluvial deposits, quaternary materials come from a roto-translational, with unidirectional
movement, landslide that occurred in the area in the past. Materials appeared unstructured
and remoulded due to paleo-sliding.
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Data from boreholes, inclinometers and surface movements led to defining a failure
surface located at depths between 5 m and 19 m (see Figure 5), with a fairly planar shape
and with greater curvature in the slope toe area. The failure surface daylights on the slope
and is observed on the ground surface (at both the slope head and toe) as seen in Figure 6.
Surface movements in the E–SE direction, topographically recorded during the previous
geotechnical investigations [15], showed small movements on the head of the slope as
well as on the excavated slope. Those movements ranged between 1 cm and 3 cm, with
movements in the northern area being slightly inferior to southern areas.
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Inclinometers revealed the development of the failure surface mainly through the
sandy clay materials in contact with the fragmented calcareous rock. An example of
inclinometer data obtained in the previous study [15] and new geotechnical investigations
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is shown in Figure 7 (note that those inclinometers belong to profile I-I′ shown in Figure 5;
failure surface may be easily identified).
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Figure 7. Inclinometers records: (a) Inclinometer placed in borehole B-5, reprinted with permission
from ref. [15], Copyright Year 2005, Copyright Owner’s F.J. Torrijo (old geotechnical investiga-
tions [15], conducted in 2005); (b) Inclinometer placed in borehole B-9 (new geotechnical investiga-
tions, conducted in 2016).

Topographical works developed during the previous investigation [15] detected the
existence of three main landslides in the area under study (landslides, 1, 2 and 3 in Figure 8).
This information was confirmed by the DinSAR data [21,22]. One of those landslides (land-
slide 3) was not affected by any anthropogenic activity (i.e., was not the consequence of
the parking excavation) and was an extremely slow movement [46,47] with an estimated
average velocity [22] of approximately 16 mm/year and affected by seasonal rainfalls.
The second landslide (landslide 1) was activated by the parking excavation and corre-
sponds to the slope movement under study. Its movement rate, estimated by the auxiliary
DGPS campaign of approximately 0.1 m/year, meant it was not possible to compute its
velocity with the DinSAR technique [22]. The third landslide (landslide 2) was located
next to the previous one, was also activated by the parking excavation and its average
velocity was estimated [22] at approximately 25 mm/year. The ALOS PALSAR differential
interferometry [24] was also applied to this last landslide, obtaining similar results.
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DGPS measurements [14], conducted after performing the stabilization work on
the slope (i.e., landslide 2 according to Figure 8), showed that maximum displacement
rates were around 1 mm/day in the summer while rates increased up to 2 mm/day in
the fall. Those measurements also identified that the landslide’s most active part was
an area located below the main scarp. GB-SAR technique discovered that the landslide
displacements were fairly linear in time, although slight differences were observed due to
daily rainfall variations. Generally, an acceleration of the landslide occurs when rainfall
events take place.

In fact, hydrogeological results obtained in the previous study [15] and the new
geotechnical investigation indicated that surface materials were permeable and the hillside
drains with abundant subterranean water flow. Continuous flow springs near the slope
toe were identified, with that flow occurring through both the permeable material and the
failure surface. The water table was found approximately on the failure surface, suffering
oscillations with precipitations. Thus, the relationship between the landslide evolution rate
and rainfall reported by the use of the GB-SAR technique [14] was confirmed due to the
easy infiltration of water in the sliding mass, thanks to the high drainage capacity of the
colluvial material located on the top of it.

3.2. Limit Equilibrium Analysis

Several slope profiles were analysed using limit equilibrium methods by means of
the method of slices. The geotechnical parameters obtained in the field investigations and
listed in Table 1 were used to conduct such analyses. The Bishop′s method [44] was applied
to compute the safety factor without considering the seismic action. The Morgenstern–Price
method [45] was applied to compute the safety factor considering the seismic action, which
was taken into account by a pseudo-static approach considering two orthogonal forces,
their value based on the Spanish code [28].
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Under natural conditions, once the parking area was excavated and prior to imple-
menting any corrective measure, profile I-I′, according to Figures 2 and 5, was found to be
the most unfavourable profile. Without taking into account the seismic component, the
safety factor at that profile resulted in 0.86. That confirms the existence of the landslide
produced by the parking excavation and the subsequent movement of the slope. It should
be mentioned that this landslide was a first-time failure, not a reactivation of a previous
one. When the seismic action was taken into account, a safety factor of 0.59 was obtained
for the same profile (i.e., about 30% lower).

The analyses were run again introducing the projected measures and considering the
final stage of the projected slope. The water table was located following the data obtained
from the inventory of water points carried out in the new investigations and considering
that the capacity of California drains is greater than the recharge of the aquifer (an average
level was considered since the water table depends on rainfalls, see the next section). Profile
I-I′ was still found to be the most unfavourable. In this case, the safety factor without
taking into account the seismic component increased to 1.3; taking into account the seismic
acceleration, the safety factor was 1.1 (about 15% lower). That result indicates that the slope
is stable and the landslide is expected to be under control with the projected measures.
Figure 9 shows the results computed by the Bishop′s method for profile I-I′ before and
after implementing the stabilization measures using the software Slide v5.028 [48].
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It is interesting to mention that the stability analysis calculations conducted considered
the whole slope and the corrective measures were designed accordingly. Considering only
a part of the slope was not correct, this may have given rise to erroneous results. For
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instance, Figure 10 shows a stability analysis carried out by both the Bishop [44] and the
Morgenstern–Price [45] methods taking into account only the area around the toe wall.
The safety factor obtained was nearly 1.6 in both cases, about 23% and 45%, respectively,
greater than that computed in the scenario considered in Figure 9b. This may have led to
an assumption that the installation of that wall was the unique corrective measure needed,
which resulted in it not being enough for controlling the hillside movement.
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3.3. Drainage Evolution

Water table lowering plays an essential role in the stability of the landslide studied.
The approximate volume of the adjacent aquifer to the area under study was estimated at
0.86 Hm3. However, based on the available data, the aquifer lateral supply was unknown,
so this volume could be much higher. Although the effective porosity of the different
materials traversed by the California drains was also unknown, adopting an estimated
value of 5–7%, the volume of water to drain is probably between 100,000 m3 and 200,000 m3.
Besides, the groundwater recharge of the aquifer should be considered and this does not
stop, being especially significant due to the high rainfalls in the area. Recharge can be
estimated at around 1900 mm per year, widely distributed throughout the year except for
the summer season.

As a consequence, the water table lowering does not only depend on the drainage
capacity and the efficiency of the Californian drain but also on the weather and the annual
recharge (Figure 11). As a result, the drainage of the slope needs time. During that time,
the slope is expected to have a safety factor lower than 1.0, which explains the movement
of the slope recorded by the different investigations (in fact, the safety factor increased
from the situation depicted in Figure 9a to the one given in Figure 9b). Thus, although the
future solution in the long term will be stable, attaining this situation will need to wait for
some time during which the slope will exhibit unstable behaviour.
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Figure 11. Expected evolution of the water table and its qualitative relationship with the safety factor.

Although the tendency of the water table is the one explained, this evolution does
not take place through a uniform decay. Figure 12 shows the evolution of the lateral
displacements recorded by the inclinometers located at a depth of 5 m in boreholes B5
and B9 (Figure 7). Both boreholes were located close to one another and correspond to the
previous (year 2005) and new (year 2016) geotechnical investigations, respectively.
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Figure 12 shows that, in 2005, the deformations were increasing and the slope was
moving faster (A). Between 2005 and 2016 the deformations were greatly reduced, so
the landslide was stopping (B). Finally, according to 2016 records, the slope continued to
accelerate; from April to September the movement evolved from 5 to 20 mm, although from
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September to November it seemed to stabilize (C). This acceleration in a given year was
also observed in 2005 for the same period, April to September. That period corresponds
to the spring season when precipitations normally occur in the area under study together
with the snowmelt phenomenon [49]. Thus, these results confirm the influence of the
water table in the landslide stability, the long-term tendency observed in the evolution
of the slope movement and the long time needed to attain drainage of the ground mass
(Supplementary Materials).

4. Discussion

The case study presented in this paper at “El Portalet” Pass in the Spanish Pyrenees is
an example of dealing with a large landslide by slowing it and controlling its behaviour
by different instrumentation and monitoring techniques. The proposed approach was
fostered by the slow surface movements (about 0.3 m/year) observed during the previous
geotechnical investigations and recorded in the inclinometers installed [15]. This value
led to the conclusion that the hillside material had a slow type of movement [46] with
both distensile and compressive areas. Therefore, permanent infrastructures (such as the
parking lot) situated over the hillside were expected not to be seriously harmed by the
natural movement of the slope. Nevertheless, stability of the landslide in the long term
must be ensured due to both safety and economic efficiency of the parking lot and the
surrounding area.

The slow movement allowed for the projection of a series of hillside stabilization
measures that tended towards the reduction of the movement rate velocity, which eventu-
ally attained the total stopping of the landslide evolution. These measures included the
modification of the slope geometry, the installation of drainage and the construction of a
flexible retaining toe wall. Data obtained from diverse geotechnical investigations, satellite
monitoring [14,15,18,19,21–24] and numerical models were used to assess the effectiveness
of such measures. In addition, new geotechnical investigations, involving new boreholes
and the installation of new inclinometers, were conducted, showing that the evolution of
the landslide tends towards its total stabilization (no movement).

The initial design of the parking lot included a basic stability analysis of the hillside
and the implementation of a rigid retaining wall to contain the ground [15]. The landslides
activated once the parking area was excavated however, which showed an inefficacy of
the analysis and measures. As indicated in Section 3.2, the stability analysis of the area
under study should have considered the entire slope and not have been restricted to the
area just adjacent to the parking excavation to avoid erroneous results and misunderstand
the measures needed. A stability analysis that leads to a safety factor greater than 1.0 does
not guarantee the slope to be stable, especially when involving large areas, as is the case
under study. Besides, it should be noted that limit equilibrium methods do not consider
deformations, so a slope may be unstable sometimes even though the safety factor is greater
than 1.0, as reported in some cases found in the literature [50].

An important aspect involving a large area and also shown in this case study is the
possibility that a landslide triggers other landslides in the area. The cascade effect that a
potential landslide may have in other points of the slope should never be neglected. These
additional landslides are difficult to predict unless a geological exploration is conducted in
the area potentially affected. All in all, the stability analysis of potential landslides involving
large ground masses, even though adjusted to the corresponding design requirements,
should be supported on thorough geological and geotechnical surveys that enable an
assessment that the analysis conducted properly fits the natural processes.

In the case under study, the influence of the water table plays a critical role in the
stability of the landslide. In particular, the drainage time needed for lowering the water
table was shown to be decisive in the instability of the system. Thus, establishing only a
future situation and assuming this situation will be reached in a short term may give rise
to errors. As shown in this work, stability takes time to be reached, an issue that should
be considered in the design of slope stability measures and the subsequent monitoring
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process. Thus, although a large number of drains were installed, the water outlet from the
aquifer did not have a high discharge ratio, so lowering the water table needs more than
10 years to be effective.

Regional climatology showed a direct influence on the water table evolution. The
region under study presents high values of rain and snow precipitation as well as snowmelt
events [49], all of which prevent the water table from decreasing efficiently. According to
the data obtained by the inclinometers installed at the geotechnical investigations, dur-
ing certain periods of the year the water table increases, as indicated by the landslide
acceleration in 2016. This result is evidence that the water table does not always decrease
but it may also increase in some periods throughout the year in which the water sup-
ply (due to precipitation and snowmelt events) exceeds the outlet of water through the
drainage measures.

Therefore, the transition period between the construction works and the stabilization
of the long-term water table may give rise to an unfavourable scenario in terms of stability.
This motivates the need for monitoring of large landslides such as this case under study to
establish the moment when the landslide may be considered to be under control. In this
case under study, once the water table reaches the desired level considered in the stability
analyses, seasonal oscillations are not expected to cause any instability in the slope, so
the landslide may be considered stable and no significant movements of the ground are
expected from that point.

Finally, it is interesting to mention that the cost of the stabilization measures carried
out in this case study is estimated at EUR 1.5 M. This type of solution forces slope control
(monitoring) and the acceptance of a certain degree of ground deformations, however, con-
sidering that the cost of the implementation of the common measures aimed to totally stop
the landslide would be considerably much higher, it is clear that the engineering solution
adopted was a good answer for solving the classical engineering duality cost–safety.

Supplementary Materials: A Kmz file is available at https://www.mdpi.com/article/10.3390/app1
1167176/s1.
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Featured Application: The proposed decomposition-ensemble learning model can be efficiently
used to enhance the prediction accuracy of landslide displacement prediction and can also be
extended to other difficult forecasting tasks in the geosciences with extremely complex nonlinear
data characteristics.

Abstract: As vital comments on landslide early warning systems, accurate and reliable displacement
prediction is essential and of significant importance for landslide mitigation. However, obtaining
the desired prediction accuracy remains highly difficult and challenging due to the complex non-
linear characteristics of landslide monitoring data. Based on the principle of “decomposition and
ensemble”, a three-step decomposition-ensemble learning model integrating ensemble empirical
mode decomposition (EEMD) and a recurrent neural network (RNN) was proposed for landslide
displacement prediction. EEMD and kurtosis criteria were first applied for data decomposition and
construction of trend and periodic components. Second, a polynomial regression model and RNN
with maximal information coefficient (MIC)-based input variable selection were implemented for
individual prediction of trend and periodic components independently. Finally, the predictions of
trend and periodic components were aggregated into a final ensemble prediction. The experimental
results from the Muyubao landslide demonstrate that the proposed EEMD-RNN decomposition-
ensemble learning model is capable of increasing prediction accuracy and outperforms the traditional
decomposition-ensemble learning models (including EEMD-support vector machine, and EEMD-
extreme learning machine). Moreover, compared with standard RNN, the gated recurrent unit
(GRU)-and long short-term memory (LSTM)-based models perform better in predicting accuracy.
The EEMD-RNN decomposition-ensemble learning model is promising for landslide displacement
prediction.

Keywords: landslide displacement prediction; decomposition-ensemble model; recurrent neural
network (RNN); ensemble empirical mode decomposition (EEMD); maximal information coefficient
(MIC)

1. Introduction

Landslides are a ubiquitous global hazard [1] posing significant threats to life and
property. The statistics data show that landslide disasters affected 5 million people and
caused total damage of 4.7 billion US dollars during the period from 2000 to 2020 [2].
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As shown in Figure 1, China, the USA, Japan, Nepal, and India are the most landslide-
prone regions [3], among which China suffers the most landslide disasters. In the past
two decades, landslides have killed 3706 people and caused over 2 billion US dollars of
estimated damage to China. Landslide early warning has proven to be the most effective
measure for landslide mitigation [4,5], and landslide displacement prediction has been
catching extensive attention from practitioners and scholars because of its significant im-
portance in early landslide warning systems [6,7]. However, due to the inherent nonlinear
characteristics of landslide monitoring data, achieving the desired prediction accuracy
remains highly difficult and challenging. Therefore, it is essential to develop an effective
and accurate prediction model to improve the performance of landslide displacement
prediction, thus aiding landslide mitigation.

Figure 1. Spatial distribution of landslide disasters during the period from 2000 to 2020. Each dot
represents a single landslide. The insets show the total deaths and total estimated damages. (Source:
https://public.emdat.be/data, accessed on 2 December 2020).

A variety of landslide displacement prediction models have been proposed since
the pioneering work of Saito [8]. These prediction models generally fall into two main
groups: Physics-based models and data-driven models [9]. Physics-based models generally
require a clear understanding of the physical processes that involve a large amount of
input, sophisticated mathematical tools, and significant user expertise. Therefore, the
generalization ability of physics-based models is limited [4].

Recently, data-driven models, including artificial neural networks (ANNs) [10], de-
cision trees [4], extreme learning machines (ELMs) [11,12], support vector machines
(SVMs) [13–15], quantile regression neural networks [16], random forest (RF) [17], and
kernel-based ELMs and SVMs [9,18,19], have attracted attention in landslide displacement
prediction. These studies have demonstrated that a data-driven model is capable of pro-
viding satisfactory predictions by recognizing movement patterns in historical monitoring
data and establishing a mapping between input and output displacements without the
requirement of complex physical processes. Recent applications have demonstrated the
feasibility of data-driven models to capture nonlinear relationships and to model landslide
dynamic processes based on historical model data; however, limitations remain.

First, in most data-driven models, the input variables that have an important influence
on the accuracy of landslide displacement prediction [9] are selected based on a priori
expert knowledge, trial and error, or linear cross-correlation [9,12]. Nevertheless, a priori
expert knowledge of landslide systems is biased [20], or not always available, or even
when available, knowledge acquisition tends to be a difficult and time-consuming process.
Generally, input variable selection via trial and error is a brute-force process that is compu-
tationally expensive, especially for data-driven models with large input candidates. The
most commonly used linear correlation coefficients only evaluate linear correlation and
cannot reveal the nonlinear relationships that are generally involved in data-driven models.
Therefore, a clear need exists for a systematic input variable selection process that does
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not rely on a priori expert knowledge, is computationally inexpensive, and can describe
nonlinear relationships.

Second, conventional data-driven models ignore the intrinsic temporal dependency,
which involves the effect of preceding actions on present actions [21,22]. Actually, measured
landslide displacement data contain temporal dependencies [23,24].

The abovementioned limitations can be addressed from the following perspectives.
The first is to utilize mutual information index describing nonlinear relationships by the
amount of related information that is jointly owned by two or more variables [25] for input
variable selection. The second solution is to recognize intrinsic temporal dependencies by
deploying advanced modeling techniques. A promising solution is the recurrent neural
network (RNN) [26]. The temporal dependency in monitoring data can be captured by
adopting a sequential approach, thereby improving the ability to model dynamic systems.
In addition, the “decomposition-ensemble” learning paradigm can also be considered a
promising tool for analyzing series with complex nonlinearity characteristics and enhancing
prediction accuracy [27–31]. The effectiveness of the “decomposition-ensemble” has already
been confirmed in a variety of fields.

Based on the “decomposition-ensemble” principle, a novel “decomposition-ensemble”
learning model integrating EEMD and RNN was proposed in this study to enhance the
performance of landslide displacement prediction. The Muyubao landslide located in the
Three Gorges Reservoir area was selected as a case study to verify the performance of the
proposed model.

2. Study Area and Datasets
2.1. Overview of the Muyubao Landslide

The Muyubao landslide, an ancient landslide, is located in Zigui County, Hubei
Province and is situated on the right bank of the Yangtze River (see Figure 2 for landslide
location). The length and width of the landslide are approximately 1500 m and 1200 m,
respectively. The landslide is 50 m thick on average. The landslide covers approximately
2 million m2 in the planar area and has a volume of approximately 90 million m3. The
altitude at the toe of the landslide is 100 m, and the altitude at the crown is 520 m (see
Figure 2 for the landslide geological profile). The Muyubao landslide mainly slides in
a direction of 20 degrees from North. The borehole analysis reveals that the Muyubao
landslide slide along a soft coal layer with an average thickness of 0.2 m. The landslide
materials are distributed in two layers: The upper Quaternary deposit and the lower highly
disturbed rock mass (Figure 2). The underlaid bedrock is mudstone and sandstone of the
Jurassic Xiangxi Formation.

Figure 2. Cont.
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Figure 2. Location and geological profile of the Muyubao landslide, Three Gorges Reservoir area.

2.2. Data Collection

The ancient Muyubao landslide was reactivated by the impoundment of the Three
Gorges Reservoir in September 2006. A landslide monitoring system consisting of twelve
GPS survey monuments was installed on the landslide mass (see Figure 2 for GPS mon-
ument locations) to monitor landslide movement. Nearly 13 years of monitoring data
from October 2006 to October 2018 were acquired. According to the monitoring data, the
maximum landslide displacement occurred at ZG291 with a cumulative displacement of
2437.36 mm. The landslide displacement at ZG291, reservoir level in the Yangtze River,
and rainfall intensity are shown in Figure 3. As shown, the Muyubao landslide exhibits
step-like deformation. Sharp increments of displacement occur mainly from November to
March, with the reservoir level decreasing from 175 m to 165 m.

Figure 3. Time series of landslide displacement at ZG291, reservoir level, and rainfall intensity during
the monitoring period from October 2006 to October 2018.
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3. Methodology
3.1. Ensemble Empirical Mode Decomposition

Empirical mode decomposition (EMD) is an approach to decompose nonlinear signals
into a finite number of simple components called intrinsic mode functions (IMFs). These
components form a complete and nearly orthogonal basis for the original signal. The main
idea of EMD is repeatedly subtracting the local mean from the original signal. EEMD was
improved from EMD to overcome modal aliasing problems by adding white noise [32], and
it has been widely used for the decomposition of nonlinear and nonstationary signals [33].
EEMD has the advantages of robust self-adaptability and local variation. As shown in
Figure 4, the EEMD decomposition process can be briefly described as the following steps:

Figure 4. Schematic diagram of the EEMD decomposition process.
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Add a random noise signal nj(t) to the original raw data x(t) to obtain the noise-added
data signal xj(t)

xj(t) = x(t) + nj(t), j = 1, 2, · · · , M (1)

(1) Use EMD to decompose the noise data xj(t) into some IMFs:

xj(t) =
L

∑
i=1

ci,j(t) + rL,j(t)), j = 1, 2, · · · , M (2)

where ci,j(t) is the ith IMF of noise-added data xj(t) in the jth decomposition and
rL,j(t) is the corresponding residue.

(2) Perform M trials by repeating steps (1) and (2) with diverse white noise.
(3) Calculate the mean values of the corresponding IMFs ci(t) and residue rL(t) as

follows:

ci(t) =
M

∑
j=1

ci,j(t)/M (3)

rL(t) =
M

∑
j=1

rL,j(t)/M (4)

3.2. Maximal Information Coefficient (MIC)

Compared with the traditional statistical indexes such as the Pearson coefficient, MIC
allows to detect various correlation relationships including linear, non-linear, functional,
and non-functional relationships. Secondly, the MIC is designed to maintain similar results
even in presence of equal levels noise of different types [34,35].

For continuous variables x and y, the MIC between x and y is described by the
following formula:

MIC(x, y) = max
{

I(x, y)/ log2 min
{

nx, ny
}}

where
I(x, y) = H(x) + H(y)− H(x, y)

=
nx
∑

i=1
p(xi) log2

1
p(xi)

+
ny

∑
j=1

p
(
yj
)

log2
1

p(yj)
−

nx
∑

i=1

ny

∑
j=1

p
(
xiyj

)
log2

1
p(xiyj)

(5)

where P(xi) presents the marginal probability of x, P(yj) presents the marginal probability
of y, P(xi, yj) presents the joint probability density function of x and y, and nx, ny is the
number of bins of the partition of the x- and y-axis. An MIC of zero indicates that there
is no dependence between the concerned variables, while MIC of one implies a stronger
relationship [36]. Based on previous research, the final input variables with MICs greater
than 0.1 [37,38] were selected from input candidates for model training.

3.3. Recurrent Neural Network

An RNN is an artificial neural network wherein adjacent hidden neurons are con-
nected [39]. These recurrent structures of RNNs can transfer time dependence through
hidden units and consider temporal correlations. There are three main types of RNNs: Stan-
dard RNN, long short-term memory (LSTM), and gated recurrent unit (GRU) (Figure 5).
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Figure 5. Basic structures of RNN units: (a) Standard RNN; (b) LSTM; (c) GRU.

3.3.1. Standard RNN

A standard RNN is a simple and powerful RNN. Figure 5a shows the typical structure
of a standard RNN. xt is the input vector at time step t and ht is the hidden state of RNN
cell at time step t, which is computed based on the hidden state (ht–1) at the previous time
step t–1 and the input vector (xt) at the current time step t. Formally, the output of the
hidden units of the standard RNN can be formulated as follows:

ht = tan h(Wxxt + Whht−1 + b) (6)

The final output of RNN depends on not only the input of the current time step
but also the calculated of the hidden layer in the previous time step. Theoretically, RNN
can take advantage of all information no matter how long the sequences are. However,
according to previous studies, because of the vanishing gradient problem, standard RNNs
are suitable only for short-term dependencies [39,40].

3.3.2. LSTM

LSTM was improved to overcome the gradient disappearance problem [41] in standard
RNN [42]. Figure 5b shows the basic structure of LSTM. A typical LSTM cell consists of one
unit state and three types of gates: Input gate (it), output gate (ot), and forget gate (ft). These
three gates act as filters, serving different purposes. The input gate (it) determines what
new information is going to be stored in the cell state (Ct). The output gate (ot) specifies
what information from the cell state (Ct) is used as output. The forget gate (ft) determines
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what information will be moved away from the cell state (Ct). More formally, the outputs
of the input gate (it), output gate (ot), and forget gate (ft) can be formulated as follows:

ft = σ
(

W f xxt + W f hht−1 + b f

)
(7)

it = σ(Wixxt + Wihht−1 + bi) (8)

ot = σ(Woxxt + Wohht−1 + bo) (9)

The current cell state (Ct) can be formulated as follows:

Ct = ft � Ct−1 + it � C̃t (10)

The unit state C̃t can be described by the following formula:

C̃t = tan h(WCxxt + WChht−1 + bC) (11)

The LSTM unit (ht) can be formulated as follows:

ht = ot � tan h(Ct) (12)

where W f h, Wih, Woh, and WCh are the linear correlation coefficient matrices; W f x, Wix,
Wox, and WCx are the coefficient matrices of the input variable; σ(·) denotes the sigmoid
activation function; and b f , bi, bo, and bC are the bias terms of the corresponding formula.

3.3.3. GRU

GRU was developed by [43] to simplify LSTM. Figure 5c shows the basic structure of
GRU. A typical GRU unit contains two types of gates: A reset gate (rt) and an update gate
(zt). The reset gate (rt) controls how much information from the previous state is written
into the current candidate hidden layer vector h̃t. The smaller the reset gate (rt), the less
information from the previous state is written. The update gate (zt) is used to control the
degree to which the state information ht−1 at the previous time step t − 1 will be brought
into the current time step t. The larger the value of the update gate (zt), the more the state
information at the previous time step is brought in. The reset gate (rt) and update gate (zt)
can be defined by the following formula:

rt = σ(Wrxxt + Wrhht−1 + br) (13)

zt = σ(Wzxxt + Wzhht−1 + bz) (14)

The candidate hidden layer vector h̃t is defined as follows:

h̃t = tan h(Whxxt + Whh(rt � ht−1) + bh) (15)

The output of the GRU unit can be formulated as follows:

ht = (1 − zt)� ht−1 + zt � h̃t (16)

where Wrx, Wrh, Wzx, and Wzh are the weight matrices; br and bz are the bias terms.

3.4. Decomposition-Ensemble Learning Model for Landslide Displacement Prediction

Based on the principle of the “decomposition-ensemble” methodology, a three-step
learning model integrating EEMD and RNN can be formulated for landslide displacement
prediction. As shown in Figure 6, the proposed EEMD-RNN learning model mainly
consists of the following steps: Data decomposition, individual prediction, and ensemble
prediction.
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Figure 6. Overall process of the decomposition-ensemble learning model based on EEMD and RNN.

3.4.1. Data Decomposition

The data decomposition technique is useful for the accurate prediction of landslide
displacement, as it can reduce the complexity and improve the interpretability of nonlinear
time series. In the present study, EEMD and kurtosis criteria were applied for landslide
displacement decomposition and construction of trend and periodic components for further
landslide displacement prediction.

Kurtosis is a dimensionless parameter [44,45] describing the waveform peak that is
formulated as follows:

K =
1
M

M

∑
t=1

[
x(t)− µ

σ

]4
(17)

where M is the signal length, µ presents the average of the signal, and σ presents the stan-
dard deviation. A decomposed component with a higher kurtosis retains more deformation
characteristics.

EEMD was used to decompose the landslide displacement data shown in Figure 3
into six IMFs and one residual (Figure 7). According to previous works [32], the noise
added to the original signal and the maximum number of iterations were set to 0.2 and
100, respectively. The decomposed IMFs oscillate in descending order. The corresponding
kurtoses for the decomposition components are listed in Table 1. The obtained kurtoses
indicate that the decomposed residual term retains the overall deformation trend of the
original time series with the largest kurtosis. Therefore, the residual component was
treated as the main trend series for further landslide displacement prediction. The periodic
series was obtained by subtracting the trend series from the original series [15]. As shown
in Figure 7, the obtained trend components (yT) and periodic components (yP) show
two characteristics: The trend components show an approximate monotonic increase in
displacement with time, and the periodic components exhibit characteristics of a chaotic
time series.

Table 1. The kurtoses for the decomposition components.

KIMF1 KIMF2 KIMF3 KIMF4 KIMF5 KIMF6 KResidue

−18.318 −26.058 −46.556 −36.069 −17.362 0.137 28.819
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Figure 7. Decomposition results of landslide displacement using the EEMD method and time series
of original landslide displacement and the trend and periodic components.

3.4.2. Individual Prediction

In the present study, 124 measurements from October 2006 to January 2017 were
used as the training set for the prediction model, and 21 measurements from February
2017 to October 2018 were treated as testing data. According to previous research on
landslide displacement prediction [46,47], the trend components are mainly controlled by
internal geological conditions and can be perfectly predicted by polynomial regression
fitting. In contrast, the periodic component is mainly controlled by external triggering
factors, such as rainfall intensity and reservoir fluctuation. The major difficulty in landslide
displacement prediction is accurate prediction of the periodic components. Therefore,
polynomial regression fitting was treated as an individual prediction model to predict
trend components. The trend component shown in Figure 7 can be fitted as follows:

yT(t) = −0.0337t2 + 21.7046t + 7.1479 (18)

The coefficient of determination (R2) for the trend component is 1000, which indicates
a perfect model for the prediction of the trend component.

Aiming at interpreting the behaviors between input candidates and model outputs
and excluding irrelevant and redundant variables to develop accurate and cost-effective
prediction models [48], the RNN with MIC-based input variable selection was implemented
for individual prediction of periodic components. Based on previous research related to
landslide displacement prediction [49], seven commonly used variables were selected as
input candidates, including three state candidates and four trigger candidates. The selected
four trigger input candidates are one-month antecedent rainfall (x1), two-month antecedent
rainfall (x2), average values of reservoir level for the current month (x3), and reservoir
fluctuation for the current month (x4). The state candidates are displacement in the past
month (x5), displacement of landslides in the past two months (x6), and displacement of
landslides in the past three months (x7). Pair plots and MICs between the input candidates
and periodic components are shown in Figure 8. The pair plots show an approximately
linear dependency between the periodic components (yP) and state candidates (x5, x6, and
x7). The MICs indicate that the seven input candidates have significant dependency on the
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periodic components, with MIC values larger than 0.2. Therefore, seven input candidates
were treated as the input for individual prediction of periodic components.

Figure 8. Pair plots and MICs between the input candidates and periodic components.

The landslide measurements were first normalized in the range of 0 to 1 by min-max
feature scaling. After the outputs from the EEMD-RNN approach were renormalized,
the final displacement predictions were obtained. The simple trial and error method was
adopted for the parameter tuning in RNN, GRU, and LSTM networks. The results from
trial-and-error analysis show that RNN, GRU, and LSTM networks with one hidden layer
for landslide displacement prediction is better than using a multi-layer network. Therefore,
one hidden layer with topologies of 7-50-1, 7-55-1, and 7-50-1 was set up for RNN, LSTM,
and GRU in the present study. The epoch strategy referring to the process by which all
data are sent into the network to complete an iterative calculation was adopted. The
epoch sizes were set to 1000, 400, and 100, respectively. Moreover, learning rate scheduling
was adopted for faster convergence and convergence to a better minimum [50]. The
corresponding learning rate parameters for RNN, LSTM, and GRU were set to 0.6, 0.7, and
0.5, respectively. More details about the parameter settings in the comparative studies are
shown in Table 2.
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Table 2. Parameter settings in the comparative studies.

Model Parameters

EMD Maximum value of siftings as an ending standard = 10

EEMD

Maximum value of siftings as an ending standard = 10;
Quantity of copies of the original signal to use as the ensemble = 200

Value of additional noise = 0.2
Maximum number of parallel threads = 1

RNN
Learning rate = 0.6

Neuronic quantity in hidden layer = 55
Maximum value of interactions = 1000

GRU
Learning rate = 0.5

Neuronic quantity in hidden layer = 50
Maximum value of interactions = 400

LSTM
Learning rate = 0.7

Neuronic quantity in hidden layer = 50
Maximum value of interactions = 1000

SVM
Penalty factor = 0.1

Kernel function parameter = 3
Tolerance of termination criterion = 0.001

ELM Neuronic quantity in hidden layer = 20
Random seed = 1

3.4.3. Ensemble Prediction

The final ensemble predictions of landslide displacement were obtained by aggre-
gating the predictions of trends and periodic components. A comparative analysis was
conducted with the following decomposition-ensemble learning model: EEMD-based
RNN, EEMD-LSTM, EEMD-GRU, EEMD-SVM, EEM-ELM, and EMD-LSTM. The parame-
ters of the different models used in the comparative studies are listed in Table 2. The model
comparative processes were performed in RStudio Version 1.2.5042 running on an Intel(R)
Core (TM) i5-6300HQ CPU @ 2.3 GHz with 4 GB RAM.

3.5. Evaluation Metrics

In the present study, six evaluation metrics, namely the mean absolute error (MAE),
mean square error (MSE), mean absolute percentage error (MAPE), normalized root mean
square error (NRMSE), coefficient of determination (R2), and Kling-Gupta efficiency (KGE),
were applied to evaluate the model performance. These evaluation metrics are defined
as follows:

MAE =
1
N

(
N

∑
t=1

∣∣ypre,t − yobs,t
∣∣
)

(19)

MSE =
1
N

N

∑
t=1

(
ypre,t − yobs,t

)2 (20)

MAPE =
1
N

(
N

∑
t=1

∣∣∣∣
ypre,t − yobs,t

yobs,t

∣∣∣∣

)
× 100% (21)

NRMSE =
1

yobs

√
∑t

t=1
(
ypre,t − yobs,t

)2

N
(22)

where N is the quantity of deformation monitoring data; yobs,t presents the measured values
of landslide displacement; ypre,t is predicted values of landslide displacement; yobs and ypre
represent the mean values of observations and predictions; r is the linear relative coefficient
between simulated displacement values ypre,t and observed displacement values yobs,t;
α = = σypre /σyobs is a metric of the relative variability between predicted and observed
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displacement; and β = µypre /µyobs is the ratio between the average predicted displacement
to the average observed displacement. The MAE is the average of the absolute errors
between the predicted values and actual values, which reflects the actual predicted value
error. The MSE is the expected value of the square of the difference between the predicted
values and actual values, which evaluates the degree of variability in the data. The MAPE
further considers the radio between error and the actual value. In general, the smaller the
MAE, MSE, and MAPE values, the better the model performs. The NRMSE allows to read
the errors in a more understandably way, since it is a non-dimensional parameter. The
R2 measures the linear relationship between the predicted values and actual values of a
dependent variable, whereby a high value of R2 (up to one) signposts a perfect model. The
KGE values range from negative infinity to 1. It can evaluate the model performance from
three perspective views: Correlation, bias, and variability [51,52]. For an ideal prediction
model, the value of KGE should be as close to 1 as possible.

4. Results and Discussion

The final ensemble predictions from EEMD-RNN, EEMD-LSTM, EEMD-GRU, EEMD-
SVM, EEMD-ELM, and EMD-LSTM are shown in Figure 9. The evaluation metrics, in-
cluding MAE, MSE, MAPE, NRMSE, R2, and KGE, are shown in Figure 10. As shown,
satisfactory predictions were achieved, with R2 values greater than 0.98, which demonstrate
the effectiveness of the “decomposition-ensemble” learning model.

Figure 9. Time series plots of observed and predicted landslide displacement. The training set is
shown with the white background, while the testing set is shown with the blue background.
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Figure 10. Comparison of model performance in terms of MAE, MSE, MAPE, NRMSE, R2, and KGE.

4.1. Comparison of EEMD-SVM, EEMD-ELM, and EEMD-RNNs

As shown in Figure 10, in terms of correlation (R2), there are no significant differences
among the models. For standard RNN, SVM, and ELM, the values of R2 are 0.994, 0.992,
and 0.993, respectively, and the values of KGE are 0.987, 0.983, and 0.974, respectively. In
terms of KGE, predictions with less bias and variability were achieved by the RNN-type
network than SVM and ELM because recurrent networks provide higher nonlinearity.
Moreover, landslide movements are essentially suspended during the dry season. Because
static models can only learn current information and can only learn from a portion of
historical data, static approaches, including ELM and SVM, provide unreasonable results.
The suspended movement characteristics can be approximated well using dynamic RNN
approaches through connections of adjacent hidden neurons and learning from a fully
historical sequence.

4.2. Comparison of EEMD-Based Standard RNN, LSTM and GRU

As shown in Figure 10, LSTM has higher prediction accuracy than GRU, both of
which are better than standard RNN. For the standard RNN, LSTM, and GRU models,
the MAE values are 16.935, 5.357, and 9.8425, respectively, and the NRMSE values are 6.1,
11.3, and 17, respectively. The evaluation metrics in Figure 10 illustrate that the prediction
accuracy of the LSTM and GRU models is better than that of the standard RNN model.
The problem of gradient disappearance in standard RNN is the primary cause for this
performance distinction. The LSTM and GRU approaches are more practicable for landslide
displacement prediction because of the gated unit structures.
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In this study, the GRU model consumes 47.66 s to train, while the LSTM model
consumes 201.75s, an increase of nearly three times the computational cost due to the
complex network structure. The comparative analysis shows that the LSTM and GRU
models provide equally satisfactory performance for landslide displacement prediction,
but GRU is more efficient because of its simpler network structure.

4.3. Comparison of EMD-LSTM and EEMD-LSTM

As shown in Figure 10, the R2 and KGE of EMD-LSTM are lower than those of the
EEMD-LSTM decomposition-ensemble learning model. The lower performance statistics of
the EMD-LSTM decomposition-ensemble learning model are caused mainly by the mode
mixing problem in EMD.

Figure 11 compares the model performance for the periodic component in terms
of R2 when varying the training data size: The model performance improves with the
data capacity of the training set. The outperformance of EEMD-LSTM over EEMD-based
static methods, including ELM and SVM, is not remarkable when the training dataset is
smaller than 80%. This can be explained as follows: Compared to traditional models, more
parameters must be tuned in the LSTM-based prediction model. Therefore, more input
data are required to maintain the model performance.

Figure 11. Comparison of model performance for periodic components in terms of R2 when varying
the training set size.

The case study from the Muyubao landslide shows that the hybrid EEMD-RNN
decomposition-ensemble learning model is promising for accurate prediction of landslide
displacement by combining the advantages of EEMD and RNN. The main advantages of
the proposed EEMD-based RNN decomposition-ensemble learning model can be outlined
as follows:

The MIC-based input variable selection is a systematic process without any a priori
expert knowledge, computationally inexpensive, and capable of describing the nonlinear
relationships. The performance of prediction model is able to be improved by EEMD
decomposition of complicated forecasting problems into several easier ones, and the
temporal dependency in complicated monitoring data is captured by adopting a RNN
approach, thereby improving the ability to model dynamic systems.

Although the EEMD-RNN decomposition-ensemble learning model has potential for
the accurate prediction of landslide displacement, it has inherent limitations associated
with data-driven approaches, including lack of transparency and a requirement for large
quantities of training data [53,54].
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5. Conclusions

According to the decomposition-ensemble principle, a novel three-step decomposition-
ensemble learning model integrating EEMD and RNN was proposed for landslide dis-
placement prediction. The experimental results from the Muyubao landslide in the
Three Gorges Reservoir area demonstrate that the proposed EEMD-RNN decomposition-
ensemble learning model is capable of increasing prediction accuracy and outperforms
traditional decomposition-ensemble learning models (including EMD-LSTM, EEMD-SVM,
and EEMD-ELM) in terms of prediction accuracy. Moreover, the GRU- and LSTM-based
models perform better than standard RNN by providing equally satisfactory performance
in terms of predicting accuracy. Due to the simpler structure, GRU is more efficient than
standard RNN and LSTM. Therefore, in practical application, EEMD-GRU learning model
is more suitable for medium-term to long-term horizon displacement prediction of reser-
voir landslide in the Three Gorges Reservoir area. In addition to landslide displacement
prediction, the proposed EEMD-RNN decomposition-ensemble learning model can also
be extended to other difficult forecasting tasks in geosciences with extremely complex
nonlinear data characteristics.
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Featured Application: A non-invasive solution developed to preserve damaged buildings using
an injection of cement grout in the soils to stabilize it.

Abstract: The paper proposes a novel methodology for the stabilization of shallow foundations, with
a simplified model combined with 3D electrical resistivity tomography (ERT-3D and consolidation
injections. To determine its usefulness, the method has been applied in a case located in Estepona
(southern Spain). The chosen tomography model is the dipole–dipole configuration, with an opti-
mized distance between electrodes of 0.80 m for a better visualization of the foundation subsoil; with
this parameterization, a total of 72 electrodes were installed in the analyzed case. In this work, the
depth of the anomaly in the building’s supporting subsoil was detected ranging from 2.00 m to 3.90 m
deep. The study also delineates areas of high resistivity variations (50–1000 Ω m) in the middle and
eastern end of the field. These data have been validated and corroborated with a field campaign. The
results of the ERT-3D monitoring are presented, once the investment data has been processed with
the RES3DINV software, from the beginning to the end of the stabilization intervention. The novelty
occurs with the interaction between the tomography and the foundation consolidation injections,
until the final stabilization. This is a very useful methodology in case of emergency consolidation,
where there is a need to minimize damage to the building. Thus, people using this combined system
will be able to practically solve the initial anomalies of the subsoil that caused the damages, in a
non-invasive way, considerably lowering the value of the resistivities.

Keywords: electric tomography; three-dimensional; electrodes; seat control; foundations; stabiliza-
tion methodology

1. Introduction

The success of architectural structures, which are built directly on the earth’s surface,
depends, among other factors, on the support offered by the foundation materials bear-
ing the structures’ loads [1–6] In turn, the ability of a building’s foundation to offer the
necessary support for architectural structures depends on the bearing capacity of the soils
underneath, and, if the upper layer has heterogeneous physical properties, it could cause
spatial variability in the foundation material’s strength. Spatial variability of the soil’s
bearing capacity puts stress on poorly supported architectural structures. Associated struc-
tural failure could occur as total, partial, or differential settlement, or even total collapse
of the structure, with differential settlement in the foundations being one of the worst
problems [7–10].

The global prevalence of failure and collapse, with the associated loss of life and
property, has made it necessary to ensure that buildings are properly constructed [11].
It is common to find many stress-induced cracks and other defect-related issues due to
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the various structures and foundations of historic, public, and private buildings, and
some of these problems are disasters in the making [12–14]. This necessitates proposing a
non-invasive intervention methodology for the subsoil of these buildings to avoid collapse.

One of the most used non-invasive techniques for subsoil exploration is geophysics
and, more specifically, electrical resistivity tomography, in both two and three dimen-
sions [15–21], and metrological perspectives of tomography in civil engineering [22]. In re-
cent years, this method has proven to be an efficient tool, not only to monitor wall de-
generation [23], but also to detect other types of problems in building foundations, such
as subsoil degradation [14,24,25]. Spatial variability in load-bearing rock/soil beneath a
building puts stress on poorly supported structures, causing failure [10,26]. Therefore, a
geophysical investigation offers a faster, non-invasive means of obtaining detailed, credible
information about the subsurface under a building. Electric tomography can also image the
ground’s distribution and structural deformation, both of which offer credible information
regarding the strength the rock/soil is likely to offer a building [24,27,28]. Electrical resis-
tivity imaging has, for decades, been very effective in illuminating the subsurface, and apt
at providing information about the soil’s physical properties for economic, environmental,
and geological engineering. As mentioned, this technique is a useful and non-invasive
method to diagnose subsoil problems in shallow foundations of buildings [3,29–32], which
represent 25% of the claims reported in Spain, according to recent data provided by Ase-
guradora Mutua de Arquitectos Superiores, a public limited company (ASEMAS S.A.).
However, the three-dimensional geophysical research approach ERT 3D [33–35] is better
able than the two-dimensional approach ERT 2D to characterize the subsurface and de-
termine heterogeneity in measured rock properties along the vertical (Z) and orthogonal
horizontal (X, Y) axes [36,37].Thus, the determination of the variation in the soil properties
along the three orthogonal directions would allow the evaluation of the spatial variation in
the strength of the foundations, imposed by the heterogeneous properties of the soil [38].

Electrical resistivity tomography is an appropriate procedure for detecting and con-
trolling underground consolidation and stabilization, specifically the ERT-3D tomography
technique [39–42]. As mentioned above, the method consists of setting out parallel lines
of observation, which cover the study area, to obtain underground data; however, the
key point lies in processing the data. Fortunately, important advances have been made
in 3D resistive imaging and its inversion processing through applying the powerful resis-
tance inversion software, RES3DINV [43].This is possibly the most widespread, accurate,
simple, and affordable software for data inversion in electrical tomography, and, thus, it
has been used in this work. Several factors have been reported to impact the variation of
electrical resistivity in the subsurface. These include variation in rock type, rock fabrics,
rock deformation, water saturation, different degrees of weathering, etc. [44,45]. These
factors, which are known to impact spatial variation on ground electrical resistivity, are
also capable of impacting variation in other physical properties of rocks [46,47].With differ-
ent electrode distances, ERT-3D offers the possibility of locating these gaps/cavities and
possible holes under the foundation of a building, which can cause severe deformation and
settlement. Both consolidating and stabilizing soil through injections have been proven
effective [48–51] and are used to mitigate or even solve differential settling. The injection
material generally depends on the lithological morphology of the soil in question. Synthetic
resin is frequently used as an injection fluid [52], but this paper proposes injections of
cement grout as a more economical and versatile solution.

For a soil consolidation project to be successful, electrical resistivity data must be
available in advance to provide initial information on the subsurface structure. In our
methodology for consolidating and stabilizing buildings with shallow foundations, we will
use electrical tomography as a tool that detects empty cavities, which are typical examples
of anthropic (resistive) fillings with low bearing capacity in subsoils [3]. Thus, this work
proposes ERT -3D to monitor the subsoil in real time, from the beginning to the final
consolidation through the different injection passes into the subsoil, until its stabilization.
As an example of a case of application of our combined methodology, we have chosen a
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historic building with serious stability problems in its foundations [5], located in Estepona,
on the Spanish south coast. The subsoil was consolidated with injections of cement grout
applying the electrical methodology, resulting in the preservation of the building, and
avoiding its possible collapse.

2. The Model Development

The ERT method discharges an electric current into the ground and measures the
potential difference at two determined points on the surface. The suitability of this method
lies in the fact that irregularities in the subsoil beneath a building can be identified as
contrasts or anomalies in the subsoil’s electrical properties.

This method is based on Ohm’s law:

Pa = k(∆V/l) (1)

where: Pa = apparent resistivity [36]; k = geometric constant that depends only on the
reciprocal positions of the current and potential electrodes; ∆V = potential difference;
l = intensity of the injected current.

The apparent values of resistivity depend on the real resistivity distribution in the
tested area. The true resistivity distribution can be estimated through a reverse procedure,
based on minimizing an adequate function [15,39,44]. The solution to this problem is
not unique. For the same set of data, a wide range of models can calculate the same
apparent resistivity values. A preliminary lithological analysis is usually carried out on the
subsoil’s nature, to reduce the range of possible models, which can be incorporated into
the reverse subroutine.

The solution method used minimizes the difference between the apparent resistivities
measured and those calculated by the RES3DINV software, which uses the limited softness
inversion formulation, restricting the model’s change in resistivity values [15,36,43,53].
This study has used RES3DINVx64, which implements a smooth routine based on least
squares and is practically the only commercial software of its type available [36,54,55].
The inversion routine used by the program is based on the smoothness-constrained least-
squares method [56]. The basic smoothness-constrained least-squares method is based on
the following equation.

(JTJ + λF) ∆qk = JTg−λ Fqk-1 (2)

where:
F = αxCT

XCX + αYCT
Y CY + αZCT

Z CZ (3)

JT = Transpose of J.
J = Jacobian matrix of partial derivatives.
λ = Damping factor.
q = Disturbance vector.
k = Iteration number
g = Data mismatch vector.
αx, αy, αz = weights for roughness filters
Cx, Cy = horizontal roughness filters
Cz = vertical roughness filter

This method is advantageous because of its versatility since the damping and rough-
ness factor filters adjust to the different types of data. This program uses the Gauss–Newton
method, which recalculates the Jacobian matrix, after each interaction [57]. The interpreta-
tions of electrical tomography profiles are made using RES3DINVx64 [34,36] for resistivity
and induced polarization. As mentioned above, this calculation software is based on
the least-squares method with forced smoothing, modified with the Quasi-Newton op-
timization technique. The inversion method designs a subsoil model using rectangular
prisms and determines the resistivity values for each of them, minimizing the difference
between the apparent resistivity values observed [15,58]. The results of our model show an
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uncertainty in its acceptable magnitude. They are in a critical state with respect to their
structural stability, load capacity and, under these conditions, the safety of the building’s
habitability. This is at an acceptable level of uncertainty associated with these increasing
risks of instability [5].

2.1. Application

Some results reported in the literature and obtained in the last eleven years regard
the application of the ERT-3D method to study geotechnical anomalies in the subsoils on
slopes after landslides located in different geographical contexts.Such reports make us
consider the ERT method as a tool and methodology very suitable to investigate these
geotechnical anomalies of the subsoil during the pre-event and post-event phases of a
disaster cycle [30,31,59–61] or simply a poor foundation support subsoil (anthropic fill).

In fact, during the pre-event phase, the resistivity contrasts that characterize ERT-
3D allow defining the geological environment of the subsoil. They allow identifying
areas of high-water content that could be responsible for reactivation events. In the
post-event phase, ERT-3Denablesus to reconstruct the damaged or altered subsoil body
by also providing information on the volume of the removed or altered material. This
information can help to better plan future mitigation activities. Our original application
not only detects these subsoil alterations in real time, but we also propose an original
tool for subsequent mitigation, in case of affecting existing buildings or infrastructure in a
non-invasive way and thus preventing their collapse.

One of the biggest drawbacks of 3D tomography for the investigation of shallow and
disturbances in the subsurface was the fact that it did not provide continuous acquisitions
over time, which made it unsuitable for the study of the dynamic nature of shallow
and disturbances.

Fortunately, the development of systems for the continuous acquisition of electrical
resistivity time and software for data inversion [61] are paving the way to test this method
during the emergency phase, such as the application and methodology developed in
the present work, where in real time we are applying the geoelectric investment data
and carrying out the consolidation of the subsurface area, increasing its resistivity in the
emergency case, and thus being able to recover existing constructions in the altered subsoil.

The possibility of using ERT-3D to monitor geotechnical changes and alterations in the
first layers of a ground clearance-settlement area will add important information during
the emergency phase. At this time, the preliminary results obtained in our methodology
when applying the ERT-3D for this purpose are very encouraging. The proof of this is that
we were able to recover the building that was based on the geotechnically altered substrate,
where the grout cement, filler material proposed in our methodology for consolidating
the subsoil, satisfactorily filled the gaps that water and air occupied in the altered sub-
strate. Cement grout has advantages over other fillers, such as its economy, easy means of
performing on site, ease of dosing, and versatility, among others.

In applying our methodology in these cases of emergencies where there is a removal of
surface soil after a shallow of the subsurface that affects buildings and infrastructures [62,63],
we have observed that a low resistivity zone lies in the upper area from the surface to
a depth up to 4.00 m, and the zone shows a higher resistivity of greater than 400 Ω m.
According to the data obtained in this work, the upper area of the soil unit consists of
mostly silt soil with granule from the erosion of the bedrock. Therefore, we thought that the
anomaly in the upper area is attributed to the silt soil and granule with low resistivity. This
zone of low resistivity coincides with the zone of removal and presence of water, which we
consolidated with our grout cement filling methodology and in real time the monitoring
was carried out to verify the satisfactory level of the landfill.

The procedure followed by the authors clearly defines the altered surface material
with cavities and gaps of the rocky matrix (phyllite) by lower resistivities in the bedrock
(50–150 Ω m). This methodology characterizes the subsoil altered by shallow bedrock
material mainly composed of (by) clay material (colluvial) with high pore-hole content and
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high resistivities. The modelling of the subsoil analyzed with our system was monitored
with the ERT of the grout process using the 3D RESINV software [63]. Another novelty
of our tool is the geological characterization of this type of shallow phenomenon, and its
affectation to existing buildings on the slope that in the South of Spain, in La Cordillera
Bética, occurs with recurrence [62–64]. To have a tool like this proposal to characterize and
mitigate damage to existing buildings and infrastructures in a non-invasive way in this
type of geological formation is an advantage.

The results after the application of the methodology in the case study showed the
effectiveness of the diagnostic and intervention methodology for mitigating the serious
damage suffered by the building, preventing the collapse and destruction of the building
while preserving the safety of its inhabitants.

2.2. Phases: Developed Methodology

Anew methodology has been developed consisting of different phases and applied to
the case study:

1. It is necessary to interpret the characteristics of the subsurface soil/rock in an elec-
trical resistivity tomography methodology. The ERT-3D tomograms will show how
subsurface materials affect the resistivity of the subsurface.

2. Using a geophysical method to boreholes will provide a detailed knowledge of the
studied site, with no limits over analysis and misinterpretation.

3. This will delineate depths and thicknesses of subsurface layers and identify the
stiffness and distribution of subsurface materials in the Baetic Mountain Range.

4. The electrical resistivity of metamorphic rocks in the Baetic Mountain Range (phyllite)
is dependent on the degree of fracturing and the resistivity of the interstitial and pore
water in the rock and its water content in such facture zones. Thus, the electrical
resistivity ranges from 3000 of Ω m to a fraction of 1.00 Ω m.

5. Finally, a non-invasive system of filling of holes through the injection of cement grout
in the subsoil will be applied, monitored in real time with the ERT and thus increase
the resistivity of the subsoil, and with it, its consolidation.

3. Case Study

This research shows the results of applying the proposed methodology to a specific
case of differential settlements in a building in anat-risk area after soil removal [5]—see
Figure 1. The land movements occurred after heavy rains [64] in the 2009–2010 hydrological
years, but measurements presented in this paper were taken in 2012.

The applied methodology is based on ERT-3D and consists of placing electrodes along
profiles separated from each other according to the resolution, depth, and objectives to be
covered. The lower the separation, the greater the resolution; the greater the separation, the
greater the depth. An optimal distance of 0.80 m. has been determined in our methodology
between electrodes to obtain a balance between resolution tomographic profiles and depth
in accordance with the problem in question.

Prior to performing the tomographic profiles, it is recommended that preliminary
geological research be carried out in the area where the buildings are located [64]. In this
case, the affected buildings were located at Paraje del Arroyo, La Cala, Estepona, Malaga
(Spain), which is in the south of the Baetic Mountain Range (South Iberian Peninsula). The
damage occurred at coordinates 36.461094, −5.160498 (Figure 1). In the first phase, it is
proposed that a granulometric analysis and a Standard Penetration Test (SPT) be executed in
the geotechnical surveys. In the present case, soil consistency increased with depth (Table 1).
Change in the geotechnical response of the soil occurred at an approximate depth between
one and four meters, according to the SPT hits along the analyzed sample (Table 1).

Note that the numbers in bold correspond to values that are too low. The grey
background switching to white marks a discontinuity and an important change of capacity
and bearing resistance in the subsoil, coincident with level I of Table 2.
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Figure 1. Aerial picture.Red circle: building location. April 2012.Source: geographical applica-
tion Googlemaps/https://www.google.com/maps/place (accessed on 25 April 2012), coordinates
36.461094, −5.160498.

Table 1. Summary of the consistency and admissible stress of the soil according to the rotary probes.
Measurements were taken at the height of the main facade of the most affected building.

Depth (m) Hit N20 Consistency Admissible Stress
(KN/m2)

0.00–1.00 4 Soft 30
1.00–2.00 3 Soft 20
2.00–3.00 6 Slightly hard 40
3.00–4.00 7 Slightly hard 50
4.00–4.40 10 Slightly hard 70
4.40–6.00 19 Moderately hard 120
6.00–7.00 52 Hard 310
7.00–8.00 63 Hard 350
8.00–8.60 84 Hard 440

Table 2. Lithography from the affected area via subsoil removal. Data are from lab tests. The depth
of soil affected by lack of cohesion and similarity correspond with level I.

Levels Lithology Depth (m)

I Colluvial clay material 0.00–4.40
II Modified phyllites 4.40–6.00
III Phyllites 6.00–25.00

Based on geological and geotechnical studies, the materials extracted in the area
depict the lithological levels listed in Table 2. The analyzed soils were mainly rocky and
clayey, of varying thickness, which could be verified in field work and through laboratory
geotechnical tests.

3.1. Damaged Building Analysis

The most common deformations in a building are related to foundation differential
movements. These alterations result in structural deformations in the building and angular
distortions in its foundation [3,65]. This provokes stress throughout the construction, and
when this stress limit is exceeded, cracking or breakages occur.
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The Spanish Building Technical Code (2006) defines the maximum angular distortion
values for a building’s ultimate limit of state and service, conditioning this value to the
type of structure. In the service limit state, the allowable angular distortion value is L/500
for reticulated structures, and L/300 for isostatic structures and for load-bearing walls
(the studied case). For L, the length in a straight line between the axes of the footings
is analyzed. However, the structure’s ability to assume these deformations will depend,
among other factors, on the stiffness of each element comprising it, so any fixed distortion
value could be conservative or give rise to non-tolerable deformations [66–69].

According to current urban regulations, the rural house examined in this study would
be difficult to demolish and rebuild. Therefore, a major challenge to this research and
methodology was finding a solution to recover the building without having to demolish it.
The main building in this study was a rectangular two-story building, 17.15 m long and
12.05 m wide, with a surface area of approximately 206.66 m2 per floor and a total building
area of 413.32 m2 (Figure 2).
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Figure 2. (a) Structural scheme of the damaged building, formed by three load-bearing walls, A, B,
and C, and forged of semi-resistant joists, 24 cm thick. Building foundation scheme formed by three
parallel, longitudinal shallow foundations (A, B, C), where the load-bearing walls rest and transmit
the structure’s weight. (b) Floor plan of the distribution of the damaged building in the slope.

This was a residential building and was used as a rural house (country holiday house);
hence, guest and owner safety was paramount. The distribution comprised two building
components: two floors, with an open area on the ground, and an upper, noble floor
(Figure 2). Both the main building and the entrance foyer were designed in the late 1980s
and completed in the early 2000s.The building’s structure consisted of load-bearing walls
and solid brick pilasters on the façade’s main porch (vertical structure); these rested on
a shallow foundation base of a reinforced concrete simple wall footing, formed by three
parallel simple wall footings (A, B, C) (Figure 2). The horizontal structures of the building
were24 cm thick unidirectional slabs formed of semi-resistant joists, supported in three
spaces by load-bearing walls and pilasters resting on a shallow foundation composed of
three longitudinal foundations in a trench.

From the previous geotechnical and structural analysis of the building illustrated in
Figures 2 and 3, a problem of support in the foundation for differential seats was deduced.

Of the A, B, and C foundations, B and C had become unstable (sunk downward) with
respect to A (Figure 4). This phenomenon caused the building to swing forward, which
caused serious damage to its structure, as can be seen in Figure 4. The foundation of wall
A also suffered a small movement in its seat (S1) (Figure 4).
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Figure 3. The building’s state of conservation in April 2012, after the movement of the subsoil and
its shallow foundation. (C—see Figure 2 for reference) Structure of load pilasters and semi-circular
arches, a structure that has suffered a decrease in its foundation with respect to the foundations
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Figure 4. Cross-section scheme, presenting the likely behavior of the building’s foundation and
structure. There was a differential settlement of the S1 and S2 foundations due to a possible settlement-
removal of the soil and the lack of bearing capacity of the resistant subsoil. Displacement occurred
through the variable Φ = 95 mm, which is the depth B and C have descended, with respect to A. The
seat of the foundation for wall A (S1) has lowered a depth of 25 mm, remaining within the admissible
limit according to the Spanish Building Technical Code (CTE).

Due to the type of movement and structural typology, displacement occurred as
shown in Figure 4. When load-bearing walls deform, they collapse, and destruction of the
building becomes a major threat.

To determine the building deformation as a function of the angular distortion, it
was calculated as the differential settlement, defined as the settlement difference between
foundations A and C, which were the extreme foundations affected by the settlements,
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applying the following equation. Knowing that in this case, it was the same height that has
descended B and C with respect to A:

δAC = SA − SC (4)

where δAC = foundation vertical differential displacement between points A and C;
SA = suffered differential settlement at point A; SC = suffered differential settlement at
point C.

The equation of angular distortion is also applied [3,70–72]:

β =
δAC
LAC

(5)

where: β = angular distortion; LAC = distance between foundation points A and C.
The Spanish Building Technical Code (2006), also known as CTE, establishes limi-

tations on β movements, according to building structure typology. Studies regarding β
began in the 1940s [73] and continue today [74–76]. The CTE limitation for the β value, for
building damages, must be >L/300 for load-bearing walls. In this case, the differential
settlement between foundations A and C was δAC = 95 mm and β = 0.0086, which are above
the admissible limit established by the CTE, indicating imminent building collapse.

Authors also link angular distortion β values with damages suffered in enclosures
(shell and internal partitions) and structural elements. The present case exceeded the limit
values established by these authors, where the dimensions of cracks in enclosures must
be >25 mm to be considered a serious structural risk, according to a programmed damage
classification [77]. As shown in Figure 4, this building had serious damage, due to cracks in
enclosures and structural elements (load-bearing walls), which were measured at greater
than 50 mm. Therefore, according to this classification, the building was close to collapse.
Due to the type of structure, foundation, and damages suffered, the methodology proposed
in this research seems appropriate for the case. It would allow detection of zones of soil
weakness where the differential settlement has been produced and consolidation of the
subsoil from outside the construction, thus solving the building’s issues non-invasively.

3.2. Analysis and Stabilisation Methodology

According to the data—regulations, the state of the building, the undeveloped land
surrounding the building, and the necessity of keeping the building stable (i.e., avoiding
imminent collapse)—a simplified model was proposed, in which ERT-3D would be used,
with subsequent processing of the reversal data via the RES2DINV software [43], as seen in
Figure 5. This analysis will consider the geotechnical data given in the previous sections.

The developed methodology allowed the researchers to see the reality of the soil, as
well as any possible cavities in the subsoil supporting the building’s foundation. These
cavities were filled with grout to consolidate the soil, and then, via contrast campaigns
(ERT-3D), the researchers checked to determine if the filling worked, if it moved, etc. Thus,
the proposed methodology provided a complete, three-dimensional analysis of the subsoil
supporting the damaged foundation, where the differential settlements occurred. Later,
along with this original geophysical technique, the researchers monitored, through succes-
sive contrast campaigns, the consolidation and underpinning of the subsoil with different
passes of consolidation injections. The injection material depends on the lithological mor-
phology of the soil to be consolidated. Due to the type of subsoil in this case, as well as the
material’s low cost and ease of use and control, this paper proposed injections of controlled
cement grout [78,79]. Synthetic resin is frequently used as an injection fluid, though it does
not allow for high solicitation [52]. Three beneficial effects of injecting cement grout into the
subsoil have been observed: (1) filling existing gaps, (2) soil compaction, and (3) interstitial
water reduction and/or elimination.
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3.3. Approach Methodology: Application

Had the proposed methodology not been applied in this case, the building could
have been damaged to a critical point, making its repairs too expensive to pursue. Other,
more invasive proceedings, such as underpinning through micropyles [5,80–82], were not
feasible due to the state of the building and the structural typology of the load-bearing walls.
However, making consolidation injections into the subsoil allowed recovery, to a certain
degree, of the differential settlement suffered and rendered the building useable again.

The first necessary action involved using electrical tomography to analyze the subsoil
beneath the affected foundations. In an initial campaign, this study accomplished various
tests with spacings of 0.80, 1.00, and 1.50 m to identify the best resolution for checking the
subsoil’s state. A spacing of 0.80 m was chosen, based on another recent research [11].

The Syscal Switch 48 (V114 ++) from IRIS Instruments was used as electrical to-
mography equipment. It is a multi-electrode piece of equipment with an integrated
computer capable of managing up to 900 electrodes, with resolution characteristics of
resolution/accuracy:1 µV/0.2% [43]. The equipment power source is 250 W and 2.5 A,
which generates 880 Vp-p pulses, and the manufacturer has incorporated a transmitter and
receiver into the system. Among the equipment’s features are a time injection adjustment,
an apparent resistivity and chargeability automatic processor, a 3D real-time resistivity
control, a voltage and current injection curve control, an integrated PC, and a commutation
processor. The locations of the two topographies’ parallel profiles (E1-E2) were shown
via coordinates given by a GPS from Garmin Etrex Ventura [14], with a WG84 coordinate
system. The results are listed in Table 3.

In the developed methodology, two parallel profiles (E1 and E2) were selected, cover-
ing an area of approximately 240 m2, which included the main affected building area in
accordance with Figure 6 and Table 3. The electrodes were placed in parallel.

RES3DINV—3D data inversion software for electrical imaging and induced polariza-
tion (IP) [83]—was used to automatically invert the acquired data from apparent resistivity
and produce a 3D resistivity model. The two parallel profiles were executed using a
dipole–dipole matrix. The dipole–dipole matrix was chosen due to its sensitivity to lateral
variations of resistivity [41,84]; thus, structures such as gaps and cavities that were damag-
ing the building’s subsoil could be detected. This dipole–dipole matrix provided us with a
sharper horizontal resolution of the whole, which is an important advantage in this type of
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building pathology. As discussed previously, an inter-electrode separation of 0.80 m was
estimated as suitable for this methodology. The two profiles extended along 28 m, with
72 electrodes distributed according to the coordinates listed in Table 3 and Figure 6.

Table 3. UTM coordinates of the tomography profiles; location of the profiles according to the
distribution of Figure 6.

Start UTM Coordinates of Tomography
Profile E1.
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Figure 7 shows a 3D electrical resistivity model from the studied terrain and the 
depths reached, in this case, up to 5.80 m depth. Both profiles show resistivity values 
represented in a range of colors for better and easier observation of the variations in 
subsoil vertical and horizontal resistivities. Zones with resistivity values between 0–55 Ω 
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Figure 6. (a) Longitudinal scheme of the methodology and installation of the electrodes at 0.80 m
in the building (house), as well as the subsoil analyzed with ERT -3D. The analyzed subsoil has a
depth of 5.80 m, which corresponds to levels I and II of the geotechnical layers detected. (b) ERT -3D
(TE1-3D) delimited tomography surface, covering the main building’s foundation structure, within
the parallel profiles proposed: E1 and E2. Circles refer to the E1 profile, while squares refer to E2;
orange refers to the initial UTM coordinates, while green refers to the final ones (Table 3).

Figure 7 shows a 3D electrical resistivity model from the studied terrain and the
depths reached, in this case, up to 5.80 m depth. Both profiles show resistivity values
represented in a range of colors for better and easier observation of the variations in
subsoil vertical and horizontal resistivities. Zones with resistivity values between 0–55 Ω
m corresponded to levels of clay or colluvial material, represented in green; zones between
55–1000 Ω m, shown in orange, corresponded to fillings or colluvium removed with low
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compactness; and resistivity > 1000 Ω m, in red, indicated anomalies due to the presence
of interstitial gaps.
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Figure 7. Advanced inversion algorithm of 3D synthetic data (RES3DINV software). Electric Ground
Section ERT-3D: cross-section diagram of the ground, with the probable behavior of the soil and
foundation. Cross-section scheme, with the likely behavior of the soil and foundation.

Figure 7 shows resistivity anomalies presented in slices of subsoil supporting the
foundation of the damaged building. The red color shows a higher resistivity value, up to
3000 Ωm, which suggests that there are cavities causing the resistivity to rise. From the
obtained resistivities, combined with the geotechnical data (SPT standards) [85,86], the
physicochemical properties of geological materials can be determined.

The survey depth was established as 5.80 m, considering the previous geotechnical
results of Table 1. From that depth, level III began to appear, determined by a rocky matrix
of phyllite. The main anomalies were located on the main load-bearing walls, specifically
A and B.

The structure of the building had been seriously damaged by the seat of its foundation
and the turning of the building, specifically in the main facade between pilasters and
the main bearing wall (wall B). There were also apparent interstitial anomalies in the
subsoil up to 3.90 m deep in the dielectric profile E2 (wall B), and 2.00 m in the dielectric
profile E1 (wall A). The anomalies and settlement in the foundation of wall B (S2) were
of greater importance than the settlement at the base of wall A (S1), with a characteristic
angular distortion of β = 0.0086, hence the forward inclination of the building. In summary,
according to the algorithm developed in Figure 6, the first phase of the tomographical
campaign was carried out, by analyzing the resistivities of the subsoil supporting the
building and considering previous data, including the initial geotechnical data. Anomalies
and areas with low compaction and/or gaps were identified and isolated in ERT-3D for
the building’s main load-bearing walls (Figure 8), so this knowledge might be acted on in
the future.

Given the powerful information about the subsoil under the building’s main load-
bearing walls, the second phase of this methodology was proposed: consolidation injections
into the subsoil for those detected anomalies (flow diagram, Figure 5). Figure 9 isolates the
areas to be treated with injections via the RES3DINV investment program.

The damages observed in the analyzed building and the initial geotechnical tests
confirmed the diagnosis from the ERT-3D tomography methodology. The initial ERT-3D
results—that is, the application of the first phase of the flow chart (Figure 5)—showed
high coincidence in the geological composition of the supporting subsoil beneath the
damaged building: altered clay edges and colluvial sand from the meteorisation of the rock
matrix (phyllite).

This innovative intervention technique allowed the researchers to evaluate the induced
effects in the field and, in light of them, carry out possible modifications in the distribution
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of injection points to consolidate the subsoil. In the procedure’s second phase, after the
injections in the anomalies were made, the ERT-3D contrast was repeated to check the
consolidation results.
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Figure 9. Example of a 3D survey using the offset dipole–dipole: (a) resistivity contour plot by
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areas to be treated with soil consolidation injections grout using RES3DINV software.

The second phase of the proposed procedure (Figure 5) intended to obtain uniformity
of chemical and physical features in the stabilized subsoil [65,70,86] until the desired goal
was reached. As shown in Figure 10, the contrast tomography gave a favorable result after
the cement grout injections were applied. The resistivities up to 3000 Ω m that caused
distortions (cavities), affecting the stability of the building in Figure 8, were generally
reduced drastically, even at values below 55 Ω m. This means the anomalies and stability
issues of the building were resolved. In this way, the affected building could be recovered,
and demolition avoided.
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Figure 10. Results of 3D inversion of electrical resistivity tomography over the whole survey area.
On the left, view from the south, and, on the right, view from the north. Contrast tomography after
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The proposed intervention methodology is, therefore, highly effective in buildings
damaged by settlements in shallow foundations, due to a deficient stress capacity of the
subsoil, in this case by a removed anthropic fill. In this case study, a building on the verge of
collapse, was recovered. Figure 10, showing the tomography performed after consolidation
injections, indicates that up to 3000 Ω m resistivity anomaly areas have disappeared and
left the building’s subsoil consolidated and stabilized.

Four beneficial effects of our combined interactive methodology (tomography–injection)
have been observed on subsoil where a building foundation rests:

(1) Fills existing gaps improving its bearing capacity.
(2) 100% subsoil compaction.
(3) Reduces and/or eliminates interstitial water in subsoil gaps.
(4) Recovery of severely damaged buildings with hardly any collateral effects.

4. Results and Discussion

The interpretation and adaptation of this paper’s proposed methodology were satis-
factory and successful. The building, on the verge of collapse, recovered its stability and
was ready for use again. This procedure is promising for buildings that have reached their
ultimate limit state but must be maintained either because they could not be rebuilt due
to urban regulations (as in this case), or because they are listed as historic and cultural
heritage buildings to be preserved at all costs.

The advantage of this proposed method is that ERT-3D allows researchers to deter-
mine if the foundation settlement and subsidence of the subsoil has been permanently
eliminated after consolidation injections. Consolidating foundations through grout in-
jections is inherently problematic because researchers do not know how much injection
grout or how many injections are necessary, and they are unable to control or physically
see the result, as it is underground. Therefore, an intervention methodology, such as the
one presented here uniting ERT-3D monitoring with the consolidation injection process,
is essential for checking the results. The advantage of this ERT-3D methodology, as well
as consolidation grout injection compared to other reclining systems (e.g., micropyles), is
that it is a non-invasive method for an already damaged building. This makes the system
useful in extreme cases, like the one analyzed here.

In the application of our methodology, two electrical profiles were made, E1 and E2
(Figure 6), an upper part of approximately 3.90 m thick was defined for E2 (wall B) and
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2.00 m for E1 (wall A) with high resistivity, ranging from 500 to up to 3000 Ω m. This
section corresponded to the colluvial material (porous) that covers the metamorphic rock
(phyllites). Under this lithology was the rocky matrix, formed by altered phyllites with
less resistivity, of the order of 55 Ω m. The upper colluvial material, which was in contact
with the underside of the building’s footings, showed a significant degree of alteration,
which means a high resistivity (from 1000 to up to 3000 Ω m). However, the resistivity
values were quite variable within this mass of colluvial material, and this is linked to two
causes: (1) lack of compaction and (2) presence of gaps and cavities in the subsoil where
the foundation of the building supported, which coincided with the levels I and II altered.
These data confirm the instability results of the shallow foundation of the building. The
building’s final state, after the application of this methodology, is shown in Figure 11.
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Figure 11. Current state of the main building. Image taken after the intervention and application
of the methodology. Had this methodology not been used, the only solution would have been
demolition of the building.

5. Conclusions and Follow-Up

The ERT-3D technique proposed in this research proved to be versatile, fast, and
cost-effective for detecting subsurface anomalies. In the present case study, the researchers
were able to analyze the subsurface to a depth of 5.80 m, deep below the severely damaged
building. Nevertheless, anomalies only existed at a depth of 3.90 m, below the foundation
of load-bearing wall B. When the subsoil has holes, those spaces are filled with air or
with water which, when evaporated, are dielectric. This means that the terrain presents a
strong gradient anomaly and very high resistivity values, which causes serious damage
to the foundation and structure of the building. Our methodology solves this problem,
by reducing the resistivity of these initial anomalies (cavities) by means of the combined
grout injection in two passes, with the control of resistivities through 3D tomography,
and returning the stabilization of the foundation of the building in a non-invasive way.
It has been applied to a case study that has been totally effective, where initially we had
resistivities up to 3000 Ω m and it was effectively reduced with our methodology to 55 Ω m.

In the present case study, to implement the methodology, the subsoil cavities and
weaknesses were first identified and located beneath the building’s foundations. Secondly,
a consolidation grout injection campaign was carried out, enhancing the subsoil conditions
to an optimum result. The consolidation fluid injections eliminated the high value of initial
subsoil resistivities (up to 3000 Ω m) and moved those resistivities to values between 55
and 1000 Ω m, filling in those cavities. Through this process, ERT-3D showed itself to be a
fundamental, minimally invasive tool for research. It was useful both during the project
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phase and in the follow-up, underpinning work when the consolidation injections were
placed under the foundations.

The limitations of our methodology increase with the depth of the altered subsoil,
from 5.80 m. As has been shown in our research, it is difficult to have a reliable electrical
section of resistivities to intervene later with consolidation injections. Although it would be
necessary to use another geophysical methodology and another type of deep consolidation
intervention using a pile or micropyle, our methodology is appropriate for emergency
surface consolidations in disturbed porous subsoils. As they work safely outside the
affected building, this methodology offers researchers an accurate lithological model and
correctly highlights subsurface anomalies. Hence, ERT-3D allows them to determine the
causes of the instability of the foundation and building and how it can be later consolidated
and stabilized, in addition to monitoring the chosen solution.
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Abstract: Earth fissures are widely distributed worldwide, and the Fenwei Basin in China is one of the
regions with the most significant number and scale of fissures in the world. The Yuncheng Basin is an
important constituent basin of the Fenwei Basin in China, where earth fissures are densely developed
and cause severe damage. In particular, the impact of earth fissures on the seismic response of the
site is still unknown and is an urgent problem that needs to be solved. Based on microtremor tests,
three types of typical earth fissure sites in the Yuncheng Basin were selected for field testing. Through
spectrum analysis, the dynamic response characteristics of the earth fissure sites were determined.
The results show that the dynamic response of the site is significantly affected by the earth fissures.
The dynamic response strength of the site is the largest on both sides of the earth fissures, and it
decreases and gradually stabilizes with increasing distance from the fissures. The influence range of
the earth fissures on the hanging side is slightly longer than the heading side.

Keywords: earth fissure; microtremor testing; spectrum analysis; amplification effect

1. Introduction

Earth fissures are linear tensile fissures with a certain extension length that develop
on the Earth’s surface and may be accompanied by vertical fissures. They are affected
by various complex factors such as internal and external forces and human activities [1].
Earth fissures have developed widely around the world and occur in the United States,
Mexico, Africa, Europe, and throughout most of China [2,3]. Thus, the formation and de-
velopment of earth fissures seriously affect infrastructure construction and restrict national
economies [4].

The study of earth fissures began in 1929 [5,6], and humans have been studying earth
fissures for a century. The first step in preventing and controlling earth fissure hazards is to
identify the mechanisms of their formation and evolution. There are many factors affecting
the formation of earth fissures, and the explanations of the formation mechanisms of earth
fissures by domestic and foreign scholars can mainly be divided into three categories:
ground subsidence induced by tectonic genesis [7,8], groundwater genesis [9–11], and
structural and groundwater compound genesis [12–14]. Among them, China is one of
the countries whose earth fissures have an enormous scale of development, the broadest
distribution, and the most substantial phenomenon of surface damage caused by earth
fissures. Since 2000, more than 5000 earth fissures have been discovered in China, mainly
in the Fenwei Basin, the Hebei Plain, and the Su-Xi-Chang area (Figure 1) [15]. Compared
to the other two regions, the planar spread of the earth fissures within the Fenwei Basin
is the longest and most active. There have been many excellent results and consensus on
the distribution pattern, activity characteristics, and genesis mechanisms of fissures in the
Fenwei Basin [16–28].
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The existence and activity of earth fissures do not only cause direct damage to sur-
rounding structures, but when an earthquake occurs, the presence of earth fissures can
change and even increase the seismic response of the site, causing the structures near the
earth fissures to suffer severe damage or even be destroyed. Thus far, research on the
development, distribution characteristics, and formation mechanisms of earth fissures all
over the world has produced results, but our understanding of the dynamic effects of
earth fissure sites is insufficient. Several studies have investigated the dynamic effects of
earth fissures under earthquake loads based on numerical simulations [29,30], and others
have used indoor simulation experiments to explore the influence of earth fissures on the
dynamic response of a site [31–35], but the existing results are few and unsystematic and
are not sufficient to guide engineering practice. Therefore, in terms of the specifications for
site investigation and engineering design on Xi’an ground fractures (DBJ61-6-2006), [36]
only regards the seismic effects of earth fissure sites as a general site threat in accordance
with the code for the seismic design of buildings (GB50011-2010) [37]. Furthermore, because
there are no systematic measurement data on the seismic response of earth fissure sites, in
order to study this problem it is necessary to develop new ideas and appropriate methods.

A microtremor is a kind of constant micro-movement that has no specific seismic
source and can be observed at any time, and its amplitude is generally only a few microns.
Microtremor studies originated in the 1950s. Kanao and Tamaka [38] quantitatively an-
alyzed the nature of microtremor surface waves. After this, many research works were
carried out on the microtremor sources, formation mechanisms, and waveforms of mi-
crotremors [39–42]. In the late 1960s, Toksoz and Lacoss used a seismic network to separate,
extract, and analyze the various periodic components of microtremors [43,44] and reported
on the components of the different bands of the microtremors and their possible causes. In
the 1990s, Nakamura proposed a new microtremor method [45]. This horizontal-to-vertical
spectral ratio (H/V) method has gradually become the focus of the analysis of site dynamics
around the world. Many scholars have tried to explain the theoretical basis of this method
from different angles [46,47]. In 1994, Lermo and Chavez-Garcia [48] summarized the
three main types of microtremor analysis methods and concluded that the H/V method
could effectively eliminate the source effect. Since then, the H/V method has been widely
used in the field of engineering. Many scholars in China have also contributed to the
microtremor theory and practical engineering applications [49–51]. A large number of
studies have shown that microtremor movement is an efficient, economical, and convenient
method for testing the dynamic characteristics of a site which contains a large amount
of site soil structure information that can be used as field measurement data. Moreover,
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the microtremor test has initially been applied to the topic of the dynamic effect of earth
fissure sites [52,53], and the study showed that the existence of earth fissures does indeed
aggravate the vibration intensity of the site.

The Yuncheng Basin is an important part of the Fenwei Basin and contains the most
well-developed earth fissures in China. The earth fissures in the Yuncheng Basin have
caused serious disasters, and have become the most notable geological disaster in this area.
Furthermore, the basin has a large population, developed agriculture, and industry, and
the earth fissures not only cause direct damage to local roads and houses, but also severely
restrict the construction of urban infrastructure, and thus they restrict the economic and
social development of the Yuncheng Basin. The results of this study provide theoretical
support for the development of seismic fortification and avoidance measures for the earth
fissure sites in this area.

2. Regional Structure

From north to south, the Fenwei graben system consists of the Datong Basin, the
Xinding Basin, the Taiyuan Basin, the Linfen Basin, the Yuncheng Basin, the Weihe Basin,
and several other large fault basins (Figure 1). The Yuncheng Basin is located in the
southwestern part of Shanxi Province and has a total area of 4885 km2.

The Yuncheng Basin is a Cenozoic faulted basin superimposed on the multi-cyclic
superimposed Ordos Basin. The sedimentary strata have been deformed by multiple
tectonic movements and have experienced multiple tectonic periods, such as the Yanshanian
and Himalayan movements. A representative large rift basin formed later [27]. The basic
framework of the Zhongtiao mountain uplift area and the Emei platform uplift area in
the basin was laid by the strong tectonic movement in the Yanshanian period, and it
was mainly affected by the Himalayan movement during the Paleogene. Large-scale
fault block tectonic movement occurred in this area. The tectonic setting of the basin has
changed from a compressive and twisting thrust fault to a tension and twisting normal
fault, and the embryonic form of the basin has been modified since then. The main
structural deformations preserved today include a fault system in the Himalayan strike-slip
extensional background [2].

The main forms of tectonic movement in the Yuncheng Basin are faults. The Basin was
controlled by the Yanshan movement in the Mesozoic era, the Himalayan movement in
the Cenozoic era, and especially by tectonic movement since the Late Cenozoic era, and
therefore fault structures have been well-developed in the basin. The main active fault in
the basin is the large fault on the northwest side of Zhongtiao mountain, which is also the
main controlling boundary fault in the Yuncheng Basin [25]. There are eight active faults in
the basin, with NE, NEE, and NNE strikes. They enclose the boundaries of the Yuncheng
Basin and the secondary structural units inside the basin, and they mutually restrict and
control the structural framework of the basin [27]. The Yuncheng Basin is bordered by the
Emei Platform to the west, and the Zhongtiao mountains to the southeast. The NE-trending
Mingtiaogang in the middle of the basin divides the Yuncheng Basin into the Sushui river
plain and the Qinglong river plain. The basin is an asymmetrical sag basin that is deep in
the south and shallow in the north.

The basin contains a large amount of Cenozoic strata, accounting for about 80% of
the total area, and the thickness of the strata increases from the northeast to the southwest.
The thickness of the Cenozoic strata in the basin is generally greater than 1000 m, and the
Quaternary sediments are also more than 300 m thick. This loose, thick sedimentary layer
provided the material basis for the extensive development of earth fissures.

In general, factors such as the uplift of the horst in the Yuncheng basin, the faulted
basement, the over-exploitation of groundwater, and the loose, thick sedimentary layer
have laid the foundation for the development of earth fissures in the basin.
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3. Characteristics of the Earth Fissures in the Yuncheng Basin

The development of earth fissures is controlled by tectonic movement. The earth
fissures in a basin are mainly affected by the secondary structural units. The Yuncheng
Basin has been affected by the Himalayan tectonic movement since the Cenozoic era. Due
to the control of the faults at the northern foot of the Zhongtiao mountain, the basement
has been in a faulted extensional environment. Under the strong tectonic activity of the
Zhongtiao mountain fault, the secondary structural unit in the basin was controlled, which
intensified the uplift of the block and caused the formation of the Mingtiaogang earth
fissures. The dip slip extension of the hanging wall normal fault in the basin caused the
tension shear cracking of the surface soil layer, which laid the structural foundation for the
development of earth fissures in the basin. In addition, since the 1980s, the over-exploitation
of groundwater has been severe in this area, causing the groundwater level to continuously
fall and the falling funnel to expand year by year, which has induced a large number of
earth fissures in the Yuncheng Basin. Thus, the Yuncheng Basin has become the faulted
basin with the largest number of earth fissures in Shanxi.

The earth fissures in the basin are mainly distributed on top of and on both sides of the
Mingtiaogang uplift within the basin, in the Zhongtiao mountain uplift to the southeast, and
in the Emei platform front edge to the north (Figure 2). The earth fissures in the Yuncheng
Basin are distributed along the boundaries of the geomorphology, are concentrated along
the fault zone, and are associated with land subsidence. The earth fissures predominantly
have NE strikes. According to our survey, the earth fissure disasters in the basin mainly
occurred before 1980 and between 1995 and 2005. A total of 119 earth fissures (belts) have
developed in the study area. They mainly strike NE and are generally 100–2000 m long,
with the longest reaching up to 5000 m. They are generally 0.05–0.5 m wide, and the widest
can reach up to 2 m. The small earth fissures account for 45% of the earth fissures (length
less than 500 m); the medium earth fissures account for 28% (length between 500 and
1000 m); and the large earth fissures account for 17% (length between 1000 and 5000 m).
There is only one giant earth fissure in the basin. It is located in the salt lake district and is
10 km long and 0.3–1 m wide.
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Figure 3 shows six typical earth fissures in the Yuncheng Basin and their profiles.
Earth fissure F1 (Pleistocene earth fissure on the southern margin of the Mingtiaogang
uplift) is located in the salt lake district of Yuncheng. It is the only giant earth fissure in
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the Yuncheng Basin. The earth fissure F1 appeared in 1975. It has a long extension, large
scale, and strong continuity, and is not controlled by the pavement, buildings, or roads
along the route. It is 10 km long and crosses Taocun–Banpo–Wucao–Xincao and other
villages, and it is very destructive along the strike (Figure 4a,c). Earth fissure F1 strikes NE,
which is consistent with the active fault in the underlying bedrock. In a plane view, the
earth fissure F1 is longer, and its overall shape is linear. In profile, the site is dominated by
loess and paleosol, with secondary fissures on either side of the main fissure symmetrically
developed and approximately parallel. The vertical plane of the two sides near the surface
of the main fissure is small, and the deep dislocation is large, showing the characteristic of
a synsedimentary fault (Figure 3a).
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The Zhongtiao mountain piedmont fault zone is located in the southern part of Xia
County. Affected by tectonic movement, the five earth fissures (F2–F6) developed in the
Xia County area are all distributed on the northwestern side of the Zhongtiao mountain
fault zone. The earth fissures are distributed in parallel rows at nearly equal intervals from
southeast to northwest (Figure 3). The earth fissure F2 is farthest from (i.e., ~9.5 km) the
Zhongtiao mountains in Xia County. It has the most significant vertical surface dislocation
among the five earth fissures in Xia County. The largest surface vertical dislocation occurs
in the playground of Xinmiao Primary School in Yuwang, where the surface dislocation
reaches 30 cm (Figure 4b,d). The earth fissure F2 appeared in 1998 and developed rapidly
from 2007 to 2008. It strikes, which is consistent with the trend of the Zhongtiao mountains,
and extends for 3.9 km. Its scale is relatively large. The earth fissure F2 passes through
Yuwang and other places, and it is more destructive along the strike. As can be seen from
the cross-section shown in Figure 3b, the formation is composed of interbedded silt and
silty clay, and the vertical dislocation increases with increasing depth. The earth fissure
F5 is 5 km from the Zhongtiao mountain fault zone, making it the closest of the five earth
fissures to the fault zone. The earth fissure F5 starts in Yuguo and ends in Zhongwei. Its
overall trend is NE55◦, which is consistent with the trend of the Zhongtiao mountains. It
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extends for about 2.3 km, and the vertical dislocation of the ground surface is 8–20 cm. The
earth fissure F5 appeared in 2000, and it entered a period of rapid development after 2007. It
is active and destructive along the strike, and it is still developing. The earth fissure is a tilt-
slip tension crack with obvious horizontal extensional movement and vertical differential
movement. The differential settlement on both sides of the earth fissure is obvious, and the
maximum vertical dislocation is 13.5 m. As can be seen from the cross-section shown in
Figure 3c, the formation is composed of silt and silty clay. The stratum is relatively weak.
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Figure 4. Earth fissure hazards in the Yuncheng Basin. (a–c) earth fissure hazard, (d) surface
dislocations caused by earth fissures.

4. Microtremor Tests and Analysis
4.1. Survey Line and Data Point Layout

Survey lines were along the previously described earth fissures (F1, F2, and F5). Two
survey lines (S1 and S2) were laid in Banpo and Wucao for the earth fissure F1, only one
survey line (S3) was laid in Yuwang for the earth fissure F2, and one survey line each was
laid in Yuguo and Zhongwei (lines S4 and S5, respectively) for the earth fissure F5. As an
example, the survey line layout of F2 in Yuwang is shown schematically in Figure 5. The
survey lines were perpendicular to the earth fissures. Each survey line contained 18 data
acquisition points, and 9 measurement points were set on either side of the earth fissure.
The survey lines were about 60 m long.
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4.2. Equipment and Methodology

The testing instrument used for the microtremor was a high-sensitivity servo-type
velocity network seismograph (CV-374AV) manufactured by Tokyo Sokushin Co., Ltd.
Company (Tokyo, Janpan). The sampling frequency of the instrument was 0.1–100 Hz.
It can monitor in three orthogonal directions of microtremor data at the same time. The
testing instrument meets the requirements of the microtremor test.

The tests were carried out at night when it was quiet and in good weather in order
to avoid obvious vibration sources. The microtremors in the X, Y, and Z directions were
measured at each measurement point, and each measurement point was monitored for
more than 10 min. If pedestrians or vehicles passed by during the test, these details were
recorded, and the affected time period was avoided as much as possible when selecting the
data.

The collected speed–time history curve from the reliable signal was intercepted and
converted into the acceleration time–history curve. Intercepted data were imported into
the SeismoSignal program. After the preprocessing had been completed, including filtering
and baseline corrections, Fourier spectrum, response spectrum, and Arias intensity analyses
were performed.

5. Microtremor Analysis of the Earth Fissure Sites

Figures 6–10 show the results of the microtremor spectrum analysis of the five survey
lines. Figures 6 and 7 show the results obtained from the S1 and S2 survey lines on the
F1 earth fissure site, respectively. Figure 8 shows the result of the F2 fissure site, and
Figures 9 and 10 show the spectral results of the F5 earth fissure site.
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The Fourier spectral results show that the same earth fissure site yielded consistent
Fourier spectral features, while the spectra patterns from different fissure sites were distinc-
tive. As can be seen from Figures 6 and 7, the Fourier spectrum patterns of the F1 earth
fissure site are dominated by ‘single-peak’ spectra, with small spectral areas, prominent
main peaks, and narrow spectral energy distribution intervals. From Figures 8–10, it can
be seen the Fourier spectra of the F2 and F3 fissure sites are both broad and dominated by
‘multi-peak’ spectra, with more secondary peaks and a relatively wide range of spectral
energy distribution. The Fourier spectral pattern is dependent on the fissure site, with the
F1 fissure site having relatively hard soil conditions, dominated by interbedded loess and
paleosol. The F2 and F5 fissure sites have different site conditions, but the profiles reveal
that the two sites have similar soil conditions, dominated by silty clay intercalated with silt,
with a relatively weak soil layer. Therefore, the Fourier spectral patterns of the earth fissure
sites F2 and F5 are similar, and they are significantly different from the Fourier spectral
characteristics of the F1 site.
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Further analysis of the predominant frequencies revealed that the presence of earth
fissures had little effect on the predominant frequencies of the site. This means that
the predominant frequencies of the same survey line did not change significantly with
increasing distance from the earth fissures, and the ranges of the predominant frequencies
on the hanging and heading sides were basically the same. From the results of the spectral
analysis, it can be concluded that the predominant frequency of the F1 earth fissure site is
6–7 Hz, that of F2 is 3–5 Hz, and that of F5 is 3–5 Hz. However, because of the different soil
structures of different earth fissure sites, the predominant frequencies of the different sites
are different.

The response spectra of the same fissure sites were also generally consistent, with all
three types of fissure sites showing a predominantly ‘single-peak’ response spectrum, with
prominent main peaks and few or no secondary peaks. Similar to the results of the Fourier
spectrum analysis, the response spectrum of the F1 fissure site was the narrowest among
all of the fissure sites, while the F2 and F5 fissure sites revealed a similar response spectrum
with a slightly larger spectral area than that of F1. All three fissure sites had a relatively
concentrated predominant period, which was distributed in the interval of 0–0.5 s.

The Arias intensity is the curve of the energy accumulation at the measurement point
over time. The difference between the energy of the different measurement points can be
seen better from the final accumulated energy. Based on the Arias intensity of the three
earth fissure sites, the closer the measurement point to the earth fissure, the greater the
energy accumulated at the measurement point. The accumulated energies of each site
reached the extreme values at measurement points A1 and B1, and as the distance increased,
the energy gradually decreased and finally stabilized.

From the spectral results, it can be further found that earth fissures have no significant
influence on the inherent characteristics of the site, such as the predominant frequency and
the predominant period. However, when we explored the dynamic response law of the
earth fissure site, the amplitude difference of each measurement point was notable. From
Figures 6–10, there are significant differences in the amplitudes of the various measure-
ment points, but it is difficult to visualize the relationship between the magnitudes of the
various measurement points and the location of the earth fissure from the spectrum results.
Therefore, we averaged the amplitudes of each measuring point in the X, Y, and Z direc-
tions, and obtained the relationship curve between the average amplitude of the Fourier
spectrum, response spectrum, Arias intensity, and the distance from the earth fissure, as
shown in Figure 11. As can be seen from the figure, although the response intensity varied
from site to site, the measurement points near the earth fissures all exhibited a significant
amplification effect, which gradually attenuated and stabilized with increasing distance
from the earth fissure.
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6. Analysis of Dynamic Effects of the Earth Fissure
6.1. Amplification Effect

In order to more intuitively reveal the degree and scope of the impact of the earth
fissures on the dynamic response of the site, the concept of the amplification factor was
introduced. Figure 12 shows that the amplitudes of the three measurement points on both
sides of the earth fissure on each survey line were basically the same and tended to be
stable. Therefore, the stable amplitude was defined as the average of the amplitudes of
these three measurement points, and the amplification factor was defined as the average
amplitude of each measurement point divided by the stationary amplitude. Figure 12
shows the attenuation curve and fitting curve of the amplification factor with distance. As
can be seen from the figure, the earth fissure site amplification effect revealed via Fourier
spectrum, response spectrum, and Arias intensity had the same attenuation mode, and the
dynamic amplification response of the site was most significant when closest to the earth
fissure and tended to decay as the distance from the fissure increased until reaching the
area farthest away from the earth fissure, where the dynamic response of the site gradually
stabilized and the amplification factor approached 1. This also indicates that the influence
of the earth fissure on the dynamic response of the site had a limited range.

According to the amplification factor fitting curve (Figure 12), we can obtain the
amplification factor extreme value of different analysis results. As shown in Table 1, the
extreme value of the hanging and heading sides obtained by the Fourier method is 1.8–2.1.
The extreme value of the amplification factor of the hanging side obtained by the response
spectrum is 1.8, and that of the heading side is 1.6, while the Arisa intensity has the largest
amplification factor extreme values of 3.2 for the hanging side and 2.9 for that of the
heading. The amplification factors obtained by three analysis methods are different, we
can choose different amplification factors according to the needs of seismic fortification.
The Fourier method focuses on the inherent information of the site soil layer, which can
intuitively reflect the vibration characteristics of the site. Therefore, we can select the
Fourier amplification factor when considering only the dynamic characteristics of the site
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itself. The response spectrum can reflect the dynamic characteristics of different structural
particle systems under ground motion, which is very effective for the seismic fortification
of structures. The Arias intensity is a time-dependent curve, indicating the strength of the
overall dynamic response of the site over a period of time. According to the amplification
factor of the Arias intensity, the peak acceleration of the site under seismic action can be
obtained, and the seismic fortification level of the site can be adjusted. Different methods
show that the extreme value of the amplification factor in the hanging side of the same earth
fissure site is slightly larger than that of the heading. Therefore, under the dynamic load,
when the distance from the earth fissure is the same, the dynamic amplification response of
the hanging side is stronger.

Figure 12. Amplification factor diagrams of the different analyses. (a) Fourier amplification factor
and fitting curve, (b) response spectrum amplification factor and fitting curve, and (c) Arias intensity
amplification factor and fitting curve.
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Table 1. The extreme value of the amplification factor of each analysis method.

Hanging Side Heading Side

Fourier 2.1 1.8
Response 1.8 1.6
Arias 3.2 2.9

6.2. Range of Influence

From the amplification factor fitting curve, the range of distances corresponding to the
amplification factor of 1.5 was divided into three regions for the influence of the dynamic
response of earth fissure, as shown in Table 2. In future seismic fortification work, the
seismic fortification levels of buildings and structures can be adjusted according to the
amplification factors in different areas.

Table 2. The influence range of each analysis method.

Hanging Side Heading Side

Amplification factor 1.5 1 1.5 1
Fourier 7.1 m 21.2 m 5.9 m 20.0 m
Response 5.0 m 18.5 m 3.8 m 18.0 m
Arias 13.3 m 23.9 m 9.2 m 17.3 m

When the amplification factor is greater than 1.5, it is in an area where the dynamic
response of the site is amplified most intensely. All three methods have varying degrees of
influence range, in which Fourier and response spectra are relatively close, the hanging
side is about 5.0–7.1 m, and the heading side is 3.8–5.9 m. The area of Arias intensity is
relatively large, with the hanging side at 0–13.3 m and the heading side at 0–9.2 m, and
when the amplification factor is between 1.5 and 1, it is in an area where the dynamic
response of the site is significantly amplified, and the buildings and structures in this area
should also increase their seismic protection level accordingly. Furthermore, when the
amplification factor is attenuated to 1, the site can be considered as no longer being affected
by the amplification effect of the earth fissure, and therefore a zone of influence of the
dynamic response can be delineated accordingly. The Fourier method yielded a hanging
and heading side of approximately 20 m, while the response spectrum was about 18 m, and
the Arias intensity showed an influence zone of 23.9 m for the hanging side and 17.3 m for
the heading side.

As a result, the influence range of the same method was closer to both fissure sides, but
the hanging side influence range was always greater than that of the heading. Therefore,
from the perspective of practical engineering for seismic protection, new buildings should
try to avoid the influence area. If it cannot be avoided, the seismic protection intensity
of the building should be increased as much as possible according to the corresponding
amplification factor. Moreover, the dynamic amplification effect of the hanging side has a
wider and more extensive scope of influence than that of the heading side, in particular for
the seismic fortification level of the hanging sides of the earth fissure sites.

7. Conclusions

(1) The presence of the earth fissure significantly amplifies the peaks of the direct
Fourier spectra, the acceleration response spectra, and the Arias intensity within the site.
In particular, the peaks of each spectrum increased dramatically in the range of 5 m
immediately on either side of the fissure.

(2) The amplification effect at the fissure site follows the pattern of steep increase in
the near field, slow rise in the middle field, and steady rise in the far field. Areas with
amplification factors higher than 1.5 showed a steep rise in amplification, with both spectral
and intensity peaks rapidly increasing to several times the original site and eventually
reaching extreme values at the outcrops of the fissures. Areas with an amplification factor
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between 1.5 and 1 are zones with a slow rise of the amplification effect, and the dynamic
response of the site is still affected by the fissures.

(3) The amplification of the dynamic response of an earth fissure site with positive
fault characteristics has a significant “hanging side effect.” The amplification factor is
often higher in the steep rise zone of the hanging side, and the hanging side has a further
influence range.

(4) In the actual seismic fortification of the project, it is necessary to avoid the area
where the amplification factor rises sharply. Alternatively, the strength of structures and
foundations in the area should be increased, and additional seismic fortification measures
should be taken. In areas where the amplification factor rises slowly, the seismic fortification
level of the structure should also be strengthened according to the amplification factor, so
that it can withstand 1.5 times the expected seismic factor.

In this study, based on the microtremor test, typical earth fissures in the Yuncheng
Basin of China were taken as the research objects, and dynamic amplification patterns
at earth fissure sites were systematically revealed using spectral characterization of the
microtremors. We propose preliminary seismic fortification for different dynamic ampli-
fication areas. This study provides a reference for the seismic fortification of sites with
similar engineering conditions and the subject of seismic amplification effect in similar sites.
In addition, the numerical simulation of seismic responses of fissure sites and different
structures is expected to further improve the results of the amplification effect and provide
more detailed suggestions for seismic fortification under different seismic intensities.
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Abstract: In this article we present a space–time epidemic-type aftershock sequence (ETAS) model
for the area of Hungary, motivated by the goal of its application in insurance risk models. High-
quality recent instrumental data from the period 1996–2021 are used for model parameterization,
including data from the recent nearby Zagreb and Petrinja event sequences. In the earthquake-
triggering equations of our ETAS model, we replace the commonly used modified Omori law with
the more recently proposed stretched exponential time response form, and a Gaussian space response
function is applied with a variance add-on for epicenter error. After this model was tested against the
observations, an appropriate overall fit for magnitudes M ≥ 3.0 was found, which is sufficient for
insurance applications, although the tests also show deviations at the M = 2.5 threshold. Since the
data used for parameterization are dominated by Croatian earthquake sequences, we also downscale
the model to regional zones via parameter adjustments. In the downscaling older historical data
are incorporated for a better representation of the key events within Hungary itself. Comparison of
long-term large event numbers in simulated catalogues versus historical data shows that the model
fit by zone is improved by the downscaling.

Keywords: insurance hazard model; earthquake clustering; space–time ETAS model; Hungarian
earthquake catalogue; 2020 Petrinja earthquake

1. Introduction
1.1. Motivation

The origin of the study presented in this article is an ongoing effort by the UNIQA
Insurance Group (www.uniqagroup.com, accessed on 5 February 2023) to build a propri-
etary earthquake model for Hungary. Earthquake models in insurance are used to measure
the risk of a set of objects, such as buildings, civil engineering structures, and means of
transport, with a focus on assessing the potential losses caused by severe earthquakes.

One key application of an earthquake model or, more generally, a natural catastrophe
model in insurance is the determination of capital requirements. According to the Solvency
II regulatory standards applicable in European Union member countries [1,2], the solvency
capital requirement (SCR) of an insurance company shall correspond to the 200-year loss;
that is, the insurer must hold their own funds to cover the risk of a loss whose probability
of occurrence within a year is 0.5%. The SCR is calculated either by the Solvency II standard
formula or by an internal model. For natural perils, the standard formula is a deterministic
approximation of the risk based on fixed factors applied to insured amounts of the objects
by geographical area. On the other hand, an internal model is based on the stochastic
simulation of the peril, and its output is not just an SCR single value but a full probability
distribution forecast of the loss. The use of an internal model by an insurance company
for calculating the SCR is subject to case-by-case regulatory approval by the competent
supervisory authorities, including a comprehensive and lengthy validation process. The
development of an internal model requires a significant effort; however, the benefits include
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a more accurate and more detailed evaluation of the risk, and a range of model uses in risk
management tasks beyond the calculation of the SCR. Another typical and important use
of stochastic catastrophe models is the optimization and pricing of protection covers for
the purpose of risk transfer. Reinsurance risk transfer is an instrument for risk mitigation,
and it can reduce the SCR of the ceding insurer.

The general architecture of a stochastic earthquake model for insurance is the following:
(1) the first fundamental module is a statistical model of earthquake occurrences, which
is used to generate a synthetic event catalogue via stochastic simulation. This is followed
by two equally important ones: (2) the ground motion attenuation model, translating
the catalogue into event footprints, and (3) the vulnerability model, translating the event
footprints into the loss of the insured objects in financial terms. All three modules require a
full study of their own. In this article, only the first module is discussed, that is, a model of
earthquake occurrences.

Earthquake models used in the field of insurance typically focus on the mainshocks
only. This simplifies the modelling effort drastically since the mainshocks are assumed to
follow a stationary process. This simplification is justified if aftershock losses are low com-
pared to the mainshock loss. Furthermore, customer claims arising from aftershock losses
are often not reported separately from the mainshock; therefore, it is a straightforward ap-
proach to model them only implicitly via conservative parameterization. Nevertheless, the
recent nearby Petrinja 2020 event in Croatia and its aftershocks highlighted some properties
of earthquake sequences [3], suggesting that clustering cannot necessarily be safely ignored
even in a Central European model: aftershock activity after such a major event may last for
months or even years, and some aftershocks (or foreshocks) are significant events on their
own. Moreover, there are historical records of complex earthquake sequences (e.g., Romania
1991) lasting for several months and including multiple significant shocks [4]. Large events
are still possible late in the sequence, and large aftershocks can trigger second-generation
sequences, epidemic style.

1.2. Aim of the Study

The aim of this study is to build an epidemic-type aftershock sequence (ETAS) model
for Hungary using recent instrumental earthquake catalogue data. ETAS methodology
assumes that, on top of a constant background seismicity, every single earthquake is a
potential trigger for subsequent events. Such models have been widely used to analyse
earthquake clustering both for studies covering broad regions and local studies focusing on
individual earthquake sequences. This study builds on existing methodologies, however,
the planned implementation for insurance application is always considered in the choice of
the methods.

Due to its moderate seismicity, Hungary is not an optimal target area for an ETAS
model. Nonetheless, the nearby Zagreb and Petrinja event sequences in 2020–2021 pro-
duced rich data that make the parameter fitting feasible. The authors do not know about
a published previous region-specific ETAS study for Hungary relying on these recent
catalogue data; therefore, the results can be interesting themselves.

The data used in the study are described in Section 2. In Section 3, an overall model
for Hungary is formulated and in Section 4, its results are described. In Sections 5 and 6,
downscaled parameters are determined, representing local regions within the total mod-
elled area. The motivation of parameter downscaling stems from the application of the
model in insurance where local geographical outputs are needed. Section 7 includes the
conclusions of the study.

1.3. Background

Since the initial formulation of the model by Ogata [5,6], ETAS methodology has
been researched extensively. Works by several authors suggested different methods and
algorithms for parameter estimation [6–10] and investigated the optimal forms of event-
triggering functions [6,8,11,12]. The literature on ETAS also includes a discussion of impor-
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tant model properties. One such model property is magnitude independence, i.e., the as-
sumption that the magnitude of an earthquake is independent of predecessor events [8,13].
The stability or criticality conditions of the event triggering, as well as the question of self-
similarity, have been investigated [14,15]. Certain enhancements of the model that allow a
more accurate modelling of complex processes, such as three-dimensional or finite-source
ETAS models, have also been developed [9,16,17]; however, the benefits of these advanced
features for modelling a moderately active region like Hungary are not immediately clear.

This study significantly relies on the work of Zhuang et al. [7,8], who developed an
iterative algorithm for ETAS parameterization, based on a kernel density estimation of the
background activity in combination with stochastic declustering. The authors analyse the
properties of the method in regional studies covering areas of Japan and New Zealand, and
they suggest a range of methods for testing the different components of the model.

ETAS parameter estimation is affected by known sensitivities and biases, which
are discussed at length by Seif et al. [18], who demonstrate these effects on actual and
simulated catalogues derived from Italian and South Californian data. Typical sources of
parameter bias include early aftershock incompleteness in the wake of a major earthquake,
the anisotropy of aftershock clusters, and the choice of the magnitude threshold. These
effects also need to be considered in this Hungarian study.

2. Data

The data quality requirements of an ETAS model fitting are challenging. A consistent
instrumental earthquake catalogue for Hungary and the seismograph network collecting
the measurements for this catalogue have only been in place since 1996 [19], and there
has been a scarcity of significant Hungarian events from 1996 until 2022. For a sufficiently
rich catalogue, the 2020 Zagreband the 2020 Petrinja, Croatia events and their aftershock
sequences need to be included in the study. It is relevant to note that the Petrinja mainshock
also caused damage and triggered insurance claims within Hungary [20]. These two event
sequences have been recorded by the Hungarian seismograph network. On the other
hand, both clusters fell largely outside the core geographical window of the Hungarian
earthquake catalogue; this means that the study area is extended to the periphery of the data
sources where the completeness and accuracy of data is less than optimal. Furthermore,
large Croatian event sequences will have a dominant effect on the model fitting.

The core geographical window of the study is the area between latitudes 45.5–49.0 N
and longitudes 16.0–23.0 E. In order to include the Zagreb and Petrinja events, a margin to
the west and to the south is added by defining the extended window as the area between
latitudes 45.3–49.0 N and longitudes 15.7–23.0 E. The magnitude threshold of the study is
set at Mw = 2.5.

The data available for the study include both historical and recent instrumental data
belonging to several Hungarian earthquake catalogues. These catalogues have been merged
and event magnitudes have been homogenized to moment magnitude Mw for this study.
Hereafter, the subscript w is omitted when referring to magnitudes. The component
catalogues are the following (see also Figure 1):

1. Catalogue A: Historical catalogue for the period 456 A.D. to 1995 [21], collected from
several primary sources, partly instrumental and partly macroseismic. The number of
events included in the extended window that reach the magnitude threshold is 2402.
Due to obvious data quality limitations, these events are not used directly for ETAS
parameter fitting but only as data for subsequent model downscaling.

2. Catalogue B: Instrumental catalogue covering the core window and the period 1996
to 2019, based on the recordings of the Hungarian seismograph network [19]. The
number of events reaching the magnitude threshold is 654.

3. Catalogue C: Instrumental catalogue data for the period 1996 to 2010, collected and
merged from international sources [22–24]. While some of the underlying sources
are continuously updated, the merged dataset is only available to the end of 2010.
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The number of events included in the extended window that reach the magnitude
threshold is 1107, partly overlapping with catalogue B data in the core window.

4. Catalogue X: Initial event list (IEL) data covering the period 2012 to 2021 [25], based
on the recordings of the Hungarian seismograph network. IEL data are an interim
phase of the yearly updates of the Hungarian instrumental earthquake catalogue
(catalogue B). Geographical coverage is wider than the core window by a margin of
0.2 degrees latitude and 0.3 degrees longitude in all directions. Automated preliminary
epicenter determinations are post-processed for the monthly publications of the list,
which may result in some coordinate shifts across the window boundary. Thus, the
western and southern edge of the extended window corresponds approximately to
the geographical scope of the IEL. The number of events from IEL included in the
extended window that reach the magnitude threshold is 2313, fully overlapping with
catalogue B data in the core window in the period 2012 to 2019.
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Microseismic events caused by quarry blasts and explosions had been identified and
excluded from the datasets during the preparation of the catalogues prior to this study.

It is observed that the events in the Romanian area of the study show unusual
magnitude–frequency patterns. This suggests an inhomogeneity of the merger of the
primary sources underlying the Romanian part of catalogue C. Therefore, the affected area
is excluded from the ETAS parameter fitting due to concerns of data quality. The boundary
of the excluded area follows the area source zone boundaries of the SHARE project [26].
Therefore, the exclusion affects a strip within Hungary along the Romanian border.

Magnitude–frequency distributions suggest that the completeness threshold of the
remaining catalogue on the core window is M ≥ 2.8 at the beginning in 1996, which
has gradually improved to M ≥ 2.5 by 2000 and to M ≥ 2.2 by 2013. The sensitivity
contours of the Hungarian seismograph network indicate completeness for M ≥ 2.5
on most of the modelled area in the core window with some lower-sensitivity areas on
the periphery and with gradually improving coverage over time [19]. The catalogue is
considered complete for M ≥ 2.5 in the extended window only since 2018, except for a
completeness gap immediately after the Petrinja 2020 mainshock: the detection of early
aftershocks after a large earthquake is typically incomplete since the seismograms in this
initial period are saturated with overlapping waves from multiple events [18]. Given the
trade-off between completeness and the size of the catalogue, we find that the optimal
choice of the threshold for this study is M ≥ 2.5. A threshold increase would marginalize
the part of the catalogue within Hungary itself and would sharply reduce the number of
events for estimating the spatial distribution of the background process. For the model
parameterization, completeness is assumed on the core window since 2000 and on the
extended window since 2018, except for a 1-day period after the Petrinja mainshock.
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After merging catalogues B, C, and X, applying the M ≥ 2.5 threshold, removing
duplications, removing events outside the completeness periods, and removing events in
the excluded area, the remaining size of the target catalogue for ETAS parameter fitting is
1978. An additional 236 events reaching M ≥ 2.5 are used as auxiliary trigger events; this
includes 27 events from year 1999 and 209 events from the Petrinja completeness gap. A
map of the fitting catalogue is shown in Figure 2. Another 218 events from catalogues B,
C, and X outside the completeness periods are used as additional epicenter nodes for the
kernel density estimation of the spatial distribution of background events.
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Figure 2. (a) Location of the model area within Europe. (b) Plot of the earthquake catalogue
for Hungary used for epidemic-type aftershock sequence (ETAS) model parameterization—target
catalogue plus auxiliary events, 1999–2021. The map covers the extended window. The boundaries
of the core window (dashed black line) and excluded area (red line) are marked. Events reaching
M ≥ 4.0 are highlighted.

For model calculations, geographical latitude–longitude coordinates (ϕ, λ) are con-
verted to an (x, y) kilometre grid via the following transformation:

x = R· cos ϕ· tan(λ− λ0), y = R·(ϕ− ϕ0), (1)

where R = 6 371.01 is the mean radius of the Earth in kilometres. This corresponds to a
tangent transverse cylindrical projection whose central meridian is at λ0 and that transforms
parallels into straight lines. The point (ϕ0, λ0) is set at (47.5◦, 19◦), i.e., the rounded
coordinates of Budapest, which are transformed into (x, y) = (0, 0) in the kilometre grid.
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3. Epidemic-Type Aftershock Sequence (ETAS) Modelling Methods
3.1. Model Formulation

The ETAS model describes earthquake occurrences as a non-stationary Poisson point
process where every event can trigger a wave of aftershocks. In a time-only model, the rate
of occurrence at time t, conditional on the process history Ht, is expressed as [5]

λ(t|Ht) = µ + ∑j : tj<t K·eα(Mj−m0)·g
(
t− tj

)
, (2)

which is extended to a space–time model as [6]

λ(t, x, y|Ht) = µ·u(x, y) + ∑j : tj<t K·eα(Mj−m0)·g
(
t− tj

)
· f
(
x− xj, y− yj

∣∣Mj
)
, (3)

where the first term represents background seismicity with a constant overall rate µ and
area density u(x, y), and the sum in the second term reflects the rate of activity triggered by
events in the catalogue prior to time t. An exponential relationship is assumed between the
trigger event magnitude Mj and the triggered rate of activity, where K and α are constant
parameters and m0 is the magnitude threshold. The functions g and f describe the form
of the time and space response, respectively, relative to the trigger event occurrence time
and epicenter. The process history Ht =

{(
tj, xj, yj, Mj

)
: tj < t

}
is the catalogue of events

before t, defined by their occurrence time, location, and magnitude. Depth is not included
in this ETAS model as a third coordinate, and the question of the depth distribution is not
discussed in this article. This is a reasonable simplification since all events in the study
catalogue were shallow crustal earthquakes and all except nine of them had a focal depth
of less than 20 km.

It was assumed that event magnitudes follow a truncated exponential (Gutenberg-
Richter) distribution independent of the process history [8,13]. The probability density
function (PDF) of magnitudes between the bounds m0 and mx is given by the following:

J(m) =
β·e−β(m−m0)

1− e−β(mx−m0)
, (4)

where β is the frequency decay parameter. According to the magnitude independence
assumption, an aftershock can be larger than its trigger event.

For this study, we used a stretched exponential function truncated for a minimum
delay as the time response:

g(t) =
{

tq−1· exp(−ηtq) if t > ∆t0,
0 if t ≤ ∆t0

(5)

where ∆t0 is a minimum delay parameter, and the normal distribution with an allowance
for epicenter error is the space response function:

f (x, y|M) = 1
2πσ2 exp

[
−
(
x2 + y2)/2σ2],

with σ2 = D2·eα(M−m0) + ε2.
(6)

where D is the scale parameter of the magnitude-dependent part of the variance,
and ε is a parameter representing a variance add-on for epicenter error. Since both
Equations (5) and (6) represent a departure from the mainstream techniques, we explain
the rationale of these approaches below.

The most often used time response function is the modified Omori law [27], which is a
power law function in the form of g(t) = (t + c)−p. The stretched exponential alternative
has been suggested by Mignan [12], who, besides quantitative tests showing that the
stretched exponential form is better fitted to the observations from several regions than
the power law, also expressed qualitative concerns about the modified Omori law. Firstly,
the positive time shift constant c avoids the singularity at zero, but it is difficult to find a
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physical explanation for it. Secondly, a parameter value of p ≤ 1 would mean an infinite
number of triggered events unless the process is artificially truncated in time. Furthermore,
due to the heavy tail of the power law function, supercritical parameter fitting outcomes,
which imply an unstable process, are sometimes obtained when the modified Omori law
is used in an epidemic-type model [18]. The minimum delay parameter ∆t0 in Equation
(5) is motivated by experience with stochastic simulations based on the model. This
truncation was introduced to avoid modelling an unrealistically high number of aftershocks
immediately after the trigger event, which were never observed or identified as separate
events in actual measurements since the point process model reaches its limits at very short
time intervals.

Regarding the space response function, observed aftershock sequences often show anisotropic
patterns. Nonetheless, isotropic functions are widely used in ETAS models as a simplification. Both

the power law function, e.g., in the form f (x, y|M) ∝
[(

x2 + y2)/eα(M−m0) + d
]−q

and the
bivariate normal distribution have been discussed in the literature with a general preference
for the power law based on goodness-of-fit diagnostics [6,8]. The Gaussian form is chosen
in this study mainly for its analytical simplicity and ease of implementation in the model.
Since the exponential scaling parameter α is the same in Equations (3) and (6), the space
response formula assumes that the aftershock area grows in proportion to the number of
events triggered, which is in line with the observed trend known as the Utsu–Seki law [6,27].
This constraint from early ETAS model variants has been challenged in the literature, raising
the suggestion for a separate spatial scaling parameter γ [8,11]. However, due to the small
number of major clusters available in the Hungarian catalogue, it is preferred to keep
the number of fitted parameters as low as possible. Finally, for the moderately strong
Hungarian events in the study period, a weak spatial scaling trend between trigger event
magnitudes and aftershock radii is observed. It is assumed that the underlying effect
is the epicenter error, which becomes a dominant factor at low magnitudes; hence, the
motivation to include the ε parameter. We note that the formulation in Equation (6) is a
simplified reflection of epicenter error when the space response function f is centred on the
observed epicenters rather than the underlying ones. In a precise mathematical model, the
conditional distributions of the error vectors would be neither isotropic nor independent.

When an isotropic space–time model is fitted to non-isotropic aftershock data, a typical
impact is a downward bias of the α parameter; an indication of this effect is a significant
gap between the α values estimated from space–time versus time-only models [18,28].
This effect is avoided by applying the constraint α = β, motivated by the assumption of
self-similarity: when the magnitude threshold of the model is shifted from m0 to m1, the K
parameter is rescaled to K1 = K0·e(α−β)(m1−m0) while ignoring the upper magnitude bound
for simplicity; therefore, the model parameters are almost unchanged across magnitude
scales if α = β except in the vicinity of the upper bound mx. Such a model also preserves
Båth’s law, i.e., the observation that the average magnitude difference between a trigger
event and its biggest aftershock appears to be invariant [9,14,18] (S1.2.1) [29].

The branching ratio of the model characterizing the stability of the process is defined as
the average number of the first-generation descendants triggered by an event and expressed
as [8,18]:

$ =
∫ mx

m=m0

∫ ∞

t=0
K·eα(m−m0)·g(t)·J(m) dt dm. (7)

The process is subcritical (stable) if $ < 1, it is critical (unstable) if $ = 1, and it is
supercritical (unstable, potentially explosive) if $ > 1. In a model describing earthquake
recurrence over extended periods, subcritical behaviour is assumed. Therefore, assuming a
self-similar process with α = β and substituting Equations (4) and (5) in Equation (7), the
branching ratio is:

$ =
K
ηq
· β(mx −m0)

1− e−β(mx−m0)
· exp

(
−η∆tq

0

)
, (8)
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which considers the truncation of the time response function at ∆t0. There is a near-linear
dependence of $ on the magnitude span mx −m0, where the upper bound is difficult to
estimate and the lower bound is subject to expert judgement. Therefore, the branching
ratio according to Equations (7) and (8) is better viewed as a model property rather than as
a physical parameter of the observed earthquake catalogue.

3.2. Parameter Fitting

In this subsection the parameter fitting process for a space–time ETAS model formu-
lated in Equations (3)–(6) is described. The study period is [0, T] with T = 8 036 where
time is measured in days beginning at 2000-01-01 00:00 UTC. The broader study area is
A = [X0, X1]× [Y0, Y1] = [−258, 313 ]× [−245, 167], where space coordinates follow the
kilometre grid defined in Equation (1). The core study area A0 and the proper study area
A1 are narrower than A, so A0 ⊂ A1 ⊂ A (see Figures 2 and 3). The lower and upper
magnitude bounds are set at m0 = 2.45 and mx = 6.55, respectively; it is assumed that the
magnitude values in the catalogues, rounded to multiples of 0.1, reflect the mid-points of
the respective magnitude bins. In addition, the minimum aftershock delay parameter is
fixed at ∆t0 = 2.315·10−4 days (equivalent to 20 s).
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The maximum likelihood estimation (MLE) method seeks the parameters where the
maximum of the likelihood function is reached. Expressed as a function of the parameter
set θ = (µ, K, η, q, α, D, ε), the log-likelihood function is [6]:

log L(θ) = ∑
i∈HV

log λθ(ti, xi, yi|H:i)−
y

V

λθ(t, x, y|Ht) dx dy dt, (9)

where V is the space–time target region of the study. The different event ranges considered
in Equation (9) must be noted: HV is the target catalogue, i.e., the list of all the events in
V. HV can also be a subset of the fitting catalogue H; in other words, auxiliary events
from outside the target region V can be taken into account as historical triggers in the
conditional occurrence rate λθ for Equation (9) [7,8]. Whereas HV is assumed to be a
complete catalogue, the completeness of the auxiliary catalogue H\HV is not necessary. In
the first term, H:i ⊂ H is a shorthand notation for the sub-catalogue of prior events that can
have a triggering effect on event i. In this case, H:i = Hti−∆t0 according to the minimum
delay assumption.
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When implementing the maximum likelihood estimation, the complex non-rectangular
form of the space–time target region, shown in Figure 3, must be considered: (1) the
extended geographical window itself is not rectangular in the kilometre grid, (2) an area
along the Romanian border is excluded due to concerns of data inhomogeneity, (3) the
catalogue of the window extension is considered complete only from 2018, and finally, (4) a
1-day completeness gap from the target region beginning after the Petrinja 2020 mainshock
is excluded. The exclusion of a time window after a large event is one of the techniques
suggested in the literature to deal with the problem of aftershock incompleteness [18,28].
In fact, events falling into this time gap are used as auxiliary events, so their triggering
effect is considered in the model, nonetheless.

When an estimate of the background density function u(x, y) is provided, the parame-
ters (µ, K, η, q, α, D, ε) that maximize the log-likelihood function can be computed through
non-linear optimization. In this study, the Davidon–Fletcher–Powell method [30] is im-
plemented using custom Python code. The space integrals in the log-likelihood function
in Equation (9) are approximated by integration on the rectangular broader area A; the
difference is immaterial since the Gaussian kernels in the space functions quickly fall close
to zero outside the study area A1. In accordance with the self-similarity assumption, pa-
rameter α is set to be equal with the β magnitude–frequency decay parameter of the target
catalogue HV , which is estimated at β = 2.602 and is equivalent to a Gutenberg–Richter
b = 1.13.

The function u(x, y) is approximated by the kernel smoothing of a declustered epi-
center catalogue, following an iterative process suggested by Zhuang et al. [7,8] after
certain adaptations. An initial declustered catalogue is obtained via the window method,
i.e., by removing those events from the full catalogue that fall inside a pre-defined space–
time neighbourhood of a bigger event, where the window parameters suggested in [31]
(pp. 173–174) are used. Starting from the initial declustering, cycles of the following steps
are iterated until convergence is reached:

1. kernel smoothing for u(x, y);
2. log-likelihood optimization for (µ, K, η, q, D, ε);
3. follow-on declustering steps based on the ETAS model.

For a better-smoothed background density estimate, during the kernel smoothing and
declustering steps, the epicenter catalogue E is broader than the catalogue H used for the
log-likelihood optimization. The latter is kept narrower to reduce computing time. The
epicenter catalogue E includes all M ≥ 2.5 events in the study area A1 from catalogues B, C,
and X in the years 1996–2021, giving a total number of 2 432 potential epicenter nodes before
declustering. The incompleteness of E implies an inhomogeneous coverage between the
core area and the extension margin, which needs to be corrected by appropriate weighting.

Declustering in an ETAS context aims to identify background events rather than
mainshocks, as in the parameterization of a stationary Poisson model. Since both the
background process and the trigger process contribute simultaneously to the Poisson rate
at event i, declustering in an ETAS context is non-binary. A background weight 0 ≤ ξi ≤ 1
is defined for each event in the epicenter catalogue, expressing the relative contribution of
the background process to event i [7,8]:

ξi = µ·u(xi, yi)/λ(ti, xi, yi|E:i). (10)

Despite its non-binary nature, the observed distribution of ξi is typically strongly
U-shaped with modes close to 0 and 1, suggesting that background events can be well
distinguished from triggered events in most cases [7,9]. As a simplification, the continuous
background weights ξi are replaced by the binary background indicators χi:

χi =

{
0 if ξi < 1/2,
1 if ξi ≥ 1/2.

(11)

264



Appl. Sci. 2023, 13, 2814

The conversion into binary indicators is mathematically not strictly necessary, as the
equations used in the parameter fitting also work with continuous weights. The advantage
of binary indicators is that they are robust, so they ensure a quick convergence of the
iteration, and they also provide an unambiguous declustered catalogue of background
events.

Given the background indicators χi, the background density function is approximated
as a weighted sum of Gaussian kernels placed around the epicenter nodes [7,8]:

u(x, y) =
1
C
·
[
∑i∈E0

χi·kd(x− xi, y− yi) + w·∑i∈E\E0
ξχi·kd(x− xi, y− yi)

]
, (12)

with

kd(x, y) =
1

2πd
· exp

(
− x2 + y2

2d2

)
, (13)

where C is a normalising constant and E0 is the epicenter sub-catalogue corresponding
to the core area A0. The weighting w of the sum over E\E0 is introduced to correct the
uneven coverage of the epicenter catalogue between the core area A0 and the extension
margin A1\A0, and it is defined such that the corrected total weight in the two area parts is
proportional to the respective background occurrence rates, estimated from the most recent
declustering step of the iteration. While Zhuang et al. [7,8] suggest a variable bandwidth, a
fixed bandwidth is used in this study, set by expert judgement to d =

√
50 = 7.071 km.

4. Modelling Results
4.1. ETAS Parameters

The convergence of the fitted parameters after each iteration of the declustering–kernel
smoothing–log-likelihood optimization cycle is shown in Table 1; the preferred parameters
are those from iteration 3. A plot of the modelled density of the background rate µ·u(x, y) is
shown in Figure 4 and the histogram of background weights ξi and background indicators
χi is shown in Figure 5. The branching ratio of the model with the parameters after the
last iteration is $ = 0.47. The major clusters in the study catalogue show anisotropy, which
could have an impact in an alternative parameterization when the α parameter is set free.
The result from space–time fitting is α = 1.79 while a time-only fitting yields α = 2.76—this
pattern is consistent with the effects reported by Hainzl et al. [28].

Table 1. Convergence steps of the fitted ETAS parameters for the study catalogue. Parameter α is
fixed through the fitting. The value µ0 is included for information and it reflects the daily frequency
of background events within the core area A0. The preferred parameters are these from iteration 3.

Iteration µ
(1/Day)

µ0
(1/Day) K η q α

D
(km)

ε
(km) log L

1 0.0970 0.0675 0.0049 0.4178 0.2533 2.6021 0.0426 2.3464 −16,613.68
2 0.1136 0.0646 0.0049 0.4186 0.2519 2.6021 0.0418 2.3325 −16,569.50
3 0.1144 0.0644 0.0049 0.4184 0.2517 2.6021 0.0417 2.3395 −16,569.11

4.2. Parameter Ranges

The estimation of parameter errors is not straightforward, since the errors obtained
from analytical solutions can be different from simulation results [32]. Here, two simple
tests to derive approximate error ranges are carried out: (1) In the first test, the MLE
calculation is re-run on 20 simulated catalogues, using the preferred parameters for the
simulation. Each simulated catalogue includes 2214 events, i.e., the same number as the
actual study catalogue H. For comparability with the actual catalogue, a fixed copy of the
M = 6.3 Petrinja mainshock is also included at the beginning of each simulation. Table 2
shows the minimum and maximum fitted parameters from these simulations. (2) In the
second test, the sensitivity of the MLE calculation to a ±0.1 error in the magnitude of the
Petrinja mainshock is reported.
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Figure 5. Histogram of background weights ξi over the epicenter catalogue of the study. A back-
ground weight close to 1 indicates a background event while a background weight close to zero
indicates a triggered event.

266



Appl. Sci. 2023, 13, 2814

Table 2. Approximate error ranges for the estimated parameters and for the branching ratio $.

µ
(1/Day) K η q D

(km)
ε

(km) $

Parameter ranges from 20 simulations

min 0.1031 0.0044 0.3694 0.2200 0.0389 2.2394 0.44
max 0.1284 0.0056 0.5148 0.2805 0.0455 2.4919 0.49

Parameters calculated with alternative magnitude of the Petrinja mainshock

M = 6.2 0.1142 0.0052 0.4011 0.2700 0.0481 2.3035 0.49
M = 6.4 0.1148 0.0045 0.4401 0.2308 0.0357 2.3842 0.44

4.3. Event Accumulation Test

The cumulative number of modelled events is obtained by integrating the conditional
occurrence rate function [5]:

Λ(t) =
∫ t

0

x

A(τ)

λ(τ, x, y|Hτ) dx dy dτ, (14)

where the notation A(τ) reflects the time-dependent area coverage of the study. Figure 6
shows the comparison of modelled and observed cumulative event numbers in the study
period. The estimated number of non-observed Petrinja aftershocks is 155; this is the
difference between the modelled and observed number of occurrences in the 1-day interval
after the Petrinja mainshock. When the observed curve is corrected for this difference,
the model captures the large Croatian earthquake sequences quite well. A weak point
is the seemingly uneven observed background rate, which is not matched by the model:
the underlying issue is that the southern part of the study area is unevenly covered by
the patchwork of catalogues; this affects not only the southern extension margin but the
southern edge of the core window too.
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Figure 6. Modelled versus observed event accumulation in the study period 2000–2021 for M ≥ 2.5.
The two large event surges late in the period correspond to the Zagreb and Petrinja, Croatia, 2020–2021
earthquake sequences. The model estimates that 155 occurrences in the Petrinja aftershock sequence
are missing from the observed catalogue. Additionally, it is worth noting the step-up of the back-
ground rate from day 6576 (1 January 2018), which is the beginning of the period when the study
area covers the extended window.
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4.4. Poisson Goodness-of-Fit Test

The Poisson behaviour of the background process on the core area and of the full
non-declustered process on the total modelled area is tested.

In the case of the background process, the modelled occurrence rate on the core area
A0 is µ0 = 0.0643 at the magnitude threshold M ≥ 2.5. When splitting the period into
k-day intervals, the event counts by interval should follow a Poisson distribution with
a mean parameter k·µ0 according to the model. The outcome of chi-squared tests at a
0.95 confidence level is the following: at the magnitude threshold M ≥ 2.5 the catalogue
typically fails the test for the period 2000–2021, but it passes the test for the period 2000–2010.
At the magnitude threshold M ≥ 3.0, with the Poisson mean scaled accordingly, the
catalogue passes the test for the full 2000–2021 period. This can be explained by possible
data deficiencies, i.e., missing small events along the periphery after the termination of
Catalogue C in 2010.

In the case of the full non-declustered process, the time transformation t 7−→ Λ(t) ,
according to Equation (14), is used to convert the process into a stationary one [5]. When
splitting the full period into k-unit intervals of transformed time, the event counts by
interval should follow a Poisson distribution with a mean parameter k for M ≥ 2.5. Chi-
squared tests at a 0.95 confidence level fail the model at the threshold M ≥ 2.5, but the
model passes the tests at M ≥ 3.0. This indicates that the observed process has some
features at low magnitudes that this simplified model is unable to capture. Figure 7 shows
some of the results of the Poisson goodness-of-fit tests.

The following three tests (i.e., distance test, time lag test, and triggering ability test)
have been suggested and used with Japanese earthquake data by Zhuang et al. [8] in order
to assess how well the space and time response functions of a model match the observations.
The next subsections show the test results of this model with the Hungarian data.
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Figure 7. Examples of chi-squared Poisson goodness-of-fit tests: The distribution of event counts per
interval are compared to the modelled Poisson distribution for (a) background events in the core area,
M ≥ 3.0; (b) background events in the core area, M ≥ 2.5; (c) all events, M ≥ 3.0; and (d) all events,
M ≥ 2.5.

4.5. Distance Test

This test compares the distribution of observed distances between trigger events and
their aftershocks against the modelled space response function [8]. If an event i is triggered
by an event j, the standardized distance between the two events can be defined as:

rij =

√(
xi − xj

)2
+
(
yi − yj

)2

√
D2·eα(Mj−m0) + ε2

. (15)

If the approximation of using a Gaussian space response function in the model is
correct, then rij should follow a chi distribution with two degrees of freedom (or Rayleigh
distribution with σ = 1). Since ancestor–descendant relationships between events cannot
be identified unambiguously, the weights ζij are introduced to express the fraction of event
i, which is triggered by event j:

ζij =
K·eα(Mj−m0)·g

(
ti − tj

)
· f
(
xi − xj, yi − yj

∣∣Mj
)

λ(ti, xi, yi|H:i )
. (16)

In order to build a histogram of the observed distribution of rij the sum of the ζij
values is taken in each standardized distance bin, where i runs over HV and j runs over H:i.

The test results are shown in Figure 8, and they show a good fit. This outcome seems
to be in contrast with the results of Zhuang et al., who conclude that the Gaussian space
response form fits poorly to the Japan Meteorological Agency (JMA) catalogue data, as
opposed to the power law, which shows good results. However, the authors used the
Rayleigh distribution with the wrong parameter for the test, that is, σ = 1/

√
2 instead of

σ = 1 [8] (Equation (26), p. 7, Figure 7a, p. 10). With the correct theoretical distribution, the
difference between the Gaussian model variant and the JMA data is much less than what
the 2004 article suggests. In the case of this study, the additional spatial parameter ε also
helps to achieve better results in this test.
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distance from observations versus the modelled distribution.

4.6. Time Lag Test

The purpose of this test is to analyse the fit of the modelled time response function
to the observations [8]. The test method is analogous to the distance test: instead of
standardized distances, the distribution of the time lag tij = ti − tj between triggered
events and their ancestors is reconstructed using the triggering weights ζij, as defined in
Equation (16). Unlike in the distance test, i is allowed to run over the full catalogue H rather
than excluding the first day after the Petrinja mainshock; as a result, the incompleteness of
the catalogue is also visible in the test outcome. Two views of the test output are shown
in Figure 9: a plot of the probability density function (PDF) on a logarithmic scale and
a complementary cumulative distribution function (CCDF) log–log plot, with the latter
suggested as a more powerful diagnostic tool by Mignan [12].

The test results show the following deviations: a downward deviation of the observed
PDF from the model for very short time lags, apparently due to the incompleteness of early
aftershock data in the Petrinja earthquake sequence. However, the test shows this deviation
only at time intervals of less than 10−2 days, that is, less than 15 min, whereas in the study
catalogue, events with M < 3 are missing from the initial part of the observed Petrinja
aftershock sequence for more than 10−1 days, that is, more than 2.4 h. The test also shows
a downward deviation of the observed PDF from the model for very long time lags due
to the boundary effect at the end of the study period. The latter effect also explains the
downward deviation of the observed CCDF from the model.

4.7. Triggering Ability Test

This test compares the modelled and observed triggering ability of events by magni-
tude class [8]. The observed number of events triggered by an event j is expressed as ∑i ζij
when using the triggering weights defined in Equation (16) while the modelled ultimate
number is an exponential function of Mj, and the expected number within the study period
is obtained by restricting the integration bounds of the time responses. The test results
are shown in Figure 10. While the test confirms the exponential trend, it also reveals an
upward deviation from the model at low magnitudes. The graph suggests an exponential
trend with a lower α parameter than that of the model; the likely underlying effect is the
anisotropy of aftershock clusters.

270



Appl. Sci. 2023, 13, 2814Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 31 
 

(a) 

 

(b) 

 

Figure 9. Time lag test results: reconstruction of the distribution of the time lag between triggered 
events and their ancestors from observations. (a) Plot of probability density. (b) Plot of complemen-
tary cumulative distribution function (CCDF). To check the hypothesis that the deviation of the ob-
served curve is explained by the time boundary effect, an alternative CCDF is also shown where the 
time lag is truncated at 400 days. 

4.7. Triggering Ability Test 
This test compares the modelled and observed triggering ability of events by magni-

tude class [Error! Reference source not found.]. The observed number of events triggered 
by an event 𝑗𝑗 is expressed as ∑ 𝜁𝜁𝑖𝑖𝑖𝑖𝑖𝑖  when using the triggering weights defined in Equa-
tion (16) while the modelled ultimate number is an exponential function of 𝑀𝑀𝑗𝑗, and the 
expected number within the study period is obtained by restricting the integration bounds 
of the time responses. The test results are shown in Figure 10. While the test confirms the 
exponential trend, it also reveals an upward deviation from the model at low magnitudes. 
The graph suggests an exponential trend with a lower 𝛼𝛼  parameter than that of the 
model; the likely underlying effect is the anisotropy of aftershock clusters. 

Figure 9. Time lag test results: reconstruction of the distribution of the time lag between triggered
events and their ancestors from observations. (a) Plot of probability density. (b) Plot of complementary
cumulative distribution function (CCDF). To check the hypothesis that the deviation of the observed
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is truncated at 400 days.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 18 of 31 
 

 
Figure 10. Results of the triggering ability test: comparison of modelled and observed triggered 
event numbers by trigger event magnitude. 

5. Parameter Downscaling Methods 
5.1. Motivation for Downscaling 

By downscaling, we mean the adaptation of the model parameters to smaller zones 
within the study area, where a stand-alone ETAS parameter estimation is not feasible due 
to insufficient data. Due to the data quality requirements of an ETAS study, the parame-
terization presented in the previous section relies on the instrumental catalogue data from 
the period 1996–2021, which are dominated by the 2020–2021 Croatian earthquake se-
quences. On the other hand, the largest historical occurrences within Hungary itself date 
to earlier than the study period. From the insurance industry point of view, a Hungarian 
earthquake model needs a regional parameterization, covering the central area around 
Budapest, since this area has the densest accumulation of insured property in the country. 
Furthermore, for a full coverage of the country, the geographical coverage gap along the 
Romanian border would need to be filled.  

Sections 5.2 and 5.3 describe an approach for adapting ETAS parameters to regional 
source zones, which incorporate historical earthquake data from a longer period. There-
fore, we combined ETAS with standard techniques that have been used to parameterize 
stationary mainshock-only models. The zonation used in this study is based on the area 
sources of the SHARE project [Error! Reference source not found.], with zone groupings 
for larger datasets. Figure 11 shows the map of the zones. The downscaling effort was 
restricted to the part of the zones within the core geographical window, defined between 
45.5–49.0 N and 16.0–23.0 E. 

Figure 10. Results of the triggering ability test: comparison of modelled and observed triggered event
numbers by trigger event magnitude.
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5. Parameter Downscaling Methods
5.1. Motivation for Downscaling

By downscaling, we mean the adaptation of the model parameters to smaller zones
within the study area, where a stand-alone ETAS parameter estimation is not feasible
due to insufficient data. Due to the data quality requirements of an ETAS study, the
parameterization presented in the previous section relies on the instrumental catalogue
data from the period 1996–2021, which are dominated by the 2020–2021 Croatian earthquake
sequences. On the other hand, the largest historical occurrences within Hungary itself date
to earlier than the study period. From the insurance industry point of view, a Hungarian
earthquake model needs a regional parameterization, covering the central area around
Budapest, since this area has the densest accumulation of insured property in the country.
Furthermore, for a full coverage of the country, the geographical coverage gap along the
Romanian border would need to be filled.

Sections 5.2 and 5.3 describe an approach for adapting ETAS parameters to regional
source zones, which incorporate historical earthquake data from a longer period. Therefore,
we combined ETAS with standard techniques that have been used to parameterize station-
ary mainshock-only models. The zonation used in this study is based on the area sources
of the SHARE project [26], with zone groupings for larger datasets. Figure 11 shows the
map of the zones. The downscaling effort was restricted to the part of the zones within the
core geographical window, defined between 45.5–49.0 N and 16.0–23.0 E.
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Figure 11. Source zones and zone groupings used in the model, based on the area sources of the
SHARE project [26]. The core geographical window is also displayed—the downscaled model covers
the part of the zones falling within the core window. Zones 01–02–03, Zones 04–10, and Zones 05–06
are grouped for the model. The non-contiguous zones with grey labels are grouped for the model as
the residual Zone 99. Zones with empty labels are not modelled.
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5.2. Maximum Likelihood Estimation with Variable Observation Periods

In this section, we refer to the maximum likelihood estimation (MLE) method devel-
oped by Weichert [33]. In a nutshell, the aim of the estimation is to determine recurrence
parameters for mainshocks, defined as the largest earthquakes in each cluster. The ac-
cumulation of mainshocks is assumed to follow a stationary Poisson point process with
a constant recurrence rate ν. It is assumed that event magnitudes are independent and
follow a truncated exponential distribution with decay parameter β between the bounds
m0 and mx, according to Equation (4). Magnitudes are rounded and grouped into the
magnitude bins [mk − δ , mk + δ). The length Tk of the time interval when the historical
event catalogue is complete varies by the magnitude class mk. The number of events in
the respective magnitude class and completeness period is denoted by nk. The parameters
m0, mx, δ, and Tk are determined by prior expert judgement and are fixed in the estimation;
the unknown parameters to be fitted are ν and β. Under these assumptions, the event count
nk is drawn from a Poisson distribution whose mean parameter is:

λk(ν, β) = ν·Tk·
∫ mk+δ

mk−δ
J(m) dm = ν·Tk·e−β(mk−m0)· 2sinh(βδ)

1− e−β(mx−m0)
. (17)

The calculus for finding the maximum of the corresponding likelihood function L(ν, β)
leads to the equations [33]:

∑k Tk·mk· exp(−βmk)

∑k Tk· exp(−βmk)
=

∑k nk·mk

∑k nk
= m, (18)

ν =
1− e−β(mx−m0)

2sinh(βδ)
· ∑k nk

∑k Tk· exp(−β(mk −m0))
. (19)

The recurrence parameter estimates are obtained by solving Equation (18) for β and
then calculating ν from Equation (19). The strength of this MLE method is that it makes
optimum use of available data by allowing magnitude-dependent observation periods. The
method aims to find only temporal parameters. Its limitation is the reliance on a stationary
Poisson event counting process, which normally restricts its application to declustered
catalogues. Because the largest event in every cluster is selected, the estimated β is expected
to be lower than the β parameter of the full population.

In our ETAS model context, the above MLE technique with variable observation
periods could be straightforwardly adapted to find the (µ, β) parameters of the stationary
Poisson background process while focusing on the initial event in each cluster rather than
the largest one. For that, the calculation of the background weights ξi and indicators
χi according to Equations (10) and (11) would need to be extended to the full historical
catalogue. Such an extension is possible, with the following caveats: due to incomplete
data, the process may identify some triggered earthquakes as background events. In
addition, the high epicenter uncertainty of historical events, and especially the use of
macroseismic epicenters, may lead to implausible results, unless Equation (10) is adjusted
to take this effect into account, e.g., by the convolution of the space distributions with
error functions. However, we did not elaborate in this paper on this method and its results
because this study took a different approach for the downscaling of ETAS parameters, as
seen in Section 5.3.

5.3. Transformed Time Estimates

To be able to perform the MLE with variable observation periods on a non-declustered
catalogue, the t 7−→ Λ(t) transformation was used, which converts the event counts into a
stationary Poisson point process with unit rate [5], where Λ(t) is given by Equation (14).

When the event catalogue is incomplete, the part of the transformed time triggered by
missing events is unknown. Given the ETAS parameters (µ, K, η, q, α) and the magnitude–
frequency decay parameter β, an estimate is provided for the transformed time interval
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length Λ(T2)− Λ(T1) corresponding to the observation period [T1, T2] where the obser-
vations are complete at magnitude threshold mc. Here, the space–time region is defined
by a geographical zone and an observation period, and, as a simplification, it is assumed
that the triggering effects crossing the boundaries of this region are negligible in both
directions, which is a reasonable assumption if there are no major events close to the
zone and period boundaries. This simplification allows for disregarding of the space–time
integration bounds of the response functions g and f and ignoring all events outside the
selected region. The total transformed time is divided into the following parts: (1) Λ0 is the
transformed time coming from the background process, (2) Λ1+ is the transformed time
triggered by the above-threshold events, and (3) Λ1− is the transformed time triggered by
the below-threshold events. Given that the observed below-threshold events only set a
lower bound, Λ1− is unknown.

Λ0 = µ·(T2 − T1), (20)

Λ1+ =
K
ηq
· exp

(
−η∆tq

0

)
·∑j:tj∈[T1,T2],, Mj≥mc

eα(Mj−m0), (21)

Λ1− ≥ Λmin
1− =

K
ηq
· exp

(
−η∆tq

0

)
·∑j:tj∈[T1,T2],, Mj<mc

eα(Mj−m0). (22)

In Equation (22), Λ1− is estimated by emulating iterations of the triggering process
by tracing back every below-threshold event either to some above-threshold event or to
the background:

Λest
1− = (Λ0 + Λ1+)·

[
p(mc)·$(mc) + p(mc)

2·$(mc)
2 + . . .

]
=

= (Λ0 + Λ1+)· p(mc)·$(mc)
1−p(mc)·$(mc)

,
(23)

where p(mc) is the probability that the magnitude of an event is lower than mc according
to Equation (24), and $(mc) is the average reproduction rate of events below magnitude mc
according to Equation (25). The truncation at mc is carried out to avoid double counting
with Λ1+.

p(mc) =
1− e−β(mc−m0)

1− e−β(mx−m0)
, (24)

$(mc) =





K
ηq · exp

(
−η∆tq

0

)
·β· mc−m0

1−e−β(mx−m0)
if α = β,

K
ηq · exp

(
−η∆tq

0

)
· β

β−α · 1−e−(β−α)(mc−m0)

1−e−β(mx−m0)
if α 6= β.

(25)

Considering the lower bound in (22), the total estimated transformed time is then

Λ(T2)−Λ(T1) = Λ0 + Λ1+ + max
(

Λest
1−, Λmin

1−
)

. (26)

The MLE framework with variable observation periods is used with the above time
transformation for downscaling the ETAS parameters (µ, K, η, q, α, D, ε) to zones. The
starting values are the estimated overall parameters from Table 1. The background rate
parameter µ is estimated for each zone from the 2000–2021 catalogue as ∑ χi/T, where
T is the length of this period in days; because the χi indicators are robust, they are not
recalculated with the downscaled parameters. The time response shape parameters (η, q)
are left unchanged during the downscaling as most of the zone sub-catalogues have
insufficient data to reparametrize them. The trigger scale parameter K is rescaled to K·r
for each zone individually, and the α parameter is adjusted by zone using the α = β
assumption. The transformed time intervals corresponding to the observation periods
change with the rescaling. Starting from r = 1, the following iteration steps are repeated
until convergence:

1. Parameter β is obtained by solving Equation (18) for the non-declustered event set in
the transformed time, and α is set equal to β.
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2. The scaling factor r is set such that ν = 1 for the non-declustered event set in the
transformed time, where ν is calculated according to Equation (19).

There are no sufficient data by zone for an independent rescaling of the space re-
sponse parameters D and ε. Therefore, ε is kept unchanged while D is rescaled to D·r1/2;
the latter assumption keeps the number of triggered events per unit of aftershock area
approximately invariant.

6. Parameter Downscaling Results
6.1. Downscaled Parameters

The magnitude bounds are set at m0 = 2.45 and mx = 6.55, and the magnitude class
width is 2δ = 0.1. For simplicity, the same upper bound is used for all zones. Considering
the maximum magnitudes of the model variants as in Tóth et al. [34], mx = 6.55 appears a
conservative choice for the core geographical window. The largest homogenized magnitude
in the historical catalogue observed within this area is M = 6.1 which is estimated for
the Érmellék 1834 earthquake. The observation periods by magnitude class are given in
Table 3.

Table 3. Observation periods by magnitude class.

Magnitude Begin End Tk (Days)

M ≥ 2.5 2000 2021 8036
M ≥ 3.0 1995 2021 9862
M ≥ 3.5 1970 2021 18,993
M ≥ 4.0 1880 2021 51,865
M ≥ 4.5 1750 2021 99,346
M ≥ 5.0 1750 2021 99,346
M ≥ 5.5 1700 2021 117,609
M ≥ 6.0 1700 2021 117,609

The downscaled parameter estimates by zone are shown in Table 4. The obvious
boundary effects at the Croatian edge of the core window make the transformed time
estimates unreliable in Zone 99. For this zone all original parameters other than µ are kept
unchanged. Because of data quality concerns, the parameters are not downscaled in the
Romanian border Zone 05–06 either. As a placeholder solution for including the Romanian
border area in the model, the kernel estimate of the background density u(x, y) and the
declustering indicators χi are extended to Zone 05–06 without changing the original ETAS
parameters while applying a 0.5 credibility weight to all events with questionable data
quality (that is, all events in zone 05–06 whose only source is Catalogue C) and restricting the
estimation of µ to the years 2000–2010. Another problem area is zone 13 on the northeastern
periphery, where there is a very steep frequency decay at low-end magnitudes, which is a
possible indication of the presence of an inhomogeneous sub-population. Therefore, in this
zone, the lowermost magnitude classes—M < 2.7, for the estimation of µ, and M < 2.6, for
transformed-time MLE—are excluded from the calculation. Thereby, some low-magnitude
residual activity in this zone is left unmodelled.

6.2. Sensitivity of the Downscaled Parameters

For assessing the robustness of the downscaling, the parameters are recalculated using
two alternative parameterizations of the overall model from Section 4.2., i.e., with the
two parameter sets calculated with alternative magnitudes of the Petrinja mainshock. The
results of this calculation are shown in Table 5. Except for D, the changes in most parameters
are small. One cannot conclude from these results that the errors of the downscaled
parameters are small; however, the test suggests that the sensitivity of these parameters to
the overall parameterization is limited and that the parameters depend more strongly on
the zone catalogues.
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Table 4. Preferred ETAS parameters by zone after downscaling. The event numbers used for parame-
ter downscaling and the implied branching ratios $ are also shown. The downscaling approaches
were not applied to the Romanian border Zone 05–06 due to data deficiencies and to the residual
Zone 99 due to boundary effects. Note that the µ background rates (without Zone 05–06) do not add
up to the core area total µ0 in Table 1; the difference is due to the non-covered residual activity in
Zone 13.

Zone µ
(1/Day) K η q α = β

D
(km)

ε
(km) N $

01–02–03 0.0101 0.0066 0.4184 0.2517 2.4406 0.0486 2.3395 191 0.60
04–10 0.0113 0.0037 0.4184 0.2517 2.8073 0.0366 2.3395 139 0.39

08 0.0174 0.0048 0.4184 0.2517 2.7404 0.0416 2.3395 233 0.49
11 0.0092 0.0054 0.4184 0.2517 2.3869 0.0438 2.3395 151 0.47
13 0.0059 0.0031 0.4184 0.2517 2.8651 0.0335 2.3395 60 0.33

05–06 * 0.0170 0.0049 0.4184 0.2517 2.6021 0.0417 2.3395 68.5 ** 0.47
99 * 0.0078 0.0049 0.4184 0.2517 2.6021 0.0417 2.3395 63 0.47

* No downscaling. ** With credibility weights.

Table 5. Alternative results for the downscaled parameters, starting from two alternative parameter
sets of the overall model calculated with different magnitudes of the Petrinja mainshock, M = 6.2
and M = 6.4, respectively (cf. Table 2).

Zone Alternative µ
(1/Day) K η q α = β

D
(km)

ε
(km) $

01–02–03 M = 6.2 0.0101 0.0067 0.4011 0.2700 2.4414 0.0545 2.3035 0.60
M = 6.4 0.0101 0.0065 0.4401 0.2308 2.4423 0.0429 2.3842 0.60

04–10 M = 6.2 0.0113 0.0038 0.4011 0.2700 2.8070 0.0410 2.3035 0.39
M = 6.4 0.0113 0.0037 0.4401 0.2308 2.8073 0.0323 2.3842 0.39

08 M = 6.2 0.0174 0.0049 0.4011 0.2700 2.7400 0.0466 2.3035 0.49
M = 6.4 0.0174 0.0047 0.4401 0.2308 2.7414 0.0368 2.3842 0.49

11 M = 6.2 0.0092 0.0054 0.4011 0.2700 2.3870 0.0490 2.3035 0.47
M = 6.4 0.0092 0.0052 0.4401 0.2308 2.3872 0.0387 2.3842 0.47

13 M = 6.2 0.0059 0.0032 0.4011 0.2700 2.8651 0.0376 2.3035 0.33
M = 6.4 0.0059 0.0031 0.4401 0.2308 2.8680 0.0296 2.3842 0.33

6.3. Test of Long-Term Event Numbers by Zone

For this test, 500 stochastic catalogues were generated using the downscaled param-
eters and another 500 stochastic catalogues with the original parameters, each stochastic
catalogue spanning 300 years. This provided a modelled distribution of event numbers
by zone before and after downscaling, which were compared with the respective event
numbers in the historical catalogue. The comparison focused on magnitudes M ≥ 4.0,
i.e., these events with a potential for insurance losses. Event numbers in the observation
periods according to Table 3 were compared to these in the equivalent simulated periods
by magnitude class. The test results are shown in Figure 12.

6.4. Test of Event Accumulation by Zone, 2000–2021

The comparison of modelled versus observed cumulative event numbers (cf. Figure 6)
is performed in this test for each zone separately. The results are shown in Figure 13. The
model shows a better fit to the observations in the central Zones (01–02–03 and 04–10)
than on the periphery; this can also reflect variations of underlying data quality. The
biggest deviation is observed in Zone 13 where the smallest events were excluded from the
downscaling to obtain a better fit to long-term event counts in higher magnitude classes.
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Figure 12. Comparison of long-term event counts by zone, modelled and observed. The modelled
distributions were obtained by generating 500 stochastic catalogues using the downscaled parameters
and another 500 stochastic catalogues with the original parameters, each one spanning 300 years.
The observation periods reflecting completeness differ by magnitude class; therefore, the event
numbers shown are not always decreasing with the magnitude threshold. (a,c,e,g,i) Zone-by-zone
downscaled model results. (b,d,f,h,j) Results for the same zones with parameters before downscaling,
for comparison. (k,l) Results for Zones 05–06 and 99 where the downscaling approach is not used.
(m,n) Results for the total modelled area, with and without downscaling.
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Figure 13. Modelled versus observed event accumulation by zone in the study period 2000–2021 for
M ≥ 2.5. (a–e) Results of the test shown for each zone. Zones 05–06 and 99 with no downscaling
are omitted.
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7. Discussion and Conclusions

ETAS methodology has been applied to Hungarian earthquake data of the period
1996–2021. Despite the data challenges caused by moderate seismicity, we succeeded in
fitting space–time ETAS parameters to recent instrumental data of the region, which include
the 2020–2021 Croatian earthquake sequences. Our conclusions from the modelling exercise
are the following:

1. Poisson goodness-of-fit tests of the modelled versus the observed process show a
satisfactory fit for events M ≥ 3.0, which is appropriate for application in insurance.
On the other hand, the same tests show significant deviations from the model at the
magnitude threshold M ≥ 2.5. These deviations at low magnitudes likely result from
the inhomogeneities of the observed process between earthquake clusters, from data
deficiencies, and possibly also from boundary effects at the edge of the modelled area
or at the magnitude threshold.

2. A stretched exponential time response function is used in the model. Based on the
results of the event accumulation and time lag tests, we conclude that this time
response form is appropriately fitted to the observed data. Deviations from the
theoretical curve in the time lag test occur at very short time periods due to early
aftershock incompleteness and at long time periods due to the time bounds of the
observed catalogue. The modelled branching ratio $ = 0.47 implies a stable process.
A systematic comparison of the stretched exponential function against the more
commonly used modified Omori law as an alternative, however, was not part of
this study.

3. The model uses a Gaussian space response function with an allowance for epicenter
error. The results of the standardized distance test show a good fit between the model
and the observed data. The ε = 2.34 km value of the error parameter is consistent
with the horizontal error estimates of the underlying catalogue. On the other hand,
the fitted ε parameter possibly also absorbs a correction for a deviation of the data
from the Gaussian space response model or from the γ = α constraint. An indication
for this is that the 42-m value of the D parameter is unlikely to reflect the aftershock
radius of M = 2.5 events by itself.

4. After the overall ETAS parameter estimation, parameter adjustments for regional
zones (downscaling) were also calculated. In this step, historical catalogue data go-
ing back to 1700 were incorporated. Despite the known limitations of the historical
catalogue, we find it important that, in an insurance model for a moderately active
region like Hungary, the most destructive historical events are taken into account for
parameterization and for model testing. Even after the inclusion of historical events,
the dataset used for downscaling is still dominated by recent instrumental data which
have a lower magnitude threshold of completeness. The modelled event numbers
were tested against long-term historical observations in the magnitude range relevant
for insurance losses. For the total modelled area, the test outcomes show a good
fit both with and without downscaling, with the modelled median numbers falling
slightly closer to the observations with the non-downscaled parameters. However,
downscaling provides clear improvements to the results by zone. While the param-
eters of the overall model are subject to significant uncertainties, the tests indicate
that the downscaled parameters are only moderately sensitive to the variations of the
overall parameters.

5. For a Hungarian model, the central Zone 01–02–03 is especially important. In
this zone, the downscaled model overestimates long-term event numbers in the
4.0–4.5 magnitude range. On the other hand, it gives better-fitting and more conser-
vative results than the original parameterization for magnitudes M > 4.5, which is
desirable in the case of a model for insurance applications. Zone 01–02–03 has expe-
rienced some notable event clusters in the 2000–2021 period, corresponding to the
Oroszlány 2011, Tenk 2013, and Érsekvadkert-Iliny 2013–2015 events. The observed
overall event accumulation in the zone is well-fitted to the downscaled model, as
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shown in Figure 13a; however, this graph masks the inhomogeneities between the
two 2013 event sequences, which were geographically distant but overlapped in time.

Finally, we reflect on how the results of this study contribute to the planned application
in insurance. In this study, only the first module of an earthquake risk model was covered,
that is, a statistical model of event occurrences. With the help of this model, synthetic
earthquake catalogues can be generated, representing sequences of events that may happen
in the future and possibly cause losses. Unlike in those models where only mainshocks
are modelled, the synthetic catalogues of this model also include aftershock sequences.
However, the subset of the mainshocks can be extracted from the catalogues if a simplified
model variant is preferred. If aftershocks are modelled, then the future scenarios are not
independent from the past, as large earthquakes are followed by periods of increased
seismic activity. This effect can be captured by the stochastic catalogue generator of this
model if recent events are added to the simulation as fixed inputs, occurring before the
simulated time interval.

The synthetic catalogues mentioned above will be used as a starting point for simulat-
ing insurance losses when the full model is in place. Future work on the model will focus
on developing those modules that were not discussed in this study: the ground motion
attenuation and the vulnerability modules. Another possible area of future work is to
extend the geographical coverage of the model to other Central European countries.
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Abstract: A correlation between low L-shell 30–100 keV electrons precipitating into the atmosphere
and M ≥ 6 earthquakes in West Pacific was presented in past works where ionospheric events an-
ticipated earthquakes by 1.5–3.5 h. This was a statistical result obtained from the Medium Energy
Protons Electrons Detector on board the NOAA-15 satellite, which was analyzed for 16.5 years. The
present analysis, utilizing the same database, translated into adiabatic coordinates during geomag-
netic quiet periods, lead to another significant correlation regarding East Pacific strong earthquakes.
This new correlation is still observed between high energy precipitating electrons detected by the
NOAA-15 0◦ telescope and M ≥ 6 events of another very dangerous seismic region of the Pacific ring
of fire. The particle precipitation that contributed to this correlation was characterized by electron
L-shell, pitch-angle, possible disturbance altitudes, and geographical locations. This correlation
occurred circa 57 h prior to the East Pacific earthquakes, according to past single cases of reports. The
conditional probability corresponding to the cross-correlation peak of 0.024 per binary events reached
a value of 0.011. A probability gain of 2 was calculated for earthquakes after an independent L-shell
EBs detection, it is therefore applicable for future earthquake forecasting experiments. Moreover, a
time-dependent probability gain approaching the correlation peak was estimated.

Keywords: electron bursts; NOAA satellite; East Pacific earthquakes; conditional probability; risk reduction

1. Introduction

Low Earth Orbit (LEO) satellites fly at altitudes ranging between 200 and 2000 km,
providing a platform of observation extending over hundreds of km, thus being able
to monitor large regions struck by strong earthquakes (EQs). Likewise, given that LEO
satellites are not stationary, and they circle the Earth many times every day, this platform is
capable of monitoring the entire Earth’s surface, assuring multiple passages on the same
areas in a few days [1]. This type of monitoring uses non-seismic detectors which are
mainly electromagnetic, being that the atmosphere is absent at satellite altitudes. Non-
seismic phenomena observed on the ground during strong EQs are well recognized as
happening before, during, and after a seismic manifestation [2]. These phenomena include
fluid migration [3], the Earth’s electric currents [4], atmospheric phenomena [5], and
electromagnetic perturbations [6]. However, at ground level, they can be influenced by
local effects, including land, atmospheric variables, and anthropogenic activities [7]. Thus,
they cannot be reliably studied and related to the different phases of EQ preparation [8]. In
this regard, LEO satellite observations overcome such difficulties by averaging signals on
large areas and thus reducing the influence of local phenomena [9].

Electromagnetic detectors at LEO altitudes are also disturbed by atmospheric phenom-
ena [10] and extraterrestrial perturbations mainly associated with the Sun [11]. Therefore, it
has been suggested that remote sensing from the near-earth space of phenomena observed
with EQs may be associated with seismic phenomena by statistical approaches [12]. An
additional advantage of LEO satellites is that regarding terrestrial observations, they are
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able to continuously monitor multiple regions to investigate many strong seismic events
over a few years for statistical analyses [13].

Statistical correlations between time series of strong earthquakes and time series of
remotely collected signals have been recently obtained in several fields of electromagnetic
observations [14]. A study lasting 7.5 years concerning Pc1 pulsations reported from a
low-latitude station in Parkfield, California, an enhanced occurrence probability of such
phenomena about 5–15 days prior to EQs, during the daytime [15]. A statistical correla-
tion was calculated for ULF geomagnetic fluctuations, and this phenomenon anticipated
moderate earthquakes by 1–5 days at Japanese ground stations [16]. Seismo-ionospheric
effects on long sub-ionospheric paths have been investigated in amplitude variations of
signals [17,18]. In a statistical study concerning VLF/LF wave paths, transmitter signal am-
plitudes revealed perturbations with a frequency excess of 3–6 days before strong seismic
events occurred in 10 years [19]. Concerning the magnetometers onboard LEO satellites,
shallow earthquakes with M > 5.5 have been anticipated by both magnetic field pertur-
bation and electron density signals of 10−0.96+0.51·M and 10−3.46+0.83·M days, respectively,
using the first 8 years of Swarm data [20]. A significant correlation between VLF wave
intensity and strong EQs occurring at 0–4 h was observed in a statistical study using the
micro-satellite DEMETER [21,22], where EQs were preceded by decreasing intensities.
Furthermore, the largest occurrence rates of anomalies on TEC data from the global iono-
sphere map were correlated with strong superficial EQs, they occurred 1–5 days before the
EQs [23,24]. Significant increases in electron density measurements observed on board the
DEMETER satellite were correlated with moderate seismic events that occurred 10 to 6 days
later [25]. A statistical analysis of NOAA POES data has evidenced Electron Bursts (EBs),
which are sudden increases in electron fluxes, in the loss cone 2–3 h before the M≥ 6 quakes
in Indonesia and the Philippines [26]. This analysis has been recently improved upon by
considering the interval of 1.5–3.5 h before strong EQs in the West Pacific and resolving the
ambiguity of recognizing EBs without knowing the EQ epicenters a priori [27]. The aim
was to develop a methodology for EQ forecasting and verification [28].

Based on the theory of conditional probability developed in past studies [27,28] for
EQ forecasting, an application for both EQ and tsunami risk reductions will be described
for seismic activity in the East Pacific. Moreover, Section 2 will describe the databases
used for the analysis and their relative restrictions. Section 3 will deal with the selection of
EBs used to verify their correlation with East Pacific’s strong EQs. This correlation is used
for possible risk reduction applications discussed in Section 4, due to a longer time lag of
correlated EQs. Finally, a summary of the results is reported in the Conclusions.

2. Materials and Methods

Data from the NOAA-15 polar satellite were used in this study. Particle counting
rates (CRs) were produced by detectors on board the satellite that monitors protons and
electrons flying in polar orbits at altitudes between 808 and 824 km at perigee and apogee,
respectively, with an inclination of 98.7◦ and a period of 101.2′ [29]. The particle detectors,
where the analysis was applied, were composed of eight solid-state telescopes called
medium energy proton and electron detectors (MEPED). The latter was measuring proton
and electron fluxes on 0◦, 90◦, and Omni-directions from 30 keV to 200 MeV [30]. MEPED
data were provided every 2 s, whereas all the sets of orbital parameters were provided
every 8 s; consequently, 8 s averages of the CRs were calculated, discarding unreliable
negative values, and correcting for proton contamination [31]. Only the zenith telescope,
0◦, was used to count electrons in this, as both the 90◦ and omnidirectional telescopes were
investigated in the past, reporting no positive correlations [26–28]. The detected electron
energies were within three ranges of 30–2700 keV, 100–2700 keV, and 300–2700 keV, so
three differences in CRs were calculated to create new sets of data from 30 keV to 100 keV,
100 keV to 300 keV, and 300 keV to 2700 keV. In fact, different behaviors in particle dynamics
are determined by energy, and, thus, the new sets resulted in a simpler analysis. When
the mirror point of such electrons goes under 100 km, particles are sure to be stopped in
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the residual atmosphere. This occurs when electrons enter the loss cone, which can be
determined by minimizing electron mirror point altitudes through the UNILIB libraries [32];
so, the minimum mirror altitude was also added to the data.

The International Geomagnetic Reference Field model (IGRF-13) was used to precisely
determine the B-field and the L-shell at the satellite orbit. The dynamics of electrons
were described using adiabatic invariants as they are more stable. Therefore, the analysis
parameters were the geomagnetic field at mirror points Bm = B/ cos2α, where α is the pitch
angle that is the difference between the electron velocity and geomagnetic field direction,
and the L-shell. A 4-dimensional matrix (t; L; α; B) was filled with data relative to electron
CRs where t is the time. Intervals were chosen to be of 8 s for t, 0.1 for L, 15◦ for α, and
non-linear for B, with the shortest of these latter used where CRs were highest, to better
describe the CR spatial variations and with the largest intervals used where the CRs were
less frequent, so to obtain a greater number of samples [26–28]. The time period was from
July 1998 to December 2014. The parameter L was restricted to a range between 1.0 and 2.2
to focus the analysis on the inner Van Allen Belts. Moreover, the α range was 180◦, and the
geomagnetic field range was between 16 µT and 47 µT.

The solar activity is the primary cause of precipitating electrons, it is also able to
influence the inner Van Allen Belts, thus, days of moderate to high solar activity were
excluded from the analysis. This was performed by neglecting data when the daily Ap
index overcame a threshold. The threshold was set according to the seasons and years due
to the solar cycle using the relation Ap = 11.1 + 0.8 sin [0.37(year − 1996)] + {2.1 − 0.1 sin
[0.37(year − 1996)]} cos [0.0172(day − 27)]. The phase shift defined by the above relation
corresponds to the minimum of the Sun’s activity in 1996, whereas the 27-day modulation
was dictated by the Sun’s rotation. Furthermore, CRs were not included in the analysis
whenever the Dst index resulted in being lower than −27 nT. This was done so as not to be
influenced by any substorm activity.

Being that the CR distributions were Poissonian in every interval of (t; L; α; B), an
electron CR fluctuation was considered a statistical fluctuation with a probability of less
than 1% if the value of the Poisson distribution(CR fluctuation) was less than 0.01. CRs
that satisfy this relation were defined as EBs. When the satellite runs a semi-orbit, all
detected EBs were labeled as only one EB. Including only EBs with L-shells in a restricted
interval [27], a histogram of Correlation Events (CEs) between EQs and EBs was calculated.
CE was defined by the time difference between EQs and EBs, TEQ − TEB, which permitted
the filling of the histogram with a bin interval of 2 h. Whenever a CE peak appeared at
a certain time interval for some kind of EQs, it was tested for its significance [26] thus
determining whether it was a positive correlation. The conditional probability of an EQ
event following the observation of an EB event was defined for binary events by [27,28]:

P(EQ|EB) = CE/NEB. (1)

The cross-correlation Pearson coefficient for binary events called the Matthews corre-
lation coefficient [33] can be obtained by [27,28]:

P(EQ|EB) = P(EQ) + corr(EQ,EB){P(EQ)[1 − P(EQ)][1 − P(EB)]/P(EB)}1/2, (2)

and

corr(EQ,EB) = [CE/Nh − P(EQ)P(EB)]{P(EQ)[1 − P(EQ)]P(EB)[1 − P(EB)]}−1/2, (3)

where P(EQ) = NEQ/Nh, P(EB) = NEB/Nh, NEQ was the number of considered EQs, NEB was
the number of considered EBs, and Nh was the number of time intervals. The corresponding
ratio P(EQ|EB)/P(EQ) = G is the probability gain of the correlation peak.
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3. Results

The extraction of EBs from the NOAA-15 database of CRs starting from July 1998 to
December 2014 was performed using the same procedure as in previous analyses [26–28].
Being so, the starting set of EBs to correlate to EQs remained unvaried and is reported in
Figure 2 of a past work [28]. These EBs were all in the loss cone with bouncing altitudes
lower than 200 km, and for 95% of cases lower than 100 km, in correspondence to the
South Atlantic Anomaly (SAA). Figure 1 reports the geographical distribution of the
NOAA-15 trajectories in one day, where the electron flux distribution along the trajectory is
represented in colors. The black contour in the center represents the SAA. As reported in
previous analysies, see, for example, Figure 1 of [26], precipitating electrons were observed
far from the SAA to the west up until 170◦ in longitude, indicated by the cyan contour of
Figure 1. The space-time distribution of the detected EBs consists of a series of consecutive
events corresponding to time intervals lasting up to a few minutes. Although, one or
more non-consecutive detections characterized the space-time distribution of EBs along the
single semi-orbit. Moreover, the observation of one or more EBs in a semi-orbit was defined
as only an EB event. Being that the EB L-shells were limited at L < 1.4 by the requirements
of precipitating particles from the inner Van Allen Belts, the time length of every EBs was
always found less than 12 min. For what concerns the EB time, was defined as the average
time among the times of selected EBs in the semi-orbit.
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Figure 1. The set of NOAA-15 semi-orbits on 4 January 2001, with the CRs along the line orbits
evidenced by colors; CR = 0 in blue, CR = 100 in light blue, CR = 101 in green, CR = 102 in orange,
and CR = 103 in yellow; the SAA region is evidenced using a black contour, while the region where
the satellite detect electrons in the loss cone, is evidenced by a cyan contour.

Unlike the previous study [26], which investigated strong EQs worldwide, the subse-
quent work [28] reported on correlations obtained with EQs restricted to the Philippines
and Indonesian areas, in order to maximize the ratio between the correlation amplitude
and the non-correlation amplitude. Afterward, numerous geographical areas were tested
for their suitability, with the aim of maximizing this ratio, so a stronger correlation was
obtained for West Pacific EQs [27]. During our study, the extension of the EQ area was
pushed to the Central Pacific until it reached the East Pacific, therein another correlation
peak emerged. Given this, a new analysis started for EQs in East Pacific.
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A set of 6 correlation plots between 30–100 eV EBs and East Pacific M ≥ 6 EQs
are shown in Figure 2 where the bin time interval was chosen between 2 and 6 h. A
range of ±3 days was considered for the time difference between EQs and EBs, where
TEQ − TEB positive highlights that EBs precede EQs, while EQs precede EBs for negative
time differences. CE distributions were Poissonian as in past cases, and the average
values are indicated using black dashed lines, while the red dashed lines are used for
standard deviations. Significant correlation peaks appear at time differences around 57 h,
which means that the EB observation anticipated the corresponding EQ. Unlike past
works [26,28], where the correlation significance was represented by EQ projections at
certain altitudes, here the correlation significance was calculated exclusively with respect
to the EB features. In analogy with the case of West Pacific EQs [27], the L-shell interval
of electrons to maximize the correlations between EBs and East Pacific EQs was obtained
at 1.1 ≤ L ≤ 1.3. A plot of this EB L-shell parameter compared to latitudes is shown in
Figure 3. The plot reports two distinct distributions, a correlation for negative latitudes and
a lack of correlation for positive ones. For what concerns electron pitch angles, they were
concentrated in intervals around 67◦ and 117◦, with 56◦ ≤ α ≤ 72◦ and 108◦ ≤ α ≤ 126◦.
The correlations in Figure 2 were obtained for EQ depths lower than 200 km, supporting the
hypothesis that only EQs close to the surface seem to be correlated to ionospheric activity.
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Figure 2. Correlations were obtained by filling histograms of the time difference TEQ − TEB which
is positive when EBs anticipated EQs. They are plotted for different bins of 2, 2.5, 3, 4, 5, and 6 h
from top left to right; the centers of correlation peaks are 57.2, 56.05, 55.8, 56.3, 57.3, and 57.2 h,
respectively; averages are evidenced by the black horizontal dotted lines, while the red ones indicated
the 3 σ levels; note that border bins are not completely populated as they are partially out the range
of ±3 days.
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Figure 3. The L-shell parameter distribution is compared to the EB latitudes; the distribution pattern
is different from those of the EB correlation with West Pacific EQs as in this case EB longitudes
correspond to the SAA.

The significance of the correlation peaks was calculated for all the cases shown in
Figure 2. The plot shown in Figure 4 summarizes the results regarding the number of
standard deviations that define the correlation peak significance above the average values
concerning the bin duration and the relative average correlated events. A statistical increase
in the correlation peak significances was observed, which started to exceed 3 standard
deviations for a bin correlation less than or equal to 6 h and reached a maximum of over 4
for a bin correlation of 4 h. The correlation peak significance was less than 3 for bins greater
than 6 h. Concerning the number of correlated events, it decreases for short correlation
bins. In Figure 4, a continuous red line indicates the number of standard deviations of
57 h correlation peaks observed with different bins, a continuous black line indicates the
number of events at the peaks, whereas the dashed line indicates the averages. All the
correlation peak significances overcame the threshold of 99%. As in the past publications,
both correlation calculus using a randomized space and time distributions of EQs were also
calculated by using the same EQ times, and the same EQ epicenters, respectively. In these
randomized cases, the previously obtained correlation peaks completely disappeared.
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The maximum number of 45 correlation events was found for the greatest time bin
of 6 h, which corresponded to 45 EQs identified in the map in Figure 5. The geographical
region where EQs correlated with NOAA-15 EBs is delimited by−40◦ to 30◦ in latitude and
by 245◦ to 300◦ in longitude, the yellow line in Figure 5, so included are regions with strong
seismic activity, such as Mexico, Caribbean Sea, Guatemala, Honduras, Nicaragua, Costa
Rica, Panama, Columbia, Ecuador, Perú, Bolivia, Chile, and a large part of South-eastern
Pacific. EQ epicenters are indicated by red dots in Figure 5, about half of which are located
offshore. Note that the total number of mainshocks that occurred during 16.5 years in
Figure 5 yellow square was 199, they were about 1/3 of the mainshocks that stroked West
Pacific in the same period. However, the 45 East Pacific mainshocks of the peak correlation
are near the 44 EQs of the West Pacific correlation peak, being the East Pacific correlation
bin 3 times the West Pacific correlation bin. The time distribution of the 45 considered
EQs from July 1998 to December 2014 is shown in Figure 6, with their relative magnitudes.
Concerning EB detection positions, the geographical region is delimited at −35◦ and 20◦ in
latitude, and at 205◦ and 295◦ in longitude, divided into two inclined belts indicated by
cyan contours in Figure 5 whose inclinations are due to the asymmetry of the geomagnetic
field. Finally, electron mirror points of detected EBs over the EQ epicenters are plotted in
Figure 7, ranging from minimum altitudes between 100 km and 700 km.
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region where the NOAA satellite detected EBs correlated with EQs.
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Figure 7. The electron mirror point altitudes at L = 1.2 are indicated by continuous and dashed lines,
which are compared to continuous horizontal lines indicating NOAA-15 and atmosphere altitudes;
green-colored areas indicate longitude regions where electrons are detectable, and the yellow to red
areas indicate the probable interaction areas between EQs and EBs; arrows next to shades indicate
increasing probabilities; the SAA region excluded by the analysis is delimited by vertical lines, which
discriminate between the southern and the northern hemisphere using continuous and dashed lines,
respectively.
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4. Discussion

A comparison of the possible results obtained above for East Pacific EQs with those
obtained for West Pacific EQs [27] is useful to describe the similarities and differences
between them. The first striking difference was found in the correlation time difference
which was a few hours for West Pacific EQs and a few days for East Pacific EQs, even if
EBs anticipated EQs. The first striking similarity was found between the maximum CE
number. Concerning the CE significance, calculated using the σ number, the results were
slightly worse being the maximum significance of a little more than 4, observed for bin
intervals of 4 h, compared to a little more than 5 for bin intervals of 2 h of the past. The
CE number relative to the maximum significance was lower for the East Pacific case. The
geographical positions of EBs were nearly entirely overlapping, with a slight shift to the
East of around 10◦, whereas the relative positions concerning the correlated EQ epicenters
were completely different and non-overlapping. Altitudes of electrons calculated over
the new EQ epicenters were also completely different, resulting in many hundreds of
kilometers lower compared to past studies. The EQ area in the West Pacific belonged more
to the Northern hemisphere than to the area of the East Pacific EQs that belonged more to
the Southern hemisphere. This seems to reflect the geomagnetic field asymmetry, following
the geomagnetic equator crossing the geographic equator from north to south and moving
eastwards to those longitudes. The EQs are instead quite similar for the two regions, being
in both cases superficial and equally distributed between land and oceanic crusts.

Concerning the adiabatic parameters of EBs, the L-shell range in this study resulted
in being more extended towards lower values, and the latitude dependence was lost for
positive latitudes. Moreover, the positive latitude dependence of L-shell was observed
for EBs over West Pacific EQ epicenters around 125◦, see Figure 2 of [27]. However,
EB longitudes over East Pacific EQs are close to the SAA, where the geomagnetic field
deviates from the dipolar shape. Specifically, the angle between the satellite’s orbit and
the geomagnetic line is small for positive latitudes and close to 90◦ for negative latitudes.
Therefore, the satellite crosses the 1.1 ≤ L ≤ 1.3 in more than 20◦ of positive latitude,
whereas it crossed the same interval in 5◦ of negative latitudes. In fact, the pitch angle
of positive latitude EBs is restricted to 56◦ ≤ α ≤ 72◦ while the pitch angle of negative
latitude EBs is restricted to 108◦ ≤ α ≤ 126◦. Furthermore, two different distribution bands
were observed, see Figure 3, for negative latitudes. They were separated approximately by
α = 120◦, with 1.1 ≤ L ≤ 1.22 in the interval 108◦ ≤ α ≤ 120◦ and with 1.22 ≤ L ≤ 1.3 in the
interval 120◦ ≤ α ≤ 126◦. The pitch angle results are divided into two intervals for both
studies, coinciding exactly. Being so, the striking difference in the correlation times between
the two studies seems to be more naturally associated with the major difference retrieved
from the correspondent analyzed data of the two cases: which is the altitude of electrons
passing above the East and West Pacific EQs. If the Lithosphere-Ionosphere interaction
occurs above the future epicenters and the magnitude depends on the distance of electrons
from the lithosphere; as previously proposed for magnetic pulses [6], a lower altitude of
charged particles above the East Pacific means that lower magnitude magnetic pulses could
be able to modify electron trajectories, even if the general behavior of magnetic pulses have
not been proven decreased with the temporal remoteness of strong EQs. Case studies based
upon data from the DEMETER satellite of East Pacific EQs, such as the Chile EQ M = 8.8 on
27 February 2010, and the Haiti EQ M = 7.0 on 12 January 2010, recorded similar delays
with electron detections [34], also associated with VLF wave activity.

Preparedness for strong EQs and tsunamis has been developed over recent decades [35]
either by triggering early warnings or by rapidly assessing the expected damages [36].
Early warnings consist of alerts seconds before the arrival of destructive seismic waves
in populated regions. Such an alert may be useful in controlling the shutdown of gas
pipelines and critical facilities, reducing speeds of rapid-transit vehicles, and also advising
the interested populations to follow the necessary precautions. Reduced lead times limit the
possible preparedness actions, thus leaving part of the population at the mercy of imminent
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danger. Utilizing the possible correlation results obtained above for a short-time warning
in strong EQs and tsunami preparedness might contribute to reducing the impact of EQs.

A way of using such results is to define a scenario for a short-time prediction model [27].
Following the work of Console [37], the representation of the EQ prediction model would
need to define the target volume where EQs occur VT, which is a 2-d geographic space +
1-d time-space. This volume is displayed by a black contour in Figure 8, and with EQs
occurrence by red stars. If an EQ occurs in the alarm volume VA in yellow, it is a success (S),
while if an EQ occurs out of the yellow volume it is a failure of prediction (F). The precursor
volume VP, which is generally different from VT, contains the alarm events. In this case, VP
is the cyan volume of Figure 8 where EBs are detected, the time of EB observations lasting
less than 12 min. When an EB is detected in VP it is an alarm that defines a VA. The time
span of the EQ observations multiplied by the area of East Pacific where the correlations in
Figure 2 are calculated is VT. An EQ event is included in this scenario only if M ≥ 6. Unlike
West Pacific earthquakes where geographical areas of VP and VA were completely disjoined,
areas of EQs and EBs are largely overlapping in this scenario. In this representation, VA
has the dimension T which coincides with the correlation bin dimension, it is generated by
an EB detection in VP, and covers the same area as VT. To have the greatest significance
the 4 h bin interval of 54.3–58.3 h should be chosen. The VA dimension and shape are
the same for each detected EBs in VP; if an EQ with M ≥ 6 occurs in VA one success is
collected. Similarly, if an EQ occurs out of the VA, meaning that it happened before or
after the 4 h between the 56.3 h following the EB, one failure is collected. Moreover, one
false alarm is collected for any EB detection not followed by any EQ. Non-continuous VT
is defined as when the Sun’s activity leads to discarding days or due to the NOAA-15
satellite intermittence into the detection area west of the SAA. A VA is generated within
VT 56.3 h after an EB is detected in VP, and the time ahead is the vertical distance in the
representation of Figure 8.
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Figure 8. The scenario is the volume representation where a forecasting model can be tested, here it
is delimited by the target volume VT, the alert volume VA, and the precursor volume VP, the latter
two being products among the geographical coordinates of EQs and EBs and the time of observations.
Discontinuities in time are due to the solar activity intermittence. The alarm duration can be chosen
to be 4 h in this work which corresponds to the greatest significance. VT and VA cover the entire East
Pacific area, while VP is restricted to two latitudinal areas being more extended on the west. In red is
the possible precursor volume which hypothesizes a physical action on the ionosphere of the future
epicenter lithosphere.
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The VT can be obtained by multiplying the East Pacific area by the total number of
hours [27], this total number corresponds to Nh = 36,135 for 4 h intervals. The following
was observed in VT: a total number of NEQ = 199 EQs with M ≥ 6 and depths ≤ 200 km,
resulting in a P(EQ) = 0.0055, a total number of NEB = 3371 EBs which are alarms, and
a total number of NS = 37 CEs which are successes. The success rate was calculated
by NS/NEB = 0.011, which is the conditional probability (1) [27], 1 − (NS/NEB) = 0.989
is the false alarm rate, while the alarm rate is NS/NEQ = 0.186, and the failure rate is
1 − (NS/NEQ) = 0.814. As there were more alarms than those for the West Pacific EQs, with
the success being near the same for the two cases, the number of false alarms in this study
increased compared to previous research. A cross-correlation of 0.024 was calculated using
the relation (3). The EQ occurrence probability of at least one target event was estimated
to be P(EQ) when no EB was observed two and a half days before, while it increased
to P(EQ|EB) given by (2) two and a half days after the EB observation. The probability
distribution is shown in Figure 9, which indicates a probability gain near G = 2. As for the
study in the West Pacific [27], days with more than one burst can be found with a frequency
of about 20%, and EBs belonging to successive orbits generated a partial overlapping
between two consecutive alarms. These are not considered here and will be presented in a
future publication.
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unconditional probability P(EQ).

An early warning system for evacuation should be based on effective EQ observa-
tions [37]. However, the geohazard risk reduction can gain valuable preparation time by
adopting a probabilistic short-term warning a few hours prior, especially for tsunamis [36].
Thus, using NOAA-15 electron CR analysis is in principle achievable based on the infras-
tructure of antennas operating along the West Coast of the US [28], at the same longitude
where EBs are detected. The system would need to be able to download NOAA data
early enough so it can be analyzed in a few minutes and then compared with geomagnetic
activity within a day. As EBs were detected in the same region where they anticipated West
Pacific EQs [27], the probability of a strong EQ in the West Pacific cannot be neglected,
which would vanish in less than 4 h. Then, if no strong EQs occur in the West Pacific, based
on completely statistical evaluations of disastrous events presented in this work, an East
Pacific coast forecasting can be generated using G increases in EQ-probability. Moreover,
correlation bins of time lengths greater than 6 h were investigated, they concerned the
cases of 7, 8, 9,10, 12, 14, and 17 h. A decrease in significance was generally observed
for the corresponding correlations, where the sigma decreased up to 1.1 for the 17 h case.
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Furthermore, the probability gain was calculated for each bin and reported in the plot
of Figure 10 for each starting/ending time of the correlation peak. The case of 1.5 h was
also added to this plot. A fit of the G distribution is reported in Figure 10, which can be
interpreted as the time-dependent conditional probability of a strong EQ in the East Pacific
area after an EB has been observed at time 0. Figure 10 shows that an increase in conditional
probability is observed at about 40 h from the NOAA detection, around 54 h the probability
magnitude overcomes the 99% significance level up to around 59 h. Finally, the probability
decreases at an unconditional level around 70 h after the EB detection.
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fitting the probability gain distribution from bin intervals of 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, and
17 h; the 3 sigmas limit is indicated by the red horizontal dashed.

5. Conclusions

A new statistical correlation analysis between precipitating EBs and strong EQs was
carried out from the analysis of exactly 16.5 years of NOAA-15 particle data. This seemed
to indicate that electrons in the loss cone were mainly observed around 57 h before main
shocks with M ≥ 6 in the East Pacific, comprising countries where seismic activity is
frequently a danger. Results are in line with previous single-case observations by the
DEMETER satellite. The new correlation time is significantly longer than the correlation
time found for strong West Pacific EQs, with EBs occurring a few hours prior. It again
supports the hypothesis that there might exist a link between ionospheric and lithospheric
activities of shallow EQs whose depths are less than 200 km. As for West Pacific EQs,
also this correlation happens regardless of whether the EQs occurred in the sea or on
the mainland.

The parameter L-shell of the electrons was defined uniquely, as in the previous pub-
lication on West Pacific EQs [27], therein providing a precise definition of an EB to also
carry out an EQ forecast in the East Pacific. The L-shell distribution in this new case
was distributed differently in terms of latitude, compared to the West Pacific case, which
probably reflects the asymmetry of the geomagnetic field. A probability gain G = 2 was
calculated which could be used to increase the pre-alarm time of some early warnings for
both strong EQs and tsunamis on the East Pacific’s coasts. Despite the high number of false
alarms being greater than in the West Pacific case, a time-dependent conditional probability
interpretation of the process was proposed.
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Abstract: Mainland France is characterized by low-to-moderate seismic activity, yet it is known that
major earthquakes could strike this territory (e.g., Liguria in 1887 or Basel in 1356). Assessing this
French seismic hazard is thus necessary in order to support building codes and to lead prevention
actions towards the population. The Probabilistic Seismic Hazard Assessment (PSHA) is the classical
approach used to estimate the seismic hazard. One way to apply PSHA is to generate synthetic
earthquakes by propagating information from past seismicity and building various seismic scenarios.
In this paper, we present an implementation of a stochastic generator of earthquakes and discuss its
relevance to mimic the seismicity of low-to-moderate seismic areas. The proposed stochastic generator
produces independent events (main shocks) and their correlated seismicity (only aftershocks). Main
shocks are simulated first in time and magnitude considering all available data in the area, and then
localized in space with the use of a probability map and regionalization. Aftershocks are simulated
around main shocks by considering both the seismic moment ratio and distribution of the aftershock’s
proportion. The generator is tested with mainland France data.

Keywords: generator of earthquakes; low-to-moderate seismicity; stochastic; France

1. Introduction

Mainland France seismicity is considered as low to moderate due to its high return
periods and weak maximal magnitudes. Only a few earthquakes have produced damages
in this territory since the introduction of the French insurance compensation system in
1982. The six major earthquakes occurring after 1982 resulted in less than EUR 600 M of
insured losses, representing approximately 1.5% of the total amount compensated with this
compensation scheme, https://catastrophes-naturelles.ccr.fr/ (accessed on 20 December
2021). Nevertheless, major earthquakes could strike this territory (e.g., Liguria in 1887,
Basel in 1356) and create financial losses and casualties. For example, CCR (Caisse Centrale
de Réassurance, French insurance company) and BRGM (Bureau de Recherches Géologiques et
Minières, French geological survey) have quantified the probable insurance losses associated
with historical earthquakes if they occurred in the present day:

• Arette (1967): EUR 120–140 M [1];
• Lambesc (1909, last earthquake-related deaths): EUR 1.8–2.5 Bn [2];
• Marais vendéen (1799): EUR 1.5–2.3 Bn [3];
• Liguria (1887) localized in front of Nice [4]: EUR 9–13 Bn, https://catastrophes-

naturelles.ccr.fr/documents/148935/368920/Bilan+Cat+Nat+1982-2020.pdf/22925938
-97e6-4ad4-df6a-f47aed6b3135?t=1623850155584 (accessed on 20 December 2021).

It shows that estimating the seismic hazard and risk is necessary even in low-to-
moderate seismic areas, since losses can be significant.

The Probabilistic Seismic Hazard Assessment (PSHA) [5] is a group of methodologies
that estimates seismic hazard in a probabilistic way using seismic, tectonic and geologic
data, as well as their uncertainties. It leads to a measure of probabilities of exceedance
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for different hazard levels (e.g., Peak Ground Acceleration) in a given site. The spatio-
temporal analysis of past seismicity recorded in an area leads to distributions of the
earthquake’s occurrence and location that are the cornerstone of the PSHA. Traditionally,
these distributions can be used in an integrative way [5] or as an input to constrain a
stochastic generator of earthquakes [6]. The main advantage of the latter is to explicitly
consider some synthetic seismic events that allow for the computation of the contributions
of these earthquakes to the hazard evaluated at a given site. This aspect is useful in an
insurance context and also makes it possible to link earthquakes to others hazards (e.g., [7]
for tsunamis, [8] for liquefaction, [9] for landslides and so on). Regardless, this study only
focuses on earthquakes.

The PSHA process takes into account the spatio-temporal behavior of seismicity. To
carry this out, three principal methods can be involved:

• Homogeneous seismotectonic zones, hereafter called the zoning method [5]. Seismicity
and tectonics are considered homogeneous within each zone. Seismic temporality is
defined by computing a specific Frequency–Magnitude Distribution (FMD) in each
zone. These zones are produced from various and complex data, such as seismic,
geodesic and geologic ones, e.g., [10] (for France application);

• The smoothing method [11,12]. FMD is computed smoothly in space based on the
past seismicity;

• The active faults method, e.g., [13] (for recent California application). Each known
active fault is analyzed in order to associate it with its own FMD.

Each of these methods have drawbacks and advantages. These methods are classically
used in parallel in order to take into account the advantages of each. Their application
depends on the user’s wishes and mainly on the studied region.

Mainland France is a low-to-moderate seismic area since it is localized on an intraplate
domain, which is also called a stable region, i.e., far from tectonic plate boundaries.

The spatial segregation of the zoning method induces a drastic reduction in data. In
fact, available data in each region are far smaller than those observed in the whole studied
area. This finding is even more critical in low-to-moderate seismic areas, where seismic
data are scarce. Using this method calls for specific care regarding data completeness and
representativeness.

The smoothing method provides a good description of the seismicity but is not com-
plete. In intraplate regions, where seismic frequencies are low, longer observation periods
are needed. This is particularly true for extreme events (highest magnitudes) that may
not have been seen during the period of observations. In fact, according to some authors,
e.g., [14,15], stable regions present a seismicity that is more diffuse and homogeneous than
past observations.

Finally, in intraplate domains, only few or even zero active faults are known. Moreover,
a seismic cycle assumption could be questionable in stable regions [15]. According to these
authors, intraplate seismicity is not driven by repeating tectonic loading and release energy
but by transient crust deformations [15] caused by other origins than tectonics; see [16] (for
a review in a French context). For this reason, the application of the active fault method is
disputed. For example, for an application in the southeastern part of France [17], Martin et
al. used this method as a complement to others, but only for the Provence region, where
active faults are better known, e.g., [18,19].

In this paper, we propose a new stochastic generator to simulate the seismic catalogues
of earthquakes that considers the specificities of the intraplate region (e.g., little data,
various and complex origins of seismicity). We start by presenting the stochastic generator
that simulates both main shocks (main and independent events) and aftershocks (correlated
events). Then, we apply this methodology to mainland France.

2. Methodology

The proposed generator first simulates main shocks and then their associated after-
shocks. A global scheme of the method is illustrated in Figure 1. In this scheme, the
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method is represented by the blue blocks, whereas inputs are marked as green blocks. Data
used to produce these inputs are referred to in orange. Since this paper only focuses on
methodology, the user is free to use their own data.
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Figure 1. General workflow of earthquake generation. Blue: generator. Green: generator’s inputs.
Orange: data. FMD: Frequency–Magnitude Distribution. PMD: Proportion–Magnitude Distribution.

2.1. Main Shock Generation

Only few data are available in low-to-moderate seismic regions. Knowing this, instead
of computing a Frequency–Magnitude Distribution (FMD) per zone or a smoothing FMD,
we established the FMD of main shocks recorded on the whole territory. This has the
advantage of maximizing the number of data and evaluating the probability of occurrence
of an earthquake in France without any prior assumption. This follows recent studies,
e.g., [14,15], that stipulate that stable region’s seismicity is more diffuse and homogeneous
than past observations suggest. Main shocks are thus generated through time (year) and
magnitude for the whole territory. Then, the position of the main shock is moved according
to its magnitude and a fault probability map.

2.1.1. Main Shock Generation in Time and Magnitude

Synthetic main shocks are first generated through time and magnitude. The time
step chosen is the year, while the magnitude step is set to 0.1. We first set the number of
years Ny through which the synthetic catalogue will span. Then, the generator calls for a
stochastic Frequency–Magnitude Distribution (FMD) of main shocks, which corresponds
to a probabilistic distribution of annual number of main shocks for each magnitude step.
The annual density λy(M) of main shocks is defined year after year y for each magnitude
step M according to this stochastic FMD of main shocks.

Main shocks are simulated yearly following a homogeneous Poisson point process of
annual density λy(M):

ny(M) ∼ Poisson(λy(M)) , (1)

with ny(M) being the number of main shocks of magnitude M ∈ [Mmin, Mmax] generated
at the year y ∈ [1, Ny].

The annual number of main shocks of magnitude equal to M at the year y (λy(M)
Equation (1)) is drawn in the stochastic FMD of main shocks. However, these FMDs
are defined for main shocks with magnitude greater than or equal to M (λy(≥M)). The
annual density obtained from this kind of FMD is not λy(M) but λy(≥M). Thus, λy(M) is
defined as:
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∀ y ∈ [1, Ny], ∀M ∈ [Mmin, Mmax],

λy(M) =

{
λy(≥ M) if M = Mmax
λy(≥ M)− λy(≥ M + dM) otherwise

.
(2)

In some cases, λy(≥M + dM) can be higher than λy(≥M), and so λy(M) is set to 0.
This step is referred as 1A in Figure 1.

2.1.2. Main Shock Generation in Space

Every main shock simulated in terms of year and magnitude is then localized some-
where in the whole of mainland France.

A recent study [16] stipulates that the structural inheritance—that is, crust or mantle
weakening from past tectonic—can play an important role in deformation localization
in intraplate context. According to previous works and new observation, these authors
estimate that 55–95% of the stable region’s seismicity occurs near such weaknesses. Based
on this, we suppose here that such geological objects, that give testimony to hundreds
of millions years of seismicity, give more exhaustive information than past seismicity in
predicting possible location of future earthquakes. In this paper, for a first approximation,
we propose guiding the location of generated main shocks by using a fault probability map.

However, even in active regions around the world, fault activity could be difficult
to address, e.g., [20] (for the Canterbury earthquake in New Zealand). Recent studies in
China [21] or earthquakes in France [22] and Australia [23] serve as reminders for how
difficult it is to define fault activity in stable regions. Since, in these regions, faults can be
inactive over long periods of time [14,21], we decided to consider all faults, regardless of
their presumed importance and activity.

The map of faults is converted into a density map by computing the average length of
fault lines per unit area on a Cartesian grid. After that, the density values are normalized
in order to obtain a sum equal to 1, which leads to a probability map. In that sense, each
cell of the grid is characterized by a probability of hosting faults. Grid resolution is set by
the user.

Looking at past seismicity, one would notice that earthquakes with the highest magni-
tudes are concentrated in the most active regions, even in intraplate domains. For example,
these regions in France are the Alps, the Pyrenees and the Rhine basin. We decide to
apply a magnitude threshold to drive highest magnitudes’ earthquakes in areas where they
have most chance to happen. To achieve this, we segregate the fault probability map by
regionalization. Each region is characterized by a maximal magnitude Mmax region. This
magnitude corresponds to that of the largest earthquakes that this region can host.

Coupling regionalization with probability map leads to a set of regions defined by
their own probability map and maximal magnitude Mmax region. A main shock of magni-
tude M generated at year y can only be localized in eligible regions, i.e., regions where
M ≤ Mmax region. Once the set of eligible regions is defined, the location of this main shock
is drawn through the cumulative distribution function of the corresponding probability
map (Figure 2). This procedure is a heterogeneous Poisson process whose density depends
on the magnitude of the synthetic main shock to be located.

The Cartesian grid on which fault probability map is computed is used to select a cell,
whose resolution depends on the user, where the main shocks’ coordinates (the black point
in Figure 2) are uniformly drawn. Figure 2 summarizes the localization process. Owing to
this approach, spatial distribution of generated main shocks is limited by magnitude, with
respect to the fault probability map that characterizes seismicity.

This step is referred as 2A in Figure 1.
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Regionalization

M

Eligible regions Spatial draw Location

Figure 2. General workflow of main shocks localization. A probability map is defined through a
Cartesian grid. Each region is characterized by their own probability map and maximal magnitude
allowed. The magnitude M of the generated main shock limits the number of eligible regions. Spatial
drawing is then realized only within eligible regions. Once a cell of the grid is drawn, epicentral
coordinates of the main shock (black point) are uniformly drawn within this cell.

2.1.3. Rupture Plane’s Parameters

Seismic hazard produced by an earthquake at a given site is computed by ground-
motion prediction equations. These equations accept the definition of earthquakes as
points. However, the geometry of rupture plane associated to an earthquake could play a
significant role in seismic hazard computation. Knowing this, a rupture plane needs to be
described for each generated earthquake.

In this study, a rupture plane is considered as a plane at a particular depth and is
parametrized by a length (L) and three orientation angles: (i) azimuth (clockwise angle from
north between 0◦ and 360◦), (ii) dip (angle between 0◦ and 90◦ from the horizontal) and
(iii) rake (angle between −180◦ and 180◦) that define the components of fault movement
(normal, reverse, strike-slip).

L is evaluated from moment magnitude Mw of the earthquake using the following
relation, e.g., [24,25]:

L = 10(Mw−l1)/l2 , (3)

with L being the rupture plane’s length in km and l1 and l2 being two constants. For the
other parameters, they are defined per region, where intervals of values are set according
to data. Classically, these kinds of data are used:

• Instrumental seismic catalogue for depth;
• Focal mechanism catalogues for azimuth, dip and movement;
• Fault map for azimuth.

See Appendix A for an example of definition of these intervals for an application in
mainland France.

Values for each parameter are randomly drawn in a uniform distribution when a main
shock in generated in a given region.

This step is referred as 3A in Figure 1.

2.2. Aftershock Generation

Aftershocks could play a significant role in the seismic risk, e.g., [26], since their
occurrence can destroy a building damaged by the main shock. Generating aftershocks is
thus necessary in the context of seismic risk. Once again, the low amount of data makes
seismic sequences difficult to observe in intraplate domains. Thus, applying the famous
Epidemic Type Aftershocks-Sequence (ETAS [27]) model, which is a marked point process
fond of parameters, is difficult.

Computing Frequency–Magnitude Distribution (FMD) of main shocks in order to
generate main shocks through time and magnitude calls for differentiation between main
shocks and aftershocks in the data analyzed. This leads to a Proportion–Magnitude Dis-
tribution (PMD) of main shocks that depicts the proportion of main shock in the studied
catalogue in function of magnitude. Here, we propose generating aftershocks complemen-
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tarily to main shocks by following the same PMD used to produce the main shocks. Once
every main shock is generated, aftershocks are produced and related to their own main
shock. This aftershock’s production is carried out through three steps described below and
represented in Figure 1 (1-3B).

2.2.1. Number of Aftershocks to be Produced

The first step consists of defining the number NbAs(≥M) of aftershocks with mag-
nitude greater than or equal to M to be produced. This number is obtained for each
magnitude step according to the number of main shocks NbMs(≥M) already generated
and the proportion of main shocks PropMs as follows:

NbAs(≥ M) = NbMs(≥ M)×
(

1
PropMs(≥ M)

− 1
)

. (4)

An example of PMD of main shocks, as well as the number of main shocks with
magnitudes greater than of equal to 4 generated over 100,000 years, are shown in Figure 3.
The number of aftershocks M ≥ 4 to be produced, computed by Equation (4), is also visible
in Figure 3. Thus, aftershocks are firstly associated with their magnitude.
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Figure 3. Example of number of aftershocks generated over 100,000 years. This number is obtained
from examples of number and proportion of main shocks (Equation (4)).

2.2.2. Aftershock–Main-Shock Relation

According to Båth law [28,29] (Equation (5)), main shock is the event of the sequence
with the highest magnitude. Moreover, its magnitude Mms is limited from below according
to the magnitudes Mas of its aftershocks as follows:

Mms ≥ Mas + ∆M . (5)

where ∆M is a constant equal to 1.2 for crustal seismicity (<50 km depth, in [28]).
In this paper, we use this convenient law to find the eligible main shocks for each

aftershock. In fact, owing to the first step, the number of aftershocks to be produced is
known for each magnitude step (Figure 3). Applying Equation (5) for each aftershock
allows us to define the minimal magnitude Mms min of its related main shock. Its linked
main shock is then randomly selected among all of the main shocks with magnitude greater
than or equal to Mms min. Aftershock’s year of occurrence is set to the same as its main shock.
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However, one needs to keep in mind that Equation (5) is an empirical model and
thus not a general truth. For example, the M6.5 Amatrice (Italy) earthquake provoked an
aftershock of magnitude 6.1 three months later. In order to take into account ∆M variability
in the aftershock–main-shock association, the method of seismic moment ratio [30] is used
in this paper. It computes this term:

∆M = − log10(R)
1.5

, (6)

according to the R ratio equal to:

R =
∑ M0 as −∑ M0 f s

M0 ms
≈ 0.05 , (7)

where ∑ M0 as and ∑ M0 f s are the seismic moment, equivalent to energy, released by all of
the aftershocks and foreshocks, respectively, and M0 ms is the seismic moment released by
their main shock. According to [30], R is equal to 0.05.

A ∆M distribution is obtained by sampling R in a Gaussian law with mean equal
to 0.05 and a standard deviation of 0.0125 [30]. Such a distribution gives an average ∆M
equal to 0.87 while 90% of ∆M values between 0.77 (Q5) and 1.02 (Q95). Drawing a ∆M in
this distribution makes it possible to estimate Mms min, the minimal magnitude of its main
shock, from Equation (5).

2.2.3. Aftershock’s Location and Rupture Plane’s Parameters Definition

We suppose that aftershocks are localized on the same fault as the main shock. Af-
tershocks’ epicenter (xas, yas) are thus placed at approximately 0.75 L from main shocks’
epicenter (x, y) in the direction of its azimuth (azi) to within 10◦:

xas ∼ N(x, 0.75× L× sin(−azi± 10))
yas ∼ N(y, 0.75× L× cos(−azi± 10))

, (8)

where L (km) is the rupture plane length associated with the main shock (Equation (3)).
Depth zas (km), azimuth azias (◦) and dip dipas (◦) of aftershock’s rupture plane are

sampled into normal laws. These laws have a mean that is equal to the value of the main
shock (z, azi et dip) and a standard deviation depending on the parameter:

zas ∼ N(z, 2.5) ≥ 0
azias ∼ N(azi, 5) ≥ 0
dipas ∼ N(dip, 2.5) ≥ 0

. (9)

Movement of aftershock’s rupture plane (normal, reverse, strike-slip or unknown) is
equal to the main shocks’ rupture plane.

3. Application to Mainland France
3.1. Data Used in This Study
3.1.1. Regionalization

Even in intraplate domains, the spatial distribution of seismicity can seem heteroge-
neous. For example, in France, the Pyrenees and Alps are linked to a collision of European
and African plates, which accentuates the tectonic features and seismicity in these areas.
The SHARE project [31] has proposed segregating European territories according to tectonic
features by differentiating pure Stable Continental Regions (SCR) and Oceanic Crusts (OC)
from shallow active regions. This tectonic distinction is visible in Figure 4 (Figure 2 in [32])
for France. This regionalization is used in this paper in order to limit the spatial distribution
of magnitudes (see Section 2.1.2 and Figure 2).
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Figure 4. SHARE tectonic regionalization [32] used in this paper. Regions 1 correspond to Stable
Continental Regions (SCR). Region 2 represents the Oceanic Crust (OC). Regions 3 (Pyrenees) and
4 (Alps) represent compressional active shallow regions, whereas regions 5 (Rhine Basin) and 6 (Alps)
correspond to extensional ones.

3.1.2. Seismic Catalogues
Historical Catalogue

The historical French catalogue FCAT-17 [33] is composed of 4250 earthquakes felt
and reported by the French population from 463 to 1964. Despite being associated with
large uncertainties, such a long catalogue is useful to define the maximal magnitude of
the study (Mmax) and per region (Mmax region). In this study, we decide to select these
maximal magnitudes as the maximum recorded magnitudes in the FCAT-17 catalogue,
plus its uncertainty. The strongest earthquake of this catalogue occurred in Liguria in
1887, with a moment magnitude of 6.7 ± 0.6. Thus, the maximal magnitude Mmax is set to
6.7+ 0.6 = 7.3. Since this earthquake is localized in region 4 (compressional Alps, Figure 4),
this region is characterized by a Mmax region equal to 7.3. Table 1 summarizes the maximal
magnitudes observed in each SHARE region.

Table 1. Maximal magnitude Mmax region of each region. Region numbers refer to Figure 4.

Region 1 2 3 4 5 6

Mmax region 6.5 5.5 7 7.3 7 6.6

Consistent with the recent study [34], we consider that a seismic event with a magni-
tude of up to 5.5 can occur everywhere in France. As a result, the Mmax region is raised to 5.5
if the estimation using the catalogue leads to a smaller value, which is the case for the OC
region (n◦2, Table 1). Maximal magnitudes are constant and, thus, their uncertainties are
not explored in this paper.
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Instrumental Catalogue

This study uses both the instrumental French catalogue SIHex [35] and the RéNaSS
catalogues, https://api.franceseisme.fr/fr/search (accessed on 20 December 2021). The
former is composed of 37,408 earthquakes recorded between 1965 and 2009, whereas the
latter regroups 25,042 seismic events indexed from 2010 to 2020. In total, the merged
catalogue brings together 62,450 earthquakes that occurred during the 1965–2020 period.

Such a catalogue isn’t complete since the seismometers’ number and resolution have
improved over time. Also, the catalogue needs to be processed in order to reveal representa-
tive and meaningful information. The classical approach to make this catalogue exhaustive
is to consider cut-off magnitudes (Mc) and years (Yc). The catalogue can be considered
exhaustive on a particular territory for earthquakes with a magnitude greater than or equal
to Mc only during the period Yc-2020. For the French territory, we determine Mc and Yc
thanks to the cumulative visual method [36,37]. The couples of Mc and Yc that we found
are visible in Table 2.

Table 2. Periods of completeness in function of magnitude for the instrumental catalogue.

Mc 2–2.9 ≥3

Period 1970–2020 1965–2020

Figure 5 presents the spatial distribution of the 15,567 earthquakes Mw ≥ 2 contained
in the instrumental catalogue. The strongest earthquake of this catalogue occurred near
Arette in 1967, with a moment magnitude of 5.2 ± 0.3.

Sources: Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS,
FAO, NPS, NRCAN, GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri
Japan, METI, Esri China (Hong Kong), swisstopo, © OpenStreetMap
contributors, and the GIS User Community

Mw
2.0 - 2.4
2.5 - 2.9
3.0 - 3.4
3.5 - 3.9
4.0 - 4.4
4.5 - 4.9
>= 5.0

±
0 100 200 300 40050

Kilometers

Figure 5. SIHex and ReNaSS catalogues (1965–2020) used in this study to calculate the FMD of main
shocks for the whole of mainland France. Only the 15,567 earthquakes with magnitudes greater than
or equal to 2 are represented.
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3.1.3. Faults

For a first approximation, we propose building a spatial probability map (Figure 2)
by using the CHARM database, https://infoterre.brgm.fr/page/telechargement-cartes-
geologiques (accessed on 20 December 2021), produced by BRGM (Figure 6a). This database
contains fault traces, i.e., intersection lines between faults and the Earth surface mapped
on geological maps. The CHARM database is composed of 10,576 terrestrial fault lines
covering the whole of mainland France and its vicinity (Figure 6a). As already stated in
Section 2.1.2, we decide to consider all faults, regardless of their presumed importance and
activity. This map of fault traces is converted into a density map by computing the average
length of fault lines per unit area on a Cartesian grid of 5 km. The density map is illustrated
in Figure 6b.

a b

Figure 6. (a) Fault traces map of the French territory (CHARM database of BRGM). (b) Spatial density
map of fault traces.

Spatial distributions of past earthquakes (Figure 5) and fault traces (Figure 6) show
the same trend. However, one can remark some differences between these two maps.
For example, some moderate earthquakes have been observed in the north of Bordeaux,
whereas no fault trace is visible nearby. These differences are explained by:

• Unknown, e.g., [20], and/or new faults;
• The fact that the CHARM database only contains terrestrial fault traces, which means

that covered, deep and/or bathymetric faults are missing;
• Very old faults that have probably been inactive for a long period of time (for example,

Armorican Massif).

In order to allow for the possibility of localizing main shocks anywhere [14,15], thus
avoiding specific cases, such as the one observed near Bordeaux, regions where no fault
lines have been documented are associated with a minimal density value instead of 0. In
this study, in the first instance, this minimal value is arbitrarily set to 1% of the maximal
density value. In that sense, we consider that the least represented regions have a density
that is 100 times lower than in most represented regions. Concretely, according to Figure 6b,
every 5 × 5 km cell characterized by a density value lower than 0.34

100 = 0.0034 is associated
with this minimal value (0.0034). The cells concerned by this density modification represent
around 15% of mainland France. It mainly concerns Parisian and Aquitaine basins (SCR), as
well as the Mediterranean Sea (oceanic crust). This map is then transformed to a probability
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map due to normalization. The final regionalized fault probability map is used as an input
of the generator of earthquakes for mainland France (“Regionalized density map of faults
depending on magnitude”, Figure 1).

Faults (Figure 6a) can also be employed to define the probability density functions (pdf)
of azimuth in each region. Please refer to Appendix A for an application to mainland France.

3.2. Temporal Description of the Instrumental Catalogue
3.2.1. Frequency–Magnitude Distribution

The frequency–magnitude distribution (FMD) describes the temporal occurrence of
earthquakes. It consists of computing the annual number of earthquakes as a function
of the magnitude. The classical way to compute FMD is to apply the GR law [38] on
observed data:

log10(N(≥ M)) = a + b× (M−Mmin) , (10)

where M is the earthquake’s magnitude and N(≥M) is the annual number of earthquakes
with a magnitude greater than or equal to the M observed in the seismic catalogue. In this
study, M stands for the moment magnitude (Mw), and it is limited by a minimal magnitude
Mmin (which, here, is equal to 2).

The seismic catalogue is composed of two types of earthquakes: main shocks and
their correlated seismicity (fore shocks or aftershocks). Since they are characterized by
different spatial and temporal behaviors, seismologists usually analyze them separately.
A declustering algorithm is classically used for that purpose, e.g., [39]. It applies spatio-
temporal windows around earthquakes in a catalogue in order to find clusters. In each
cluster, the earthquake with the maximal magnitude is considered as the main shock, and
the others are considered as correlated events. Thus, it is possible to segregate independent
events from dependent ones by conserving only main shocks and alone earthquakes
(clusters with only one earthquake). Then, the population of main shocks can be studied
separately through a Poisson distribution in time, space and magnitude. In this study, the
G85 declustering algorithm [40] is chosen. The Proportion–Magnitude Distribution (PMD)
of main shocks obtained by applying this algorithm on French instrumental seismicity is
represented by blue empty dots Figure 7.
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Figure 7. Proportion–Magnitude and Frequency–Magnitude Distributions (PMD and FMD) of main
shocks for the whole of mainland France. The PMD is obtained by applying the G85 declustering
algorithm [40] on data. A Regression of the GR law (Equation (10)) on data has been applied from
M2 to M5 and has been extrapolated with the use of the truncated GR law (Equation (11)).
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Orange empty dots in Figure 7 show the annual number of main shocks observed
in the exhaustive and declustered catalogue as a function of their magnitude. Applying
Equation (10) to these data requires a straight line distribution. Such a distribution is
observed between magnitudes 2 and 5 (Figure 7). Thus, we apply Equation (10) between
M2 and M5 and obtain a = 4.41 and b = −1.12.

From M5.1, the annual numbers of main shocks fall and do not respect the GR law
(Equation (10)). This discrepancy for large magnitudes is classically attributed to a non-
completeness of data for these magnitudes. Assuming that, an extrapolation of the GR law
that is estimated to be between magnitudes 2 and 5 is carried out for M ≥ 5.1.

As the total energy released by earthquakes is finite, some deviation from the GR
straight line is required for largest magnitudes in order to avoid infinite distribution. A
truncation is generally applied on the GR law [41]:

∀M ∈ [Mmin Mmax], N(≥ M) = 10a × e−β(M−Mmin − e−β(Mmax−Mmin)

1− e−β(Mmax−Mmin)
, (11)

with β = b× log(10). Applying Equation (11) with a and b estimated before (Equation (10))
gives the FMD of main shocks modeled from the exhaustive and declustered catalogue.
This FMD is visible in Figure 7 and is characterized by a mean slope (b value) that is equal
to 1.12 and an asymptotic fall of frequencies for the maximal magnitude Mmax7.3.

The mean return periods (inversely equal to annual frequencies) of main shocks are
summarized for six magnitude steps in Table 3. These return periods describe the average
waiting time between main shocks of magnitudes greater than or equal to M. As expected,
the mean return periods increase as the magnitude grows.

Table 3. Mean return periods of main shocks in function of magnitude M computed in the instru-
mental catalogue. These return periods are calculated from G85-GR application (Figure 7). Standard
deviations are also reported. d: days; y: years.

M≥ 2 3 4 5 6 7

Return
periods

2.4 ± 0.1
d 31.9 ± 0.3 d 1.14 ± 0.05 y 15 ± 1 y 200 ± 24 y 4700 ± 700 y

3.2.2. Consideration of Magnitudes’ Uncertainties through a Monte Carlo Scheme

Taking into account magnitudes’ uncertainties in the calculation of FMD through a
Monte Carlo scheme allows us to obtain a stochastic set of PMD and FMD that corresponds
to the global representation of main shocks’ proportion and occurrence (Figure 7). This
Monte Carlo process consists of producing 1000 initial catalogues of 15,567 earthquakes
with M ≥ 2. Only the magnitude differs from one catalogue to another, since the magnitude
of each earthquake is drawn in a normal law N(µ, σ), where µ is its magnitude and σ its
magnitude’s uncertainty.

In Figure 7, each magnitude step is characterized by a set of annual frequencies of
main shocks. Thus, for each magnitude step, the annual frequency of main shocks can
be described by a probability density function (pdf). These pdfs are visible in Figure 8
for six magnitude steps. For a given magnitude M, the annual frequency of main shocks
of magnitudes greater than or equal to M is thus defined as a pdf. The pdf values are
normalized by their sum. In this way, these normalized values are dimensionless and their
sum converges to 1, which makes them probabilities.

These pdfs of annual frequencies as a function of magnitude are inputs of the generator
of earthquakes for mainland France (“Stochastic FMD of main shocks”), whereas the mean
PMD of main shocks constitutes another input (“PMD of main shocks”, Figure 1).
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Figure 8. Probability density function of frequency of main shocks for different magnitudes according
to the stochastic FMD of main shocks visible in Figure 7.

3.3. Results

This section presents 100,000 years of synthetic seismicity generated by using SHARE
regionalization (Figure 4). Generated earthquakes have magnitudes greater than or equal
to 4.

3.3.1. Main Shock Generation
Cumulative Seismic Moment Distribution

Cumulative seismic moments produced by both synthetic and instrumental catalogues
are compared Figure 9. The seismic moment M0 (N.m) released by an earthquake is
calculated for each real or synthetic main shock directly from its moment magnitude Mw
following [42]:

M0 = 101.5 Mw+9.1 . (12)

According to Table 2, the completeness period associated with instrumental M ≥ 4
earthquakes is 1965–2020, which represents 56 years. Comparisons are thus made over this
completeness period. Since 100,000 years have been generated, we divided the synthetic
seismicity into a set of 1785 sub-catalogues of 56 years. Each of these sub-catalogues are
comparable to the complete instrumental catalogue.

The final seismic moment observed in the instrumental catalogue is smaller than the
final mean seismic moment generated. This slight difference is due to the fact that the
return periods of M ≥ 4 main shocks given as an input are equal to 1.14 years (Table 3) and
1.24 years, according to the initial catalogue. Thus, the initial catalogue (red line Figure 9) is
composed of 45 M ≥ 4 main shocks over 56 years, whereas the sub-catalogues of 56 years
are on average composed of 49 M ≥ 4 main shocks (black line Figure 9). Thus, the generator
produces a few more M ≥ 4 earthquakes than we observe in the initial catalogue.
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Figure 9. Cumulative seismic moment from observed and generated M ≥ 4 seismicities over the
period of completeness (Table 2). The synthetic catalogue used is 100,000 years long.

The mean distribution of generated seismic moments is, by definition, smooth, and
could differ from the one observed in the instrumental catalogue, but trends are simi-
lar. Distributions visible in the synthetic sub-catalogues show variations, as well as the
instrumental distribution.

Frequency-Magnitude Distribution

The Frequency–Magnitude Distribution (FMD) of generated main shocks can be
observed in the 100,000 years of generated seismicity. This FMD of main shocks is compared
Figure 10 with the mean one given as an input to the generator (Figure 7). The generator
manages to reproduce this FMD of main shocks, especially for magnitudes smaller than 6.5.
For higher magnitudes, slight variations are observed between the generator’s FMD and
the data’s FMD. This part needs to be improved in order to avoid these slight variations.

The FMD of generated main shocks for the six SHARE regions (Figure 4) are also
shown in Figure 10. Table 4 presents the b-values computed by regressing the GR law
(Equation (10)) on these FMDs of main shocks, from magnitudes 4 to 5 and between M5
and M6.

Table 4. b-values computed by regressing GR law (Equation (10)) for different ranges of magnitudes
on synthetic FMD of main shocks (Figure 10) obtained in each SHARE region. Region numbers refer
to Figure 4.

Region 1 2 3 4 5 6 Mainland France

b(M4-5) 1.12 1.09 1.10 1.10 1.21 1.15 1.12

b(M5-6) 1.23 1.98 0.98 1.00 1.04 0.99 1.12
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Figure 10. Mean frequency–magnitude distributions of main shocks given as input (black) and
observed in a synthetic catalogue of 100,000 years for the whole of mainland France (grey) and for
the SHARE regions (Figure 4).

Aside from the Rhine basin region (n◦5 Table 4), every region shares practically the
same slope of the FMD of generated main shocks before magnitude 5 (Figure 10): from
1.09 to 1.15. These slopes are close to the slope of the FMD of main shocks given as an
input: 1.12. This is expected, since we only use this FMD as an input. Homogeneity is thus
observed in the results.

Table 5 lists b-values calculated on the data in each region. Please refer to Appendix B
for more details on how these values have been computed. Regardless of what is obtained
from the observed (Table 5) or synthetic (b(M4-5), Table 4) seismicities, the b-values of a
given region keep the same order with respect to the b-value used as the input. In fact,
regions 1, 5 and 6 are characterized by both b-values being greater than or equal to the
reference b-value (1.12). In parallel, regions 2, 3 and 4 are characterized by both b-values
being lower than the reference b-value. Thus, variations of synthetic b-values around the
initial value are consistent with b-values obtained from data.

Table 5. b-values computed by regressing GR law (Equation (10)) on FMD of main shocks observed
in instrumental seismicity for each SHARE region. Region numbers refer to Figure 4. See Appendix B
for more details.

Region 1 2 3 4 5 6 Mainland France

b 1.18 0.72 1.05 1.06 1.36 1.21 1.12

Moreover, for M ≥ 5.1, slopes of FMD diverge from one region to another. Between
magnitudes 5 and 6, the FMD of stable oceanic crust and the Pyrenees are, respectively,
characterized by the highest and the lowest slopes: 1.98 and 0.98 (Table 4). The higher the
slope, the lower the seismic activity. Thus, according to the generator, stable continental and
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oceanic regions are the lowest seismic areas, and the most active regions (Alps, Pyrenees
and Rhine basin) are the highest seismic areas. These results are in line with our knowledge
of mainland France seismicity. The use of an input as a fault probability map and only one
FMD of main shocks thus leads to consistent results.

From the magnitude 5.5, the limitation of large earthquakes’ spatial distribution
through the regionalization seems to be efficient. In fact, when the magnitude is too high
to appear in a given region, it moves to another one, which concentrates the generated
main shocks in regions where high magnitudes are allowed. Thus, the limitation of large
earthquakes’ spatial distribution has an impact on the change in b-values, which is noted
in Table 4. Moreover, a relatively pronounced asymptotic fall of frequency is noticed at
the region of maximal magnitude, except for the Rhine basin region (Figure 10). This
observation is also in line with our knowledge of general seismicity: without using the
truncated GR law (Equation (11)), the generator seems to reproduce this asymptotic fall at
the largest magnitudes. Finally, the sum of each region FMD is equal to the FMD of the
whole of mainland France. This behavior is due to the use of only one FMD as an input,
and brings coherence to the results.

3.3.2. Aftershock Generation

Figure 11 illustrates the number of main shocks and aftershocks per unit of magnitude
generated over 100,000 years. The higher the magnitude, the higher the proportion of
main shocks. This is consistent with the literature and with the Proportion–Magnitude
Distribution (PMD) of main shocks given as an input of the generator (Figure 3), which is
identical to the one observed in the synthetic seismicity. Thus, the generator of aftershocks
is working well, since it manages to reproduce this PDM.

Figure 12 shows the number of aftershocks per main shock as a function of the
magnitude of the main shock. This number is constant and equal to 1.6 on average for
magnitudes of main shocks between 5.2 and 6.9.

4 4.5 5 5.5 6 6.5 7

Magnitude

0

2

4

6

8

10

N
u

m
b

e
r 

o
f 

g
e

n
e

ra
te

d
 e

a
rt

h
q

u
a

k
e

s

10
4

Main shocks

Aftershocks

Figure 11. Number of main shocks and aftershocks generated over 100,000 years as function
of magnitude.

313



Appl. Sci. 2022, 12, 571

5 5.5 6 6.5 7 7.5

Magnitude of main shock

0

0.5

1

1.5

2

2.5

3

N
u
m

b
e
r 

o
f 
a
ft
e
rs

h
o
c
k
s
 p

e
r 

m
a
in

 s
h
o
c
k

Figure 12. Number of aftershocks produced by one main shock according to magnitude of the latter.
Error bars correspond to standard deviation observed in the 100,000-year synthetic catalogue.

4. Discussion
4.1. On the Use of Fault Probability Map

The use of the spatial probability of faults to guide the location of generated earth-
quakes is a strong choice. As already stated, it comes from both various seismic origins
in stable regions and the fact that existing faults are more likely to localize further seismic
events [16]. The lack of completeness and clear definition of active faults have led us
to consider all faults, regardless of their alleged importance and activity. This choice is
questionable but consistent with the fact that, in stable regions, faults can be inactive over
long periods of time [14,21]. Results described in this paper are encouraging, since they
are consistent with data given as an input and with our knowledge of French seismicity.
However, the method presented in this article corresponds to a first step in a new way to
generate stable seismicity, and some improvements must be achieved.

First of all, we have seen that the spatial distribution of past seismicity in mainland
France is heterogeneous and that the strongest occurring earthquakes are concentrated in
specific regions (Alps, Pyrenees and Rhine basin). To consider this statistical observation,
we opt for a spatial limitation of magnitudes by applying regionalization. Still, we can
imagine using other methodologies to generate seismicity in the most active French regions.
For example, a methodology that is closer to what is conventionally carried out with
FMD computed by region/zone or smoothly, e.g., [17,34,43] (for recent mainland France
applications). Another possible methodology could be to compute a FMD of main shocks
in the Alps, the Pyrenees and the Rhine basin and to use a spatial probability map of past
seismicity. One could also use a spatial probability of faults weighted by stress rate or
others tectonic and geologic information in order to address the seismic potential of faults.

Furthermore, one can imagine weighting the probability map used in this study with
our knowledge of intraplate domains. For example, various origins of stable seismicity
in the long term could be considered: topography potential energy, erosion and glacial
isostatic adjustment since the last glaciation and so on [16]. Transient processes (e.g., fluid
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pore pressure increase and hydrological or sedimentary load change [15]) leading to stable
seismicity could also be taken into account.

Finally, the use of a fault map calls for exhaustiveness of these faults. However, this
is not the case, since the map used is only composed of terrestrial fault traces, excluding
covered, deep and/or bathymetric faults. Attempting to complete this database should be
one of the next steps of our work.

4.2. On the Definition of Maximal Magnitudes

As already stated, 1500 years of historic data (FCAT-17 catalogue) cannot be repre-
sentative for stable seismicity. That is why we choose to use a fault map instead of an
earthquake map in order to drive the synthetic earthquake’s location. Thus, our definition
of maximal magnitudes is paradoxical, since it is based on historical seismicity.

Analyzing analogical regions in Europe or all around the world through a Bayesian
approach, e.g., [44,45], can make the definition of maximal magnitudes more robust and
not constant. This approach also has the advantage of defining maximal magnitude not as
a constant but across a range of values, which is interesting when investigating maximal
magnitudes’ uncertainties.

4.3. On the Aftershock Production

Epidemic Type Aftershocks Sequence (ETAS) models are marked point processes [27]
that produce main shocks and associated aftershocks. For that purpose, they use various
laws, such as the aftershocks production law ([46] from [47]):

K = k× 10α(Mms−Mc) , (13)

where K is the number of aftershocks produced by a main shock of magnitude Mms, Mc
is the minimal magnitude of interest and k and α are two constants. Thus, the number of
aftershocks produced by a main shock increases with Mms.

In our results (Figure 12), the number of aftershocks per main shock seems to be
independent to the magnitude of main shocks. This observation is mainly due to the fact
that the Proportion–Magnitude Distribution (PMD) of main shocks used as an input in this
study (Figure 3) is derived from the instrumental catalogue. However, as already stated,
this catalogue is far from exhaustive for large magnitudes (M > 5). Although it is not
a problem for the FMD of main shocks, since it is produced by the extrapolation of the
exhaustive part (see Section 3.2), it is a problem for PMD, which is not extrapolated and is
thus not exhaustive. Thus, within the whole M ≥ 4 generated earthquakes, aftershocks
represent only 6% (Figure 3), which is low, as Figure 11 illustrates.

A PMD of main shocks computed thanks to the G85 declustering algorithm [40] from
the exhaustive historical catalogue (FCAT-17) should be more representative of the true
distribution. According to this catalogue, aftershocks represent 15% of the whole M ≥ 4
seismicity. Applying the PMD of main shocks estimated from the exhaustive FCAT-17
catalogue gives results that are shown in Figure 13.

These results seem more realistic, since they are based on more exhaustive data and
since the number of aftershocks per main shock follows the Equation (13). Moreover, our
method to generate aftershocks is non-parametric in contrast to this equation, which needs
to set two parameters (k and α). This is an advantage in the context of low-to-moderate
seismicity, where objective parametrization from data is limited since data are sparse.

Main shocks are generated according to the proportion of main shocks p observed in
the data, whereas the number of aftershocks produced depends on the complementary of p
(1− p). However, results in Figure 13 have been obtained by using instrumental data to
generate main shocks and historical data to produce aftershocks. Thus, two PMDs have
been used, and so the consistency between p and 1− p no longer holds. A solution could
be to produce both the PMD and FMD of main shocks with historical data. Nevertheless,
this catalogue is characterized by large uncertainties (magnitude, time of occurrence and
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space) and is known to overestimate magnitudes compared to the instrumental catalogue
(e.g., Figure 2c in [16]). Its use must be carried out with care.
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Figure 13. Number of aftershocks produced over 100,000 years by using the PMD estimated from the
exhaustive historical French catalogue (FCAT-17). (Left): Number of main shocks and aftershocks as
function of magnitude. (Right): Number of aftershocks produced by one main shock according to
magnitude of the latter. Red line represents the regression of Equation (13) on these results: k = 0.887
and α = 0.331.

5. Conclusions

In this paper, a new generator of earthquakes is proposed and applied to mainland
France. Applying a stochastic generator of earthquakes to a French context is not new (see,
for example, Ref. [48] for a Pyrenean application). However, the method of generating syn-
thetic seismicity is new. Classically, two methods exist to compute a Frequency–Magnitude
Distribution (FMD) of main shocks: (i) smoothly through a kernel approach [11,12] or (ii)
discretely by using a zoning approach [5]. This allows us to analyze spatial and temporal
behaviors of seismicity at the same time, but calls for data number reduction. In intraplate
domains, i.e., far from tectonic plate boundaries, data are sparse. Thus, contrary to these
classical approaches, the proposed generator uses a FMD of main shocks at a national scale
in order to generate main shocks in time and magnitude in order to maximize the number
of data available. These main shocks are then spatially distributed through the use of a
probability map and regionalization. The former is used to guide the location of main
shocks, whereas the latter allows us to limit the distribution of large earthquakes in space.
Intraplate seismicity seems to be more uniformly positioned than in active regions [14,15],
structural inheritance “can play a strong role in deformation localization” [16] and stable faults’
activity is difficult to define [21–23]. For these reasons, faults, regardless of whether they
are supposed as active or not, are used to produce the probability map.

Aftershocks are then produced by using the Båth law [28,29], the seismic moment
ratio [30] and the Proportion–Magnitude Distribution (PMD) of main shocks. This ap-
proach defines aftershocks and main shocks differently from the famous ETAS models.
Nevertheless, it remains consistent, since the numbers of main shocks and aftershocks are
complementary and depend on data. Moreover, unlike ETAS models, this approach has
the advantage of being non-parametric.

Temporal and energetic behaviors of generated main shocks are in line with inputs (FMD
of main shocks and regionalization) and our knowledge of mainland France seismicity.

However, some improvements can be achieved, such as completing the fault map;
in particular, by bathymetric faults, and better describing maximal magnitudes in each
region. Moreover, we have seen that using instrumental seismicity to produce the DPM of
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main shocks is not representative enough. Using the FCAT-17 historical French catalogue
could be a solution, but it needs to be carried out with care due to its large uncertainties
and its overestimation of magnitudes. Finally, the method proposed in this paper should
be applied to other stable continental regions, such as Northwestern European countries,
Australia and so on in order to test its effectiveness.
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Appendix A. Parameters of Rupture Plane

Each region is characterized by rupture plane’s parameters defined by range of values.
These values are defined according to seismic and tectonic data (seismicity, faults and
focal mechanisms). In this study, we use the European [49] and World [50] focal mech-
anism catalogues. Table A1 summaries these ranges of values for depth, azimuth, dip
and movement.

Table A1. Upper and lower bounds of the ranges of values defined for depth, azimuth, dip and
movement used in this study. Movement: U = unknown/N = normal/S = strike-slip/R = reverse.

Region
Depth (km) Azimuth (◦) Dip (◦)

Movement
Min Max Min Max Min Max

1 0 25 0 359 47 87 N & S & R

2 5 30 0 359 20 90 U

3 0 15 20 140 50 82 N

4 0 20 −10 60 45 77 S & R

5 0 20 10 70 40 82 S

6 0 15 −20 50 37 71 N

Since SHARE regions are large (Figure 4), range of values are wide: up to 25 km for
depth, 120◦ for azimuth and 40◦ for dip (Table A1). All the movements (normal, strike-slip
and reverse) are allowed in the stable continental region due to its wideness. Moreover,
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every azimuth value can be drawn in this region. Finally, since no focal mechanism is
available in the oceanic crust region, all the dip (20 to 90◦) and azimuth (0 to 359◦) values
are allowed.

Azimuth can also be described through pdf of values by deriving fault map (Figure 6a).
However, these data give information only on orientation (between 0 and 180◦) and not
azimuth (between 0 and 360◦). We thus propose to calculate pdf of orientation from fault
map. Then, when an orientation O◦ is drawn in one of these pdf, the azimuth is chosen as
equal to O◦ or O + 180◦. Figure A1 illustrates pdf of orientation derived from fault map for
each SHARE region (except the oceanic crust one).

0 50 100 150

Orientation (°)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

P
ro

b
a

b
ili

ty

SCR

Pyrenees

C. Alps

Rhine Basin

E. Alps

Figure A1. Pdf of orientation obtained from fault map for each SHARE region. C. and E. Alps
respectively stand for Compressional and Extensional Alps (regions 4 and 6 Figure 4). No fault
is localized in the oceanic crust region in the data we used thus this region isn’t associated to pdf
of orientation.

Appendix B. Application of GR Law in Each SHARE Regions

For some reasons explained in the text, only one Frequency-Magnitude Distribution
(FMD) of main shocks, computed at national scale, is used in this paper. However, in order
compare FMD obtained in each region from synthetic main shocks (Figure 10) with data,
we also decide to apply GR law regression on instrumental catalogue for each region.

We first divide the initial instrumental catalogue into six sub-catalogues, one per region.
Only earthquakes localized in a given region are listed in the associated sub-catalogue.
Then, we explore completeness of these sub-catalogues through the cumulative visual
method [36,37]. Results of this analysis are shown Table A2.

Table A2. Cut-off years obtained from instrumental catalogue in each SHARE region according to
the cumulative visual method [36,37]. Region numbers refer to Figure 4.

Mc 2–2.1 2.2–2.3 2.4–2.5 2.6–2.7 2.8–2.9 3–3.1 3.2–3.3 3.4–3.5 ≥3.6

Region 1 1975 1975 1970 1970 1970 1970 1970 1970 1965

Region 2 1965 1965 1965 1965 1965 1965 1965 1965 1965

Region 3 1980 1975 1975 1970 1970 1970 1970 1965 1965

Region 4 1975 1975 1975 1975 1975 1975 1975 1965 1965

Region 5 1980 1980 1980 1980 1980 1980 1980 1965 1965

Region 6 1975 1975 1975 1975 1975 1970 1965 1965 1965

Once sub-catalogues are complete, only main shocks are kept by applying G85 declus-
tering algorithm [40]. Finally, we regress GR law on the observed frequencies of main
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shocks as function of magnitude. Obtained b-values for each region are summarized
Table A3.

Table A3. b-values computed by regressing GR law (Equation (10)) on FMD of main shocks observed
in instrumental seismicity for each SHARE region. Magnitude’s ranges and number of data used for
regression are also detailed. Region numbers refer to Figure 4.

Region 1 2 3 4 5 6

Magnitude’s range 2–5 2–3.8 2–5.2 2–4.9 2–4.1 2–4.7

Number of data 3531 40 1962 1539 301 1614

b 1.18 0.72 1.05 1.06 1.36 1.21

One can see that the two extreme b-values, 0.72 and 1.36 (Table A3), are obtained
with the lower number of data: 40 and 301 respectively. Thus, these values must be
used carefully.
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Abstract: Changes in the stress state of faults and their surroundings is a highly plausible mechanism
explaining earthquake interaction. These stress changes can impact the seismicity rate and the
size distribution of earthquakes. However, the effect of large earthquakes on the earthquake size
distribution along the Longmenshan fault has not been quantified. We evaluated the levels of the
b value for the stable state before and after the large earthquakes on 12 May 2008 (Wenchuan, MS 8.0)
and 20 April 2013 (Lushan, MS 7.0) along the Longmenshan fault. We found that after the mainshocks,
the size distribution of the subsequent earthquakes shifted toward relatively larger events in the
Wenchuan aftershock zone (b value decreased from 1.21 to 0.84), and generally remained invariable
in the Lushan aftershock zone (b value remained at 0.76). The time required for the b value to
return to stable states after both mainshocks was entirely consistent with the time needed by the
aftershock depth images to stop visibly changing. The result of the temporal variation of b values
shows decreasing trends for the b value before both large earthquakes. Our results are available for
assessing the potential seismic risk of the Longmenshan fault as a reference.

Keywords: b value; stable state; depth; Longmenshan fault

1. Introduction

Following the Wenchuan MS 8.0 earthquake on 12 May 2008, the Longmenshan fault
zone was struck by the 20 April 2013 MS 7.0 Lushan earthquake. The Longmenshan fault
zone is composed of several almost parallel thrust faults, forming a boundary fault between
the Sichuan Basin and Tibetan Plateau, and controls the seismicity of the Longmenshan
region (Figure 1). The epicenters of the Wenchuan and Lushan earthquakes were approxi-
mately 87 km apart, and the focal mechanism of both events showed a thrust rupture [1].

According to the characteristics of the Wenchuan and Lushan earthquakes, whether
the MS 7.0 Lushan event was a strong aftershock of the MS 8.0 Wenchuan earthquake or
a new and independent event has been a topic of debate. For example, some researchers
suggest that the two large earthquakes were independent events. The reasons are as
follows: (1) there is no overlapping area between the Wenchuan and Lushan earthquake
rupture zones [2]; (2) the Wenchuan and Lushan earthquakes were generated in different
faults in the Longmenshan fault zone [3]; (3) the rupture processes of the Wenchuan and
Lushan earthquakes were different, and the aftershock zones of the two events were nearly
45 km apart [4]. Alternatively, some scientists propose that the Wenchuan and Lushan

322



Appl. Sci. 2021, 11, 8534

earthquakes were a mainshock–aftershock sequence and note that the Lushan event struck
in an area where Coulomb stress was increased due to the Wenchuan earthquake [5,6].

Figure 1. The topographic and tectonic map of the Longmenshan fault zone and its surrounding
region. Blue beach ball represents the focal mechanism of the Wenchuan MS 8.0 earthquake. Pink
beach ball represents the focal mechanism of the Lushan MS 7.0 earthquake. Red circles represent
epicenters of earthquakes (MS ≥ 4) from 1 January 2000 to 1 January 2019.

The controversy over the relationship between the Wenchuan and Lushan earthquakes
highlights the complexity of earthquake interaction in the Longmenshan fault zone. It is
widely accepted that earthquake interactions can be understood by identifying changes
in static and dynamic stress states around faults [7–9]. The most observable effect of this
stress change is a significant increase in seismicity rate, which is generally considered an
aftershock phenomenon [10–12]. Statistically, aftershock activity is classically described
by n(t) = K/(t + c)p, where n(t) is the number of aftershocks after time t and K, c, and
p are constants that describe the aftershock productivity [13]. Ogata [14,15] described
aftershock activity as a multigenerational branching process and proposed the epidemic-
type aftershock sequence model, which is a stochastic point process model of self-exciting
point processes.

Changes in stress can impact the seismicity rate and the frequency size distribution,
which is alternatively known as the frequency-magnitude distribution (FMD) [16] or
Gutenberg–Richter (G–R) law [17] and is expressed as logN = a−b M, where N is the
number of events in a given time period with magnitude greater than M, a describes
the seismicity of a given seismogenic volume, and b is the slope of the FMD. Previous
studies showed that b values fall within the range of 1.02 ± 0.03 on a large scale for a long
time [18,19]. For regions on a smaller scale, the b values show a broad range of spatial
and temporal variations. For example, the b value ranged from 0.5 to 2.5 in the Andaman–
Sumatra region and California [20]. Interpretation of the variation of b values is based on
several factors, including stress state [21,22], focal depth [23], faulting style [24,25], fluid
pressure [26], and so on.

The earthquake size distribution generally follows a power law, with a slope of
b values, which characterizes the relative occurrence of large and small events. A low
b value indicates a larger proportion of large earthquakes and vice versa. Zhao et al. [27]
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(2008) compared the spatial footprint of b values before and after the Wenchuan earthquake
in the Longmenshan fault zone, and the results showed that the b values tend to change
from lower in the southern region to higher in the northeastern region. The temporal change
in b values before the Wenchuan MS 8.0 earthquake showed a decreasing trend [28–30],
and the Lushan MS 7.0 earthquake showed similar temporal change trends in b values [31].
These studies focused on the variation trend of b values before and after the two large
events along the Longmenshan fault. However, the fundamental effect of the Wenchuan
and Lushan earthquakes on the size distribution of earthquakes along the Longmenshan
fault has not been quantified, which limits our understanding of how the apparent stress
changes in the region affect the size distribution of earthquakes.

In this study, we evaluated the spatiotemporal evolution of the b values along the
Longmenshan fault in the past nearly 20 years. Moreover, we estimated the levels of the
b value for the stable state before and after the Wenchuan and Lushan earthquakes and
quantified the effects of the two large earthquakes on the size distribution of subsequent
events at different times. In addition, the spatial evolution process of the deep seismogenic
environment in the Wenchuan and Lushan aftershock zones in two and three dimensions
was illustrated via spatial scanning and data fitting, which can be used to analyze the
aftershock activity of the two large earthquakes.

2. Data and Postulates

The earthquake catalog we used here was documented by the regional seismic net-
work and then verified by the China Earthquake Networks Center (CENC) along the
Longmenshan fault during the period from 1 January 2000 to 1 January 2019. It is a
relatively complete catalog containing the Wenchuan-Lushan earthquake sequence.

Figure 2 shows the magnitude-time distribution of earthquakes in the Wenchuan
source region and Lushan source region. The locations of the earthquakes in this catalog
were corrected for accuracy. Each event includes the time, location, magnitude, and
depth. Homogeneity of the catalog was iterated and optimized for subsequent research
and analysis.

Figure 2. Magnitude versus time for events in the Longmenshan fault zone from 2000 to 2019.
(a) Magnitude versus time for events in the MS 8.0 Wenchuan source region; (b) magnitude versus
time for events in the MS 7.0 Lushan source region.

Stress change has been widely used to interpret the triggering of the mainshock–
mainshock and mainshock–aftershock events [7,32–36]. However, the exact measurement
of stress states is difficult; thus, a relationship between the stress state and b value has
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been proposed [16,24,37,38]. Schorlemmer et al. [24] demonstrated that the b value could
be regarded as a stress indicator that depends inversely on differential stress. Therefore,
changes in the stress state on faults lead to the variation in b values, which is followed
by time-dependent recovery. In general, the larger the magnitude of the earthquake, the
greater the stress changes and the larger the b value fluctuations. No event of magnitude
larger than MS 7.0 had been reported in the historical record of the Longmenshan fault
zone and the catalog we used in this paper contains more than 80,000 events and only two
large earthquakes greater than magnitude 6.5, that is, the Wenchuan MS 8.0 and Lushan
MS 7.0 earthquakes. Thus, these two events are mainly responsible for the apparent changes
in stress state along the Longmenshan fault zone in the past 20 years.

Therefore, there are two postulates: first, without a large earthquake perturbation, the
b value will remain in a stable state with a small fluctuation range for a long time; second,
after the perturbation of a large earthquake, the b value may recover to another stable state.
We evaluated the levels of the b value for the stable state before and after these two large
earthquakes in the study region.

3. Methods

The main methods we used include estimation methods (MaxCurvature for the es-
timation of the completeness magnitude; maximum likelihood estimation (MLE) for the
b value estimation), test methods (Akaike information criterion (AIC) for the variation trend
of b values; the nonlinearity index (NLIndex) for the linearity assessment of frequency-
magnitude distribution) and kriging interpolation to describe the spatial and temporal
evolution images of aftershock focal depth.

3.1. Completeness Magnitude (MC) and b Value Estimation

The estimation of the completeness of earthquake catalogs is essential to the compu-
tation of b values, and the lowest magnitude of all earthquakes that are reliably detected
in a space-time volume is defined as the completeness magnitude (MC) [39]. The lower
the MC, the higher the detection capability. Here, we use the MaxCurvature technique,
which estimates the MC by locating the magnitude that is the highest frequency of events
in the FMD. Mignan [40] showed that the MaxCurvature technique underestimates the
MC in cases involving gradually curved FMDs and postulated that this underestimation
tendency arises from spatiotemporal heterogeneities within the earthquake monitoring
network. Therefore, we used the corrected MaxCurvature method with a correction factor
of +0.2 [41], and the uncertainties were determined by bootstrapping.

The least-squares method and maximum likelihood estimation are often used to calcu-
late the b value, and the latter approach is considered more stable. In this work, the maxi-
mum likelihood estimation used to calculate the b value and its standard deviation [42,43]:

b =
1

ln(10)(M−MC)
(1)

where M is the average magnitude of earthquakes with M ≥MC; MC is the cutoff magni-
tude. The confidence limit of the b value is expressed as follows:

σ =
b√
N

(2)

where N is the number of earthquake cases of the given sample.

3.2. Estimation of the Frequency-Magnitude Distribution (FMD) Extrapolation

The nonlinearity index (NLIndex) can be used to assess whether the extrapolation of
a given high-magnitude FMD is likely an overestimate or underestimate of the probable
rates for large events [44].
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(1) Calculate the b value for all Mcut from Mcmin to the highest Mcut for which Nmin events
are still sampled.

(2) Divide the standard deviation by the largest individual b value uncertainty for each
possible Mcut, and for each Mcut, this value is the NLIndex.

(3) Divide the NLIndex for each Mcut by the number of estimated b values to weight the
result by data density. Please check Italics.

(4) Find the minimum weighted NLIndex to find the best MC that produces the most
linear FMD fit.

If NLIndex ≤ 1, the FMD is regarded as linear, and if NLIndex > 1, the FMD is not
linear. The slope of Mcut is clearly positive or negative, respectively, indicating that the
FMD overestimates or underestimates large M rates.

3.3. Akaike Information Criterion

To quantify the changing trend of b values, the P test was conducted for b values in
two sample windows based on the Akaike information criterion (AIC) [45]. Hypothesis 1:
the b values in the two sample windows are the same; Hypothesis 2: the b values in the
two sample windows are different, represented as b1 and b2, respectively. The hypothesis
of the difference of the AIC leads to the difference ∆AIC [46]:

∆AIC = −2(N1 + N2) ln(N1 + N2) + 2N1 ln(N1 +
N2b1

b2
) + 2N2 ln(N2 +

N1b2

b1
)− 2 (3)

where Ni is the number of events in the sample windows and bi is b values in the sample
windows. Pb represents the probability that the events in the two sample windows come
from the same population and can be derived from the AIC as follows:

Pb = e(−∆AIC/2)−2 (4)

The b value in the sample window represents a significant change when ∆AIC ≥ 2
(Pb ≈ 0.05) and is highly significant when ∆AIC > 5 (Pb ≈ 0.01) [47].

3.4. Kriging Interpolation

Kriging interpolation is the most commonly used geostatistical approach for spatial
interpolation. With this method, a semivariogram is used to express the spatial relationship
of the distance between samples. This technique depends on the spatial model between
samples to predict attribute values at unsampled locations [48]. As a widely used interpo-
lation method, kriging takes into account the distance between unknown positions and the
sample locations as well as the distance between sample locations, effectively reducing the
interference of clustering in samples on the accuracy of the interpolated estimates [49]. We
used the kriging interpolation algorithm to produce maps incorporating anisotropy and
underlying trends from irregularly spaced data. The exponential semivariance model with
the smallest prediction errors was chosen over the Gaussian and spherical models for the
spatial interpolation of focal depth data.

4. Results and Analysis
4.1. Completeness Magnitude (MC) and Linearity Assessment of Frequency-Magnitude
Distribution (FMD)

As shown in Figure 3, the results of the corrected MaxCurvature method show that the
MC of the earthquake catalog used in this work is MC = 1.5. This result is consistent with
the results of previous studies on the Wenchuan earthquake zone [30,50]. Fang et al. [51]
described in detail the aftershock performance and analysis of the Lushan earthquake based
on the combined data from permanent and temporary seismic stations. They concluded
that the minimum complete magnitude was M = 1.0. To unify the consistency of the MC of
the Wenchuan MS 8.0 and Lushan MS 7.0 earthquakes in the Longmenshan fault zone, we
selected events with magnitudes of M ≥MC = 1.5.
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We performed a linearity check on FMD, and the results are shown in Figure 4. The
NLIndex (red) is shown for different cutoff magnitudes (upper inset) and the NLIndex ≤ 1
for all cut off magnitudes; thus, the linear FMD is accepted as the best MC.

Figure 3. Frequency-magnitude distribution of the seismicity of the Wenchuan-Lushan sequence
from 1 January 2000 to 1 January 2019.

Figure 4. Frequency-magnitude distribution and NLIndex.

4.2. Time-Space Analysis of b Values

Earthquake frequency will increase immediately within a short time after a large event
and may exceed the recording capacity of the seismic network. Before establishing the
time-space series of b values with aftershocks, we should eliminate the events documented
in the early catalog, which is somewhat heterogeneous and incomplete in small events [41].
In this work, the exclusion period depends on the magnitude of completeness over time.
Therefore, we first removed the events documented in the initial catalog within two months
after the Wenchuan MS 8.0 and Lushan MS 7.0 earthquakes, a period for which the data are
highly incomplete. Then, we calculated the spatiotemporal distributions of b values before
and after two large events that occurred from 2000–2019 along the Longmenshan fault by
selecting events with M ≥MC = 1.5 and using a time window and spatial grid to calculate
the b values. In this computation, the window lengths were set to at least 500 events in the
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Wenchuan aftershock zone and 200 events in the Lushan aftershock zone. Each window
was moved forward by one event at a time.

Figure 5a,b display time series of the b value in source regions, and the overall change
trend conforms to our postulation that b values will undergo relatively significant changes
in a period of time before and after a large earthquake. Specifically, b values show a
decreasing trend before the occurrence of both large earthquakes in both zones. To ensure
that this trend is statistically significant, we quantitatively assessed the temporal variation
in b values using the P parameter test and selected three windows before the MS 8.0 event
(W1, W2, and W3) and the MS 7.0 event (L1, L2, and L3). Window selection was based
on the significance of changes in b values (Figure 5a,b). The results are shown in Table 1.
The b value in the sample window has significantly changed when ∆AIC ≥ 2 (Pb ≈ 0.05).
Table 1 shows that the b values decreased before both large earthquakes with statistically
significant variations.

After the Wenchuan MS 8.0 event, the b values in the Wenchuan aftershock zone expe-
rienced a period of dramatic fluctuation (indicated by the pink shading lasting not more
than one year) before gradually stabilizing within a small fluctuation range (Figure 5a),
which was similar to the range of b values in the third period (Figure 5c, b = 0.84). After the
Lushan MS 7.0 event, the b values in the Lushan aftershock zones increased rapidly and
then slowly dropped to a stable state (Figure 5b), which was similar to the FMD in the first
period (Figure 5d, b = 0.76). As shown in Figure 5b (red shading), the b value required less
than ten months to return to a stable state.

The reference b values can be estimated for the background levels (for the period,
b = 1.21 in the Wenchuan aftershock zone and b = 0.76 in the Lushan aftershock zone).
When the perturbation effect of the mainshocks gradually decreases, the b values in the
Lushan aftershock zone eventually return to the background level (b = 0.76), whereas those
in the Wenchuan aftershock zone drop below the background level (from 1.21 to 0.84). To
date, there have been no earthquakes that have significantly changed the stability of the
Longmenshan fault zone since the MS 7.0 Lushan earthquake.

The temporal distribution of earthquakes also indicates the change in stress state of
faults and their surroundings. As shown in Figure 2a, before the MS 8.0 Wenchuan earth-
quake, the frequency of events in the Wenchuan aftershock zone had been decreasing for a
year since 2006, and only two events greater than MS 4 occurred during the period when
b values were significantly decreasing (Figure 5a). However, earthquakes that were greater
than MS 4 struck the entire Wenchuan aftershock zone after the MS 8.0 event (Figure 1). In
addition, there were no strong aftershocks above magnitude 6.5 along the faults, and only
six events greater than MS 4 occurred within two months after the mainshock. These phe-
nomena indicate that without the continuous perturbation of strong aftershock, the b value
gradually stabilized to the state mainly determined by the background earthquakes, which
tended to shift to larger events following the MS 8.0 event in the Wenchuan aftershock zone.

After the MS 8.0 Wenchuan earthquake, the Lushan aftershock zone also experi-
enced a “seismic quiescence” of approximately two years, and only one event greater
than MS 4 occurred before the MS 7.0 Lushan earthquake during the period when b val-
ues were significantly decreasing (Figure 2b). Moreover, only a few events greater than
MS 4 occurred within two months after the mainshock; the subsequent events basi-
cally returned to the magnitude of the background earthquakes before the mainshock,
which shows that the b values in the Lushan aftershock zone eventually returned to the
background level (Figure 5b).

To analyze the spatial footprints of the changes in the b values, we divided the two
study regions into 0.1◦ × 0.1◦ grids, sampled the 300 events nearest to each grid node
within radius of 30 km, and re-estimated the MC in each node. For this purpose, we used
a bootstrap approach to sample the events 1000 times randomly. The spatial footprints
of the changes in the b values are consistent with the FMDs (Figure 5c,d). Figure 5e–g
demonstrate the spatial variation in the b values throughout the Wenchuan aftershock zone.
Figure 5h–j show the spatial variation in the b values in the Lushan aftershock zone.
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Figure 5. Temporal and spatial analysis of the b values for the Wenchuan-Lushan sequence. (a,b) Tem-
poral variation of b values for the Wenchuan and Lushan source regions. The dashed black lines
represent the times of the MS 8.0 (Wenchuan) and MS 7.0 (Lushan) events, and the dashed blue lines
show the background b values for the Wenchuan and Lushan source regions. The dashed red line
represents the b value after the time of the MS 7.0 event (Lushan) for the Wenchuan source region.
The shaded regions represent the uncertainties in the b values. (c,d) FMDs for the two aftershock
zones in three different periods. (e–g) Map showing the spatial footprint of b values for the Wenchuan
aftershock zone in three different periods. (h–j) Map showing the spatial footprint of b values for the
Lushan aftershock zone in three different periods.
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Table 1. Results of the P parameter test between windows.

Windows ∆AIC Pb

W1 and W2 2.6 0.03
W2 andW3 9.9 9.5 × 10−4

W1 and W3 28.9 7.1 × 10−8

L1 and L2 2.6 0.03
L2 and L3 4.6 0.01
L1 and L3 20 5.9 × 10−6

The b value in the southern part of the Wenchuan source region and Lushan source
region was lower than that in the northern part of the Wenchuan aftershock before the
MS 8.0 Wenchuan event (Figure 5e,h). This pattern is consistent with the characteristics
of the Longmenshan fault, which is a strike-slip fault in the north and a thrust fault in
the southern section. It is generally considered that the b value is inversely proportional
to stress, and the b values of different types of faults are as follows: b (normal) > 1, b
(strike-slip)~1, and b (thrust) < 1 [24,25]. The conditions changed markedly after the MS 8.0
Wenchuan event; the b values decreased in the Wenchuan source region and Lushan source
region (Figure 5f,i). This finding illustrates the effect of the Wenchuan earthquakes on
stress change along the Longmenshan fault. Figure 5g,j illustrate the stable state of the
b value in the Longmenshan fault zone.

4.3. Evolution of Images of Aftershock Activity Depicted by Focal Depth

Spatial scanning was performed using events with depth data in the catalog, i.e., at a
step size of 0.1◦ for both longitude and latitude. For all earthquakes in each 0.1◦ × 0.1◦ grid
point, the average depth was used as the depth value of the grid point, and then kriging
interpolation was applied to all the grids. We counted at least ten events in each grid
node in the Wenchuan aftershock zone as samples (as well as five events for the Lushan
aftershock zone) to prevent the average depth of grid points from being affected by too
few events. The contour lines of depth distribution at different periods after the mainshock
were obtained and superimposed with regional faults (Figures 6 and 7).

To illustrate the evolution of the deep seismogenic environment in the Wenchuan
aftershock zone. Figure 6 shows the spatial evolution of the aftershock depth at one day,
one week, one month, six months, one year, and three years after the mainshock. The
analysis shows that the focal depth of the Wenchuan aftershock zone spread along the
direction of the fault. With Mianyang as the boundary, the aftershock zone can be divided
into the southern section and the northern section. The depth distribution is generally
deep in the southeast and shallow in the northwest, and the average aftershock focal depth
is 10–15 km.

A comparison of the aftershock activity images depicted by the focal depth information
shown in Figure 6d,e revealed that the image formed one year after the mainshock did not
show a significantly different pattern in the following two years. This finding indicates
that after the mainshock, the aftershock frequency tends to be stable one year later, which
means that the active aftershock period of the Wenchuan MS 8.0 was less than one year.

Figure 7 shows the spatial evolution of aftershock depths at one day, one week, five
months, ten months, one year and three years after the mainshock in the Lushan aftershock
zone. The analysis shows that the focal depths of the Lushan aftershock are distributed
around the fault, with the fault as the boundary, with a trend of deep in the southeast
and shallow in the northwest. Moreover, a comparison of the regional aftershock activity
images depicted by the focal depth information in Figure 7d,e revealed that the pattern
of the image formed ten months after the mainshock presented limited changes in the
following one year, which indicates that the aftershock frequency tended to be stable ten
months after the Lushan mainshock. Therefore, the active aftershock period of the Lushan
MS 7.0 earthquake was less than ten months.
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Figure 6. Spatial distribution of the focal depths of the aftershocks following the Wenchuan MS

8.0 earthquake on the fault plane. Red lines represent the locations of faults. (a) One day after the
mainshock; (b) 1 week after the mainshock; (c) 1 month after the mainshock; (d) 1 year after the
mainshock; and (e) 3 years after the mainshock.
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Figure 7. Spatial distribution of the focal depths of the aftershocks following the Lushan MS 7.0
earthquake on the fault plane. Red lines represent the locations of faults. (a) One day after the
mainshock; (b) 1 month after the mainshock; (c) 5 months after the mainshock; (d) 10 months after
the mainshock; and (e) 2 years after the mainshock.
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5. Discussion

Earthquake interaction can change the stress state of faults, which is reflected in
both earthquake activity rate and earthquake size distribution. The relationship between
stress state and b value can be used to quantify the effect of large earthquakes that can
significantly change the stress states and, therefore, the earthquake size distribution. In
contrast to previous studies on the Wenchuan and Lushan earthquakes, our paper focuses
on a quantitative analysis and discussion of the effect of the Wenchuan MS 8.0 and Lushan
MS 7.0 earthquakes on the size distribution of the earthquakes along the Longmenshan
fault at different times.

Interpretation of the b value and its variability according to physical mechanisms
has received considerable attention and discussion. In most cases, the observation of
spatial and temporal b value variability can be caused by several factors: (i) Process of
estimation: homogeneity of catalog and method of calculation can affect the results. All the
data in this work are from the Longmenshan fault and its surroundings, and each event
includes the time, location and magnitude depth. The maximum likelihood estimation
and least-squares regression method [30,41–43,52–55] are used to estimate the b value and
its uncertainty, but the latter is excessively affected by the largest earthquake magnitude.
Marzocchi et al. [56] measured the bias on b values caused by the magnitude binning
and catalog incompleteness when the b value is estimated by the maximum likelihood
estimation and provided guidance to reduce the likelihood of being misled by b value
variation. (ii) Stress conditions: the b value and its variation represent stress buildup and
release. The differential stress is inversely dependent on the b value has been observed in
laboratory experiments [57,58] as well as in the field [59,60]. The stress acting on a fault
may control the variation in the b value in space and time. Parsons et al. [61] calculated the
regional Coulomb stress changes on major faults surrounding the rupture resulting from
the Wenchuan MS 8.0 and showed that significant stress increased in the Lushan aftershock
zone. Other studies obtained similar results [5,6,62]. The spatial variation in the b values
throughout the Lushan aftershock zone decreased after the MS 8.0 mainshock (Figure 5i),
and the same effect occurred in the southern part of the Wenchuan aftershock zone after the
MS 7.0 event (Figure 5g). These findings suggest that the b value is negatively correlated
with stress and indicate the effect of the earthquake interaction along the Longmenshan
fault zone. (iii) Crustal tectonics: the variation in b value can be interpreted according to
the tectonic characteristics, i.e., rock heterogeneity [63], focal depth [23], pore pressure [26],
and fault types [24,25]. Previous studies have shown that the b value in different types
of faults is b (normal) > 1, b (strike-slip)~1, and b (thrust) < 1 [26,64]. As shown in the
spatial footprints in Figure 5, the b value of the southern part of the Longmenshan fault
zone is lower than that in the northern part. This pattern is consistent with the tectonic
characteristics of the Longmenshan fault, which is a strike-slip fault in the north and a
thrust fault in the southern part [65,66].

Stress changes seem to be a key factor that affects the b value and its variation. Except-
ing the approach of estimation, all other factors are secondary because they are directly or
indirectly affected by the stress [67]. Therefore, the observed falls in the b values shown
in Figure 5a,b was interpreted as changes in the related stress conditions, which could
be precursors to large earthquakes. However, these temporal variations may occur over
a timescale ranging from months to years, and the timeliness and effectiveness of this
variability as an indicator are difficult to guarantee. Additionally, there is usually an
insufficient number of events to accurately calculate the b value before large earthquakes.
Gulia and Wiemer [41] pointed out that the period following a moderate earthquake is
rich in such data, with thousands of events occurring within a short period. These events
may allow real-time monitoring of the evolution of b values. The authors claim that the
probability of a larger earthquake following a moderate earthquake increases by several
orders of magnitude if the b value remains the same or drops significantly rather than in-
creases. However, Brodsky [68] suggested that the observed pattern revealing the changes
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in b values is a statistical effect rather than deterministic and that researchers need more
cases to test this claim.

In general, thousands of aftershocks occur in the period following a large earthquake.
Based on these abundant data, there are two typically common operational aftershock fore-
casting models used in aftershock hazard assessment, namely the short-term earthquake
probability (STEP) model [69] and epidemic-type aftershock sequence model [14,15]. Gulia
et al. [16] reported that these models forecast a high probability for a repeat of the main-
shock rupture and thus substantially overestimate the aftershock hazard. This paradox can
be resolved by taking into account the stress changes and their effect on the earthquake
size distribution.

Our results showed that the time series of the b value in the Longmenshan fault zone
after the mainshocks exhibited a period of significant fluctuation before returning to the
stable state in both the Wenchuan aftershock zone (one year) and the Lushan aftershock
zone (ten months). Figures 6 and 7 show that the time required for the b values to return to
a stable state after both mainshocks was entirely consistent with the time required for the
aftershock depth images to cease changing visibly. The spatial footprints of the changes
in the b value reveal that the southern part of the Longmenshan fault zone is lower than
the northern part. This finding demonstrates that the Wenchuan and Lushan events did
not change the pattern of higher stress in the southern part of the Longmenshan fault zone
than in the northern part. However, the most obvious change is that after the mainshock,
the size distribution of the subsequent earthquakes in the Wenchuan source region shifts
toward relatively larger events (lower b values).

The Longmenshan fault zone began to develop in the Late Triassic, and severe tec-
tonic deformation occurred during the Indo-China and Himalayan movements, forming
a combination of thrust and strike-slip displacement [66,70]. Previous studies did not
comprehensively quantify the stable state for the Longmenshan fault zone before and after
the two large events in a long time series [5,6,27,29,30,55,71]. The b value is a measurable
indicator of earthquake size distribution within a specified region and period of time and
is dependent on stress. With our present results, we reported the temporal and spatial
variation in b values before and after two big earthquakes and fitted the source depth
in time and space to quantify the stress changes and their effect on the earthquake size
distribution in the Longmenshan fault zone.

6. Conclusions

Based on the tectonic characteristics and potential seismicity surrounding the after-
shock zones of the Wenchuan MS 8.0 and Lushan MS 7.0 earthquakes, we studied the spatial
and temporal variation of b values in two source regions from 2000 to 2019. In addition,
the spatial evolution process of the deep seismogenic environment in the Wenchuan and
Lushan aftershock zones was drawn by spatial scanning and depth data fitting.

The results depict the decreasing trends of b values before the two large earthquakes
in the study region. Additionally, the b value in the Wenchuan aftershock zone took
approximately one year to enter a new stable state (b values ranging from 1.21 to 0.84),
while the b value in the Lushan aftershock zone took approximately ten months to return
to its original stable state (b = 0.76). Moreover, the major aftershock active periods of the
Wenchuan MS 8.0 and Lushan MS 7.0 earthquakes were less than one year and ten months,
respectively, which are consistent with the time required for the b value to return to a stable
state. The spatial footprints of the changes in the b values results reveal that the Wenchuan
MS 8.0 and Lushan MS 7.0 events did not change the pattern of high b values in the north
and low b values in the south along the Longmenshan fault zone.

We quantified the effect of the Wenchuan MS 8.0 and Lushan MS 7.0 earthquakes on
the size distribution of earthquakes along the Longmenshan fault. Future studies can focus
on how to quantify the effect of large earthquake size distribution across different tectonic
regimes and apply the findings in potential seismic risk assessment.
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Abstract: The Middle-Chelif basin, in northwestern Algeria, is located in a seismically active region.
In its western part lies the El-Asnam fault, a thrust fault responsible for several strong earthquakes.
The most important being the El-Asnam earthquake (Ms = 7.3) of 1980. In the present study, ambient
vibration data with single-station and array techniques were used to investigate the dynamic proper-
ties of the ground and to estimate the Vs30 structure in the main cities of the basin. Soil resonance
frequencies vary from 1.2 to 8.3 Hz with a maximum amplitude of 8.7 in. Collapsing behavior has
also been demonstrated west of the city of El-Attaf, reflecting a strong potential for liquefaction. A
Vs30 variation map and a soil classification for each city were obtained mainly by inversion of the
HVSR and Rayleigh wave dispersion curves. Finally, an empirical prediction law of Vs30 for the
Middle-Chelif basin was proposed.

Keywords: Middle-Chelif Basin; ambient vibrations; HVSR; array techniques; Vs30; site
classification; liquefaction

1. Introduction

Northern Algeria is located in the collision zone between the African and Eurasian
plates. It is characterized by moderate to high seismic activity (e.g., [1–3]), mainly con-
centrated in the marginal areas of the Neogene basins [4]. The Chelif Basin is located
in the northwestern part of Algeria (Figure 1). It is the largest of the northern Neogene
sedimentary basins and hosts an important seismic activity. The basin is mainly affected by
NE-SW oriented reverse faults [4,5]. The most important is the El-Asnam fault, a reverse
fault about 40 km long [6], that generated several destructive earthquakes during the last
century, such as the 1934 Carnot earthquake, now El-Abadia, (MS = 5.1, [7]); the 1954
Orléansville earthquake, now Chlef (MS = 6.7, [7]); and the 1980 El-Asnam earthquake, now
Chlef (MS = 7.3, [6]). The latter is the largest and most destructive earthquake recorded in
Algeria in the instrumental era.

The Chelif Basin is divided into three parts: the Lower-Chelif Basin, the Middle-Chelif
Basin, and the Upper-Chelif Basin. The Middle-Chelif extends from Oued-Fodda in the
west to Ain-Defla in the east (Figure 1). The cities of the Middle-Chelif suffered important
damage during the 1980 El-Asnam earthquake. The cities of Oued-Fodda, El-Abadia,
and El-Attaf were almost totally destroyed. In addition, several secondary effects of the
earthquake were observed along the rupture zone [8], such as cracks, settlement, and soil
liquefaction. Moreover, the coseismic uplift of the western part of the fault has obstructed
the flow of the Chelif River, causing a flood which formed a natural dam, where the
phenomenon of liquefaction occurred over a wide area west of El-Abadia and El-Attaf [8,9].
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Figure 1. Location of the study area. The numbered yellow stars correspond to the epicenters of the
major earthquakes in the area: (1) the 1934 Carnot (I0 = IX) earthquake, (2) the 1954 Orléansville
(Ms 6.7) earthquake, and (3) the 1980 El-Asnam earthquake (Mw 7.2). EAF = El-Asnam fault trace;
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Prior to the 1980 El-Asnam earthquake, several geological and geophysical studies
were conducted on the Chelif Basin (e.g., [10,11]). However, these studies were mainly
concentrated in the Lower-Chelif Basin due to the presence of oil indices. Only a few
studies have been carried out on the Middle-Chelif Basin [12,13]. Right after the 1980
earthquake and given the extent of its damage, the region has finally been the subject
of several geological, seismological, and geophysical studies (e.g., [6,8,14,15]). The firm
Woodward and Clyde Consultants [15] conducted an important seismic microzonation
study in eight cities of the Lower and Middle-Chelif Basins, including El-Abadia and
El-Attaf. During the investigations, several holes were drilled using Standard Penetration
Tests (SPT). The study provided geotechnical, hydrogeological, landslide, and liquefaction
potential maps for each of the eight cities. The Neogene formations of the Middle-Chelif
were described in detail in [12], and later in [16]. Furthermore, the structural aspect of the
shallow and deep lithological units was recently imaged using land gravity data [17].

In the present study, we used ambient vibrations data to characterize some geotech-
nical features and to estimate some dynamic properties of the soil column in the cities of
El-Attaf, El-Abadia, and Ain-Defla. Ambient vibration-based techniques have been used
previously in the Chelif Basin [18–21]. The aim was to determine the resonance frequencies
of the ground, the shear-wave velocity structure of the sedimentary layers, and the bedrock
depth, where the impedance contrasts with the sedimentary cover and may be the cause
for ground shaking amplification during strong earthquakes. This work is a continuation
of the ones carried out in the Middle-Chelif basin [20,21].

In the first part of this study, we used ambient vibration data recorded from single
stations to estimate the ground resonance frequencies and assess the liquefaction potential
in the three cities under study. In the second part, we used ambient vibration data recorded
from single station and array techniques to estimate the average shear-wave velocity
in the upper 30 m of the soil column (Vs30). Finally, a Vs30 predictive equation for the
Middle-Chelif Basin was proposed.
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This study contributes to the seismic hazard assessment in northern Algeria. The
results obtained in this work can be used for ground motion simulation, for the calculation
of amplification factors, and for many other studies related to the reduction of seismic risk.

2. Geological Framework

The Middle-Chelif is an intra-mountainous basin structured during the Neogene [5,10,12],
and located within the Tellian Atlas mountain belts (Figure 1). The depression is filled with a
thick cover of Mio-Plio-Quaternary sediments. The basement is composed of hard clays and
marls of Cretaceous age [12,16]. In its southern part, autochthonous formations of Jurassic to
Silurian age outcrop [22], and form the Temoulga, Rouina, and Doui massifs (Figure 2). The
Middle-Chelif plain is crossed from west to east by the Cheliff River, the longest in Algeria,
which contributes to form the actual alluviums.

The stratigraphical column is composed of a succession of marine, continental, and
lacustrine deposits. Lateral variations in facies were also reported [10,16], and further
confirmed in [21], where important lateral variations in the shear-wave velocity were
observed within the same formations. All these perturbations in the sedimentary cover
reflect several instability periods with intense tectonic activities and different episodes
of marine regression and transgression that conditioned the sedimentation process [10].
However, the geologists are not in agreement concerning the age of the first sedimentary
deposits. Some authors attributed those sediments to the Lower Miocene [10,12], while
others assigned them to the Middle Miocene (Serravallo-Tortonian) [16,23]. The sediments
are affected by a series of normal and thrust faults, located in the margins of the Middle-
Chelif Plain.
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In terms of lithology, the Miocene series occupies the major part of the sedimentary
column. These formations were described and detailed in [12]. The first deposits are detritic
continental series of conglomerates and marls. These sediments are overlayed by different
intercalations of marls, clays, limestones, and sandstones [12,16]. A thin layer of blue marls
marks the transition between the Miocene and the Pliocene sediments [10,12]. The Miocene
series outcrop in succession on the hills that overlook the city of El-Abadia (Figure 2). The
shear-wave velocity varies from 640 to 1450 m/s for the Miocene formations [21]. The Pliocene
is divided in two stages, marine and continental, with alternations between sands, sandstones,

340



Appl. Sci. 2022, 12, 8069

and conglomerates [10,16]. The Quaternary deposits are continental and predominant in the
Middle-Chelif Plain. They are represented by Holocene and Pleistocene alluviums.

The three cities under study are built on Quaternary alluviums of different thicknesses.
The city of Ain-Defla is built at the bottom of the northern flank of the Doui massif
(Figure 2), where the topmost layer of the soil is composed of old Quaternary clays and
gravels (Pleistocene), reaching a maximum thickness of 60 m [21]. The old alluviums lay
directly over hard Jurassic limestone and Silurian schists and quartzite [22].

The cities of El-Attaf and El-Abadia are built on stiff Quaternary soil, the topmost layer
is thin (<20 m) [21], and composed of recent alluviums (Holocene), which lie over older
alluviums (Pleistocene). The engineering bedrock in El-Abadia is composed of Pliocene
sandstones, while in El-Attaf, it is composed of Miocene marls and sandstones [14,21]. In
these cases, the engineering bedrock has been characterized as the first layer of the soil
column that contains a shear-wave velocity value above 750 m/s.

The presence of important sandbanks at shallow depths (<10 m) in El-Attaf and
El-Abadia may lead to liquefaction phenomena during ground shaking. The risk is weak
in El-Abadia since the sandy layers are dense and the ground water level is between 15
and 30 m deep [15]. However, in El-Attaf the risk is significant since the sandy banks are
loose and the ground water level is shallow (between 7 and 10 m) [15].

3. Data and Methodology
3.1. Horizontal-to-Vertical Spectral Ratio Technique (HVSR)

The HVSR (or H/V) technique [25] allows retrieval of the resonance frequency of the
soil at a given site, using single station ambient vibrations measurements. The theoretical
aspect of this technique consists of calculating the ratio between the amplitude spectra of
the vertical and horizontal components of ambient vibrations. As a result, an HVSR curve
is obtained. The HVSR frequency peak is well correlated with the soil resonance frequency.

Although this technique is very effective in estimating the soil resonance frequency [26],
the scientific community is reluctant about its ability to estimate the amplification fac-
tors [27–29]. This issue is due to the contribution of different seismic waves to the wave-
field. As for now, it is very difficult to quantify the ratio between body and surface waves.
Bonnefoy-Claudet et al. [30] showed that in the case of high impedance contrasts between
the bedrock and the sediments, the HVSR curve is mainly controlled by surface waves.
The relatively low amplitude of the body waves is not sufficient to correctly estimate the
amplification factor. Moreover, La Rocca et al. [31] and Benkaci et al. [32] have proven that
the HVSR peak amplitude varies considerably with time. The amplitude of the frequency
peak obtained from the HVSR technique in this study is interpreted as a relative indicator
and not as a true amplification factor value.

Ambient vibration single-station measurements were carried out in October 2021 at 71
sites in the cities of El-Attaf (24 sites), Ain-Defla (33 sites), and El-Abadia (14 sites) (Figure 3).
Some measurement points [15] were taken from a previous study [21]. Recordings were
performed at night and in calm weather, as recommended by the SESAME project [33]. The
acquisition time was 20 min. At some sites, the recording time was extended to 30 min due
to anthropogenic noise from human activity. The equipment used for the recording was a
pair of Tromino seismographs, with a sampling rate of 512 samples per second.

The HVSR technique was processed following the recommendations of the SESAME
project [33]. The whole data were processed in the same way using the Geopsy software [34].
First, the signals were divided into several windows of 30 s each, tapered by a 5% cosine
function. The window selection was made automatically using an anti-triggering algorithm,
which allows selecting windows where the ambient noise is stationary. After that, the Fast
Fourier Transform (FFT) is computed for each component (vertical and both horizontals)
and the amplitude spectrum of both horizontal components is combined by an RMS (root
mean square) average computation. After that, the ratio between the amplitude spectrum
of both vertical and horizontal components is calculated. The HVSR curve is calculated for
each window. The resulting curve is smoothed using the Konno–Ohmachi algorithm [35],
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with a smoothing coefficient of 40. Finally, the curves are averaged and the final HVSR
curve is retrieved in the frequency range between 0.2 and 20 Hz. The resulting HVSR
curve may contain one or several frequency peaks, which are directly linked to impedance
contrasts at the soil column.
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3.2. Seismic Vulnerability Index (Kg) and Shear Strain (Υ)

The stability of structures during an earthquake depends on the behavior of the
ground, which in turn depends on the dynamic properties of the soil column. Ishihara [36]
established a relation between the shear strain deformation and the dynamic properties
of the soil, by compiling several earthquake data, reports, and laboratory tests (Table 1).
Nakamura [37] introduced a method based on the vulnerability index calculation using
ambient vibration data to estimate the shear strain, for the purpose of potential earthquake
damage assessment (soil liquefaction, landslides).

Table 1. Strain dependence of dynamic properties of the soil [36].

Size of Strain Υ 10−6 10−4 10−3 10−2 10−1

Phenomena Wave Vibration Crack Settlement Landslide, soil compaction, liquefaction

Dynamic properties Elasticity Elasto-plasticity Collapse

The vulnerability index is calculated using the following equation [37]:

Kg = e ×

(
A2

g
Fg

)

(π2 × Vb)
(1)
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where Fg is the resonance frequency of the soil, and Ag is the corresponding amplitude
obtained with HVSR method. Vb is the velocity at the bedrock and e is the applied dynamic
force. According to Nakamura [37], where several values of dynamic force were applied
and tested with several velocity values for bedrock, the optimal results are obtained with
an applied dynamic force of 60%. Thus, assuming this value and a velocity at the bedrock
around 6 × 104 cm/s [37], Equation (1) can then be simplified as follows:

Kg =

(
A2

g

Fg

)
× 10−6 (2)

The shear strain can then be calculated by multiplying the vulnerability index (Kg)
with the maximum observed acceleration, or the peak ground acceleration (αg) [37].

Υ = Kg × αg (3)

where the αg value is in cm/s2 (Gal). The peak ground acceleration values for El-Attaf and
El-Abadia cities are 410 and 520 cm/s2, respectively, for a return period of 500 years [15].
For Ain-Defla city, a value of 250 cm/s2 is proposed [38].

This technique is used in the present work mainly to assess the liquefaction potential in
the study area. For a shear strain value Υ > 10−2, phenomena of liquefaction and landslides
are likely to occur during earthquakes.

3.3. Array Techniques

Array-based techniques allow to obtain surface wave dispersion curves from ambient
vibration records. In this study, three array techniques were used to extract the Rayleigh
wave dispersion curves: the frequency-wavenumber (F-K) analysis [39–42], the spatial auto-
correlation (SPAC) technique [43–45], and the extended spatial auto-correlation (ESAC)
technique [44,46]. Some assumptions about the soil conditions are required before using
these techniques. For example, it is assumed that the ambient vibration wavefield is
essentially dominated by surface waves (especially the fundamental mode), and that the
subsurface layers are homogenous and horizontally stratified, which means that in each
layer the seismic waves propagate at a constant velocity [44].

The array measurement campaign was carried out in January 2021. The difficulty
of finding open fields far enough from human activities inside urban areas, limited the
measurement sites to 11 (four in El-Attaf and El-Abadia, and three in Ain-Defla). The mea-
surements were made during daytime with a recording time of 40 min. The configuration
of the array is triangular. Concretely, the sensor deployment consists of an equilateral
triangle of 30 m on each side, with a sensor placed at each vertex, a sensor placed midway
on each side, and an additional sensor placed at the center (Figure 3). This configuration
provides a better coverage. According to [44], the equilateral triangle is the most efficient
configuration for array techniques. The equipment used was formed by 7 SARA SS10
triaxial velocity sensors (f0 = 1 Hz) connected to SL06 digitizers.

3.3.1. The Frequency-Wavenumber (F-K) Analysis

F-K analysis is one of the most commonly used techniques for estimating Rayleigh
wave dispersion curves. It has some advantages over other techniques, such as the ability
to identify the direction of ambient vibration source and the recognition of the different
modes presented in the wavefield [47]. The latter is composed of a superposition of several
propagated waves. The F-K technique allows estimating the velocity and the direction of
approach (back-azimuth) of these waves [48].

The F-K technique is based on two fundamental assumptions: the first is that the process
is stationary in time. The second is that the process is stationary in the horizontal plane and
that the propagation of the wavefront is only in the vertical direction. The stationary aspect
of propagated seismic waves allows the power spectral density function of the frequency
wavenumber to be calculated, which contains information about the power as a function of
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frequency and velocity vectors of the propagated wave. There are two methods for calculating
the power spectral density: the maximum likelihood method (MLM) or the high-resolution
method [40,41] and the beamforming method (BFM) [42]. The BFM technique is used in this
study, as it is less sensitive to errors than the MLM technique [41].

For all the array techniques, only the vertical component of the records was analyzed,
as it is the one required for the estimation of the Rayleigh wave dispersion curves. The
Sesarray software package [34] was used to perform the F-K analysis. First, the coordinates
of each of the seven sensors were introduced in the WARANGPS software in order to
calculate the array transfer function and the theoretical wavenumber limits (Kmin and
Kmax). Then, the signals were loaded into the Geopsy software and the BFM method was
applied. The signals were divided into several windows of frequency-dependent lengths
(50 periods). After that, an anti-triggering algorithm was used for the window selection.
The processing requires the input of the grid step and grid size parameters. The grid
size corresponds to the Kmax value, which is related to the aliasing limit. The grid step
determines the maximum resolution and was chosen as Kmin/2. Once all these parameters
were introduced, the final processing was launched and the dispersion curve was obtained.
The processing was the same for the data of the 11 arrays.

3.3.2. The SPAC and ESAC Techniques

The spatial auto-correlation and the extended spatial auto-correlation techniques are
based on the assumption of a stochastic wavefield being stationary both in space and time [43].

In theory, the SPAC technique consists of calculating a single-phase velocity value at
each frequency in a predefined frequency band by fitting the SPAC coefficient to a Bessel
function. For a circular array, the Bessel function represents the average cross-correlation
between pairs of stations as a function of their distance. Aki [43] showed that the SPAC
coefficient at a given frequency has the same form as the 0th order Bessel function.

The SPAC method requires a circular array configuration with a centrally located
sensor [44]. A modification of this technique has been suggested by Bettig et al. [45], which
allows the SPAC technique to be applied to arrays of arbitrary configuration. The modifica-
tion consists of replacing the use of fixed radius values with rings of finite thickness.

The ESAC method differs from SPAC by fixing the frequency values instead of the
radius. At each frequency, the normalized transverse spectrum is fitted to the Bessel
function. The inverted Bessel function that has the best fit with the normalized cross-
spectra allows to obtain the phase velocity [46].

As with the F-K analysis, the SPAC technique was performed using the SESARRAY
software package [34]. The first step is to define the ring parameters using the SPAC toolbox
of the Geopsy software. Once the coordinates of the sensors are entered, the software will
define a set of spatially distributed sensor pairs (e.g., 21 pairs for 7 sensors). Then, the
sensor pairs must be included in one or more rings. For this purpose, inner and outer
radii of rings that best correspond to the sensor pairs were introduced. Note that a ring
can contain a minimum of two pairs. A maximum number of rings is recommended
for better resolution [45,49]. Similar to the F-K analysis, the signals are divided into
frequency-dependent length windows containing 50 periods. Windows are selected using
the anti-triggering algorithm. Then, the analysis is launched and the spatial auto-correlation
curves are obtained for each ring. The Spac2Disp software is used to display the phase
velocity histograms derived from the set of the calculated spatial auto-correlation values.
Then, the Rayleigh phase velocity values that best contribute to the dispersion curve are
chosen within the Kmin and Kmax values. In this way, a final dispersion curve is obtained.

The ESAC analysis was carried out using a specific Matlab© (Natick, MA, USA)
application developed by the University of Alicante [50]. For each sensor, the recorded
signal is divided into non-overlapping 30 s windows. Then, the cross-spectrum is calculated
and smoothed using a triangular window, in the frequency range from 0.1 to 15 Hz.
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3.4. Inversion of Dispersion Curves and HVSR Curves

The inversion was carried out with the Dinver software (Sesarray package [34]) using
the neighborhood algorithm [51]. In order to have a better spatial distribution for the Vs30
values, some HVSR curves were inverted in El-Abadia (5 sites) and Ain-Defla (5 sites).
Only the part around the fundamental frequency peak was considered in the inversion
process [52]. For the array data inversion process, the 3 dispersion curves obtained for each
array using the 3 different techniques (F-K, SPAC, and ESAC) (Figure 4) were averaged
to obtain a better constrained dispersion curve with an optimized frequency range. The
input parameters required for the inversion (Vp, Vs, densities, and number of layers)
were taken from previous studies [14,21]. The maximum number of iterations was set to
300 iterations, and 100 models were generated at each iteration. The experimental average
dispersion curve was compared to the theoretical one via a misfit value. Then, the Vs model
corresponding to the minimum misfit was selected (Figure 5).
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3.5. Estimation of the Vs30
3.5.1. Vs30 from NSPT Measurements

There are a considerable number of studies that propose equations relating shear-wave
velocity to the Normalized Standard Penetration Test (NSPT). However, the equations are
specific to the region under study. Sil et al. [53] compiled data from different continents
and proposed empirical equations correlating NSPT values with shear-wave velocity for
sands (Equation (4)), clays (Equation (5)), and for all soil types (Equation (6)):

VS = 79.217 × N0.3699 (4)

VS = 99.708 × N0.3358 (5)

VS = 75.478 × N0.3799 (6)

where VS is the shear-wave velocity and N-value is the number of blows in the SPT
measurements. However, in the case the SPT borehole does not reach 30 m, which is the
case in this study, Vs30 can be correlated from the average velocity at depth z using the
following equation from [54]:

Log Vs30 = a + (b × Log Vsz) (7)

345



Appl. Sci. 2022, 12, 8069

Vsz is the velocity at depth z, and a and b are coefficients that vary with depth (see
Table 2 in [54]).
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represent the dispersion curves. The right panels represent the Vs models. The black line corresponds
to the best fit model, the dark grey represents models with minimum misfit + 10%. All the tested
models are in light grey. The misfit is shown at the middle top of each site.

3.5.2. Vs30 from Vs Models

The inversion of the dispersion curves allows retrieval of the Vs models. The averaged
Vs30 can be calculated from the Vs models using the following equation [55]:

Vs30 =
30

∑N
i=1

Hi
Vi

(8)

Hi is the thickness and Vi is the shear-wave velocity of the layer i.
The obtained Vs30 values were then spatially meshed using the Kriging method [56],

with a linear transformation. A map of Vs30 variation was obtained for each city. As for the
classification of the sites, it was completed according to the NEHRP site classification [57]
(Table 2).

Table 2. NEHRP soil classification as a function of the average shear-wave velocity to 30 m depth [57].

Title 1 Title 2 Title 3

Vs > 1500. Hard rock A
760 < Vs ≤ 1500 Rock B
360 < Vs ≤ 760 Very dense soil and soft rock C
180 < Vs ≤ 360 Stiff soil D

Vs ≤ 180 Soft soil E
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4. Results and Discussion
4.1. Soil Resonance Frequencies and Amplitudes

The soil resonance frequencies and the corresponding amplitudes for the cities of
El-Attaf, El-Abadia, and Ain-Defla, are mapped in Figure 6. In El-Attaf city, the resonance
frequencies are between 1.2 and 8.3 Hz. In the major part of the city, the predominant
frequencies are between 1.2 and 5 Hz. The obtained values are related to impedance
contrasts in the subsoil between the Quaternary alluviums and the Miocene marls and
sandstones. Near Ouled Moussa, south of the city, higher frequencies are observed (between
5 and 8.3 Hz). This increase is most likely related to the Cretaceous marls outcropping in
the south [21]. Since the buildings in this area have between 1 and 5 floors, the resonance
frequencies of the ground are close to the buildings’ frequencies, which can be damaging
for the structures during strong shaking. The predominant amplitudes of the frequency
peaks vary between 2.2 and 8.7. The amplitudes are lower to the northern areas of the city.
The highest amplitudes (between 5 and 8.7) are observed in “Cité Bouzar” neighborhood,
in the western areas of the city.
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In the El-Abadia city, the resonance frequencies vary between 1.4 and 4.2 Hz, while
the corresponding amplitudes vary between 2 and 4. The obtained resonance frequencies
are related to impedance contrasts between the Quaternary alluviums and the Pliocene
sandstones. The amplitudes slightly increase to the southwest towards the Middle-Chelif
plain, where the Quaternary stiff and soft soils are thicker. Finally, in the Ain-Defla city,
the resonance frequencies vary between 1.4 and 4.5. These frequencies are related to
the impedance contrasts between the Quaternary deposits and the Cretaceous-Jurassic
bedrock. The increase in the resonance frequency peak from north to south is related to
the presence of the Doui Massif and its hard Jurassic limestones [22] to the south of the
city. The predominant amplitude of the frequency peaks varies between 2 and 7.1. The
amplitudes are relatively low in the central part of the city. However, in “Mohamad Khiat”
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neighborhood, in the SW, the amplitudes are relatively higher (5–7.1). In the northern areas,
it reaches a value of 6.8.

4.2. Shear Strain and Liquefaction Potential

The shear strain variation map for the three cities (right column in Figure 6) gives
valuable information about the dynamic properties of the soils and the possible behavior
during earthquakes. In El-Abadia and Ain-Defla cities, the shear strain values reflect an
elasto-plastic soil behavior, where cracks and settlements may occur during strong ground
shaking. However, in the central part of Ain-Defla city, the lower strain values indicate
that the soil column tends towards a more elastic appearance, which is probably due to
the thickening of the ancient Quaternary deposits in this zone, with the presence of very
dense clays and gravels [13]. In both cities, the results show that the soils do not show any
predisposition to liquefaction and landslide phenomena during earthquakes.

On the other hand, in the El-Attaf city, strain rate shows different dynamic properties
of the soil, an elasto-plastic behavior in the east, and a collapse behavior in the west, more
precisely in the “Cité Bouzar” neighborhood, with a soil subject to liquefaction. Piezometric
measurements in “Cité Bouzar” have shown that the water table is around 7 m deep [15].
The presence of sandbanks and water table at very shallow depths increase the risk of
liquefaction in the area, which was the case during the 1980 El-Asnam earthquake. Indeed,
liquefaction phenomena were reported west of El-Attaf, where large sand boil formations
(>6 m) were observed [9].

4.3. Dispersion Curve Inversion and Vs Models

The dispersion curves obtained using the three techniques, F-K, SPAC, and ESAC, and
presented in Figure 4, are plotted within the theoretical limits of the wavenumber (Kmin,
Kmax). The dispersion curves are valid between 7 and 12 Hz in El-Attaf and between 5
and 12 Hz in Ain-Defla. In the El-Abadia city, the curves are valid between 5.5 and 11 Hz.
This difference is due to local site conditions. The dispersion curves are well correlated
at most sites (Figure 4). At sites ATF1 and AIN1, the dispersion curves obtained with the
ESAC technique tend to diverge from the other curves at high frequencies. We note that at
these sites, the array was deployed on slightly sloping terrain, which might indicate that
the ESAC technique could be more sensitive to slopes than the other techniques.

An average curve was calculated at each site. In this way, a better constrained disper-
sion curve is used for the inversion process to obtain a better consistency of the resulting
Vs profiles. The results of the inversion are shown in Figure 5. In the El-Attaf city, the
engineering bedrock corresponds to the Miocene marls and sandstones, with a Vs value
varying between 970 and 1280 m/s. Soft and stiff Quaternary alluvium occupies the first
30 m of the soil column. In the Ain-Defla city, the bedrock Vs value varies between 1390
and 1450 m/s. The thickness of the Quaternary deposits varies between 16 and 43 m. At
El-Abadia city, the bedrock Vs value is divided into two different ranges, between 870 and
900 m/s to the east (ABD1, ABD3), and between 1150 and 1200 m/s to the west (ABD2,
ABD4). This difference is related to the change in bedrock composition from Late Pliocene
sandstones in the east to Miocene marls and sandstones in the west. The thickness of the
Quaternary layers varies between 11 and 29 m.

4.4. Vs30 Structure and Site Classification

Vs30 was calculated from the shear-wave velocity models and the additional SPT
surveys. A map of Vs30 variation, along with site classification, is provided for each of the
three cities (Figures 7–9).
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Figure 9. Vs30 map and soil classification in the El-Abadia city [21].

In El-Attaf city, the Vs30 values vary between 290 and 460 m/s (Figure 7). In most of
the city, the soil is classified as very dense (C), except for a small area in the center where
the soil is classified as stiff (D). The increase in velocity towards the west is caused by the
presence of shallow Jurassic limestones, which outcrop about 1 km west of the city in the
Temoulga Massif (Figure 2). In the southern part of the city, the slight increase in Vs30 is
related to the thinning of the Quaternary alluvium and the predominance of the Miocene
stiff formations [21].

In the Ain-Defla city, the Vs30 values vary between 250 and 550 m/s (Figure 8). The
soil is classified as very dense and soft rock (C) in most of the city. The velocity gradually
decreases towards the northwest and the soils become stiff (D). The variation in Vs30 at
Ain-Defla is mainly controlled by the ratio of Quaternary alluvium to Jurassic limestone
in the first 30 m. In the south, where the city backs onto the Doui Massif, the ancient
Quaternary alluvium forms a thin layer and the upper 30 m of the soil is dominated by
Jurassic limestone. Moving northwest, the Quaternary deposits begin to be thicker and
dominate the top 30 m of the soil column, and thus, Vs30 values decrease and the soils
are classified as stiff. In the El-Abadia city, the Vs30 values range from 340 and 530 m/s
(Figure 9). In most of the city, soils are classified as very dense and soft rock (C). The high
Vs30 values are related to the presence of Pliocene conglomerates and sandstones at shallow
depths. The shear-wave velocity values decrease towards the south where the Quaternary
alluvium is thicker [16]. The lowest Vs values are observed around the southern part of the
Boukalli River in the city, where the upper layer is composed of present alluvium.

4.5. Vs30 Predictive Equation for the Middle-Chelif Basin

The wavelength corresponding to the Vs30 value was estimated for each average
dispersion curve. The average wavelength found is λ = 41 m ± 3. After that, the Vs30 values
were correlated with VR41 values (Rayleigh wave velocity at λ = 41 m), and the best linear
fitting was obtained (Equation (9)):

Vs30 = 10171 ∗ VR41 − 6719 (9)

The regression plot, along with the residuals, is shown in Figure 10. The correlation
degree is R2 = 0.9472. Equation (9) was applied to dispersion curves obtained in two other
cities of the Middle-Chelif Basin from a previous study [21] (Table 3). The aim was to
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evaluate the reliability of the Vs30 predictive equation. The Vs30 values were predicted
within a maximum error of 5.6%, and the site classifications were correct. For the dispersion
curves obtained in the present study, the Vs30 values were predicted within a maximum
error of 7.6%, and the site classifications were correct, except for ATF1 site.
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Table 3. Evaluation of Vs30 predictive equation based on Vs30 values obtained in this study, and in [21].

Site Location. Vs30 (m/s) Predicted Vs30 (m/s) Error (%) Actual Site
Classification

Predicted Site
Classification

This study
ATF1 EL-Attaf 349.85 371.64 5.9 D C
ATF2 EL-Attaf 373.97 399.10 6.3 C C
ATF3 EL-Attaf 379.08 379.27 0.0 C C
ATF4 EL-Attaf 367.03 366.05 0.3 C C
AIN1 Ain-Defla 505.73 477.42 6.0 C C
AIN2 Ain-Defla 535.85 541.50 1.0 C C
AIN3 Ain-Defla 270.42 251.42 7.6 D D
ABD1 El-Abadia 445.84 423.00 5.4 C C
ABD2 El-Abadia 352.64 351.30 0.4 D D
ABD3 El-Abadia 377.57 392.49 3.8 C C
ABD4 El-Abadia 345.05 349.98 1.4 D D

Ref. [21]
AR1 Oued-Fodda 225.87 230.85 2.2 D D
AR2 Oued-Fodda 223.65 211.80 5.6 D D
AR3 Oued-Fodda 449.07 457.90 1.9 C C
AR4 Oued-Fodda 402.88 412.22 2.3 C C
AR5 Oued-Fodda 467.75 457.90 2.2 C C
AR7 El-Amra 454.45 469.59 3.2 C C

In the case of the ATF1 site, the estimated and predicted Vs30 values are close to the
limit between class C and D (according to the NEHRP classification [57]).

5. Conclusions

In the present study, ambient vibration records were used to characterize the dynamic
properties of the soil, and the velocity structure of its upper 30 m (Vs30) in the cities of
El-Attaf, Ain-Defla, and El-Abadia, in the Middle-Chelif Basin. Both single-station and
array-based techniques were applied. The studied cities are a good example of growing
cities located in a highly seismic zone. This study improves the one carried out by the WCC
(1984) by investigating the behavior of the soils and quantifying the liquefaction potential.
Additionally, the Vs30 values allowed classifying the soils of the three cities for the first time.
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The HVSR technique was applied on single-station measurements to estimate the
ground resonance frequencies. In the El-Attaf city, the frequencies vary between 1.2
and 8.3 Hz, and between 1.4 and 4.2 Hz in the El-Abadia city. In theAin-Defla city, the
resonance frequencies vary between 1.4 and 4.5 Hz. The frequency peaks are directly
related to impedance contrasts at different depths between sediments and bedrock. The
corresponding amplitudes are ranging between 2 and 8.7.

The obtained resonance frequencies and the corresponding amplitudes were used
to calculate the shear strain, which may give an idea about possible behavior of the soils
during major earthquakes. In the El-Abadia and Ain-Defla cities, the shear strain values
reflect the elasto-plastic behavior of the soil column. Cracks and settlements may occur
during earthquakes, especially in El-Abadia city. In El-Attaf, the shear strain analysis also
shows an elasto-plastic behavior of the soil in most of the city. Except in its western part,
where a collapse behavior is observed. Consequently, the soil is subject to liquefaction.

Rayleigh wave dispersion curves were obtained from array recordings at 11 sites,
using F-K, SPAC, and ESAC techniques. Shear-wave velocity models were obtained from
the inversion of the mean dispersion curves. From the Vs30 variation maps, the local soils
were classified using the NEHRP chart for site classification. In the El-Attaf city, the Vs30
values vary between 300 and 470 m/s. The soil is classified as very dense and soft rock (C)
in most of the city. In the Ain-Defla city, Vs30 values vary between 250 and 530 m/s. The soils
are classified as very dense (C) in the central and eastern sides. In the west, the soils are stiff
(D) due to the thickening of the Quaternary alluviums. Finally, in the El-Abadia city, the Vs30
values vary between 340 and 530 m/s. In the major part of the city, the soil is classified as very
dense and soft rock (C). In addition, a predictive equation for Vs30 in the Middle-Chelif Basin
was proposed based on the obtained dispersion curves and Vs30 values.

The three studied cities extend to the alluvial plains of the Middle-Chelif, an area
of unstable soils, which has undergone several phenomena induced by past earthquakes
(e.g., soil liquefaction, landslides, cracks, settlements). A well constrained characterization
of the dynamic properties of the soil, as well as the shear-wave velocity structure, allows a
better understanding of the soil behavior during strong earthquakes. Therefore, this allows
minimizing potential damage during potential earthquakes. The present study aims to
contribute to the seismic hazard assessment in northern Algeria.
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Abstract: In order to better assess the seismic hazard in the northern region of Algeria, the shear-wave
velocity structure in the Middle-Chelif Basin is estimated using ambient vibration single-station and
array measurements. The Middle-Chelif Basin is located in the central part of the Chelif Basin, the
largest of the Neogene sedimentary basins in northern Algeria. This basin hosts the El-Asnam fault,
one of the most important active faults in the Mediterranean area. In this seismically active region,
most towns and villages are built on large unconsolidated sedimentary covers. Application of the
horizontal-to-vertical spectral ratio (HVSR) technique at 164 sites, and frequency–wavenumber (F–K)
analysis at 7 other sites, allowed for the estimation of the ground resonance frequencies, shear-wave
velocity profiles, and sedimentary cover thicknesses. The electrical resistivity tomography method
was used at some sites to further constrain the thickness of the superficial sedimentary layers. The
soil resonance frequencies range from 0.75 Hz to 12 Hz and the maximum frequency peak amplitude
is 6.2. The structure of the estimated shear-wave velocities is presented in some places as 2D profiles
to help interpret the existing faults. The ambient vibration data allowed us to estimate the maximum
depth in the Middle-Chelif Basin, which is 760 m near the city of El-Abadia.

Keywords: Middle-Chelif sedimentary basin; HVSR; array measurement; frequency–wavenumber
(F–K) method

1. Introduction

Northern Algeria is characterized by a series of Neogene basins (e.g., Constantine
Basin, Hodna Basin, Soummam Basin, Tizi-ouzou Basin, Mitidja Basin, Medea Basin,
and Chelif Basin), elongated in an E–W direction, and surrounded by the Tellian Atlas
mountain belts, which act as a substratum for their sedimentary covers [1–3]. These basins
host important seismic activity, mainly in their marginal zones [4]. Active tectonics in the
northern part of the country and the related seismicity are due to the fact that this zone is
located at the boundary between the African and Eurasian convergent plates [4,5].

In the northwestern part of Algeria, between the septentrional and meridional Tellian
Atlas mountain belts, lies the Chelif Basin, a wide depression of over 450 km in length,
which is the largest and the most subsident of the sublittoral basins [2,3]. The dimensions
of the basin and the complexity of its hydrographic network has led several authors to
divide it into three sub-basins: The Lower-, the Middle-, and the Upper-Chelif. In this
study, we focus on the plain extending from Oued-Fodda to Ain-Defla (Figure 1). However,
one must note that this subdivision is not unanimous within the scientific community.
While some authors assign our study area to the Middle-Chelif Basin [6–8], others have
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assigned it to the oriental part of the Lower-Chelif Basin [2,3,9]. In this study, we consider
the study area as a part of the Middle-Chelif Basin.
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The Middle-Chelif plain is home to over 400,000 inhabitants, who are mainly concen-
trated on its edges, and distributed over its principal cities, which are: Ain-Defla, Rouina,
El-Amra, El-Attaf, El-Abadia, and Oued-Fodda.

The region has witnessed several destructive earthquakes, such as the 1858 El-Amra
earthquake (I0 = IX, [10]); the 1934 El-Abadia earthquake (I0 = IX, [10]); the 1954 Orléansville
earthquake (Ms 6.7, [10]); and the 1980 El-Asnam earthquake (Ms 7.3, [11]).

In the last few decades, techniques based on ambient vibrations have been widely
used to study sedimentary basins because of the quick implementation and the lower
cost of the process, compared to boreholes or other geophysical prospecting methods
(e.g., [12–16]). It is proven that soft sedimentary layers can amplify the ground shaking and
prolong its duration during an earthquake, which can be harmful for buildings. Therefore,
the determination of the geotechnical characteristics of the soils is primary for seismic risk
and site effects assessments. One of the most important parameters for determining the
geotechnical characteristics is the shear-wave velocity structure. The high-velocity contrast
between soft sediments and the bedrock, along with the local geological and topographical
aspects, are important factors for ground motion amplification.

The Chelif Basin has been the subject of several geological and geophysical studies.
The majority of these studies have been done on the Lower-Chelif Basin, and only a few
of them have included the western part of the Middle-Chelif. It was only at the end of
the 1960’s that the CGG (Compagnie Générale de Géophysique) carried out a geophysical
prospecting campaign by electric methods in the Middle-Chelif Plain in order to study the
structure of the sedimentary deposits [7].

Since the 1980 El-Asnam earthquake, and the damage it caused, the Middle-Chelif
region has been the subject of a multitude of geological and geophysical studies. The first
study was carried out by the Institute of Earthquake Engineering of Skopje University
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(Macedonia), which resulted in the elaboration of the code for the repairing and strength-
ening of damaged buildings in the Chelif region. The code was based on studies of seismic
hazards and the geotechnical conditions of the soil. Several seismic refraction profiles were
performed in the cities of Chlef and El-Attaf [17]. The Woodward Clyde Consultants also
carried out a complete geotechnical and geological study in eight cities of the Chelif region,
including Oued-Fodda, El-Attaf, and El-Abadia, where several boreholes were drilled. The
study outcomes provided geotechnical and hydrogeological maps for each city, along with
seismic microzoning survey maps [18]. The neotectonic and paleoseismological studies
carried out on the formations of the oriental Lower-Chelif Basin (e.g., [9,19]) were intended
to highlight the tectonic elements and to identify geological structures and faults likely to
be reactivated by generating earthquakes.

More recently, site effects investigations using earthquakes and ambient vibration data
were conducted in the cities of Chlef in the Lower-Chelif Basin [20,21] and Oued-Fodda
in the Middle-Chelif Basin [22]. The main objectives were to estimate the soil resonance
frequencies, the shear-wave velocities in the sedimentary rocks, and the depths to seismic
bedrock, where the relatively high impedance contrast with Miocene formations may
amplify ground shaking during an earthquake. In the Mitidja basin, Bouchelouh [23] and
Tebbouche [24] estimated and mapped the roof of the engineering bedrock using mainly
ambient vibration data.

In this study, ambient vibration measurements using single-station and array tech-
niques were used to estimate the shear-wave velocity for the sedimentary layers, and to
map the bedrock structure in the Middle-Chelif Basin. In the first part of the study, we
estimate the soil resonance frequencies (f0) and the corresponding amplitudes (A0) using
the horizontal-to-vertical spectral ratio (HVSR) technique [25,26]. In the second part, we
perform array measurements using the frequency–wavenumber (F–K) technique [27–30] to
retrieve the surface wave dispersion curves. After that, the dispersion and HVSR curves
are inverted jointly to estimate the shear-wave velocity (Vs) profiles at each site. Available
borehole information and electrical resistivity profiles constrain the Vs models used for the
inversion process. As a result, the bedrock model is proposed.

This study is a continuation of previous work conducted in the city of Oued-Fodda [22].
The results obtained in this work will contribute to the seismic hazard reassessment in the
Chelif Basin. They can also be used for seismic hazard mitigation studies, such as strong
ground motion simulation, soil liquefaction studies, and for the updating of the Algerian
seismic code.

2. Geological Framework

The Neogene basins, in the western part of Algeria, stretch parallel to the Mediter-
ranean coast and lie within the septentrional and meridional Tellian Atlas mountain belts,
which belong to the southern branch of the Alpine chain [1,31]. The intramountainous
Chelif Basin is a wide depression of over 450 km filled with Mio-Plio-Quaternary de-
posits [1–3,9,32,33]. It is formed by a succession of plains, hills, and folds, boarded by the
Dahra and Boumaad Mountains in the north, and the Ouarsenis Mountains in the south.
These Tellian belts were structured during the Mesozoic [34] and constitute the substratum
of the Neogene deposits.

The Middle-Chelif Basin extends from the Sara-El-Maarouf anticline to the Beni-
Ghomerian plateau (Figure 2). In its central part, the Quaternary plain forms a narrow strip
that stretches for over 50 km. This region is affected by normal and thrust faults, including
the so-called “El-Asnam Fault”. The orientation of these faults is parallel to the synclinal
axis of the basin. The cross-sections performed by the National Society of Petroleum [35]
and the General Company of Geophysics [7] show that the synclinal axis of this basin
appears to be north of the Chelif River. In the southern part of this plain, inlier terrains
of Jurassic-to-Silurian age outcrops form the Doui, Rouina, and Temoulga Massifs, from
east to west, respectively. These schistosity massifs are considered to be autochthonous
formations [33,34]. Although the Jurassic formations are predominant in these outcrops, the
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bedrock is mainly Cretaceous in most of the basin area, and it is composed of Cenomanian
to Senonian clays and marls [36].
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Several previous geological studies have detailed the lithological and stratigraphical
aspect of the Neogene deposits in the Middle-Chelif Basin [2,9,32]. The first sedimentary
deposit is a red detritic series of conglomerates, poudingues, and marls. Brives [32] and
Perrodon [2] attribute these formations to the Lower Miocene, while Meghraoui [9] and
Thomas [3] assign them to the Middle Miocene (Serravalo-Tortonian). These formations
outcrop on the southern flank of the Tsili Massif, north of El-Amra (Figure 2). Above these
formations lies an important intercalation of marls, clays, and limestones of the Lower
Tortonian [9]. The boreholes and the electric surveying data used in this study [7] show that
these formations can reach a considerable thickness of 400 m. This layer lies in discordance
over the conglomeratic series in the northern part of the basin, and directly over the
Cretaceous marls in the south. The passage between the Upper Tortonian sandstones and
the Lower Tortonian marls is completed abruptly [32]. This contrast can be observed in
Kef-Ensoura, north of El-Abadia, and also on the Beni-Ghomerian Plateau, where the two
formations outcrop. The Messinian is represented mainly by blue marls with a maximum
thickness of 50 m [9]. The marine regression in the Pliocene divided this stage into marine
and continental formations [2,3,32]. The marine Pliocene is represented by sands and
sandstones, while the continental is composed of red sands and conglomerates [2,9,32]. The
Pliocene constitutes the principal deposits of the Sara-el-Maarouf and the Sara-Belaggoune
anticlines, north of Oued-Fodda, and extends eastward by outcropping on a narrow
band until the Beni-Ghomerian Plateau. However, this formation does not outcrop in
the southern parts of the basin, which suggests that it disappears somewhere under the
Quaternary plain. These deposits can reach a thickness of 200 m [9].

The Quaternary is predominant in the wide plain that stretches from Oued-Fodda to
Ain-Defla. The Pleistocene formations surround the Holocene alluviums and form the first
hills in the northern and southern margins of the plain. The Pleistocene is composed of
clays, gravels, and conglomerates. The Holocene is constituted of recent alluviums. The
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Chelif River crosses the Middle-Chelif Quaternary Plain from Ain-Defla to Ouled-Abbes
and drags all the necessary materials that form the actual alluviums.

The geological and geotechnical data show important lateral variations in the facies
and thicknesses within the sedimentary layers and the bedrock. For that, the study area
was divided into three zones: The Oued-Fodda Plain, the Carnot Plain, and the Ain-Defla
Region (Figure 3). The Oued-Fodda Plain lies between the Temoulga Massif and the Sara-
El-Maarouf anticline in a NE–SW direction, with an average width of 3 km. The fault
affecting the Temoulga Massif, east of the plain, and the El-Asnam fault in the west, suggest
that this plain acts as a graben structure. The different outcrops in the area suggest a low
sedimentary thickness [22]. The bedrock is mainly composed of Senonian marls.
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The Carnot Plain, also known as the El-Attaf Plain, extends from Bir-Safsaf to Rouina
in an E–W direction. The main cities of the plain are El-Attaf and El-Abadia, built on
the southern and northern plain margins, respectively. The average basin width of 8 km
suggests that the maximum depth of the basin is likely to be observed in this region.
Lateral variations in the facies are observed in the Cretaceous series, which is considered
as the bedrock of the sedimentary deposits in this area. The facies change from marly to
mainly composed of limestones west of El-Abadia. The geophysical data show that the
sedimentary layers can reach a depth of 700–800 m from El-Abadia to Rouina [6,7,35].

3. Methodology
3.1. The Horizontal-to-Vertical Ratio Technique

The HVSR technique (also known as H/V) was initiated by Nogoshi and Igarashi [26],
and developed by Nakamura [25]. It is one of the most commonly used techniques
that allows for the retrieval of one of the most important parameters of site response,
i.e., the resonance frequency at a given site. This technique has proven its reliability in
estimating the soil resonance frequency [37], although several authors have reported that
this technique is not reliable in estimating the amplification factors, especially at lower
frequencies [38–41]. This inability is due to the contribution of body and surface waves,
and it is the latter ones that control the HVSR curve. The low contribution of body waves
is sufficient for estimating the fundamental frequency, but not enough for estimating the
amplification factor [38,39,41]. Recently, LaRocca [42] has also demonstrated how the peak
amplitude of the HVSR of the seismic noise may vary considerably with time.
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This method consists of estimating the ratio between the Fourier amplitude spectrum
of the horizontal and vertical components of the ambient noise, which provides the HVSR
curve as a result. The resulting HVSR frequency peak is very well-correlated with the
resonance frequency of the soil [43]. This peak corresponds to an impedance contrast in
the soil column.

The low cost, the simplicity of acquisition and processing, and the reliability in
estimating the soil resonance frequencies, makes this technique one of the most used for
site characterizations, especially for urban areas.

3.2. Inversion of the HVSR Curves

The inversion of the HVSR curves allows for the retrieval of the shear-wave velocity
values for the sedimentary layers, along with the bedrock depths of our study area.

The velocity profiles are calculated using the neighborhood algorithm [44]. As there
is no unique solution for the inversion problem, several velocity models are calculated.
For each model, the calculated ellipticity of the Rayleigh wave fundamental mode is
compared to the HVSR curve and a misfit value is given [45]. The ellipticity curves and the
corresponding velocity models with the lower misfit values are considered.

As for all the inversion processes, the nonuniqueness of the solution is a very delicate
matter to deal with, and hundreds of thousands of velocity models can result from one
simple HVSR curve. For that reason, some soil parameters are required to better guide
and constrain the process. The main parameter is the number of the sedimentary layers
and the range of thicknesses for each layer. Geological or lithological cross-sections are
usually good enough for providing these two parameters. Some geotechnical parameters
are also required for each layer, either as fixed values or as intervals. These parameters are
the Vp, Vs, density, and Poisson’s ratio. The latter is set between 0.2 and 0.5 (universal
values for soils). For good and reliable results, it is necessary to have good data coverage
in the study area, as well as boreholes and geophysical prospections (e.g., the seismic
refraction experiment).

3.3. The Frequency–Wavenumber (F–K) Analysis

In the last decade, array-based techniques have become popular and are widely
used for the analysis of ambient vibrations. The concept of configurations in arrays, with
simultaneous ambient vibration recordings, has proven its reliability and efficiency through
several studies and investigations [16,46,47]. One of the most applied techniques for array
processing is frequency–wavenumber analysis, commonly known as F–K analysis [27–30].
This technique is performed in the frequency domain and allows for the estimation of the
back azimuth and the slowness of the seismic wave sources recorded by the array [47].

The theoretical aspect of this technique is based on two main assumptions. The first
one is that the wavefront propagation is on the vertical plane, and the process is stationary
in the other two planes. The second assumption is that the process is stationary in time.
The microtremor wavefield is a superposition of seismic waves propagated from several
distant sources [28]. The F–K analysis exploits the stationary and stochastic character of
these propagated waves to construct the frequency–wavenumber power spectral density
function, which holds information on the power as a function of the frequency and the
velocity of travelling waves. The power spectral density can be estimated using the follow-
ing two following methods: The beam-forming method (BFM) [29,30], and the maximum
likelihood method (MLM) or the high-resolution method (HR) [27,28,48]. In this study, we
used the beam-forming method to calculate the frequency–wavenumber power spectral
density and thereby retrieve the velocity and the directions of the seismic propagating
waves. The HR method provides a higher resolution in the frequency–wavenumber plane
than the BFM method. However, the latter is less sensitive to measurement errors since
it uses less computations [27]. Rosa-Cintas [16] calculated the shear-wave velocity using
both the BFM and the HR methods and the obtained dispersion curves were almost similar.
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The ability of these methods to identify the directional properties of the noise wavefield is
highlighted by Maresca [46].

3.4. Electrical Resistivity Surveying

The electrical methods allow for the estimation of the resistivity at the different layers
that compose the subsurface structure and, therefore, for inferences of the thicknesses of
these layers [49–51]. In this study, we performed two electrical prospections in order to
obtain the thickness of the Quaternary alluviums. Moreover, the information available
from thirteen additional electrical surveys was used.

The resistivity of a rock is the physical property that determines the ability of the rock
to conduct the electric current. In a sedimentary layer, the resistivity is mainly controlled
by the electrical resistivity of the fluids within this layer.

The prospecting consists of injecting an electric current into the soil column using two
electrodes. After that, we measure the potential difference between two other electrodes
that are planted between the injecting electrodes. This technique allows us to image the
vertical succession of layers with different resistivities. One must note that the higher
the resistivity is, the more solid the rock is. The depth of investigation is proportional to
the interspacing between the transmitter electrodes. The constant spacing between the
electrodes allows for the obtainment of a profile of the lateral and vertical variations of
the resistivity.

The configuration of the measuring device is chosen according to the type of study
and the expected results. There are several possible electrode configurations. The most
commonly used are the Wenner, Schlumberger, and dipole–dipole configurations [49,52].
In this study, we used the dipole–dipole configuration.

4. Geotechnical Information

The set of parameters to be determined in the inversion process requires additional
geotechnical information (number of layers, thicknesses, Vp, Vs, and densities). For a
large area, such as the Middle-Chelif Basin, where lateral variations in the facies are quite
frequent [2,9,32], a wide coverage of geotechnical data is recommended. In this study,
geological and geophysical data were used and compiled for a well-guided inversion
process with reliable results.

The synclinal aspect of the study area made it easier to determine the number of
sedimentary layers since the oldest layers outcrop in succession on the edges of the Middle-
Chelif Quaternary Plain, and dip under the alluviums [36]. The modified geological map,
along with the lithological cross-sections (Figure 2), were good enough for fixing the
number of layers.

A total of 16 geotechnical boreholes were also used, whose depths varied from 20 to
250 m [6,7,18]. These boreholes allowed us to fix the thicknesses of the Quaternary and
Pliocene layers in some areas. In order to complete the lack of data and to obtain informa-
tion on deeper layers, a total number of 13 electrical profiles were added. Nine of them
were made by the General Company of Geophysics between El-Attaf and Ain-Defla [7].
The profiles are oriented in a N–S direction, with an average length of 5 km and a maximum
depth of investigation of 1000 m. The remaining electrical profiles were carried out by the
ANRH (Agence National de Ressource Hydraulique) in the El-Attaf region. The average
length was 800 m, with an investigation depth of 150 m.

The velocity and density values for the different sedimentary rocks are provided
in Talaganov [17], obtained by using the seismic refraction method in the cities of Chlef,
Beni-Rached, and El-Attaf. For the seismic bedrock, a Vs value ranging between 1800 and
2600 m/s was assigned. These values were obtained by the inversion of the ambient
vibration data for the cities of Chlef [20] and Oued-Fodda [22]. There are two different
formations composing the bedrock, the Cretaceous flysches, clays, and marls in the Middle-
Chelif Plain, and the older Jurassic limestones on its southern borders. For the limestones,
a Vs value of 2800 m/s and a Vp value of 4800 m/s were assigned using local earthquake
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tomographic inversion results [53]. The younger marls and clays of the late Cretaceous
constitute the bedrock of the sedimentary deposits in the region of Oued-Fodda since it
outcrops about 2 km southwest of the city. The Vs values obtained in Issaadi [22] are,
therefore, assigned to the Cretaceous marls (Upper Senonian).

A lithological and geotechnical model for the Middle-Chelif Basin was built from the
compilation of the whole of the gathered data (Table 1).

Table 1. Geotechnical information used for the inversion process. Hl: Holocene. Ps: Pleistocene. As: Astian. Pl: Placenzian.
Ms: Messinian. Tr: Tortonian. Sr: Seravallian. Sn: Senonian.

Per/Epoch. Age Rock Thickness (m) Vp (m/s) Vs (m/s) σ (KN/m3) References

Quaternary
Hl Alluviums 2–20 350–600 200–350 16–18 [6,7,17,18,22]

Ps Clays &
Conglomerates 10–100 600–1700 400–700 18–22 [6,7,17]

Pliocene

As Sands &
Conglomerates 10–80 550–2000 350–750 17–22 [7,17]

Pl Sands &
Conglomerates 30–80 750–2400 500–900 19–23 [7,17]

Miocene

Ms Marls 30–80 1100–2900 700–1200 20–24 [7,17]

Tr Limestones &
Sandstones 40–150 1300–3200 900–1300 23–25 [7,17]

Sr-Tr Clays & Marls 100–450 1200–3400 800–1400 21–25 [7,17,35]

Sr Poudingues 10–60 1900–3600 1300–1500 22–25 [35]

Cretaceous Sn Marls, clays &
Quartzites - 2600–4600 1800–2500 24–27 [22]

Jurassique - Limestones - 3000–5000 2000–2800 25–27 [53]

5. Data Acquisition and Processing
5.1. Data Acquisition

Ambient vibrations were recorded using single-station and array measurement tech-
niques. The HVSR method was applied at 164 ambient vibration measurement points,
distributed over 20 profiles (Figure 3). The measurements were made following SESAME
recommendations [54]. The F–K method was applied to array measurements in seven sites.
Additional measurements, using the electrical prospection technique, were carried out in
the Mecheta-Nouasser and El-Amra regions. The aim was to determine the thicknesses of
the Plio-Quaternary layers for the HVSR inversion. It is well-known that, in a sedimentary
basin, the maximum depth to bedrock is observed beneath the youngest formations, which
are generally located in the middle of the basin. Thus, ambient vibrations were recorded
mainly in the Quaternary plain of the Middle-Chelif, from Zbabdja village in the west to
Ain-Defla in the east (Figure 3). Moreover, in order to better image the synclinal shape
of the basin, the HVSR profiles are perpendicular to its axis, varying from a WNW–ESE
direction in Oued-Fodda to a NNW–SSE in the rest of the plain.

The single-station measurements were carried out in calm weather, with a recording
time of 16 min away from human activities, and 26 min inside cities and villages. Ambient
vibrations were recorded using Tromino seismographs, with a sampling rate of 512 samples
per second. The first array measurement campaign (AR1, AR4, and AR2 in Figure 4)
was carried out in February 2019, using between seven and nine Mark L22 seismographs
(f0 = 2 Hz) set in a circular configuration, with two apertures of 20 m and 50 m, respectively,
at each site. The vertical components of these sensors were plugged into an Arduino-based
multichannel acquisition system [55] for 30 min of simultaneous recording at each site. The
second measurement campaign (AR3, AR5, AR6, and AR7) was carried out in September
2020, using nine new SS10 (f0 = 1 Hz) triaxial velocity sensors connected to their respective
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SL06 digitizers (SARA electronic instruments). The dispersion curves obtained in this
way produced good resolution only for the first 50 m of the soil column. Thus, additional
single-station measurement points were carried out at the center of each array, recording
ambient vibrations at the same time in order to perform a joint inversion and, thus, obtain
a better resolution in the shallow and deep sediments.
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For the electrical resistivity tomography survey, we used a set of 40 electrodes in dipole–
dipole devices, linked to an ABEM Terrameter LS 2 resistivity meter. The interspacing
between the electrodes was 10 m.

The distribution of the single-station and array measurements was made according to
the available geophysical and geological data. The aim was to optimize the data coverage
for the three zones.

Zone 1. The Oued-Fodda plain.

Ambient vibrations were recorded at 67 sites, including 6 in the village of Zbabdja
and 9 in Oued-Fodda city (Figure 4), and 58 of these are distributed over 8 profiles oriented
in a WNW–ESE direction. As an attempt to image the rupture trace of the 1980 El-Asnam
earthquake in the upper sedimentary layers, the profiles, Pr 6, Pr 7, and Pr 8 (Figure 3), are
crossing the surface trace around the village of Zmoul (Figure 4), with 11 measurement
points on the Sara-El-Maarouf anticline, which corresponds to the overlapping block.
Ambient vibrations were also recorded using the array measurement technique at 5 sites,
including 2 (AR3 and AR4) within Oued-Fodda city (Figure 4).

Zone 2. The Carnot Plain.

A total set of 64 single-station measurement points were conducted in this zone,
distributed over 8 profiles oriented in a NW–SE direction (Figures 3 and 5). An array
measurement in a circular configuration was carried out in the city of El-Attaf, with
apertures of 20 m and 40 m, along with two single-station measurement points at the same
site, in order to perform a joint inversion. An electrical resistivity survey was also carried
out in the Mechta-Nouasser locality (Figure 5).
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Zone 3. Rouina-Ain-Defla Region.

In this zone, 33 single-station measurement points were carried out along 4 profiles,
oriented NNW–SSE. Two of these profiles, Pr 17 and Pr 20 (Figures 3 and 6), are crossing
the cities of Rouina and Ain-Defla.
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In addition, an array ambient vibration measurement was carried out near the town
of El-Amra, with apertures of 20 m and 50 m (AR7). Furthermore, an electrical resistivity
survey (E14) was performed south of the El-Amra locality to better constrain the thickness
of the shallow Quaternary layers in this area.

5.2. Data Processing
5.2.1. HVSR Technique

The HVSR technique was applied to the ambient vibration measurements using
Geopsy software as a processing tool [45]. The recordings of the 164 measurement points
have been processed as follows: The time series were divided into 30-s windows that were
5% cosine-tapered. The windows were selected automatically using the anti–triggering
algorithm, which allows for the avoidance of transients and the selection of only windows
with stationary ambient vibrations. The anti–trigger parameters were used as recom-
mended by the SESAME project [54]. The fast Fourier transform (FFT) was computed for
each window. After that, the Konno–Ohmachi algorithm was applied in order to smooth
the amplitude spectra [56], with a smoothing coefficient of 40. The HVSR curve was
calculated for each selected window, and an averaged HVSR curve was retrieved. Some
examples of the obtained HVSR curves at each zone are shown in Figure 7.
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5.2.2. F–K Analysis

The F–K analysis was applied to array recordings using the Sesarray package [45].
The first step consisted of calculating the array transfer function, along with the theoretical
wavenumber limits (Kmin–Kmax) (Figure 8), from the number of receivers and the XY coor-
dinates of each receiver of the array. The computation was carried out using WARANGPS
software from the Sesarray package. After that, the beam-forming method (BFM) was
applied to the vertical components using Geopsy software. The signals were divided into
windows of frequency-dependent lengths, including 50 periods. For the processing, two
F–K gridding parameters had to be defined: the grid step and the grid size. The grid step
corresponds to the Kmin/2 value, which determines the maximum resolution. The grid
size corresponds to the Kmax value, which determines the aliasing limit. As a result, a
dispersion curve is obtained, i.e., the slowness as a function of the frequency.
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5.2.3. Inversion of HVSR and Dispersion Curves

The inversion process was carried out using the Dinver software from the Sesarray
package [45]. This software uses the neighborhood algorithm to estimate the shear-wave
velocity profiles from the HVSR and dispersion curves [44]. The geotechnical model built
from the gathered geotechnical data (Table 1) was used as an input parameterization for
the process. However, the number of layers was not constant; it varied from one site to
another depending on the lithological aspect at each measurement site.

The HVSR curves were inverted entirely (0.2–20 Hz). The maximum number of itera-
tions was fixed to 350 iterations, and 100 models were generated at each iteration. Only
models with acceptable misfit values were considered. The threshold for an acceptable mis-
fit value was 0.45 for curves with one frequency peak, and 0.6 for curves with two frequency
peaks. For curves with multiple frequency peaks, misfit values under 0.8 were considered.

For the array measurements, the dispersion curves were not inverted entirely; the
curves were cut and considered only within the theoretical wavenumber limits (Kmin/2,
Kmax). For each dispersion curve, the corresponding HVSR curve was added in order to
perform a joint inversion. Both curves were equally weighted.

6. Results and Discussions
6.1. Fundamental Frequencies and the Corresponding Amplitudes

The resonance frequencies and the corresponding amplitudes obtained from the HVSR
analysis are mapped in Figure 9. The frequencies range between 0.75 and 12 Hz, while the
amplitudes vary from 2 to 6.2. The obtained HVSR curves contain one frequency peak, two
peaks, and multiple peaks. Curves with two frequency peaks are predominant, especially
in the Quaternary plain.

In the Oued-Fodda Plain (Zone1), the predominant resonance frequencies of the soil
vary between 1.5 and 3 Hz, and the corresponding amplitudes vary between 2 and 6.
However, particularly in the center of Oued-Fodda city, higher frequencies, between 5 and
12 Hz, are observed. This high-frequency range is related to the outcropping bedrock in the
area [22]. In the village of Zbabdja, about 3 km west of Oued-Fodda city, the frequencies
are around 1.5 Hz. In terms of shape, two types of curves are observed in this zone: curves
with two frequency peaks are predominant in the Oued-Fodda Plain, while curves with
one peak were obtained only from recordings in the central parts of Oued-Fodda city and
Zbabdja village. Second peaks at higher frequencies are related to impedance contrasts in
the soil column at shallow depths [22]. These peaks are only observed at sites located on
Holocene alluviums. This allowed us to deduce that this shallow impedance contrast is
responsible for the second frequency peaks that are between the Holocene silt layer and
the Pleistocene gravel and conglomerate layers.

In the Sara-El-Maarouf anticline, the predominant resonance frequency is around 2 Hz,
while the amplitudes of the peaks range between 2.5 and 4.5. The second peaks at higher
frequencies appear to be related to the impedance contrast between the Upper Pliocene
sands and the Lower Pliocene sandstones.

In the Carnot Plain (Zone 2), the predominant resonance frequencies vary between
0.75 and 5 Hz. The corresponding amplitudes vary from 2.2 to 5.8. HVSR curves with one
frequency peak, two peaks, and multiple peaks were observed in this area.

The variation in shape for these curves is mainly related to the variation in the lithology,
the apparition of new sedimentary layers, and the disappearance of others at some places,
caused by different factors that affect the sedimentation process as erosions and faults.
Concerning the shapes of the peaks, they are mainly controlled by the dipping angles of
the different layers [54,57].

Peaks at higher frequencies (between 8 and 12 Hz) are observed on the hills over-
looking the El-Attaf city from the southwest. These peaks appear to be caused by the
outcropping Cretaceous marls. In the city of El-Abadia, the resonance frequency is around
2 Hz, while in El-Attaf city, it is around 3 Hz.

367



Appl. Sci. 2021, 11, 11058
Appl. Sci. 2021, 11, x FOR PEER REVIEW 15 of 28 
 

 

Figure 9. (A) Fundamental frequencies obtained from the HVSR analysis. (B) Amplitudes of the HVSR fundamental fre-

quency peaks. Red circles represent the cities. The blue line represents the surface trace of the El-Asnam fault. OF: Oued-

Fodda. AB: El-Abadia. AT: El-Attaf. RO: Rouina. AM: El-Amra. AD: Ain-Defla. 

The variation in shape for these curves is mainly related to the variation in the lithol-

ogy, the apparition of new sedimentary layers, and the disappearance of others at some 

places, caused by different factors that affect the sedimentation process as erosions and 

faults. Concerning the shapes of the peaks, they are mainly controlled by the dipping an-

gles of the different layers [54,57]. 

Peaks at higher frequencies (between 8 and 12 Hz) are observed on the hills over-

looking the El-Attaf city from the southwest. These peaks appear to be caused by the out-

cropping Cretaceous marls. In the city of El-Abadia, the resonance frequency is around 2 

Hz, while in El-Attaf city, it is around 3 Hz. 

In the third zone, the resonance frequencies range between 1.3 and 3 Hz. The corre-

sponding amplitudes vary between 2.2 and 3.5. Two types of HVSR curves were obtained: 

curves with one frequency peak in the southern part, and curves with two frequency 

peaks in the northern part. The frequency of the second peak varies from 5 to 12 Hz and 

appears to be related to an impedance contrast between the Holocene and Pleistocene al-

luviums at shallow depths. In the city of Ain-Defla, the resonance frequency of the soil 

Figure 9. (A) Fundamental frequencies obtained from the HVSR analysis. (B) Amplitudes of the HVSR fundamental
frequency peaks. Red circles represent the cities. The blue line represents the surface trace of the El-Asnam fault. OF: Oued-
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In the third zone, the resonance frequencies range between 1.3 and 3 Hz. The corre-
sponding amplitudes vary between 2.2 and 3.5. Two types of HVSR curves were obtained:
curves with one frequency peak in the southern part, and curves with two frequency peaks
in the northern part. The frequency of the second peak varies from 5 to 12 Hz and appears
to be related to an impedance contrast between the Holocene and Pleistocene alluviums
at shallow depths. In the city of Ain-Defla, the resonance frequency of the soil increases
from 1.8 to 3 Hz, from north to south, respectively. The corresponding peak amplitudes are
around 5.

6.2. F–K Analysis: Surface Wave Dispersion Curves

In Figure 10, the dispersion curves estimated from the different deployed arrays are
shown. In some places, a single array was enough to obtain a reliable dispersion curve,
while, in other places, two arrays of different apertures were implemented, obtaining an
average dispersion curve. The frequency range is fixed by the theoretical wavenumber
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limits (Kmin/2, Kmax), which depend on the array configuration and aperture (Figure 8).
The curves are, therefore, not very reliable outside the theoretical wavenumber limits.
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Figure 10. Surface wave dispersion curves.

In the city of Oued-Fodda and its surroundings, the analysis of the array measurements
at sites AR1, AR2, AR3, AR4, and AR5 provided dispersion curves between 2.5 and 10 Hz.
The dispersion curves obtained from the array recording AR6 in the city of El-Attaf are
reliable in the frequency range between 5 and 10 Hz, and between 2.5 and 8 Hz in the city
of El-Amra (AR7).

6.3. Electrical Resistivity Tomography

The electrical resistivities, obtained from measurements in Mechta-Nouasser (E1,
Figure 5) and in the southeast of El-Amra (E14, Figure 6), are shown in Figure 11. In order to
interpret the obtained results, we used the resistivity scale established by the CGG [7] for
the Middle-Chelif Basin (left panel in Figure 11).

For the resistivity profile (E1), the depth of the investigation of 115 m allowed for the
identification of the two Quaternary layers. The thicknesses of these two layers (1 and
2 in Figure 11) appeared to be about 50 m (~10 m of Holocene and ~40 m of Pleistocene
alluviums). For the profile (E14), the depth of investigation was 105 m. The resistivity scale
for the Middle-Chelif Basin allowed us to identify four different sedimentary layers; the
two top layers belong to the Quaternary, while the underlying layers are attributed to the
Miocene. The thickness of the Quaternary deposits is about 35 m (~10 m of Holocene and
~25 m of Pleistocene).

The results of the electrical resistivity measurements in Mecheta-Nouasser (E1) and
El-Amra (E14) allowed us to fix the thicknesses of the Quaternary layers (Holocene and
Pleistocene) for the inversion of the HVSR curves recorded at Sites 77, 78, and 149.
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6.4. Shear-Wave 2D Velocity Profiles

The inversion of the obtained HVSR curves allowed for the retrieval of the S-wave
velocity models at each site. For sites where array measurements were also taken, the
joint inversion of the obtained dispersion and HVSR curves was carried out. The number
of analyzed layers, as well as the range of the respective Vs and thickness parameters,
have been constrained according to previous information obtained from geological cross-
sections, boreholes, and geotechnical studies (see Table 1). The aim was to obtain a result
closer to the true model by minimizing the misfit value. Some examples are shown in
Figure 12.

For the first zone, the eight obtained 2D velocity profiles are mapped in Figure 13.
The two uppermost layers in the plain correspond to the two Quaternary stages, the
Holocene and Pleistocene, mainly composed of alluviums. The obtained Vs values for
the Holocene alluviums vary between 210 and 350 m/s. This range is explained by the
lateral variation between clays and silts. For the Pleistocene layer, the Vs value ranges
between 405 and 630 m/s. This variation is due to the alternance between grave and clay
facies. The high contrast in velocity between the two Quaternary stages is responsible for
the second frequency peak in the area. The thickness of the Holocene formation does not
exceed 10 m, while the Pleistocene deposits reach a maximum thickness of 65 m north of
Oued-Fodda city.

On the Sara-El-Maarouf anticline, in the profiles Pr6, Pr7, and Pr8 (Figure 13), the two
topmost layers correspond to the Upper and Lower Pliocene. The Vs values obtained for
the Upper Pliocene sands vary between 300 and 400 m/s, and between 610 and 780 m/s
for the Lower Pliocene sandstones. As for the Quaternary stages down in the plain, the
contrast in velocity between the two Pliocene layers is responsible for the second frequency
peak in the HVSR curves obtained from recordings on the Sara-El-Maarouf anticline. These
formations reach a maximum thickness of 100 m in the oriental part of the anticline. A thin
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Tortonian limestone layer lies under the Pliocene layers, for which the Vs value ranges
between 650 and 900 m/s. This layer dips into the northwest and is not present in the Oued-
Fodda Plain. The Quaternary layers in the plain are, therefore, lying directly over a thick
layer composed of Serravallo-Tortonian marls and clays. This is the thickest sedimentary
layer in the Middle-Chelif Basin. It reaches a maximum thickness of 250 m in this zone. The
Vs value for this layer varies between 850 and 1290 m/s. This formation is in direct contact
with the Cretaceous bedrock, which is mainly composed of hard marls. The obtained
shear-wave velocity of these marls varies between 1700 and 2300 m/s in this zone.
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In the profiles, Pr 6, Pr 7, and Pr 8 (Figure 13), we can see that the sediments of the
plain are separated from the ones of the Sara-El-Maarouf anticline by a deep reverse fault
that outcrops at the surface, the so-called "El-Asnam fault". The surface trace coordinates of
the fault, along with its dipping angle calculated in Yielding [8] and Ouyed [11], were taken
into consideration for the inversion process. In the profile, Pr 7, we can observe normal
faults at the top of the anticline. The surface trace of these faults was observed during the
HVSR measurement campaign. The important variations in the thickness of the layers
between the measurement points, P54, P55, P56, and P57 (Profile Pr7 in Figure 12), allowed
us to obtain an approximate idea on the fault position under the surface. The presence of
normal faults at the top of the Sara-El-Maarouf anticline was highlighted before by Philip
and Meghraoui [19]. This normal faulting comes as a result of the extension of the surface
layers of the anticline due to the vertical slip on the El-Asnam fault [11,19].

The eight 2D velocity profiles in the Carnot Plain are mapped in Figure 14. Unlike the
first zone, the synclinal shape of the basin is clearly visible in this zone. The depocenters
are located north of the Chelif River, as attested by the CGG study [7]. The highest depths
of the basin are observed around the city of El-Abadia, with a maximum depth of 760 m
(P120 in Profile Pr14, Figure 14). Compared to the first zone, the lithostratigraphic column
contains two additional layers of the Miocene age; the Messinian marls and the Serravallian
poudingues. The Holocene alluviums have a Vs value between 220 and 370 m/s and reach
a maximum thickness of 21 m in the middle of the plain. The Pleistocene alluviums reach
a maximum thickness of 86 m, and the Vs value for this layer varies between 330 and
680 m/s. The Upper and Lower Pliocene layers that outcrop on a narrow band north
of the plain, dip south under the Quaternary layers and disappear in the middle of the
plain. The absence of Pliocene deposits in the south is due to marine regression during
the late-Miocene early-Pliocene period, where the shorelines were located in the middle
of the plain [2]. These formations are therefore thicker in the north and reach thicknesses
of 145 m (P92 in Profile Pr11, Figure 14). The Vs value for the Upper Pliocene sands and
conglomerates varies between 390 and 750 m/s, and between 510 and 900 m/s for the
Lower Pliocene sandstones. The Pliocene deposits lie over the Messinian blue marls, the
uppermost layer of the Miocene. The Miocene deposits occupy most of the sedimentary
column of the Middle-Chelif Basin, reaching thicknesses of 550 m. However, there is no
impedance contrast between the four Miocene layers in the area. The Vs values for the blue
marls stands between 640 and 1190 m/s. For the Tortonian sandstones, they vary between
830 and 1280 m/s, and between 890 and 1380 m/s for the Serravallo-Tortonian clays and
marls. For the Serravallian poudingues and conglomerates, the shear-wave velocities vary
between 1190 and 1400 m/s.

For the Cretaceous bedrock, the Vs varies between 1650 and 2270 m/s. This variation
is due to the lateral change of formations from Senonian clays and marls to Albian marls
and limestones. In the southwestern part of the plain (Profiles Pr 9, Pr 10, and Pr 11,
Figure 14), the Jurassic limestones that compose the Temoulga Massif dip vertically under
the Neogene sediments, with a faulted contact between the limestones and the Cretaceous
marls [35]. The calculated shear-wave velocities for the Jurassic limestones vary between
2300 and 2670 m/s.

The third zone, which covers the Rouina-Ain-Defla region, has a different local geo-
logical context. The vast Quaternary plain gives way to hills and plateaus. The four 2D
velocity profiles realized for this zone are mapped in Figure 15. The lithostratigraphic
column is dominated by the Tortonian sandstones and Serravallo-Tortonian clays and
marls. The Vs values for sediments are in the same range as for the second zone. In the
profile, Pr20 (Figure 15), we can see all the structural complexity that exists in this zone
of closure.
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The sedimentary layers become thinner and lie over different types of bedrock. The old
formations become more rugged to the south because of the presence of the epimetamorphic
Doui Massif (Figure 2). North of the city of Ain-Defla (Profile Pr 20), the Albian clays and
marls are separated from the Jurassic limestones by a block of Neocomian schists, which
belongs to the Arib Massif that overlooks the Upper-Chelif Plain. The presence of the
Neocomian schists marks the transition between the Middle and Upper Chelif Basin. The
Vs values for this formation vary between 2280 and 2410 m/s.

The average Vp/Vs ratio was calculated from the 164 velocity models. The averaged
ratio for the sedimentary column is 1.95. For the bedrock formations, the averaged ra-
tio is 1.76. This value is in agreement with the 1.7 found by Bellalem [53] in a seismic
tomography study.
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The depths to seismic bedrock are mapped in Figure 16. We can see that the basin
reaches higher depths in a narrow band stretching from the west of El-Abadia to El-Amra,
and reaches a maximum depth of 760 m (P120 in Profile Pr14, Figure 14), which is very
close to the 800 m measured by the CGG [7].
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7. Conclusions

In the present work, ambient vibration data were used to investigate the soil charac-
teristics and the site effects in the Middle-Chelif Basin, with both single-station and array
measurements. The region is home to over 400,000 inhabitants, distributed over its six main
cities: Ain-Defla, El-Amra, Rouina, El-Abadia, El-Attaf, and Oued-Fodda. Being located
on a zone with moderate to high seismic activity, these cities have suffered important
building damages during past earthquakes. The fact that most of them are built on soft
sediment layers has played a role in amplifying the ground shaking and the lengthening of
its duration.

The first tens of meters of the topsoil column play an important role in ground shaking
amplification during an earthquake. In our case study, it corresponds principally to the
thickness of the Quaternary layers. In the major part of the basin, these layers lie directly
over the Miocene sediments, which creates an important impedance contrast. Thus, the
thickness of the Quaternary layers and the corresponding Vs values had to be determined
with more precision. For this purpose, seismic noise array measurements and electrical
resistivity measurements were carried out. The HVSR technique was applied on ambient
vibration recordings at 164 sites, and F–K analysis was applied on array recordings at
7 sites. The obtained HVSR curves allowed us to identify the soil resonance frequencies
at each site. The F–K analysis allowed us to retrieve the surface wave dispersion curve at
each of the 7 sites. The HVSR and dispersion curves were then jointly inverted to obtain
the Vs profiles at each site.
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The analysis of the HVSR curves showed the existence of different types of curves:
curves with one, two, and multiple frequency peaks. The HVSR curves with two peaks
are predominant in the Middle-Chelif Plain. The predominant soil resonance frequencies
vary between 0.75 and 12 Hz. This wide range of frequencies is explained by the synclinal
aspect of the basin, as well as the thinning of the sedimentary layers on its edges. The
corresponding amplitudes vary between 2 and 6.2. However, the amplitudes obtained
from the HVSR analysis may not be a reliable estimation of true amplification. The high-
frequency peaks (between 5.9 and 12 Hz) appear to be related to an impedance contrast
between the Holocene and Pleistocene alluviums at shallow depths.

In the Middle-Chelif Plain, the topmost layer is composed of thin Holocene alluvial
deposits, for which the shear-velocity (Vs) ranges between 210 and 370 m/s. The largest
thickness observed for this layer is 21 m. For the Pleistocene deposits, the Vs value varies
between 330 and 680 m/s, with a maximum observed thickness of 86 m. The Pliocene
deposits are present only in the northern part of the plain and on the Sara-El-Maarouf
anticline in the west. The shear-wave velocity varies between 300 and 750 m/s for the
Upper Pliocene sands and conglomerates, and between 510 and 900 m/s for the Lower
Pliocene sandstones. The largest observed thickness for the Pliocene layers is 145 m, while
the Miocene deposits occupy a major part of the sedimentary column, often composed of
four distinct layers. Their thickness reaches 550 m around the city of El-Abadia. From the
Messinian stiff marly formations to the Serravallian poudingues, the Vs values vary from
640 to 1450 m/s.

In the southern part of the Middle-Chelif Plain, Jurassic formations outcrop in succes-
sion on the massifs of Doui, Rouina, and Temoulga. The Jurassic limestones are dipping,
generally north, and constitute the bedrock for the Neogene deposits in this part of the
basin. The shear-wave velocity for these formations varies between 2300 and 2670 m/s.
However, in a major part of the basin, the sedimentary deposits lie over a Cretaceous
bedrock, for which the Vs values range between 1620 and 2300 m/s. The calculated Vp/Vs
ratio for the sedimentary column is 1.95. For the bedrock formations, the ratio is 1.76.

The obtained velocity and resistivity profiles highlight the existence of important
lateral variations in the velocity and resistivity of the whole sedimentary column. This
variation is directly linked with variations in lithology (lateral change of facies), caused by
different factors that have affected the sedimentation process in the Middle-Chelif Basin
(marine regression and transgression episodes during the Miocene and Pliocene, erosions,
faults, etc.).

The sedimentary layers show a synclinal aspect in the plain of Carnot, unlike the
Oued-Fodda and Ain-Defla regions, where the underground structures are rugged, affected
by different faults, folds, and outcrops. The depocenters in the Middle-Chelif Basin appear
to be located in a narrow band extending from the western part of the town of El-Abadia
to the northern part of the town of Rouina. The maximum observed depth to bedrock is
760 m.

The thickness of the sedimentary layers is different beneath the cities situated in the
northern and southern parts of the Middle-Chelif Plain. In the city of Ain-Defla, which
backs onto the northern flank of the epimetamorphic Doui Massif, the sedimentary column
does not exceed 60 m. While in the cities of Oued-Fodda and El-Attaf, which were built
around the western and eastern parts of the Temoulga Massif, respectively, the sedimentary
column reaches a thickness of 200 m. However, the cities of Rouina, El-Abadia, and
El-Amra are lying over a thick sedimentary cover that exceeds 300 m.

The cities cited in this study extend over a region where strong earthquakes with
secondary effects (liquefaction, landslides, etc.) have already occurred several times before.
Therefore, this study would like to be a contribution to a better assessment of the seismic
hazard in the Chelif-Basin. The results obtained in this study can be used, for example, in
the modeling of strong ground motions in order to update the Algerian seismic code.
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Featured Application: The results obtained in this study allow an initial overview of the variation
of the site response in an area for which low to moderate seismic risk is usually considered. The
information presented may be used to analyze the seismic effects in the study zone associated
with the geological characteristics.

Abstract: The Trans-Mexican Volcanic Belt (TMVB), located in central Mexico, is an area for which
low to moderate seismic risk is considered. This is based on the limited instrumental data available,
even though large historical earthquakes have damaged some urban centers in the past. However,
site effects is an aspect that must be considered in estimating risk, because there are some instances
of important amplifications that have been documented with serious effects. In this work, ambient
noise and earthquake records from 90 seismic permanent and temporary stations are used to analyze
site response in the TMVB. The results obtained show a heterogeneous range in the value of the
fundamental frequency. When possible, a comparison was made of the results obtained from ambient
noise and earthquake records. In almost all these comparisons, no significant differences were
observed in terms of the fundamental frequency. However, there were some stations with a flat
average HVSR ambient noise curve that contradicted earthquake data results, which showed peaks at
some frequencies. Our results are a first step towards categorizing the different site responses in the
TMVB but in order to provide finer details, it is necessary to improve the actual monitoring conditions.

Keywords: site effects; spectral ratio; trans-mexican volcanic belt

1. Introduction

Within the context of seismic engineering, the study of site response involves changes
in variables related to the seismic intensity, in terms of amplitude, duration, and frequency
content. These changes depend on the geological features at the measurement site, and
usually, lead to larger amplitudes on soil sites than on hard rock.

Throughout history it is possible to find documented cases in which site effects have
played a decisive role in observed damage after significant earthquakes, such as in San
Francisco (1906), Mexico City (1985 and 2017), and Kobe (1995). Thus, in the seismic design
of buildings and civil infrastructure it is important to estimate the maximum expected
intensities at the site.

The evaluation of changes in amplitude of ground motion of a particular site is
commonly made with respect to a reference position. The most popular and reliable way
to do this is through the Standard Spectral Ratio (SSR) technique [1]. This method is based
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on the ratio of the Fourier amplitude spectra observed during an earthquake at soil Ai( f )
to reference site Aj( f ). The Fourier spectra of ground motion A( f ) can be expressed as the
multiplication of source S( f ), path P( f ), and site H( f ) terms in the frequency domain:

A( f ) = S( f )× P( f )× H( f ) (1)

where f is the frequency.
In the SSR technique, the reference site is required to have the most homogeneous

geological conditions as it is assumed to be free of anomalous amplifications. The two sites
should be close to each other in comparison with the distance to the source. Considering
that the analysis is performed for stations which register the same earthquake:

SSR( f ) =
|Ai( f )|
|Aj( f )| =

|Hi( f )|
|Hj( f )| . (2)

However, it is not always possible to find records of the same event with a good
signal-to-noise (S/R) ratio in two stations that meet these conditions. Thus, the Horizontal-
to-Vertical Spectral Ratio (HVSR) technique [2] is used as an alternative to studying the site
response. In this method, the ratio between the mean of the horizontal components AHi( f )
and the vertical component AVi( f ), recorded in a single station, is calculated:

HVSR( f ) =
|AHi( f )|
|AVi( f )| . (3)

This technique can be used to estimate the fundamental resonant frequency ( f0) of a
site, but is unreliable for determining its transfer function [3].

In the literature, several studies can be found in which the site response is analyzed in
areas around the world, based on these empirical techniques and numerical models [4–8].
The study of this phenomenon remains current and it is an important issue to be considered
in the estimation of seismic risk and damage prevention, even in areas of low seismicity [9].

The Trans-Mexican Volcanic Belt (TMVB), located in central Mexico (Figure 1), is an
example of those areas where the site response might represent a potential risk despite
the low frequency of earthquakes. It is a volcanic arc that covers Cretaceous and Cenozoic
magmatic provinces [10]. Seismicity in this region is related to extensional faults in the
crust and normal faults in the subducted Cocos plate. This zone is located between 18°30′

and 21°30′, and extends from the coast of the Pacific Ocean to the Gulf of Mexico. It has an
approximate length of 1000 km and a variable width of 90–230 km.
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Figure 1. Location of the Trans-Mexican Volcanic Belt and interaction of tectonic plates in Mexico.
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This area presents low seismicity, compared to the Pacific Ocean coast, where the
Cocos plate subducts under the North American plate. Nevertheless, there are important
recent and historical occurrences of destructive events [11,12]. Examples of these is the
earthquake that occurred in Acambay on 12 November 1912 (Mw 6.9, H = 33 km) [13], and
more recently in Puebla on 19 September 2017 (Mw 7.1, H = 51.2 km) [14]. This aspect
is particularly important, in view that the TMVB comprises some of the largest cities in
Mexico with significant industrial development and population growth in the last years.

It may be difficult to find a zone in the TMVB with negligible site effects, due to the
variability in geological properties [10]. Several articles have been published on this topic
related to Mexico, mainly focused on the behavior of site effects in Mexico City.

Ordaz et al. [15] found that stations located in the hill zone in the Valley of Mexico
present amplifications that are 10 times higher than those predicted from ground motion
attenuation equations. In a later study, García et al. [16] compared amplification responses
at some of the stations analyzed by [15]. The records analyzed corresponded to inslab
earthquakes with an epicenter outside the TMVB, and they observed similar behavior
despite the source type and location.

Singh et al. [17] briefly discuss HVSR curves for 2 stations crossing the TMVB,
obtained from records of 9 shallow coastal earthquakes on the Pacific Ocean coast. Likewise,
Lozano et al. [18] studied the influence of source characteristics on the site effects in the
Valley of Mexico from 36 interplate and inslab Mexican earthquakes and 12 teleseismic
events originated in South America. Their results agree with those obtained by [16] and
concluded that observed site effects were independent of the characteristics and location of
the source.

Clemente-Chávez et al. [19] presented the first study of site effects in the TMVB
outside the Valley of Mexico, based on local shallow seismicity. They analyzed HVSR
curves obtained from 22 earthquakes recorded by 25 seismological stations located in
the study zone. The events studied have depths H < 10 km, and magnitudes between
3.6 and 4.3. Average values for the fundamental frequency f0 and amplification factors
obtained from the HVSR curves were reported. Their results were compared with previous
studies and they attributed the differences found to the location of the source. However,
due to the limited amount of data employed, some of their conclusions were supported
only with one or two records. Furthermore, it should be considered that HVSR curves do
not unequivocally represent the actual site amplification.

Considering the low density of permanent seismological stations in the TMVB [20],
the number of records that can be analyzed with the SSR technique is very limited. So,
the use of ambient noise records represents a feasible option to include additional data
for the analysis of site response in terms of f0. In this paper, we analyze HVSR curves
obtained from ambient noise and regional instrumental records related to 121 crustal and
inslab events with an epicenter inside the TMVB. Data considered were recorded by 90
seismological stations belonging to seven seismic networks.

The results of our study may be useful in disaster prevention and in estimating the
behavior of future buildings in the study area. The information presented may also be
used to complement studies examining the damage observed to existing infrastructure
after the occurrence of a seismic event [21,22]. However, it is important to consider that a
more accurate and reliable analysis can be carried out throughout microzonation studies,
so our results only give a general overview.

2. Data and Methods

To perform this study, we compiled a catalog of earthquakes with epicenter inside the
area of the TMVB, based on the seismicity catalogs of the Servicio Sismológico Nacional [23],
the U.S. Geological Survey [24], and the International Seismological Centre (ISC) [25].
Avoiding duplications and magnitudes reported as “non-calculable”, 2113 earthquakes
with magnitude 1.5–7.8 and depth 1–191 km, were selected.
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Based on this information, instrumental records were searched in seven permanent
and temporary seismological networks in Mexico (Table 1), with broadband stations located
inside the TMVB. It should be considered that over time there have been significant changes
in instrumental density in this zone [20]. Additionally, the stations that belong to permanent
networks are widely dispersed, and the availability of continuous data is limited to the last
30 years.

Table 1. Seismological networks that were analyzed in this study. The continuous data availability is
variable depending on each station.

Network Period

SSN 2002–present
CGEO 2003–present

GEOSCOPE 1990–present
MASE 2004–2007

CODEX 2006–2008
MARS 2006–2007
GECO 2013–2018

Data were gathered from stations with velocity sensors belonging to Servicio Sis-
mológico Nacional (SSN) [23], Centro de Geociencias de la Universidad Nacional Autónoma
de México (CGEO), GEOSCOPE [26], and the temporary networks: The MesoAmerican
Subduction Experiment (MASE) [27,28], Colima Deep Seismic Experiment (CODEX) [29],
Mapping the Rivera Subduction Zone (MARS) [30], and Geometry of the Cocos Plate
(GECO) [31].

The stations belonging to SSN and CGEO are equipped with STS-2 broadband seis-
mometers with sampling rates of 80 and 100 Hz. Only the ACIG station has a Trillium
120 seismometer with a sampling rate of 20 Hz. In the case of the GEOSCOPE network, the
UNM station has a velocity sensor STS-1 20 samples/s. During their period of operation,
the GECO network stations were equipped with Reftek 151B-60 and Guralp 40T sensors.
The temporary networks MASE and CODEX had CMG 3T, and 40T seismometers, respec-
tively, with a sampling rate of 100 Hz. The MARS network was equipped with CMG 3T
sensors of 40 sps.

Only records that met the following criteria were considered for the analyses: (1) Station
and epicenter located inside the TMVB; (2) signal-to-noise ratio (S/R) > 2.0; and (3) clear
arrival of P and S waves, based on visual inspection.

Considering these restrictions, a total of 352 records related to 24 inslab and 97 crustal
earthquakes were chosen (Figure 2). Such events have magnitudes between 2.0 and 7.1, a
hypocentral depth of 1 ≤ H ≤ 105 km, and occurred between 1993 and 2019 in the TMVB.
The main characteristics of the selected earthquakes are listed in Table 2.

In Figure 2 it can be observed that in the central zone there is the lowest number
of records. As mentioned by Zúñiga et al. [20], the other regions present higher seismic
activity due to active fault systems, the subduction zone on the Pacific Ocean coast, and
the occurrence of inslab earthquakes in the central-eastern sector.

The number of records selected for each station was variable, and in most of them,
the data with the characteristics sought was considerably limited. An HVSR analysis was
performed at all stations with at least 10 earthquake records. This threshold was considered
to include as many stations as possible, trying not to compromise the reliability of the
results. It is important to note that despite the large number of seismological stations
belonging to MASE, MARS, and CODEX networks, the suitable records were limited due
to the characteristics of the earthquakes during their short period of operation.

The processing of records was performed by means of the package Geopsy [32].
For each analyzed record, the mean and the trend were removed. The corresponding
Fourier Acceleration Spectra (FAS) were smoothed using the Konno–Omachi function [33],
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considering a b-value of 20. Window lengths that included 95% of the total energy were
taken, beginning from the S-wave arrival.

Table 2. A database of crustal and inslab earthquakes with records that met the considered criteria.
The value of magnitude is the one reported by SSN.

Date Origin Time Magnitude Depth Latitude Longitude
dd/mm/yyyy hh:mm:ss (km) (◦) (◦)

08/03/1993 14:37:41 3.3 11 19.25 −98.93
02/11/1994 15:31:21 3.7 7 19.41 −98.90
27/03/1996 08:05:15 3.4 8 19.77 −99.01
17/04/1996 11:19:10 3.5 10 19.21 −98.94
06/09/1996 06:55:00 4.0 5 19.21 −98.36
03/07/1997 19:39:32 2.8 7 19.25 −99.44
25/12/1997 01:29:10 4.1 11 18.97 −98.59
15/03/1998 02:01:49 4.2 5 19.50 −100.26
26/10/1998 02:35:10 3.0 6 19.06 −99.17
26/10/1998 07:50:06 3.3 4 19.06 −99.20
31/12/1998 06:44:05 3.8 2 18.98 −98.65
04/01/1999 23:21:59 3.5 3 20.11 −98.98
19/05/1999 20:23:06 3.1 5 19.19 −98.96
22/05/1999 06:57:26 3.1 4 19.18 −98.97
07/06/1999 00:24:14 3.3 5 19.17 −98.96
15/06/1999 20:42:04 7.0 63 18.13 −97.54
20/06/1999 10:25:21 4.0 3 19.31 −98.48
07/12/1999 13:53:49 3.4 3 19.22 −98.92
04/03/2000 20:55:23 4.1 4 18.84 −98.57
12/03/2000 03:44:48 4.1 5 20.10 −99.29
06/07/2000 08:36:24 3.3 8 19.18 −98.93
06/07/2000 13:15:34 3.4 5 19.19 −98.96
21/07/2000 06:13:39 6.0 48 18.09 −98.97
14/10/2000 02:44:48 3.1 12 19.36 −99.19
15/10/2000 07:50:43 2.7 5 19.39 −99.11
01/03/2001 16:26:42 3.5 46 18.98 −99.82
13/06/2001 03:57:43 3.2 12 19.27 −99.42
14/09/2001 17:13:15 2.9 14 19.31 −99.30
15/11/2001 22:18:22 3.5 4 19.56 −99.16
09/05/2002 14:25:43 3.7 19 19.49 −99.01
04/02/2003 10:59:03 4.1 2 18.92 −98.51
15/12/2003 10:39:38 4.0 4 20.35 −99.07
13/09/2004 20:58:34 3.1 11 19.42 −99.17
16/04/2005 22:55:25 3.8 16 19.43 −99.00
12/05/2005 08:06:25 3.4 37 19.20 −98.97
07/08/2005 03:25:09 4.0 7 19.74 −98.61
16/10/2005 14:12:36 3.5 14 19.30 −99.20
23/11/2005 23:11:26 3.6 20 19.35 −98.94
24/01/2006 12:59:38 3.7 5 20.34 −99.22
28/02/2006 23:58:49 3.4 2 19.35 −99.02
12/03/2006 01:41:32 3.6 2 19.17 −98.95
12/03/2006 01:47:21 3.4 5 19.18 −98.96
05/05/2006 15:24:06 3.5 1 19.17 −98.95
27/06/2006 15:40:10 4.0 16 19.26 −102.32
14/07/2006 05:15:28 3.7 72 20.19 −98.87
18/12/2006 03:38:31 3.9 44 20.92 −104.47
25/01/2007 14:38:22 3.7 30 19.18 −99.16
30/01/2007 19:00:10 3.7 9 20.35 −103.87
14/05/2007 08:23:27 4.4 12 21.36 −104.75
30/05/2007 20:42:28 4.0 3 19.21 −99.45
22/06/2007 13:36:52 4.2 25 19.16 −96.96
20/10/2007 19:25:54 3.7 75 19.47 −102.20
20/10/2007 02:37:27 3.9 20 19.95 −101.97
21/10/2007 11:29:53 3.7 93 19.53 −102.17
23/03/2009 02:53:36 3.9 46 18.92 −97.01
22/05/2009 19:24:18 5.7 62 18.11 −98.46
29/11/2009 06:34:12 4.0 5 19.35 −103.76
17/04/2010 07:03:29 4.0 2 20.45 −99.04
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Table 2. Cont.

Date Origin Time Magnitude Depth Latitude Longitude
dd/mm/yyyy hh:mm:ss (km) (◦) (◦)

18/04/2010 18:26:25 4.0 79 19.27 −97.46
18/05/2010 05:29:09 4.0 5 20.35 −98.92
18/05/2010 05:32:37 3.4 10 20.37 −98.96
03/10/2010 23:07:11 4.0 6 19.48 −103.52
19/12/2010 02:46:45 4.1 16 19.03 −97.21
28/09/2011 10:51:18 4.1 23 19.76 −96.64
18/05/2012 03:07:58 4.4 1.6 20.26 −103.44
05/10/2012 00:14:57 4.2 16.1 19.45 −102.26
08/02/2013 01:24:58 3.8 6.5 20.12 −100.48
21/06/2013 09:41:33 4.0 2 18.52 −98.74
18/09/2013 00:26:15 3.3 5 19.62 −96.79
14/12/2013 22:33:40 4.1 104.6 19.45 −103.71
24/12/2013 15:27:07 3.6 3 19.52 −103.80
16/01/2014 07:23:57 3.4 9 19.27 −97.26
09/05/2014 07:50:49 3.7 3 18.98 −97.27
19/07/2014 11:57:23 3.5 8 19.17 −98.97
04/08/2014 21:10:03 4.0 59.2 18.18 −97.83
08/11/2014 02:46:50 3.6 5 19.51 −96.78
01/12/2014 08:50:06 3.4 2 19.35 −99.22
06/05/2015 04:06:46 3.7 10 19.16 −97.17
09/08/2015 15:17:17 3.7 5 18.96 −98.21
16/08/2015 14:29:17 3.4 20 19.65 −97.55
25/10/2015 02:52:43 3.7 77.3 19.26 −97.30
07/11/2015 02:29:50 4.1 5 19.73 −96.70
26/12/2015 14:08:36 4.0 5 19.55 −102.11
16/01/2016 06:28:46 3.1 42.6 19.65 −96.80
27/01/2016 21:22:44 4.1 69.5 18.28 −97.33
28/01/2016 11:41:49 3.4 44 19.45 −96.72
08/02/2016 21:16:07 4.6 6.9 19.66 −97.35
13/03/2016 19:13:50 3.7 55.3 19.31 −97.03
01/04/2016 22:34:33 3.7 58.6 18.27 −97.78
01/04/2016 05:06:51 3.1 5 19.63 −96.64
01/04/2016 05:39:39 3.4 4.1 19.68 −96.73
11/05/2016 22:35:20 4.8 8 20.81 −103.52
15/05/2016 01:43:48 3.9 5 20.82 −103.47
11/06/2016 19:06:14 3.9 12.5 18.85 −97.19
16/06/2016 00:56:29 3.3 10 19.95 −96.77
24/06/2016 00:22:54 3.4 20 19.23 −97.40
27/06/2016 19:12:25 3.4 10 19.95 −96.76
12/07/2016 17:33:29 3.5 5 20.77 −103.45
19/07/2016 04:34:43 3.9 56.7 18.29 −97.38
28/07/2016 18:21:06 3.9 5 20.73 −103.45
08/08/2016 15:57:08 3.8 20 19.44 −96.72
29/08/2016 16:24:17 3.8 3 18.95 −98.58
26/09/2016 03:44:44 3.6 10.1 19.51 −96.45
15/10/2016 01:51:48 4.1 51.3 18.87 −96.99
26/02/2017 02:11:29 4.0 23.7 19.88 −96.85
01/06/2017 13:36:59 3.8 5 19.24 −97.04
09/07/2017 09:03:33 3.5 30.7 19.69 −96.81
04/08/2017 01:07:36 3.5 10 19.50 −96.43
10/09/2017 02:54:12 2.7 9.4 19.31 −99.18
19/09/2017 18:14:40 7.1 51.2 18.33 −98.68
29/09/2017 17:02:23 3.8 50.7 18.35 −98.66
01/11/2017 20:48:04 4.3 52.8 18.25 −98.60
06/11/2017 09:38:09 3.1 3 19.19 −98.44
09/11/2017 10:12:07 2.0 8.5 19.38 −99.19
18/11/2017 07:21:54 3.6 32.4 18.64 −98.48
24/12/2017 12:25:12 3.4 3.1 18.82 −98.60
08/06/2018 18:09:34 3.9 11.5 19.95 −96.75
30/07/2018 22:15:54 3.9 24.6 19.27 −97.34
30/03/2019 22:09:22 3.9 5 19.44 −96.71
14/07/2019 19:37:06 3.8 37 19.21 −97.23
23/07/2019 19:03:20 4.0 32 19.27 −97.43
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Figure 2. Location of epicenters and seismological stations analyzed in this study. Cyan circles:
Crustal earthquakes; orange circles: Inslab earthquakes. Red triangles: MARS temporary network
stations; blue triangles: CODEX temporary network stations; green triangles: MASE temporary
network stations; purple triangles: GECO temporary network stations; black triangles: SSN perma-
nent network stations; yellow triangle: CGEO permanent station; and white triangle: GEOSCOPE
permanent station. Dashed line: TMVB.

Due to the lack of earthquake records, an HVSR analysis was performed in all the
stations using ambient noise data. Although the energy of ambient noise does not compare
with that of an earthquake, this second analysis allowed us to increase the number of
stations analyzed and to compare the results obtained with both procedures. For each
station, a database of 30 records of one-hour duration was collected on random dates within
its period of operation. In all ambient noise records, the mean and trend were removed
and the same smoothing process was applied as in the earthquake records. For the HVSR
analyses, the records were divided into 60 windows of 1 min and the root mean square of
the horizontal components was calculated. SESAME criteria [34] were considered for the
analyses and classification of the curves obtained. Finally, the results were correlated with
the geological characteristics of the study area.

3. Results

Due to the large extension of the study area, the stations analyzed were grouped
into four zones. This division was based on the distribution of stations and on geologic
information given by [10]. Most of the average curves shown correspond to the HVSR
analyses based on ambient noise data, between 0.1 and 25 Hz. Some of the considered
stations have a Nyquist frequency of 10 and 20 Hz, so not all curves are displayed in the
same frequency range. When possible, a comparison is made with results from earthquake
records. Regarding geology, information from the Geologic Map of North America [35]
was used.

3.1. Western TMVB

In the westernmost part of the TMVB, there are three main fault systems: Tepic-
Zacoalco, Colima, and Chapala [10]. Regarding significant earthquakes, there is a historical
account of the occurrence of a damaging event during the 16th century near the town of
Ameca, in the state of Jalisco. For this event, a magnitude Mw 7.2 ± 0.3 was estimated
from a rupture vs. magnitude scaling relation [36,37]. Another earthquake occurred on 2
October 1847, with a mean magnitude of 5.7 ± 0.4 which has been associated to the faults
of the Chapala Graben. It affected several towns and produced important damages to
buildings. An intensity of IX has been estimated for this event [38].

Later, on 11 February 1875 an earthquake near the city of Guadalajara caused great
destruction in nearby areas including dozens of deaths [39].
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Figure 3 shows the seismological stations analyzed in the Western sector of the TMVB.
As can be observed, there is only one station belonging to a permanent seismological
network. The other temporary stations are mostly concentrated in the south of this sector.
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Figure 3. Geological units in the western sector of the TMVB [35]. Red triangles: MARS temporary
network stations; blue triangles: CODEX temporary network stations; and black triangle: SSN
permanent network station. Continuous line: Main fault systems in the area; dashed line: TMVB.

In this sector, there are a variety of geological formations ranging from the Lower
Cretaceous to the Quaternary [35]. Most of the stations analyzed are located in the vicinity
of the Colima volcanic complex. Figure 4 shows some of the average HVSR curves obtained
in this zone, in which only the ANIG station could be analyzed with earthquake records.

In some curves there can be observed flat responses or complex shapes with low
amplitudes at different frequencies: MA47, MORA, MAZE, CUAT, ZAPO, MA24, OLOT,
SNID, SINN, EMBG (Figure 4), SCRI, and COMA (Figure 5). Station MA47 is located on
sedimentary rocks from the Lower Cretaceous. Its HVSR curve has a flat shape and no
significant impedance contrast is identified. In contrast, stations MORA, MAZE, CUAT,
and ZAPO were deployed on Oligocene felsic rocks and near their location there are
volcanic and sedimentary rocks from the Neogene and Quaternary. The site response
could be attributed to lateral heterogeneity and the presence of sedimentary rocks from
the Cretaceous. Stations MA24, OLOT, SINN, and EBMG were located on mafic and
intermediate rocks from the Neogene and Quaternary. MA24 and OLOT were relatively
close to each other, but a resonant frequency can not be identified in either of them. As for
SINN and EBMG, the corresponding curves have a flat shape, indicating hard rock sites.
Stations SCRI and COMA (Figure 5) were deployed on Quaternary sedimentary rocks, and
in both of them a predominantly flat shape is also observed.

There is another group of stations in which the HVSR curves present multiple peaks,
with amplitudes similar to what could be identified as the clearest peak. Station MA54
were located on sedimentary rocks from the Upper Cretaceous. The peak around 6 Hz
could be attributed to a thin layer of sediments and the amplitude between 0.6 and 2 Hz to
the contact with formations from the Lower Cretaceous. Meanwhile, MA46 were deployed
on Oligocene felsic rocks. The observed peaks above 2 Hz could indicate multiple layers
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of sediments of varying thickness above the bedrock. Station MA42 was on mafic and
intermediate rocks from the Neogene and Quaternary. The shape of the HVSR curve
corresponding to this station could be attributed to variations in the topography or a deep
interface with Oligocene formations. SNID (Figure 4) and MA48 (Figure 5) were deployed
on Quaternary sedimentary rocks. The amplitudes in SNID could be associated to lateral
heterogeneities by means of its location near Neogene formations. Likewise, some of the
multiple peaks in MA48 could be spurious or related to multiple layers of sediments at
variable depth.
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Figure 4. Average HVSR curves for stations located in the western sector of the TMVB. Blackline:
HVSR results using ambient noise records; redline: HVSR results from earthquake records.
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In the remaining stations, clear peaks of different amplitude can be observed, revealing
different impedance contrasts between sediment layers and the bedrock: BAVA, JANU,
MA44, MA45, ANIG, MA40, MA41, PAVE, GARC, ALPI, SANM (Figure 4), CDGZ, COLM,
CANO, and ESPN (Figure 5). This is also indicative of possible amplifications in ground
motion during the occurrence of seismic events. In the case of stations BAVA and JANU,
located on Oligocene felsic rocks, the observed peaks at low frequencies could be associated
to thick sedimentary deposits. High clear peaks at 3 and 4 Hz are observed at stations
MA44 and MA45. These may be produced by strong impedance contrasts with interlayered
sedimentary and volcanic rocks from the Lower Cretaceous.

SCRI ESPN COMA

MA48 CDGZ COLM

CANO

0

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

0

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

1

2

3

4

5

6

7

8

9

10
H

/V
 S

p
e

c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

0

1

2

3

4

5

6

7

8

9

10

H
/V

 S
p

e
c
tr

a
l 
R

a
ti
o

10 -1 100 101

Frequency (Hz)

Figure 5. Average HVSR curves for stations located in the western sector of the TMVB.

The stations located on mafic and intermediate rocks from the Neogene and Qua-
ternary have a heterogeneous response (ANIG, MA40, MA41, PAVE, GARC, ALPI, and
SANM) (Figure 4). In general, a clear peak is observed above 5 Hz, which could be at-
tributed to impedance contrast with thin layers of sediment. It should be noted that the
average HVSR curve obtained with earthquake data at ANIG station does not vary signifi-
cantly in its shape to that obtained from ambient noise. There is a peak above 10 Hz that
could have been produced by the presence of thin volcanic layers.

Regarding the average HVSR curves of stations on Quaternary sedimentary rocks
(ESPN, CDGZ, COLM, and CANO) there are varied shapes (Figure 5). In ESPN, there is a
peak above 10 Hz which may require the analysis of a wider frequency bandwidth. The
clear peak in CANO could be associated to contact with Neogene and Quaternary rocks.
As for CDGZ, there is a high peak near 1 Hz, attributable to impedance contrast with layers
of the Lower Cretaceous or thick layers of sediments. Likewise, in COLM there is a small
peak around 10 Hz, probably due to the presence of shallow unconsolidated sediments.

3.2. Central TMVB

The Central sector is the one with the lowest instrumental density. There is a group
of nine temporary stations concentrated on the southwest of the sector, and only two
permanent stations that are considerably separated in the east (Figure 6). There were
few earthquake records that met the established restrictions. For this reason, the results
presented here only correspond to the analysis of ambient noise data.

Most of the stations in this sector were deployed on Neogene and Quaternary mafic
rocks. In MA15, MA18, MA27, MA29, and MOIG, there are HVSR curves with flat shapes
and no significant impedance contrast is observed, while stations MA20 and MA28 do not
have clear peaks (Figure 7).

Station MA21 has a clear peak at 1 Hz and additional unclear peaks above this
frequency. In this case, the shape of the HVSR curve could be related to the calderas
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that predominate in the area or lateral variations with sedimentary rocks from the Lower
Cretaceous. Furthermore, the curve corresponding to the IGIG station shows peaks at
frequencies beyond 10 Hz. This permanent station is located on Felsic rocks from Neogene,
and its response could be related to thin layers of sediments.
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Figure 6. Geological units in the central sector of the TMVB [35]. Red triangles: MARS temporary
network stations; black triangles: SSN permanent network stations. Continuous line: Main fault
systems in the area; dashed line: TMVB.

In stations MA16 and MA17, there are clear peaks at 1.5 and 5 Hz, respectively. This
could be attributed to impedance contrasts with layers of sediments of different thickness.

3.3. Central-Eastern TMVB

In the central-eastern zone of the TMVB is the Acambay fault system, covering some
faults considered as active [40]. In the same area, there are the Taxco-San Miguel de Allende
and Chapala-Tula systems, with evidence of activity in recent years. In this sector, a large
number of relevant earthquakes can be mentioned over time, highlighting the following.

In the 18th century, there are reports of crustal earthquakes related to the Venta de
Bravo fault. The first occurred in November 1734, followed by more than 30 strong and
small events between November 1734 and March 1735 [39]. The largest crustal earthquake
in the TMVB during the 20th century took place on 12 November 1912, in Acambay [13]. It
had a magnitude of Mw 6.9 with a maximum intensity of IX in the epicentral area. Then,
a series of 90 earthquakes were registered between February and June 1979 in a region
comprising Maravatio and Mexico state. The mainshock occurred on 22 February 1979
with a magnitude Mw 5.3 and maximum intensity of VIII [40].
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Figure 7. Average HVSR curves for stations located in the central sector of the TMVB.

Figure 8 shows the seismological stations analyzed in this sector. In this case, it was
possible to analyze nine stations with earthquake data and to compare the results with
the use of ambient noise. Particularly noteworthy are the stations belonging to the MASE
temporary network, deployed between 2004 and 2007. Despite being numerous, due to
the characteristics of the events that occurred during this period, only a few stations had
earthquake records with the characteristics sought.

In this sector, there are some stations located on Neogene and Quaternary geological
units (Figure 8). In JRQG, ECID, SNLU, COAC, PTRP, ESTA, and MIXC there are mostly
flat HVSR curves, and no clear peaks are identified. In DHIG, CUIG, UNM, SABI, and
PSIQ, the shape of the average curves obtained from ambient noise and earthquake records
do not vary significantly (Figure 9). Small peaks can be observed at different frequencies
that show no significant impedance contrasts or possible amplifications. As a result of this,
the locations of these stations and those mentioned above may be considered as hard rock
sites. In the HVSR curve corresponding to station TEPE (Figure 10), it is not possible to
point out some value as the resonance frequency. This shape could be produced by lateral
heterogeneity due to the vicinity of some Quaternary mafic rocks.

In some stations located on Quaternary volcanic rocks, there are almost HVSR curves
of a flat shape (ACIG, PACH, MIMO, SAPE, SAPA, and TOSU). On the other hand, stations
CUCE and CUNO have HVSR curves in which it is not possible to clearly identify any
resonant frequency and could be considered as flat (Figure 10).

In station SALU, deployed on Quaternary sedimentary rocks, there are multiple peaks
below 1 Hz and between 3 and 10 Hz (Figure 9). This could be due to the influence of
topography or underlying geological units. The curve corresponding to station CHIC,
located on Quaternary volcanic rocks, has multiple peaks at high frequencies, but only the
one at 20 Hz can be considered as clear, indicating shallow layers of sediments. Additionally,
in stations VEGU, ARBO, and VLAD, there are not very well-defined peaks between 1
and 10 Hz (Figure 10). These could be attributed to small impedance contrasts at different
depths or lateral heterogeneity due to the presence of Neogene sedimentary rocks.
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Figure 8. Geological units in the central-eastern sector of the TMVB [35]. Green triangles: MASE
temporary network stations; black triangles: SSN permanent network stations; yellow triangle:
CGEO permanent station; and white triangle: GEOSCOPE permanent station. Continuous line: Main
fault systems in the area; dashed line: TMVB.

There are some stations in which clear peaks of varied amplitude can be identified. In
the stations TECA, TIZA, and PASU, located on Quaternary sedimentary rocks, there are
small peaks of a wide shape but low amplitude (Figure 9). This could indicate the presence
of deposits of different stiffness and width, which by consolidation time have no significant
contrasts with the underlying bedrock. The MULU and CIRE stations are special cases
since the average HVSR curves present very high peaks at frequencies below 1 Hz. These
responses can be explained by the fact that these temporary stations were located in the
lakebed zone of Mexico City. In this area, there are reports of devastating effects during the
earthquakes of 1985 and 2017.

At some of the remaining stations deployed on Quaternary volcanic rocks, it was
possible to perform the analyses with ambient noise and earthquake data (NOGA, AGBE,
KM67, and PPIG). The shape of the average HVSR curves obtained did not differ signifi-
cantly and the amplitude only increased when earthquake records were used (Figure 10).
A particularly special case is that of station KM67, where the HVSR curve obtained using
ambient noise data is flat. However, when doing analysis with earthquake data, a clear
peak is observed, revealing a significant impedance contrast. At this site, the energy as-
sociated with the seismic movement may have produced reverberations in underlying
Cretaceous layers. In the case of the PPIG station, located at the Popocatépetl volcano,
there is a peak above 10 Hz using ambient noise and earthquake data. Likewise, a peak
below 1 Hz can be observed in the analysis with earthquake records. In ATOT, SUPA, and
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PTCU there are clear peaks between 1 and 3 Hz that may be due to impedance contrasts
with Cretaceous layers.
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Figure 9. Average HVSR curves for some stations located in the central-eastern sector of the TMVB.
Blackline: HVSR results using ambient noise records; redline: HVSR results using earthquake records.
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Figure 10. Average HVSR curves for some stations located in the central-eastern sector of the TMVB.
Blackline: HVSR results using ambient noise records; redline: HVSR results using earthquake records.

3.4. Eastern TMVB

Regarding relevant historic earthquakes in this sector, it can be mentioned the one
occurred in 1546 that caused important damage in the city of Jalapa and nearby towns.
There is no specific date reported for this event nor wider descriptions in the historical
records, but it is known that the first Catholic church built in America was destroyed [41].
Later, on 4 January 1920 an earthquake with magnitude Mw 6.4 occurred in the city of
Jalapa. This event caused structural damage in nearby towns and it seconds the 1985
Michoacán earthquake in terms of fatalities.

Figure 11 shows the seismological stations analyzed in this sector. Most of them belong
to the temporary network GECO and only two to the permanent network of the SSN.
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Figure 11. Geological units in the eastern sector of the TMVB [35]. Purple triangles: GECO temporary
network stations; black triangles: SSN permanent network stations. Dashed line: TMVB.

In this sector, it was possible to analyze almost half of the stations with earthquake data
(Figure 12). In the case of the LVIG station, no significant differences are found between
the curves obtained using ambient noise and the ones obtained through earthquake data.
As well as in this station, in AYAH and TPIG, no contrast of impedances is observed, and
the shape of the curves is almost flat, indicating hard rock sites.

Moreover, TEPY was located on Quaternary mafic rocks, while QUEC and LUPE on
Neogene and Quaternary sedimentary rocks. In these stations, there are multiple peaks. For
station TEPY it is not possible to identify a value for the resonant frequency. As for QUEC
and LUPE, there is a peak near 10 Hz, which may indicate the presence of thin deposits
of sediments. Likewise, the peaks at lower frequencies could be due to the influence of
sedimentary rocks from the Neogene and Upper Cretaceous.
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Figure 12. Average HVSR curves for stations located in the Eastern sector of the TMVB. Blackline:
HVSR results using ambient noise records; redline: HVSR results using earthquake records.
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Stations TATA, NAOL, HUEY, and HUAT are on Quaternary mafic rocks and have
varied fundamental frequencies. The observed clear peaks could be attributed to impedance
contrasts related to layers of sediments with varied thickness. In TATA and HUAT, there are
visible peaks between 1 and 10 Hz. The shape of these curves does not vary significantly
when using earthquake and ambient noise data. In the case of the NAOL station, the
amplitude of the peak is increased but its location in the considered frequency range does
not change.

4. Conclusions

From the results obtained in this study, it is observed that the site response in terms
of the fundamental frequency f0 had a wide variety throughout the TMVB and there was
no visible correlation between the shape of the HVSR curves and extent of any particular
geological unit. In almost 46% of the stations analyzed, the response was mostly flat or it
was not possible to identify clear peaks. In most of these cases, no significant impedance
contrasts were observed, so they could be considered as hard rock sites. There was another
small group of stations distributed in the four sectors, in which multiple peaks were
observed in the HVSR curves. Some of these peaks could be identified as spurious or
attributable to the influence of underlying layers of varying stiffness and thickness.

Additionally, in approximately 36% of the analyzed sites there were clear peaks of
varied amplitude in the HVSR curves. In these cases, it was possible to identify the value
of the resonance frequency, which was mostly between 1 and 10 Hz. Similarly, in some
sites there were peaks in frequencies lower than 1 Hz, which should not be underestimated
considering the modern trend of tall buildings in the populated areas of the TMVB.

To date, most of the seismicity studies in Mexico have focused on earthquakes originated
on the Pacific Ocean coast. Except for Mexico City, due to its geotechnical properties, the
amplitude of these events usually reaches the TMVB considerably attenuated. For this reason,
this study focused on analyzing what happens in this zone with regional earthquakes. In
this regard, it is important to note that there were sites with high peaks in the four sectors
analyzed, not only in the central-eastern sector where Mexico City is located.

In some stations, it was possible to make a comparison of the results obtained from
ambient noise and earthquake records. In most of them, there were no significant differ-
ences in the shape of the average HVSR curves. In the analyses carried out with seismic
records, no evidence of non-linear behavior was identified in the site response with respect
to the ambient noise results. This could be attributed to the fact that most of the events
considered are of low magnitude. In general, there are few major earthquakes with both
epicenter and instrumental records inside the TMVB. However, there were some sites with
a flat HVSR ambient noise curve in which new peaks appeared when analyzing earthquake
data. Considering that the energy associated with ambient noise is not comparable to that
associated with a seismic event, it is possible that several sites considered as hard rock may
have significant amplifications during the occurrence of an earthquake.

Based on these observations, we consider it is necessary to increase the density of the
permanent seismic instrumentation in the TMVB. This will allow to have greater coverage,
better quality records, and the possibility of carrying out more analyses using earthquake
data, including the SSR technique. A greater permanent seismic instrumentation would
allow obtaining isofrequency maps, which could be used in soil-structure interaction
analyses and as a basis for estimating seismic hazards and risk assessment in the TMVB.
This would also allow to better delimit the risk of populated zones based on local seismicity,
considering the significant growth that the cities in the area have had in recent years.
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Abstract: Serious slope erosion occurs in the distribution areas of fully weathered granites, and
rainfall intensity and slope gradient are important factors affecting slope erosion. In this study, we
investigate the erosion characteristics of Longling completely weather granites with a focus on the
effects of rainfall intensity and slope gradient. Based on an indoor 60-min simulated rainfall test,
we selected four slope gradients (10◦, 20◦, 30◦, and 40◦) and three rainfall intensities (50, 80, and
110 mm/h) for evaluation. A total of 12 groups of tests were conducted to analyze the erosion and
surface hydrodynamic characteristics of the completely weathered granite slope. The results indicate
a significant positive correlation between rainfall intensity and slope gradient, and the correlation
between rainfall intensity and flow velocity became stronger as the slope gradient increased. The
peak sediment yield rate represents the moment at which the change in slope shape is maximized.
After the peak appears, the slope will no longer undergo great deformation, and the sediment yield
rate will decrease and then become stable. Finally, rainfall intensity and slope gradient, which are
the two key factors that determine slope flow velocity, are described using a binary function. The
findings provide a reference for the study of slope erosion in completely weathered granites.

Keywords: completely weathered granite; runoff; sediment production; slope erosion; flow velocity
hydrodynamic characteristics

1. Introduction

Slope erosion is the result of an interactive process between slope water flow and
soil, leading to erosion, transportation, and removal of soil from the slope surface under
the influence of water. This phenomenon results in soil fertility decline, soil erosion, and
slope damage. Numerous studies have demonstrated that the hydraulic characteristics of
slopes are the primary factors that influence slope erosion [1] with rainfall intensity and
slope gradient being the most crucial [2,3]. Changes in these factors can significantly alter
slope runoff affecting sediment transport capacity and erosion rate [4,5]. Additionally, the
effect of slope runoff on erosion varies depending on soil type. Therefore, understand-
ing the hydraulic characteristics of slope erosion is crucial for preventing and managing
slope erosion.

To better understand the hydraulic characteristics of slope runoff, scholars have uti-
lized indoor rainfall simulation tests to investigate the mechanisms [6] of slope erosion
by varying rainfall intensity and slope gradient [7,8]. Extensive research has indicated a
positive correlation between slope runoff velocity and both rainfall intensity and slope gra-
dient [9,10]. As rainfall intensity increases, the water content in slope runoff also increases,
while an increase in slope gradient accelerates the runoff’s speed under gravity, leading to
heightened impact and erosion on the soil surface. Dong et al. [11] studied the soil accumu-
lation on highway slopes and found that sediment yield increases with increasing rainfall
intensity. Niu et al. [12] conducted indoor experiments on different slope ratios and initial
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seepage fields under rainfall infiltration to investigate the failure mechanism and pattern
of fly ash dam slopes under rainfall influence. Yan et al. [13] conducted simulated rainfall
experiments under various typical underlying surface conditions to study the runoff char-
acteristics and mechanisms under different rainfall intensities and durations. In addition,
researchers have also studied thin-layer water flow on slopes [14–16]. Yang et al. [17] con-
ducted artificial rainfall simulation experiments under varying slope gradients and rainfall
intensities to determine the velocity law of thin-layer water flow. Various hydraulic pa-
rameters, including Reynolds number, Froude number, Manning coefficient, and hydraulic
power, have been applied to slope erosion research [18,19]. Yuan et al. [20] studied the soil
erosion and hydraulic characteristics of the loess slope in Beijing and found that mean
flow velocity is the most closely related hydraulic parameter to sediment concentration
in runoff.

Slope erosion, a vital aspect of soil erosion, has garnered significant attention in
China. Nevertheless, the patterns of erosion differ considerably among various soil types.
Presently, research on slope erosion of diverse soil types focuses mainly on the Northwest
loess region [21,22] and southern red soil region [23,24]. In the loess region, the loose soil
texture and high porosity render it vulnerable to wind and water erosion [25,26], leading to
severe slope erosion. Zhao et al. [27] calculated the slope, aspect, and channel network of
loess slopes in different evolution stages and analyzed the relationship between variation
characteristics and erosion and evolution processes of the slopes. In the southern red soil
region, the red soil in the Jiangnan hilly area and Nanling Mountains are the primary
research objects [28,29]. Red soil is characterized by high fertility, loose structure, and
sensitivity to erosion [30,31], making it susceptible to rainfall erosion. Feng et al. [32]
studied the impacts of rainfall intensity, slope gradient, and surface cover on the erosion
process of granite red soil slopes and concluded that the impact of slope gradient on
sediment yield increases with increasing rainfall intensity. However, in granite regions,
erosion characteristics and mechanisms vary due to differences in granite weathering
degree, resulting in limited applicability of slope management measures [33–35].

The northeast of Longling County in Yunnan Province is a distribution area of com-
pletely weathered granite and also an operating area of oil and gas pipelines. The oil and
gas pipelines pass through the distribution area of completely weathered granite. To lay
the pipelines, grooves need to be dug and then the completely weathered granite excavated
from the grooves is backfilled. However, the backfill soil containing completely weath-
ered granite has high sand content, low clay content, loose structure, poor physical and
mechanical parameters, and low fertility. As a result, the working slope surface is exposed,
leading to poor corrosion resistance. Under heavy rainfall conditions, the working slope is
prone to erosion by slope runoff, resulting in slope collapse, surface water and soil loss,
and other disasters. These problems result in pipeline exposure and suspension, which
substantially impact the normal functioning of pipelines. However, traditional manage-
ment methods have often proved insufficient, emphasizing the urgency of responding to
pipeline safety challenges and ensuring the continuous operation of pipelines. It is crucial
to conduct focused research on the completely weathered granite area, which involves
determining the erosion characteristics and patterns of completely weathered granite slopes
at a certain slope gradient and rainfall intensity. In addition, it is necessary to determine
the spatiotemporal variation properties of flow velocity and hydraulic laws under different
circumstances. This will ultimately provide a theoretical basis for soil erosion management
of completely weathered granite slopes.

2. Materials and Methods
2.1. Experimental Design

According to the analysis of rainfall data in the Longling area, three rainfall intensity
levels were selected for the experiments: 50, 80, and 110 mm/h (50, 80, and 110 mm/h
are the average value of the maximum single-point rainstorm in the past 10 years, the
calculated single-point rainstorm value in 10 years and the single-point rainstorm value
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in 100 years. As well, the rainfall device can be set at a level of 20–240 mm/h). Under
each of these three rainfall intensity levels, four slope gradients (10◦, 20◦, 30◦, and 40◦)
were experimentally evaluated resulting in a total of 12 test configurations. During each
experiment, the erosion process of the simulated slope surface was monitored in real-time
using a digital pan-tilt camera until the slope was damaged. The soil moisture contents and
bulk densities were measured by drying methods before filling. The soil dry densities were
controlled between 1.3 and 1.5 g/cm3, and the soil moisture contents were approximately
10% (Near natural state values). The test soil was naturally dried and passed through a
10 mm sieve to remove stones and weeds. The filling thickness was 50 cm, paved, and
compacted to reduce the influence of the boundary effect. After the filling was complete,
the soil surface was scraped with a wooden board to create a certain surface roughness.
The soil bulk density of the slope was measured using the ring knife method to verify that
it reached the experimental design level. Each experiment lasted 1 h.

2.2. Test Materials and Devices

The soil used in this experiment was trench backfill soil taken from the completely
weathered granite distribution area of the Longling section of the China-Myanmar oil and
gas pipeline in Longling County, Baoshan City, Yunnan Province. The sampling time was
July 2020.

For simulated rainfall experiments, a down-spraying ZYJY-DZ02 system was used.
The rainfall source was 5.0 m, and the rainfall source was pure, non-polluted water. The
adjustable-slope steel groove used in the simulated rainfall experiments was 3 m in length,
0.5 m in width, and 0.5 m in height. A V-shaped collecting port was placed at the tail of the
soil bin to collect runoff and sediment samples generated by the simulated rainfall. The
rainfall intensity could be controlled within the range of 20–270 mm/h using a switch in
the control room, and the rainfall uniformity remained above 85%. The rainfall amount
and duration could be controlled using a combination of the pressure pump and nozzle.
Thus, the experimental rainfall system met the requirements for our experiments. The test
device is shown in Figure 1.
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Figure 1. Schematic diagram of the system for indoor simulated rainfall experiments. 1—Water
storage tank; 2—Water supply pipe; 3—Pressure stabilizing water pump, flow meter, and water valve;
4—Rainfall simulator; 5—Rainfall nozzle; 6—Test bed; 7—Completely weathered granite for testing;
8—Slope adjustment device; 9—Triangular weir.
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2.3. Test Procedure

The experiments were conducted in the Soil and Water Conservation Laboratory of
Kunming University of Science and Technology from August to October 2020. After the
rain begins, the initial runoff time of each test was recorded, and the erosion process was
observed. Each rainfall event lasted 60 min, The flow rate was measured every 3 min and
a 1 L container was used to collect runoff sediment samples every 2 min (for a total of
30 samples in each test). After the slope flow became stable, a tracer method based on red
ink was used to measure the slope runoff velocity. The entire test process was recorded
using a high-speed camera, and the flow velocity was calculated from the recorded images.
Measurements of flow velocity should consider different slope sections. The 3 m soil trough
was measured from the top of the slope to the foot of the slope at 0.5–1.5 m and 1.5–2.5 m
from the top of the slope. After the rainfall test, the volume of the sample in the container
was measured. After the sample was allowed to stand for 24 h to settle, the supernatant
was poured off, and all the sediment in the container was transferred to a disposable paper
cup for drying to determine the dry weight of the sediment.

2.4. Test Data Analysis

The hydrodynamic parameters of the slope runoff were determined as follows.

(1) The runoff yield rate N (mL/s) was calculated as

N =
q
t

,

where q is the runoff (mL) in a single simulated rainfall event, and t is the single
sampling time (s).

(2) The sediment yield rate M (g/s) was calculated as

M =
M′

t
,

where M′ is the sediment yield in a single sampling time (g), and t is the single
sampling time (min).

(3) The Reynolds number Re was calculated as

Re =
vR
µ

,

where v is the flow rate (m/s), R is the hydraulic radius (m), and µ is the viscosity
coefficient of water flow (Based on the field test, the water temperature is 16–18 ◦C,
µ = 1.061–1.115).

(4) The Froude number Fr was calculated as

Fr =
v

(gh)0.5 ,

where g is the acceleration due to gravity (m/s2) (Based on the test site, g = 9.79), and
h is the water depth (m).

(5) The resistance coefficient f was calculated as

f =
8ghJ

v2 ,

where g is the acceleration due to gravity (m/s2), h is the water depth (m), and J is the
hydraulic break (J = sinβ, where β is the slope gradient).

(6) The Manning coefficient n was calculated as

n =
R2/3S1/2

V
,
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where R is the hydraulic radius (m), S is the slope gradient (radians), and V is the
average velocity (m/s).

3. Results and Analysis

This section may be divided into subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

3.1. Process of Runoff Formation

As shown in Figure 2, a higher intensity of precipitation results in a more pronounced
surge in the runoff rate. Taking a slope gradient of 10◦ as an instance, the peak runoff rates
achieve at precipitation intensities of 50, 80, and 110 mm/h are 16.3, 31.2, and 38.5 mL/s,
respectively, with corresponding average runoff rates of 13.6, 27.7, and 32.7 mL/s. Notably,
the augmentation of both peak and average runoff rates is substantial when the precipitation
intensity increases from 50 to 80 mm/h. However, this enhancement is not linear, and the
peak runoff rate experiences only a 23% surge, while the average runoff rate increases by
less than 20% as the precipitation intensity elevates from 80 to 110 mm/h.
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It is also worth mentioning that, for a fixed precipitation intensity, the impact of slope
gradient on the runoff rate is relatively minor. Specifically, when the precipitation intensity
is 110 mm/h, the average runoff rate undergoes a modest 19% escalation as the slope
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gradient rises from 20◦ to 30◦. Subsequently, as the slope gradient increases from 30◦ to
40◦, the minimum increase in average runoff rate (8%) is observed. Consequently, it can be
inferred that the rise in runoff rate with increasing slope gradient diminishes substantially
once the slope gradient exceeds 30◦.

For a given slope gradient, the runoff rates associated with distinct rainfall intensities
exhibit a descending order of 110 mm/h > 80 mm/h > 50 mm/h. Specifically, the runoff
rate initially rises as rainfall intensity grows, followed by a stabilization of the runoff rate.
This phenomenon is attributed to the low soil water content during the initial rainfall stage,
leading to the transformation of rainfall into seepage. As the soil water content gradually
increases, the slope water content approaches saturation, and the rainfall is converted into
slope runoff.

Compared to the slope gradient, rainfall intensity has a more significant effect on the
runoff rate. Specifically, the escalation of rainfall intensity leads to an augmented amount
of precipitation on the slope, leading to a corresponding increase in the runoff volume. In
contrast, a rise in the slope gradient alters the slope’s shape, resulting in greater downward
acceleration and flow velocity of the water traveling down the slope.

3.2. Sediment Production Process

As shown in Figure 3, an evident rise in the sediment yield rate occurs with an increase
in the rainfall intensity for the same slope gradient. For instance, at a slope gradient of 40◦,
the peak sediment yield rates attained at rainfall intensities of 50, 80, and 110 mm/h are 0.81,
1.47, and 3.07 g/s, respectively, with corresponding average sediment yield rates of 0.24,
0.81, and 2.25 g/s, respectively. When the rainfall intensity elevates from 50 to 80 mm/h,
the peak sediment yield rate experiences an 81% surge, and the average sediment yield
rate increases by 235%. Similarly, when the rainfall intensity grows from 80 to 110 mm/h,
the peak sediment yield rate undergoes a 107% rise, and the average sediment yield rate
increases by 178%.

Under uniform rainfall intensity, a minor elevation in the slope gradient leads to a
slight rise in the sediment yield rate. The most significant increment in peak sediment
yield rate with increasing slope is detected under the rainfall intensity of 110 mm/h, with
a substantial surge observed as the slope gradient escalates from 30◦ to 40◦. Conversely,
the most trivial rise in peak sediment yield rate occurs at the rainfall intensity of 80 mm/h,
with only a modest increase detected as the slope gradient increases from 10◦ to 20◦. The
maximal increment in the average sediment yield rate transpires when the rainfall intensity
is 110 mm/h, with a notable rise observed as the slope gradient increases. When the slope
gradient increases from 30◦ to 40◦, the average sediment yield rate undergoes a substantial
escalation of 269%. In contrast, the most minor augmentation in average sediment yield
rate is recorded when the rainfall intensity is 80 mm/h; with only a modest increment of
8% detected as the slope gradient elevates from 10◦ to 20◦. For insignificant slope gradients
and rainfall intensities, the effect of slope gradient on sediment yield rate is not apparent.
However, as the slope gradient and rainfall intensity increase, the sediment yield rate
also rises, with the slightest growth rate observed under the slope gradient of 20◦ and the
rainfall intensity of 80 mm/h. Based on these observations, it can be speculated that a
critical point exists at or near these conditions.

Elevating either the rainfall intensity or slope gradient induces an augmentation in
sediment yield to a certain extent. Raising the slope gradient diminishes the stability of the
slope. Meanwhile, alterations in rainfall intensity modify the intensity and erosive force of
slope flow, with augmented runoff leading to heightened sediment yield. The simultaneous
effect of increased slope and rainfall intensity accelerates the slope erosion process, giving
rise to rills and depressions on the slope surface and collapses in areas with the most severe
erosion. Augmentations in both rainfall intensity and slope gradient also abbreviate the
time taken to reach the peak sediment yield.
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Under the same slope gradient, the sediment yield rate initially rises with the intensify-
ing rainfall intensity, subsequently declines, and ultimately stabilizes. This occurs because
as the slope surface experiences erosion, forming rills, the quantity of sediment transported
escalates. When the slope morphology is disrupted, a sudden collapse triggers a massive
volume of sediment to be carried away by the slope flow, reaching the peak sediment
yield rate. Following the initial significant damage, the slope morphology rapidly achieves
stability; during this phase, the slope flow is inadequate to inflict secondary damage on the
slope, causing the sediment yield rate to diminish and stabilize.

3.3. Spatial and Temporal Differences in Flow Velocity

As shown in Figure 4, Under the examined slope gradients, the escalation in rainfall
intensity leads to substantial growth in flow rate. Using the 40◦ slope gradient as an
example, with rainfall intensities of 50, 80, and 110 mm/h, the mean flow velocities are 0.15,
0.18, and 0.26 m/s, while the peak flow velocities are 0.17, 0.23, and 0.32 m/s, respectively.
As the rainfall intensity rises from 50 to 80 mm/h, the average flow velocity experiences
a 23% enhancement, and the peak velocity shows a 35% expansion. When the rainfall
intensity climbs from 80 to 110 mm/h, the average flow velocity exhibits a 35% increment,
and the peak velocity demonstrates a 40% amplification. Hence, the upsurge in rainfall
intensity has a notable impact on the flow velocity.

The maximum flow velocity reaches 0.32 m/s, while the minimum flow velocity is
a mere 0.09 m/s. The timing of the peak flow velocity does not coincide with the timing
of runoff and sediment production. This is due to the formation of rills on the slope
during erosion by overland flow, which alters the slope’s shape, rendering it uneven and
causing the overland flow to deviate from uniform laminar flow. The impact of rills on
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overland flow is multifaceted. Runoff within rills can continuously affect their inner walls,
making them smoother, thereby diminishing resistance and augmenting flow velocity.
Simultaneously, rills may also evolve along the cross-section, raising the height difference
between the rill and the original slope, consequently generating a height drop in the slope
flow and diminishing the flow velocity.
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During simulated rainfall, the flow velocity on the slope exhibits fluctuations with a
general upward tendency. The flow velocity demonstrates a significant positive correlation
with both slope gradient and rainfall intensity. As the flow velocity escalates, the slope
flow intensifies the erosion of the slope, and the continuous erosion of the slope surface
by runoff leads to the emergence of rills on the slope surface. Rills predominantly appear
in the middle section of the slope, while their presence in the upper and lower sections is
scarce. This can be ascribed to the flow velocity and slope strength. The flow velocity in the
upper part of the slope is comparatively low, and the volume of runoff is relatively small; as
a result, the erosive force is insufficient to erode the slope. The flow velocity in the middle
section is relatively high, and the volume of runoff is larger. In this scenario, the erosive
force on the slope is relatively significant, culminating in the formation of rills of varying
sizes in the middle section of the slope under the action of erosion from runoff. Although
the flow velocity in the lower slope section is relatively substantial, the slope strength
exceeds that of other sections. Consequently, the volume of runoff in the lower section of
the slope is larger than in the upper section but smaller than in the middle section.
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3.4. Hydraulic Characteristics of Slope Runoff

As shown in Table 1, Re elevates with the intensification of slope gradient and rainfall
intensity. The value of Re yields a result lower than 500; therefore, despite the evident
rise in Re, the flow of the slope runoff remains laminar. The mean value of Fr exceeds 1
signifying rapid overland flow that escalates with the augmentation of slope gradient and
rainfall intensity. The resistance coefficient f diminishes with the amplification of slope
gradient and rainfall intensity, which also elucidates why enhancing the slope gradient or
rainfall intensity leads to greater slope runoff velocity. The Manning coefficient n reflects
the roughness of the slope surface. The greater the slope gradient, the greater the rainfall
intensity, and the erosion of slope runoff, the easier it is to make the slope surface appear
depressed and promote the formation of rills. The more complex the slope morphology,
the greater the n.

Table 1. Slope runoff hydraulic parameters under different slope gradients and rainfall intensities.

Rainfall
Intensity
(mm·h−1)

Gradient
(◦)

Average
Discharge

Velocity (m·s−1)

Reynolds
Number

(Re)

Froude
Number

(Fr)

Manning
Coefficient

(f )

Resistance
Coefficient

(n)

50

10 0.124 43.421 1.143 0.017 0.427
20 0.140 76.094 1.453 0.025 0.397
30 0.149 108.447 1.773 0.025 0.341
40 0.155 207.893 2.036 0.030 0.292

80

10 0.131 46.240 1.445 0.016 0.402
20 0.156 93.630 1.756 0.021 0.387
30 0.165 125.573 1.990 0.025 0.312
40 0.189 249.569 2.236 0.028 0.265

110

10 0.155 50.124 1.729 0.014 0.383
20 0.177 138.843 2.018 0.017 0.356
30 0.192 205.076 2.482 0.017 0.271
40 0.226 302.162 2.980 0.021 0.192

3.5. Slope Flow Velocity, Rainfall Intensity, and Slope Gradient Fitting Equation

An intensification of precipitation strength results in an expansion of surface water
flow volume, subsequently accelerating the flow velocity of slope runoff. An increase in
slope magnitude signifies a greater inclination of the terrain, which, under the influence
of gravitational forces, amplifies the energy of water traversing the slope and further
accelerates the flow velocity of slope runoff. The combined action and mutual constraints of
these factors ultimately impact the velocity of water flow along the slope. To delve deeper
into the impact of rainfall intensity and slope gradient on slope flow velocity, the rainfall
intensity and slope gradient tangent values were denoted as X and Y, respectively. A binary
fitting analysis of the rainfall intensity and slope gradient tangent value was subsequently
conducted. The fitted surface is illustrated in Figure 5, and the fitting equation is as follows:

v = 0.057lnX + 0.033lnY− 0.053 (R2 = 0.908)
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4. Conclusions

(1) There is a significant positive correlation between rainfall intensity and slope gradient,
and as the slope gradient increases, the correlation between rainfall intensity and flow
velocity becomes stronger.

(2) The appearance of the peak sediment yield rate represents the maximum temporal
extent of changing slope morphology. After the peak value appears, the secondary
deformation of the slope will not occur in a short time, and the sediment yield rate
decreases and then becomes stable.

(3) As two important factors of slope velocity, rainfall intensity, and slope gradient can be
described and predicted using binary functions.

Author Contributions: Conceptualization, H.T.; methodology, H.T.; software, H.T.; validation, Z.K.;
formal analysis, H.T.; investigation, Z.K.; resources, Z.K.; data curation, H.T.; writing—original draft
preparation, H.T.; writing—review and editing, Z.K.; visualization, Z.K.; supervision, Z.K.; project
administration, Z.K.; funding acquisition, Z.K. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by Key Research and Development Plan of Yunnan Province: The
Technology of the Comprehensive Risk Assessment of the Earthquake Catastrophe and the Disaster
Chains in Yunnan and Its Application, (Grant No. 202203AC100003); the scientific and technological
development project of Southwest Pipeline Co., Ltd. (Chengdu, China), National Pipe Network
Group Research on Hydraulic Protection and Soil and Water Conservation of Oil and Gas Pipelines
through Fully Weathered Granite Area (Grant No. 2018016); and science and technology development
project of China Hydropower Foundation Co., Ltd. (Tianjin, China). Evaluation of rapid excavation
of slope cut-off wall in complex geological background area and treatment technology of mud and
water inrush in tunnel engineering (Grant No. 2022530103001936).

409



Appl. Sci. 2023, 13, 5295

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Zhang, L.; Li, Z.; Wang, S. lmpact of runoff regimes on sediment yield and sediment flow behavior at slope scale. Trans. Chin. Soc.

Agric. Eng. 2015, 31, 124–131.
2. Wu, X.; Yang, Y.; Ye, Z. Stability of rock-soil slopes under rainfall infiltration and its influencing factors. J. Water Resour. Water Eng.

2022, 33, 189–199.
3. Ji, Z.; Zhang, L. Spatial-Temporal Variation of Distribution of Rainfall Erosivity in the Poyang Lake Basin. Yellow River 2019, 41,

81–84.
4. Zhang, Z.; Hong, B.; Huang, Y. Study on the relationship between runoff characteristics and soil erosion of laterite slope under

rainfall. Mt. Res. 2017, 35, 535–542.
5. Luo, R.; Zhang, G.; Cao, Y. Progress in the research of hydrodynamic characteristics of sediment-laden overland flow. Prog. Geogr.

2009, 28, 567–574.
6. Ke, Q.; Zhang, K. A review on the erosion-related researches by simulated rainfall experiments in China. Sci. Soil Water Conserv.

2018, 16, 134–143.
7. Zhang, R.; Zhang, L.; FU, X. Research on Relationships between Sediment Yield and Hydraulics Parameters on Slope. J. Soil Water

Conserv. 2017, 31, 81–86.
8. Zheng, J.; She, D.; Xu, C. Evolution process of erosion ril on saline soil slope in coastal reclamation with different rainfall intensities

and slope gradients. J. Hohai Univ. (Nat. Sci.) 2015, 43, 313–318.
9. Li, J.; Wang, Y.; Zhang, C. Characteristic of Flow Velocity and Sediment Yielding on Engineering Accumulations Slope with Three

Soil Textures. J. Yangtze River Sci. Res. Inst. 2019, 36, 28–35.
10. El-kateb, H.; Zhang, H.; Zhang, P.; Mosandl, R. Soil erosion and surface runoff on different vegetation covers and slope gradients:

A field experiment in Southern Shaanxi Province, China. Catena 2013, 105, 1–10. [CrossRef]
11. Dong, J.; Zhang, K.; Guo, Z. Runoff and soil erosion from highway construction spoil deposits: A rainfall simulation study. Transp.

Res. Part D Transp. Environ. 2012, 17, 8–14. [CrossRef]
12. Niu, H.-K.; Li, Q.; Zhang, L.-T.; Li, X.; Wang, J.-T. Experimental Study on Failure Mechanism and Mode of Fly-Ash Dam Slope

Triggered by Rainfall Infiltration. Appl. Sci. 2022, 12, 9404. [CrossRef]
13. Yan, C.; Hu, H.; Xu, X. Changing pattern of runoff coefficients in urban underlving surfaces under simulated rainfall conditions.

Sci. Soil Water Conserv. 2022, 20, 24–30.
14. Zhang, K.; Wang, G.; Sun, X. Experiment on hydrodynamic characteristics of thin layer water on slope. Trans. Chin. Soc. Agric.

Eng. 2014, 30, 182–189.
15. Li, G.; Abrahams, A.D.; Atkinson, J.F. Correction factors in theDetermination of mean velocity of overland flow. Earth Surf.

Process. Landf. 1996, 21, 509–515. [CrossRef]
16. Zhuang, X. Spatial distribution of sheet flow velocity along slope under simulated rainfall conditions. Geoderma 2018, 321, 1–7.

[CrossRef]
17. Yang, D.; Gao, P.; Liu, X. Study on the Velocity of Shallow Water Flow on Slope. J. Soil Water Conserv. 2019, 33, 72–80.
18. Hao, H.; Du, Y.; Cao, D. Experimental study of flow hydraulic characteristics and soilerosion on red soil hilly slope. Sci. Soil Water

Conserv. 2018, 16, 1–8.
19. PAN, L.; Li, R.; LI, Q. Effects of Straw Mulching on Runoff and Sediment Characteristics ofSloping Farmland in the Karst Area of

Western Guizhou. J. Soil Water Conserv. 2021, 35, 9–16.
20. Yuan, H.; Xin, Z.; Jiang, Q. Slope Erosion and Its Hydrodynamic Characteristic of CinnamonSoil Under Continuous Rainfall. J.

Soil Water Conserv. 2020, 34, 14–20, 30.
21. He, J.; Li, X.; Cai, Q. Experimental study on soil erosion characteristics and spatial variation of runoff velocity on typical loess

slope. Geogr. Res. 2022, 41, 1327–1337.
22. Cao, L.; Zhang, K.; Dai, H. Modeling Interrill Erosion on Unpaved Roads in the Loess Plateau of China. Land Degrad. Dev. 2015,

26, 825–832. [CrossRef]
23. Tian, P.; Qiu, H.; Feng, Y. Effects of Rainfall ntensity and Slope Gradient on Runoff and SedimentProduction and Erosion Dynamic

Process on Red Soil Slope. Res. Soil Water Conserv. 2020, 27, 1–8.
24. Liang, Z.; Zhuo, M.; Guo, T. Hydrodynamic characteristics of slope surface flow under different rainfall intensities and slopes.

Ecol. Environ. Sci. 2015, 24, 638–642.
25. Ji, L.; Wang, W.; Kang, H. Differences in hydraulic erosion processes of the earth and eath-rock Lou soil engineering accumulation

in the Loess Region. Chin. J. Appl. Ecol. 2020, 31, 1587–1598.

410



Appl. Sci. 2023, 13, 5295

26. Cai, L.; Tang, G.; Xiong, L. An Analysis on Fractal Characeeristics of Typical Landform Patterns in Northern Shaanxi Loess
Plateau Based on DEM. Bull. Soil Water Conserv. 2014, 34, 141–144, 329.

27. Zhao, W.; Zhang, H.; Jiang, H. Variation characteristics of loess erosion hillside under indoor artificial rainfall conditions. Arid
Land Geogr. 2019, 42, 867–875.

28. Zhang, X.; Li, X.; Lin, J. Characteristics of soil aggregates and organic carbon in eroded gully in red soil region of Southern China.
Trans. Chin. Soc. Agric. Eng. 2020, 36, 115–123.

29. Zhou, M.; Xiao, H.; Nie, X. Analysis and Prospect of Soil Organic Carbon Research Process in Recent 30 Years at Home and
Abroad. Res. Soil Water Conserv. 2020, 27, 391–400.

30. Jiang, F.; Ye, Y.; Guo, X. Spatial Distribution of Soil Available Phosphorus and lts Driving Factors Under Different Erosion Dearees
in South China. Soils 2018, 50, 1013–1021.

31. Shi, Z.; Yang, J.; Li, Z. Soil Conservation in the Hilly Red Soil Region of Southern China. J. Soil Water Conserv. 2018, 32, 6–9.
32. Feng, X.; Zha, X.; Huang, S. Processes and characteristics of erosion on hillslopes ofgranite red soil under simulated rainfall. Sci.

Soil Water Conserv. 2014, 12, 19–23.
33. Pan, S.; Chen, S.; Yang, H. Specimen size effect on strength and stress-strain properties of strongly weathered granite in coastal

zone. Geotech. Investig. Surv. 2021, 49, 6–10.
34. Zhao, N.; Dong, S.; Chen, X. Experimental lnvestigation on the Dynamic Mechanical Properties of Weakly Weathered Granite. J.

China Three Gorges Univ. (Nat. Sci.) 2022, 44, 62–70.
35. Deng, L.; Zhang, L.; Fan, X. Simulation Study on Runoff Processes and Erosion Rate on the Weathered Granite Slope in Southern

China. J. Soil Water Conserv. 2018, 34, 143–150.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

411



����������
�������

Citation: Liu, K.; Gu, T.; Wang, X.;

Wang, J. Time-Dependence of the

Mechanical Behavior of Loess after

Dry-Wet Cycles. Appl. Sci. 2022, 12,

1212. https://doi.org/10.3390/

app12031212

Academic Editors: Ricardo Castedo,

Miguel Llorente Isidro and

David Moncoulon

Received: 15 December 2021

Accepted: 23 January 2022

Published: 24 January 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Time-Dependence of the Mechanical Behavior of Loess after
Dry-Wet Cycles
Kai Liu 1 , Tianfeng Gu 1,*, Xingang Wang 1,2,* and Jiading Wang 1

1 State Key Laboratory of Continental Dynamics, Department of Geology, Northwest University, Xi’an 710069,
China; liukaii@stumail.nwu.edu.cn (K.L.); wangjddz@gmail.com (J.W.)

2 State Key Laboratory of Geohazard Prevention and Geoenvironment Protection, Chengdu University of
Technology, Chengdu 610059, China

* Correspondence: gutf@nwu.edu.cn (T.G.); xgwang@nwu.edu.cn (X.W.)

Abstract: The structure, time-dependent mechanical deformation, and strength characteristics of
loess, which is loose and porous with well-developed vertical joints, are greatly affected by the
dry-wet cycles, which are attributed to periodic artificial irrigation, rainfall, and water evaporation.
To better understand the creep characteristics of loess under the effect of dry-wet cycles, Q2 loess
samples obtained from the South Jingyang County, China, were subjected to different dry-wet cycles
(0, 5, 10, 15, 20) and sheared in triaxial creep tests. The experimental results revealed that: firstly,
the maximum value of the deviatoric stress corresponding to creep failure gradually decreases with
an increase in the dry-wet cycles. Secondly, the long-term strength of the loess after dry-wet cycles
were obtained through the Isochronous Curve Method. It is found that the long-term strength and
the number of dry-wet cycles showed an exponential decreasing relationship. In addition, the creep
damage mechanism of loess due to dry-wet cycles is proposed. This study may provide the basis
for understanding the mechanical behavior of the loess under the effect of dry-wet cycles, as well as
guidelines for the prevention and prediction of loess landslide stability.

Keywords: loess; dry-wet cycles; triaxial creep test; creep behavior; strain-time; long-term strength

1. Introduction

Loess is a weakly cemented loose sediment with a special material composition, which
is widely distributed in the Loess Plateau of China (Figure 1) [1,2]. Creep phenomenon is
common in loess-covered areas, and the creep characteristics of loess pose an important
impact on the landslide formation and the construction of engineering structures [3–5].
The creep properties of loess vary due to the change of the environment. For example,
unsaturated loess soils are usually subjected to wetting because of the natural rainfall
or artificial irrigation, and loess soils would then be subjected to a drying process, i.e.,
water evaporation, as rainfall or irrigation stops. Such a process could be called a dry-
wet cycle [6,7] and leads to the following consequences: the loss of soluble salts in the
loess [8–10], the deterioration of the mechanical properties of the loess [11,12], and the
change of shear strength, deformation, and permeability of the loess [13–15]. Therefore, the
creep deformation of the loess was aggravated, which will contribute to the formation of
disasters such as landslides.

The influence of dry-wet cycles on the time-dependent behavior of rocks has been
considered in some research [16–19], while in the last few years increasing attention has
been paid to experimental research into the behavior of loess soils. It is acknowledged that
the reduction in the shear strength of the loess due to the dry-wet cycles is obvious [3,20,21].
Malusis et al. [22] reported that the hydraulic conductivity of the soil gradually increases
as the number of dry-wet cycles increases. Until now, extensive attempts have been
made on the physical and mechanical properties of loess after dry-wet cycles by using the
uniaxial tensile shear test [23], direct shear test [24,25], the uniaxial compressive test [26],
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conventional triaxial test [7,27], the soil-water characteristic curve (SWCC) of loess [28], etc.
For example, Yuan et al. [23] carried out an experimental study on the tensile strength of the
intact loess samples under dry-wet cycles and concluded that the repeated dry-wet cycle
destroys the original structure of the intact loess and causes its tensile strength to disappear.
Furthermore, Mu et al. [24] investigated the shear characteristics of loess samples under
dry-wet cycles through direct shear tests and pointed out that the shear strength of loess
gradually decreased as the number of dry-wet cycles increase. By conducting experiments,
Li et al. [26] reported that the unconfined compressive strength, elastic modulus, and
cohesive force of the loess specimen decreased with an increase in the number of dry-wet
cycles, while the vertical compressive strain and failure deformation increased. Hu et al. [27]
conducted triaxial tests considering three influence factors such as dry density, dry-wet
cycle amplitude, and the lower bound water content of dry-wet cycles and established a
compacted loess deterioration model (CLDM). Wang et al. [29] explored the effect of the
dry-wet cycle on the collapsible deformation characteristics of compacted loess, and the
results revealed that the compressive strain at all levels of deviatoric stress of specimens
with different initial density gradually increases with the increase of the number of dry-wet
cycles. The higher the initial compaction degree, the more significant effect of the dry-wet
cycle on the mechanical behavior of compacted loess.
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The studies above have been focused on the variation in conventional mechanical
properties such as shear strength, uniaxial tensile strength, uniaxial compressive strength,
and triaxial shear strength of the loess after the dry-wet cycles. However, very little

413



Appl. Sci. 2022, 12, 1212

attention has been paid to the damaging effect of the dry-wet cycles on the creep properties
of loess. Additionally, a few experimental results have shown that the creep strains of loess
soils developed after dry-wet cycles are not negligible [30] and can reach a critical value,
eventually triggering loess landslides. In this backdrop, typical loess samples obtained from
South Jingyang, China, were used to conduct triaxial creep tests under different numbers
of dry-wet cycles to gain full insight into the time-dependent characteristics of loess soils
and the deterioration of the long-term strength caused by dry-wet cycles. Furthermore,
the damage mechanism of the creep characteristics of loess due to the dry-wet cycles
is explored. This study would be beneficial for understanding the time-dependence of
mechanical behaviors of loess soils as well as the long-term stability of loess slopes.

2. Triaxial Creep Tests
2.1. Sampling Site and Dry-Wet Cycle Process

The loess samples used in test were collected from the back scalp of the Dabuzi
landslide in Jingyang County, Shaanxi Province (Figure 1). The sampling site was about 20
m from the edge of the platform, and the collected samples were identified as Lishi loess
(Q2) according to previous studies [31]. The loess in this area have suffered from different
degrees of dry-wet cycles as a result of the long-term repeat rise and fall of the groundwater
level due to the farmland irrigation (Figure 2a) [32]. Therefore, the mechanical properties
of loess deteriorates, resulting in the occurrence of the Dabuzi landslide (Figure 2b). All
loess samples were firstly sealed and kept in iron buckets. Then, samples were brought
back to the laboratory and cut immediately to a cylindrical specimen with a diameter
of 61.8 mm and height of 125 mm. The procedures based on the ASTM standards were
conducted to determine the index properties, namely Atterberg limits [33], specific gravity
and density [34], and moisture content [35]. The basic physical index properties of loess are
listed in Table 1.
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Table 1. The physical index properties of loess.

Moisture Content (%) Dry Density (g/cm3) Density (g/cm3) Specific Gravity Void Ratio

16 1.503 1.858 2.711 0.768

A two-step process for preparation of the sample was used with each dry-wet cycle.
The first step is sample saturation, which is briefly described as follows. The specimens
were saturated by the vacuum saturation method. Filter papers and porous stones were
firstly placed on the top and bottom of the soil sample. Then, the soil sample was fixed in
a saturator chamber, as shown in Figure 3a, and then the saturator chamber with the soil
sample was tightened with screw nuts and placed in a vacuum container (Figure 3b). After
that, the soil specimen was submerged in de-aired water inside a vacuum container for at
least 24 h to achieve a degree of saturation greater than 97% [36,37]. The drying phase was
followed by wetting. After saturation, the soil sample was taken out by loosening the screw
nuts and removing the filter papers and porous stones. Then, the soil sample sealed by the
saturator chamber was placed in a drying oven at about 105 ◦C for 48 h to fully remove its
water content [38,39]. Next, the soil sample was taken out and cooled down. This process,
consisting of saturation and drying phases, is called one dry-wet cycle in this study. After
the last dry-wet cycle, the corresponding water required to obtain the target water content
was dripped on the top surface of the soil sample, and then the soil sample was wrapped
with a plastic wrap and placed in a humidifier for 48 h to obtain a homogeneous sample in
room temperature [40,41]. In this study, samples with different dry-wet cycles (0, 5, 10, 15,
and 20) were prepared and the sample after 10 dry-wet cycles was shown in Figure 3c.
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2.2. Testing Apparatus

The FSR-20 triaxial creep apparatus for the testing cylinder of soil samples with a
height of 125 mm and diameter of 61.8 mm in the State Key Laboratory of Continental
Dynamics in China (see Figures 3c and 4) was utilized in this study. As shown in Figure 4,
the apparatus consists of several parts, such as an axial loading system, pore water pressure
controlling system, confining pressure controlling system, matric suction controlling system,
data measurement, and a collect system. By using a pneumatic servo control system, the
apparatus is capable of providing not only constant shear stress but also constant air
pressure for a long time with high accuracy [3,42]. Creep tests can be carried out for
confining pressure up to 1 MPa, pore water pressure up to 500 kPa, axial load up to 2 MPa,
and pore gas pressure up to 500 kPa. The tests may be run either undrained or consolidated
undrained with or without pore water pressure measurement, or drained condition. In this
study, drained creep tests were conducted on loess samples.
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2.3. Testing Scheme

According to the basic physical index properties listed in Table 1, samples with a mois-
ture content of 16% were tested by using multi-level loading method [4,43]. Considering
the density (ρ = 1858 kg/m3) and the thickness (20 m) of the overlying loess, the confining
pressure of 200 kPa was chosen for the triaxial creep test. The multi-level loading method
used in this study is described as follows: the first level of deviatoric stress was applied to
the specimen until the stability was attained when the deformation of the specimen was
less than 0.01 mm in 24 h. To find an optimum time during which the deformation of the
specimen was less than 0.01 mm, a series of preliminary tests were conducted, where 24 h,
36 h, and 48 h were used for specimens with the same testing conditions. The creep shear
test results show that for the cases of 24 h, 36 h, and 48 h, the strength and strain-time curves
of loess have no obvious difference, indicating that 24 h is enough for obtaining the stability
state of the loess. Therefore, 24 h was selected here from the point of view of time saving.
Then, the second level of deviatoric stress was applied to the specimen until the stability
state was achieved. The specimen was subjected to shearing until creep failure occurred at
some level of deviatoric stress. In this study, the failure occurred in the specimen when the
strain of specimen reached 20% following the previous study concluded by Xie et al. [44].
The samples after different dry-wet cycles were subjected to consolidation and shearing in
the conventional triaxial compression test to calculate the instantaneous failure strength.
Then, the loading scheme of the triaxial creep test (Table 2) was determined according to
the instantaneous failure strength.

Table 2. Loading scheme of the triaxial creep test.

The Number of Dry-Wet Cycles Deviatoric Stress/kPa

0 25, 50, 62.5, 75, 87.5, 100, 150, 250, 350
5 50, 100, 150, 200, 250, 300
10 50, 125, 200, 250, 300
15 50, 100, 175, 250
20 50, 100, 175, 250

416



Appl. Sci. 2022, 12, 1212

3. Test Results

Based on the experimental data collected, the typical creep strain curves for loess with
a different number of dry-wet cycles is plotted in Figures 5–9. After that, according to
Boltzmann’s linear superposition principle [45,46], the creep curves corresponding to each
level of deviatoric stress was obtained by using “the coordinate translation method” [47,48].
Figures 5–9 show the whole process curve of creep for loess and creep curves of loess with
a different number of dry-wet cycles. In Figures 5–9, q represents the deviatoric stress, ε is
strain, w is the moisture content, and t is time.

Appl. Sci. 2022, 01, x FOR PEER REVIEW 6 of 14 
 

3. Test Results 
Based on the experimental data collected, the typical creep strain curves for loess 

with a different number of dry-wet cycles is plotted in Figures 5–9. After that, according 
to Boltzmann’s linear superposition principle [45,46], the creep curves corresponding to 
each level of deviatoric stress was obtained by using “the coordinate translation method” 
[47,48]. Figures 5–9 show the whole process curve of creep for loess and creep curves of 
loess with a different number of dry-wet cycles. In Figures 5–9, q represents the devia-
toric stress, ε is strain, w is the moisture content, and t is time. 

It can be observed from Figures 5–9 that the characteristics of the whole process 
curve of creep for loess and creep curves are as follows: (i) The specimen with different 
dry-wet cycles underwent three typical creep stages, namely the decelerating creep stage, 
the steady state stage, and accelerate creep stage. With the same number of dry-wet cy-
cles, the creep curve tends to be flat with an increase of time when a small load is applied, 
that is, the steady state stage. However, with a higher loading, the creep curve of the 
stable phase increases linearly with time. (ii) The slope of the curve corresponding to the 
steady state stage increases with an increase of loading. However, sudden failures could 
be observed within the loess specimen once the load exceeds a certain value. For exam-
ple, when the deviator stress of the sample with 20 dry-wet cycles increased to 250 kPa, 
the deformation dramatically increases. (iii) With the increase of the number of dry-wet 
cycles, the maximum value of the deviatoric stress corresponding to the creep failure 
gradually decreases, indicating that the creep strength of the sample is deteriorated by 
the dry-wet cycles. 

w=16%, σ3=200kPa

0 2000 4000 6000 8000 10000 12000
0

1

2

3

4

5

6

7

8

12,000
(a)

25kPa 50kPa

62.5kPa
75kPa

87.5kPa
100kPa

150kPa

250kPa

350kPa

ε (
 %

)

t (min)
10,000

 

w=16%, σ3=200kPa

0 200 400 600 800 1000 1200 1400 1600
0

1

2

3

4

5

6

7

8

(b)

 25kPa    50kPa     62.5kPa
 75kPa    87.5kPa  100kPa
 150kPa  250kPa   350kPa

ε (
 %

)

t (min)  

Figure 5. (a) The whole process curve of creep for loess without dry-wet cycles, (b) creep curves of 
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the loess without dry-wet cycles.
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Figure 8. (a) The whole process curve of creep for loess with 15 dry-wet cycles, (b) creep curves of
loess with 15 dry-wet cycles.
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It can be observed from Figures 5–9 that the characteristics of the whole process curve
of creep for loess and creep curves are as follows: (i) The specimen with different dry-
wet cycles underwent three typical creep stages, namely the decelerating creep stage, the
steady state stage, and accelerate creep stage. With the same number of dry-wet cycles,
the creep curve tends to be flat with an increase of time when a small load is applied,
that is, the steady state stage. However, with a higher loading, the creep curve of the
stable phase increases linearly with time. (ii) The slope of the curve corresponding to
the steady state stage increases with an increase of loading. However, sudden failures
could be observed within the loess specimen once the load exceeds a certain value. For
example, when the deviator stress of the sample with 20 dry-wet cycles increased to 250
kPa, the deformation dramatically increases. (iii) With the increase of the number of dry-
wet cycles, the maximum value of the deviatoric stress corresponding to the creep failure
gradually decreases, indicating that the creep strength of the sample is deteriorated by the
dry-wet cycles.

4. Discussion
4.1. The Long-Term Strength of Loess Samples with Different Dry-Wet Cycles

The long-term strength of rock and soil is an important parameter for assessing the
stability of landslides [49,50]. At present, the main methods to obtain long-term strength
through creep test curves include the isochronous curve method [3,51], which uses the
creep test curve and the Boltzmann superposition principle [52] and states that the stress
response of a system to a time dependent shearing deformation may be written as the
sum of responses to a sequence of step strain perturbations in the past [53], to obtain the
stress-strain isochronous curves corresponding to the different deviatoric stress at the same
time [54]. Figure 10a–e show the isochronous curves corresponding to the creep curves of
the samples after five kinds of dry-wet cycles (n = 0, 5, 10, 15, 20). Based on the isochronous
curves, the long-term strength (qL) was obtained.

The experimental data listed in Table 3 was plotted in Figure 11. One can observe
that there is a clear correlation between the long-term strength and the number of dry-wet
cycles. The overall relationship between the long-term strength of loess and the number of
dry-wet cycles can be described by the following equation:

qL = 123.50e(−n/9.98) + 127.33, n ≤ 20, (1)

where qL is the long-term strength measured in kPa and n is the number of the dry-
wet cycles.
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Figure 10. Creep isochronous curve after different dry-wet cycles. (a) n = 0, (b) n = 5, (c) n = 10, (d)
n = 15, (e) n = 20.

Table 3. Long-term strength after different dry-wet cycles (qL).

n 0 5 10 15 20

qL 250 206 172 150 148

Figure 11. The fitting curve of the long-term strength after different dry-wet cycles.
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It is clear that the long-term strength of loess decreases when increasing the dry-wet
cycles. However, the reducing magnitude of long-term strength gradually decreases with
the increase of the number of dry-wet cycles, until it reaches a constant value. That is to
say, the long-term strength of the loess and the number of dry-wet cycles (n ≤ 20) shows an
exponential decreasing relationship (see Equation (1)).

4.2. Creep Damage Mechanism of Loess Samples Due to the Dry-Wet Cycles

The creep damage mechanism of the loess samples due to the dry-wet cycles was
explained from the perspective of macro pictures of the loess samples after creep failure and
the change of long-term strength with dry-wet cycles. Figure 12 shows loess samples after
experiencing creep failure. One can observe that the obvious failure surface did not appear
in the specimen, whereas the bending and bulging occurred on the side of the specimen.
Furthermore, as the number of dry-wet cycles increases, the phenomenon of bending and
bulging of the specimen becomes more noticeable. Such a phenomenon can be explained
as follows: under the effect of a dry-wet cycle, the microstructure of loess is destroyed
due to the repeated migration and loss of soluble salts between soil particles in the loess
sample [8,10]. Moreover, the dry-wet cycles also promote the development and expansion
of joint fractures in the loess sample [7], resulting in the worsening of the creep mechanical
properties (see Table 3 and Figure 11). As the number of dry-wet cycles further increased,
the dissolved salts in the loess sample gradually dissolved in water, which results in the
coarse particles being further dispersed and disintegrated and the total pore volume of
the sample being increased [25]. Therefore, the creep curves of the loess specimen show
a strain-softening pattern, and the bending or lateral swelling occurred in the specimen
(see Figure 12, n = 5 and n = 10). When the number of dry-wet cycles reaches a certain
value, structural stability (micro- and macro-structure stability) within the loess soils was
achieved. Consequently, the long-term strength of loess samples tends to be stable (see
Figure 10, n = 15 and n = 20), causing the creep mechanical properties to be consistent with
each other.
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4.3. Limitations of the Experimental Test in This Study

Concerning the influence of dry-wet cycles, the experimental results herein can be used
for the determination of numerical simulation parameters and for better evaluating the long-
term stability of loess slopes. Therefore, the study would be beneficial to understanding
the time-dependence of the mechanical behaviors of loess soils as well as the long-term
stability of loess slopes, which provide the basis for understanding the mechanical behavior
of the loess under the effect of dry-wet cycles, as well as guidelines for the prevention and
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prediction of loess landslide stability. However, there are some potential limitations in this
study that could be addressed in future research. First, the loess samples were sheared
under a saturated condition with a maximum value of 20 dry-wet cycles, whereas the
triaxial creep tests were not conducted on unsaturated loess samples with a wide range
of dry-wet cycles. Therefore, the conclusions and theoretical formulas obtained in this
study have certain restrictions. Secondly, the water used in this study is distilled water,
which is unrealistic due to the fact that the water in the filed contains many mixtures due
to solute transport and other chemical effects [10,55–57]. Finally, the influence of dry-wet
cycle on loess in the field is very complicated due to the influence of rainfall, irrigation
water, evaporation, and other factors [8,9,11,12], which could not be simply simulated by
dry-wet cycles. On the other side, it is difficult to estimate the actual number of dry-wet
cycles that the loess experienced in the field. Thus, there are some difficulties in applying
the experimental results in this study to engineering practice. All limitations above would
be considered in future research.

5. Conclusions

To assist in the understanding of the time-dependent behaviors and the long-term
stability of loess slopes after dry-wet cycles, the mechanical properties of intact loess
samples were investigated through triaxial creep tests. The following conclusions can be
drawn according to the obtained experimental results:

(i) With the same number of dry-wet cycles, the strain-time curve of the loess samples
shows a similar trend, where the strain eventually reaches a certain value with an
increase of time when a small load is applied, whereas the creep curve of the stable
phase increases linearly with time when the loess specimen is subjected to a higher
loading. As the number of dry-wet cycles increases, the maximum value of the
deviatoric stress corresponding to the creep failure gradually decreases, indicating
that the deterioration of triaxial compressive strength is attributed to the dry-wet
cycles.

(ii) The long-term strength of loess samples with different dry-wet cycles was obtained
by using the Isochronous Curve Method, and the long-term strength of loess samples
and the number of dry-wet cycles showed an exponential decreasing relationship.

(iii) The creep damage mechanism of loess samples due to dry-wet cycles can be explained
as follows: the dry-wet cycle causes repeated migration and loss of soluble salts
between soil particles in the loess sample, which results in damage of the sample’s mi-
crostructure. Consequently, the development and expansion of joint fractures within
the loess samples were also aggravated. The combined effects of microstructural
damage and expansion of joint fractures causes a greater deterioration in the creep
properties of loess soils.
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Abstract: This study was conducted to identify the characteristics and mobility of debris flows and
analyze the performance of a berm as a debris flow mitigation measure. The debris flow velocity, flow
depth, Froude number, flow resistance coefficients, and mobility ratio were accordingly determined
using the results of flume tests. To analyze the influence of the berm, the results for a straight channel
test without a berm were compared with those for a single-berm channel test. The debris flow velocity
was observed to increase with increasing channel slope and decreasing volumetric concentration of
sediment, whereas the mobility ratio was observed to increase with increasing channel slope and
volumetric concentration of sediment. In addition, it was confirmed that the installation of a berm
significantly decreased the debris flow velocity and mobility ratio. This indicates that a berm is
an effective method for reducing damage to areas downstream of a debris flow by decreasing its
potential mobility. By identifying the effects of berms on debris flow characteristics according to the
channel slope and volumetric concentration of sediment, this study supports the development of
berms to serve as debris flow damage mitigation measures.

Keywords: debris flow; berm; mitigation measure; volumetric concentration

1. Introduction

The frequency of torrential rainfall has increased worldwide due to climate change
caused by global warming, in turn increasing the occurrence of forest soil sediment dis-
asters, such as landslides and debris flows [1]. Indeed, in South Korea, the occurrence of
forest soil sediment disasters has increased due to the increasing frequency of torrential
rainfall. The average annual area affected by the occurrence of forest soil sediment disasters
in Korea was 290 ha for the period from 1980 to 1999, but significantly increased to 469
ha for the period from 2000 to 2019. In particular, a large-scale debris flow occurred in
July 2011 at Mt. Woomyeon, located in an urban area, causing serious human casualties
and property damage. This incident increased public interest in debris flow safety and
expanded debris flow policy-making from mountainous areas to include urban areas as
well [2]. It is known that debris flows can be initiated by various factors such as rainfall,
snowmelt, typhoons, volcanoes, and earthquakes [3], but rainfall has been identified as the
main cause of the debris flows that have occurred in Korea [4,5].

Debris flow, a type of mass movement, is a mixture composed of water and sediments
of various particle sizes from clay to boulders. It is a dynamic phenomenon that moves
downhill under the influence of gravity and may cause human casualties and property
damage along the way [3,6–9]. Field monitoring of debris flows is difficult because they
occur irregularly and exist for only a short duration of time [7,10,11]. Furthermore, it is
difficult to accurately predict and respond to debris flows because they increase in scale
by absorbing the sediment and water along their movement paths through strong erosive
force [7,11–13]. Notably, the debris flow is distinguished from other mass movements
because it is a sediment–water mixture, and thus can transfer momentum under the
influence of grain friction, grain collision, and viscous fluid dynamics [14]. In addition,
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momentum transfer caused by collisions between grains in a debris flow leads to excess
pore water pressure, which reduces the shear resistance of the debris flow and results
in very high mobility [14]. Thus, a debris flow can produce a peak discharge dozens of
times higher than that of a flood in the same watershed [15,16], and its flow characteristics
may vary depending on the relative contents of water and sediment as well as the size
and type of particles [3]. Therefore, it is necessary to identify the flow and deposition
characteristics of debris flows and establish mitigation measures to predict and reduce the
damage they cause.

Debris flow mitigation measures can be mainly divided into structural and non-
structural measures. Structural mitigation measures directly reduce debris flow damage
using structures installed in the path of a debris flow; erosion control dams, flexible debris
flow barriers, and berms can all be considered appropriate structures for this purpose. Non-
structural mitigation measures indirectly limit debris flow damage using methods such
as debris flow forecasting and warning systems or land use regulations. Figure 1 shows
examples of real world slopes with multiple berms. This study evaluated the use of a berm,
a structural debris flow mitigation measure consisting of a small step installed on a slope
that effectively disperses rainwater, reduces the momentum of debris flows, and reduces
the riverbed erosion. Berms can be easily constructed at a low cost compared to other
debris flow mitigation measures. Therefore, several studies applying berms as a debris flow
mitigation measure have been recently conducted. VanDine [17] introduced a method of
applying berms to lateral, deflection, and terminal walls serving as open debris flow control
structures, and suggested major considerations for structural design. Prochaska et al. [18]
pointed out that existing analysis methods for debris basins and deflection berms were not
sufficient for the prediction of debris flow volume or the subsequent design of the berm
geometry, impact load, and outlet, and accordingly suggested solutions and guidelines.
Kim and Lee [19] performed numerical simulations by applying the finite difference method
based on the mass conservation and momentum conservation equations to evaluate the
behavior and mechanism of debris flow in response to the installation of berms on a slope.
Sharma et al. [20] calculated the axial force, horizontal displacement, and safety factor
using the finite element method to identify the stability of a slope according to the soil
cohesion, the angle of internal friction, and the width and height of the berm installed
upon it.
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To effectively design debris flow mitigation measures, it is necessary to first calculate
the main debris flow parameters, such as the potential debris volume, impact force, flow
velocity, peak discharge, mobility ratio, runout distance, and total travel distance [16,21]. In
particular, the flow velocity must be considered in the design of any debris flow mitigation
measure because it directly influences the impact force and deposition characteristics, and
is affected by the channel topography [3,15,22,23]. In the countries where studies on debris
flow characteristics have been actively conducted, the debris flow process and impact force
can be estimated relatively accurately [10,21,24]. Domestic studies on debris flows in South
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Korea, however, have been limited to trend analyses for simple experimental conditions.
Numerical analysis, field observations, and flume experiments have all been previously
used for research into the behavior and mechanism of debris flows. Numerical analyses pro-
vide relatively high accuracy, but it is difficult to obtain the necessary parameters through
field observations, and as such, the observational data required to verify the results of such
analyses are insufficient [2]. Thus, while field observations and numerical analyses are
suitable for developing and testing methods to predict the behavior of debris flows, flume
experiments are more suitable for conducting research on the behavior of debris flows
under controlled conditions to develop related prediction equations [8]. Indeed, flume
experiments are the only available method for identifying the flow and deposition char-
acteristics of debris flows through repeatable experiments with reproducible results [25].
For these reasons, flume experiments have been mainly used in the past to identify the
behaviors of debris flows.

In this study, flume experiments were therefore performed to analyze debris flow
characteristics and mobility ratios according to channel slope, volumetric concentration
of sediment, and presence of a berm. The flow velocity, flow depth, Froude number,
and mobility ratio of the debris flows were then calculated based on the experimental
observations. In addition, flow resistance coefficients were calculated by substituting the
observed flow velocity and flow depth into the debris flow velocity estimation equations.

2. Methods for Assessing Debris Flow Characteristics
2.1. Flow Velocity

The debris flow velocity must be considered in any debris flow risk assessment and
subsequent design of mitigation measures, because it significantly affects the impact force.
It can be directly measured through field monitoring or flume experiments, or calculated
using flow velocity estimation equations. The basic formula suggested in previous studies
for estimating the flow velocity of a debris flow is [16,26–28]:

v = Chaαb (1)

where v is the flow velocity, C is the flow resistance coefficient, h is the flow depth, α
is the channel slope, and a and b are exponential factors defined according to the flow
characteristics.

Table 1 defines Equations (2) through (6), which have been proposed by Hungr et al. [15],
Rickenmann [16,29], Takahashi [22], Koch [26], and Lo [27]. These equations have been
proposed to calculate the flow velocity for different flow types through field observations,
flume experiments, and numerical analyses based on Equation (1). In Table 1, ρ is the
mixed density of debris flow (kg·m−3), g is the gravitational acceleration (9.81 m·s−2), k is
the cross-sectional shape factor (3 for wide rectangular channels, 5 for trapezoidal channels,
and 8 for semicircular channels), µ is the apparent dynamic viscosity of the debris flow
(Pa·s), ξ is the lumped coefficient depending on the volumetric concentration of sediment
(m−1/2·s−1), n is the Manning coefficient (m−1/3·s), C1 is the Chezy coefficient (m1/2·s−1),
and C2 is the empirical coefficient proposed by Koch [26] (m0.78·s−1). In this study, the flow
resistance coefficients µ, ξ, n, C1, and C2 were calculated by substituting the experimentally
observed debris flow velocity and flow depth into Equations (2) through (6).

The various coefficients in Equations (2) through (6) are empirical constants known to
provide results that are reasonably consistent with field observations [27]. Hungr et al. [15]
suggested that Equation (2) is suitable to estimate the debris flow velocities because
a laminar flow regime is formed near the peak of debris flow surge. The variable k in
Equation (2) has a different value depending on the cross-sectional shape of the channel [16].
Rickenmann [16], and Eu et al. [2], used a value of 3 as k, which is valid for a wide
rectangular channel. This is because the debris flow depth is generally smaller than the
width. Equation (3) is based on Bagnold’s theory [30] of dilatant grain shearing in the
inertial regime. Takahashi [22] estimated the debris flow velocity based on Equation (3)
and suggested that it is suitable for stony debris flows in Japan. Equation (4) is known
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as Manning’s formula, and Mizuyama [31] proposed using it for estimating the debris
flow velocity. Equation (5) is known as Chezy’s formula, and was initially introduced
to estimate the velocity of snow avalanches; Rickenmann [29] used it to estimate the
debris flow velocity. Equation (6) was proposed by Koch [26] through numerical analyses.
Koch [26] confirmed that the Newtonian turbulent, Voellmy, and empirical models, which
have smaller exponents (a and b in Equation (1)), are closer to observed values in the field
than other models.

Table 1. Equations used to estimate the mean velocity of debris flow according to flow type.

Flow Type Equation Reference

Newtonian laminar flow v =
ρgh2α

kµ (2) [15]

Dilatant grain shearing flow v = 2
3 ξh3/2α1/2 (3) [15,22]

Newtonian turbulent flow v = 1
n h2/3α1/2 (4) [15,27]

Voellmy flow v = C1h1/2α1/2 (5) [16,26,29]
Empirical equation v = C2h0.22α0.33 (6) [26]

2.2. Froude Number

Debris flows are dominated by the influence of gravity. Therefore, similarity must be
applied using the Froude number, which represents the ratio of inertial force to gravity.
The Froude number is expressed as

Fr =
v√
gh

(7)

where Fr is the Froude number.

2.3. Mobility Ratio

The debris flow mobility ratio is a dimensionless number, generally known as the
Heim coefficient, obtained by dividing the total drop between the initial occurrence and
final deposition points of the debris flow by the total travel distance, which is defined as
the horizontal distance between the two points. This concept was introduced by Heim [32]
to analyze rock avalanches, and its applicability was expanded when Iverson [14] applied
it to the analysis of debris flows. The debris flow mobility ratio can be used to predict the
runout distance and flow velocity [33], and many studies have used this ratio because it
accurately reflects the risk and potential mobility of debris flows [8,11,14,33,34].

3. Flume Experiments
3.1. Experimental Setup

Figure 2 shows the experimental setups and main parameters of the flume experiments
performed in this study. Here, H is the total drop between the initial occurrence and final
deposition points of the debris flow, L is the total travel distance. The setup for the flume
experiments was composed of a sample box, a channel, and a deposition plane. The sample
box was 0.2 m long, 0.15 m wide, and 0.3 m high, and installed at the top of the channel.
The sediment–water mixture was supplied to the channel by manually lifting the gate of
the sample box. The channel was made of steel in consideration of the strong erosion that
accompanies debris flow, and had a length of 1.3–1.9 m, a width of 0.15 m, and a height of
0.3 m (Table 2). The channel was fabricated in separate upper and lower slope segments
so that a 0.6-m long berm could be installed between them. At the outlet of the channel, a
1.5-m long, 1.0-m wide deposition plane was installed to analyze the debris flow deposition
characteristics. The deposition plane was composed of 0.05-m grids in the longitudinal and
lateral directions.

428



Appl. Sci. 2021, 11, 2336

Table 2. Dimensions of the channels for each test type.

Test Type Length (m) Width (m) Height (m)

Straight channel test 1.3 0.15 0.3
Single-berm channel test 1.9 0.15 0.3

To observe the flow and deposition characteristics of the debris flow, cameras capable
of capturing video at 60 fps were installed at the front and on a side of the flume. The front
camera was used to measure the mean velocity of the head of the debris flow from the
top of the channel to the outlet, and the side camera was used to measure the maximum
depth of the debris flow at a point 0.1 m upstream of the channel outlet. The debris flow
mobility ratio was calculated upon the completion of sediment–water mixture deposition
by observing the total drop H and total travel distance L, as indicated in Figure 2.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 5 of 19 
 

debris flow deposition characteristics. The deposition plane was composed of 0.05-m grids 
in the longitudinal and lateral directions. 

To observe the flow and deposition characteristics of the debris flow, cameras capa-
ble of capturing video at 60 fps were installed at the front and on a side of the flume. The 
front camera was used to measure the mean velocity of the head of the debris flow from 
the top of the channel to the outlet, and the side camera was used to measure the maxi-
mum depth of the debris flow at a point 0.1 m upstream of the channel outlet. The debris 
flow mobility ratio was calculated upon the completion of sediment–water mixture dep-
osition by observing the total drop H and total travel distance L, as indicated in Figure 2. 

Table 2. Dimensions of the channels for each test type. 

Test Type Length (m) Width (m) Height (m) 
Straight channel test 1.3 0.15 0.3 

Single-berm channel test 1.9 0.15 0.3 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. Cont.

429



Appl. Sci. 2021, 11, 2336Appl. Sci. 2021, 11, x FOR PEER REVIEW 6 of 19 
 

 
(e) 

 
(f) 

Figure 2. Experimental setups for flume experiments: (a) Front image of the straight channel test; 
(b) front image of the single-berm channel test; (c) side image of the straight channel test; (d) side 
image of the single-berm channel test; (e) schematic diagram of the straight channel test; and (f) 
schematic diagram of the single-berm channel test. 

3.2. Experimental Conditions 
Debris flows are a sediment–water mixture, thus its viscosity is difficult to measure 

using only a general soil test [1]. Takahashi [9] indirectly estimated the viscosity of debris 
flows using the volumetric concentration of sediment, and confirmed that the viscosity of 
debris flows increases as the volumetric concentration of sediment increases. As the vis-
cosity of debris flows increases, the shear resistance and bed friction of the debris flows 
increase. This leads to a decrease in the momentum of the debris flows, which changes the 
debris flow characteristics. Therefore, it is necessary to compose various experimental 
conditions for the viscosity of debris flows. The volumetric concentration of sediment can 
be obtained by dividing the volume of sediment by the volume of the sediment–water 
mixture as follows: ࢂ࡯ = ࡿࢂሺࡿࢂ  ሻࢃࢂ + =  (8) ࢒ࢇ࢚࢕࢚ࢂࡿࢂ 

where CV is the volumetric concentration of sediment, VS is the volume of sediment, VW is 
the volume of water, and Vtotal is the total volume of the sediment–water mixture. 

In this study, the viscosity of the debris flow was also considered using CV. Table 3 
shows the experimental cases evaluated in this study considering the experiment type 

Figure 2. Experimental setups for flume experiments: (a) Front image of the straight channel test; (b) front image of
the single-berm channel test; (c) side image of the straight channel test; (d) side image of the single-berm channel test;
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3.2. Experimental Conditions

Debris flows are a sediment–water mixture, thus its viscosity is difficult to measure
using only a general soil test [1]. Takahashi [9] indirectly estimated the viscosity of debris
flows using the volumetric concentration of sediment, and confirmed that the viscosity
of debris flows increases as the volumetric concentration of sediment increases. As the
viscosity of debris flows increases, the shear resistance and bed friction of the debris flows
increase. This leads to a decrease in the momentum of the debris flows, which changes
the debris flow characteristics. Therefore, it is necessary to compose various experimental
conditions for the viscosity of debris flows. The volumetric concentration of sediment can
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be obtained by dividing the volume of sediment by the volume of the sediment–water
mixture as follows:

CV =
VS

(VS + VW)
=

VS
Vtotal

(8)

where CV is the volumetric concentration of sediment, VS is the volume of sediment, VW is
the volume of water, and Vtotal is the total volume of the sediment–water mixture.

In this study, the viscosity of the debris flow was also considered using CV. Table 3
shows the experimental cases evaluated in this study considering the experiment type
(straight channel test or single-berm channel test), α (10–25◦ in 5◦ increments), and CV
(0.40–0.60 in increments of 0.05). Consequently, a total of 40 experimental conditions were
evaluated in this study, each of which was repeated five times.

Table 3. Experimental conditions used in this study.

Straight Channel Test Single-Berm Channel Test

Channel Slope α (◦) 10 15 20 25 10 15 20 25

Volumetric
concentration CV

0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
0.55 0.55 0.55 0.55 0.55 0.55 0.55 0.55
0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60

3.3. Sample Properties

In this study, a sediment–water mixture was used to reproduce the conditions of
a debris flow. Table 4 shows the particle composition of the sediment as determined
through a sieve analysis, with reference to previous studies [35,36], and Figure 3 shows
the particle-size distribution curve of the sediment. The weight ratios of each particle size
range were 25% for 4.75–9.50 mm, 25% for 2.00–4.75 mm, and 50% for 2.00 mm or less. In
this study, CV was set to be 0.40–0.60, based on previous studies with similar experimental
setup scales [1,8,11,12]. Table 5 shows the weight of sediment and water required for each
experiment when CV was adjusted within the 0.40–0.60 range, where W is the weight of
the sediment-water mixture. The same volume of sediment–water mixture (4500 cm3)
was used in the straight channel test and single-berm channel test. As CV increased from
0.40 to 0.60, the density of the sediment–water mixture linearly increased from 1578 to
1867 kg·m−3 (Table 5).
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Figure 3. Grain-size distribution curve of the mixed sediment used in the debris flow.
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Table 4. Weight ratios of the sediment–water mixture by particle size.

Particle Size (mm) Weight Ratio (%)

4.750–9.500 25.00
2.000–4.750 25.00
0.850–2.000 10.67
0.425–0.850 20.63
0.250–0.425 13.57
0.150–0.250 3.63
0.075–0.150 1.00

<0.075 0.50

Table 5. Weight of debris flow samples according to volumetric concentration of sediment CV.

CV
<2 mm
(kgf)

2–4.75 mm
(kgf)

4.75–9.5
mm
(kgf)

Water
(kgf)

W
(kgf)

ρ

(kg·m−3)

0.40 2.200 1.100 1.100 2.700 7.100 1578
0.45 2.475 1.238 1.238 2.475 7.425 1650
0.50 2.750 1.375 1.375 2.250 7.750 1722
0.55 3.025 1.513 1.513 2.025 8.075 1794
0.60 3.300 1.650 1.650 1.800 8.400 1867

3.4. Experimental Method

Figures 4 and 5 shows examples and a flow chart of flume experiments performed in
this study, respectively. Experimental videos were separately presented in Videos S1 and S2.
Flume experiments were first planned by determining the setup and conditions for each
experiment, as defined in Table 3. Then, the effects of α, CV, and berm installation were
examined for each of the 40 defined test conditions in the following sequence. Sediment
and water were added to the sample box to meet the required weight and mixed well. The
gate was then rapidly removed from the sample box to supply the sediment–water mixture.
Finally, the flow velocity, flow depth, and mobility ratio of the resulting debris flow were
observed as described in Section 3.1, and the flow resistance coefficient and Froude number
were calculated accordingly.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 8 of 19 
 

Table 4. Weight ratios of the sediment–water mixture by particle size. 

Particle Size (mm) Weight Ratio (%) 
4.750–9.500 25.00 
2.000–4.750 25.00 
0.850–2.000 10.67 
0.425–0.850 20.63 
0.250–0.425 13.57 
0.150–0.250 3.63 
0.075–0.150 1.00 

<0.075 0.50 

Table 5. Weight of debris flow samples according to volumetric concentration of sediment CV. 

CV 
< 2 mm 

(kgf) 
2–4.75 mm 

(kgf) 
4.75–9.5 mm 

(kgf) 
Water (kgf) W 

(kgf) 
ρ 

(kg·m−3) 
0.40 2.200 1.100 1.100 2.700 7.100 1578 
0.45 2.475 1.238 1.238 2.475 7.425 1650 
0.50 2.750 1.375 1.375 2.250 7.750 1722 
0.55 3.025 1.513 1.513 2.025 8.075 1794 
0.60 3.300 1.650 1.650 1.800 8.400 1867 

3.4. Experimental Method 
Figures 4 and 5 shows examples and a flow chart of flume experiments performed in 

this study, respectively. Experimental videos were separately presented in Videos S1 and 
S2. Flume experiments were first planned by determining the setup and conditions for 
each experiment, as defined in Table 3. Then, the effects of α, CV, and berm installation 
were examined for each of the 40 defined test conditions in the following sequence. Sedi-
ment and water were added to the sample box to meet the required weight and mixed 
well. The gate was then rapidly removed from the sample box to supply the sediment–
water mixture. Finally, the flow velocity, flow depth, and mobility ratio of the resulting 
debris flow were observed as described in Section 3.1, and the flow resistance coefficient 
and Froude number were calculated accordingly. 

 
(a) 

 
(b) 

Figure 4. Examples of flume experiments conducted in this study: (a) Straight channel test (α was 
25° and CV was 0.50); and (b) single-berm channel test (α was 25° and CV was 0.50). 

Figure 4. Examples of flume experiments conducted in this study: (a) Straight channel test (α was
25◦ and CV was 0.50); and (b) single-berm channel test (α was 25◦ and CV was 0.50).

432



Appl. Sci. 2021, 11, 2336
Appl. Sci. 2021, 11, x FOR PEER REVIEW 9 of 19 
 

 
Figure 5. Flow chart of flume experiments. 

4. Results and Analysis 
Table 6 shows the debris flow velocity, flow depth, Froude number, total travel dis-

tance, and mobility ratio observed through the flume experiments, where N is the experi-
ment number. In the case of the straight channel test, the development of debris flow was 
insufficient to observe the flow depth when α was 10° and CV was 0.60; however, debris 
flow was sufficiently developed when α was 15° or greater. In the single-berm channel 
test, debris flow stopped in the channel when CV was 0.60, regardless of α, so these values 
are not reported in the analysis below. In addition, when α was 20° or less and CV was 
between 0.50 and 0.55, the development of debris flow was insufficient to observe the flow 
depth in some experiments. 

  

Figure 5. Flow chart of flume experiments.

4. Results and Analysis

Table 6 shows the debris flow velocity, flow depth, Froude number, total travel dis-
tance, and mobility ratio observed through the flume experiments, where N is the experi-
ment number. In the case of the straight channel test, the development of debris flow was
insufficient to observe the flow depth when α was 10◦ and CV was 0.60; however, debris
flow was sufficiently developed when α was 15◦ or greater. In the single-berm channel
test, debris flow stopped in the channel when CV was 0.60, regardless of α, so these values
are not reported in the analysis below. In addition, when α was 20◦ or less and CV was
between 0.50 and 0.55, the development of debris flow was insufficient to observe the flow
depth in some experiments.

Table 6. Observed data from flume experiments.

Test Type N α (◦) CV
v

(m·s−1) h (m) Fr H (m) L (m) H/L

Straight channel

1 10 0.40 1.826 0.0198 4.14 0.391 2.459 0.159
2 10 0.45 1.697 0.0160 4.28 0.391 2.340 0.167
3 10 0.50 1.559 0.0108 4.79 0.391 2.194 0.178
4 10 0.55 1.324 0.0058 5.55 0.391 2.105 0.186
5 10 0.60 1.169 - - 0.391 1.780 0.220
6 15 0.40 1.929 0.0184 4.54 0.507 2.630 0.193
7 15 0.45 1.811 0.0150 4.72 0.507 2.541 0.200
8 15 0.50 1.697 0.0104 5.31 0.507 2.339 0.217
9 15 0.55 1.621 0.0050 7.32 0.507 2.098 0.242

10 15 0.60 1.231 0.0038 6.38 0.507 1.763 0.288
11 20 0.40 2.265 0.0168 5.58 0.620 2.661 0.233
12 20 0.45 2.083 0.0142 5.58 0.620 2.560 0.242
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Table 6. Cont.

Test Type N α (◦) CV
v

(m·s−1) h (m) Fr H (m) L (m) H/L

13 20 0.50 1.912 0.0102 6.04 0.620 2.417 0.256
14 20 0.55 1.806 0.0048 8.32 0.620 2.176 0.285
15 20 0.60 1.629 0.0034 8.92 0.620 1.765 0.351
16 25 0.40 2.453 0.0154 6.31 0.728 2.739 0.266
17 25 0.45 2.347 0.0104 7.35 0.728 2.613 0.278
18 25 0.50 2.181 0.0094 7.18 0.728 2.429 0.300
19 25 0.55 2.070 0.0045 9.85 0.728 2.187 0.333
20 25 0.60 1.912 0.0032 10.79 0.728 1.817 0.400

Single-berm
channel

21 10 0.40 1.594 0.0125 4.55 0.391 2.907 0.134
22 10 0.45 1.383 0.0079 4.97 0.391 2.587 0.151
23 10 0.50 1.152 - - 0.391 2.349 0.166
24 10 0.55 0.870 - - 0.391 2.255 0.173
25 10 0.60 - - - - - -
26 15 0.40 1.746 0.0106 5.41 0.507 2.969 0.171
27 15 0.45 1.527 0.0078 5.52 0.507 2.791 0.182
28 15 0.50 1.435 0.0030 8.36 0.507 2.602 0.195
29 15 0.55 1.153 - - 0.507 2.252 0.225
30 15 0.60 - - - - - -
31 20 0.40 2.026 0.0104 6.34 0.620 3.089 0.201
32 20 0.45 1.855 0.0074 6.88 0.620 2.873 0.216
33 20 0.50 1.678 0.0054 7.29 0.620 2.617 0.237
34 20 0.55 1.319 - - 0.620 2.280 0.272
35 20 0.60 - - - - - -
36 25 0.40 2.375 0.0178 5.68 0.728 3.159 0.230
37 25 0.45 2.184 0.0100 6.97 0.728 2.938 0.248
38 25 0.50 1.967 0.0080 7.02 0.728 2.647 0.275
39 25 0.55 1.699 0.0030 9.90 0.728 2.380 0.306
40 25 0.60 - - - - - -

4.1. Debris Flow Characteristics
4.1.1. Flow Velocity

Figure 6 shows the flow velocities observed through the flume experiments and their
changes due to the installation of the berm. Figure 6a,b show the debris flow velocity
according to α and CV, respectively. Figure 6c,d show the percent change in debris flow
velocity according to α and CV, respectively, after the berm was installed. The experimental
results indicated that the debris flow velocity increased as α increased or CV decreased
(Figure 6a,b). In the case of the straight channel test, the incremental increase in flow
velocity with increasing α was similar for CV values less than 0.55, but increased noticeably
with α at a higher CV. The incremental decrease in flow velocity with increasing CV
was similar, regardless of α. In the case of the single-berm channel test, the incremental
increase in flow velocity with increasing α was found to be similar, regardless of CV. The
incremental decrease in flow velocity with increasing CV was similar when α was 15◦ or
greater, but increased noticeably with CV when α was less than 15◦. In addition, it was
confirmed that the installation of the berm on the slope reduced the debris flow velocity
by 3.2–34.3% (Figure 6c,d). The average decreases in debris flow velocity were found to
be 22.9%, 17.4%, 15.2%, and 9.5% for a CV of 0.40–0.55 and α of 10◦, 15◦, 20◦, and 25◦,
respectively, and 9.0%, 13.0%, 15.9%, and 27.0% for an α of 10◦–25◦ and CV of 0.40, 0.45,
0.50, and 0.55, respectively. This confirmed that the installation of the berm was more
effective in reducing the debris flow velocity at smaller α values and larger CV values.
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Figure 6. (a) Flow velocity according to α (at CV = 0.40–0.55); (b) flow velocity according to CV (at α = 10◦–25◦); (c) percent
decrease in flow velocity due to berm according to α (at CV = 0.40–0.55); (d) percent decrease in flow velocity due to berm
according to CV (at α = 10◦–25◦).

4.1.2. Flow Depth

Figure 7 shows the flow depths observed through the flume experiments and their
changes due to the installation of the berm. Figure 7a,b show the debris flow depth
according to α and CV, respectively. Figure 7c,d show the percent change in debris flow
depth according to α and CV, respectively, after the berm was installed. In the case of
the straight channel test, the debris flow depth decreased as α increased or CV increased
(Figure 7a,b). The decrease in flow depth with increasing α slowed when CV was 0.50
or greater, and the decrease in flow depth with increasing CV slowed when α was 15◦ or
greater. In the case of the single-berm channel test, the debris flow depth decreased as
CV increased (Figure 7b). The decrease in flow depth with increasing α changed when
CV was 0.50, and the flow depth suddenly increased when α was 25◦ and CV was 0.45
or less (Figure 7a). The installation of the berm was found to decrease the debris flow
depth by an average of 3.9–71.2%, even though the flow depth increased by 15.6% when α

was 25◦ and CV was 0.40 (Figure 7c,d). The average decreases in debris flow depth were
43.7%, 53.8%, 44.4%, and 1.1% for a CV of 0.40–0.50 and α values of 10◦, 15◦, 20◦, and 25◦,
respectively, and 25.4%, 37.6%, and 44.4% for an α of 10◦–25◦ and CV values of 0.40, 0.45,
and 0.50, respectively. This confirmed that the installation of the berm was more effective
in reducing the debris flow depth at larger CV values.
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Figure 7. (a) Flow depth according to α (at CV = 0.40–0.55); (b) flow depth according to CV (at α = 10◦–25◦); (c) percent
decrease in flow depth due to berm according to α (at CV = 0.40–0.50); (d) percent decrease in flow depth due to berm
according to CV (at α = 10◦–25◦).

4.1.3. Froude Number

Figure 8 shows the Froude numbers calculated through the flume experiment obser-
vations and the change in Froude number due to the installation of the berm. Figure 8a,b
show the Froude number according to α and CV, respectively. Figure 8c,d show the change
in the Froude number according to α and CV, respectively, when the berm was installed. In
the case of the straight channel test, the Froude number increased as α increased (Figure 8a).
With the berm installed, the Froude number decreased by 2.1–9.7% when α was 25◦ and
CV was 0.50 or less (Figure 8c,d); however, when α was less than 25◦, the Froude number
increased by 9.7–58.0% due to the installation of the berm (Figure 8c,d). The average
incremental increases in the Froude number were found to be 12.8%, 30.8%, and 19.5%
for a CV of 0.40–0.50 and α values of 10◦, 15◦, and 20◦, respectively, and 8.4%, 12.3%, and
25.6% for an α of 10◦–25◦ and CV values of 0.40, 0.45, and 0.50, respectively. In other words,
the average increase in the Froude number due to the installation of the berm increased as
CV increased.
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Figure 8. (a) Froude number according to α (at CV = 0.40–0.55); (b) Froude number according to CV (at α = 10◦–25◦);
(c) percent increase in Froude number due to berm according to α (at CV = 0.40–0.50); (d) percent increase in Froude number
due to berm according to CV (at α = 10◦–25◦).

4.1.4. Flow Resistance Coefficients

Table 7 shows the ranges, mean values, and standard deviations of the flow resistance
coefficients µ, ξ, n, C1, and C2 calculated using Equations (2)–(6) based on the experimental
results in this study. Figure 9 shows the experimentally obtained flow resistance coeffi-
cient values according to α and CV. The experimental results showed that α had little
influence on any flow resistance coefficients (Figure 9a,c,e,g,i), but CV clearly affected all
flow resistance coefficients except C2 (Figure 9b,d,f,h,j): As CV increased, the values of µ
and n decreased, whereas the values of ξ and C1 increased. When the berm was installed,
the values of ξ decreased by 4.3% when α was 25◦ and CV was 0.40. Except for this one
observation, each flow resistance coefficient exhibited a consistent change pattern due
to the installation of the berm. The installation of the berm decreased µ by 8.6–93.8%,
increased ξ by up to 563%, decreased n by 7.0–57.2%, increased C1 by 10.6–91.4%, and
increased C2 by 2.9–26.4%.

Table 7. Flow resistance coefficients calculated in this study.

Flow Resistance
Coefficient Range Mean Standard Deviation

µ (Pa·s) 0.006–0.243 0.089 0.075
ξ (m−1/2·s−1) 2240–30,764 9152 7514

n (m−1/3·s) 0.006–0.019 0.012 0.003
C1 (m1/2·s−1) 27.47–61.53 38.87 8.132
C2 (m0.78·s−1) 6.48–9.05 8.00 0.639
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Figure 9. (a) µ according to α (at CV = 0.40–0.55); (b) µ according to CV (at α = 10◦–25◦); (c) ξ according to α (at
CV = 0.40–0.55); (d) ξ according to CV (at α = 10◦–25◦); (e) n according to α (at CV = 0.40–0.55); (f) n according to CV

(at α = 10◦–25◦); (g) C1 according to α (at CV = 0.40–0.55); (h) C1 according to CV (at α = 10◦–25◦); (i) C2 according to α (at
CV = 0.40–0.55); (j) C2 according to CV (at α = 10◦–25◦).

4.1.5. Mobility Ratio

Figure 10 shows the debris flow mobility ratio observed through the flume experiments
and the percent decrease in mobility ratio due to the installation of the berm. Figure 10a,b
show the debris flow mobility ratio according to α and CV, respectively. Figure 10c,d show
the percent decrease in the debris flow mobility ratio according to α and CV, respectively,
when the berm was installed. The experimental results confirmed that the debris flow
mobility ratio increased as α or CV increased (Figure 10a,b). In the case of the straight
channel test, the incremental increases in the mobility ratio due to the increase in α were
similar when CV was less than 0.55, but larger when it was 0.55 or greater. The incremental
increases in mobility ratio due to the increase in CV were similar when α was 15◦ or greater,
but considerably smaller when it was less than 15◦. In the single-berm channel test, the
incremental increases in the mobility ratio due to the increase in α were similar when
CV was less than 0.55, but larger when it was 0.55 or higher. The incremental increases
in mobility ratio due to the increase in CV were similar when α was 20◦ or greater, but
relatively smaller when it was less than 20◦. In addition, the debris flow mobility ratio
was observed to decrease by 4.6–15.7% due to the installation of the berm on the slope
(Figure 10c,d). The average reductions in the debris flow mobility ratio were found to be
9.8%, 9.4%, 9.1%, and 10.2% for a CV of 0.40–0.55 and α values of 10◦, 15◦, 20◦, and 25◦,
respectively, and 13.6%, 10.0%, 8.2%, and 6.7% for an α of 10◦–25◦ and CV values of 0.40,
0.45, 0.50, and 0.55, respectively. In other words, the installation of the berm was more
effective in reducing the debris flow mobility ratio at lower CV values.
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5. Discussion

Debris flows are affected by the characteristics of the sediment–water mixture (magni-
tude, CV, and grain-size distribution) and channel shape (α, width, and curvature) [3,6,9].
In this study, various α and CV values were therefore evaluated in flume tests along with
changes in channel shape due to the installation of a berm in the middle of the channel. The
experimental results showed that the development of a flow was influenced to occur at α
of 15◦ (Table 6), which has been mentioned as the slope that causes debris flow in previous
studies [3,9]. Takahashi [9] mentioned that the debris flow pattern suddenly changes when
its CV is less than 0.55 because of active particle separation, and that a debris flow cannot
reach the outlet of its channel when the CV exceeds 0.58. In this study, the development
of the debris flow was also observed to differ around a CV of 0.55; at a CV of 0.60 in the
single-berm channel test, the debris flow stopped in the channel before reaching the outlet
(Table 6). In the straight channel test, however, it appears that α had a larger influence on
the flow. Thus, debris flow occurred when α was 15◦ or higher, even when CV exceeded
0.58.

As α increased, the debris flow velocity and mobility ratio were both observed to
increase (Figures 6a and 10a). The changes in the flow velocity and mobility ratio dif-
fered around an α of 15◦. The flow depth consistently decreased as α increased when no
berm was installed, but it suddenly increased at an α of 25◦ when the berm was installed
(Figure 7a). This appears to be because the debris flow moved along the steeply sloped
channel with considerable momentum, and then the flow suddenly changed under the
influence of the channel cross section geometry where the berm was installed. The installa-
tion of the berm caused the Froude number to increase when α was less than 25◦, but it
decreased when it was 25◦ (Figure 8c). In other words, it was confirmed that the 15◦ slope
known to cause debris flow indeed affects the debris flow velocity and mobility ratio, and
that an α of 25◦ affects the flow depth and Froude number in single-berm channel.
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As CV increased, the debris flow velocity and flow depth decreased (Figures 6b and 7b),
but the mobility ratio increased (Figure 10b). A CV of 0.50 marked important the changes
in the development of debris flow depth and Froude number, and a CV of 0.55 marked
important changes in the development of the debris flow velocity and mobility ratio. At a
CV of 0.60, the debris flow did not reach the outlet at any α when the berm was installed,
but it reached the outlet if α was 15◦ or higher when no berm was installed. Furthermore, it
was confirmed that the CV dominated the flow resistance coefficients µ, ξ, n, and C1, while
C2 was not affected by the CV, likely because it was defined using a numerical analysis,
unlike the other flow resistance coefficients, which were defined using the experimental
results. Similarly, Rickenmann [16] mentioned that C2 is appropriate for the numerical
analysis of unsteady debris flows.

The Froude numbers obtained in this study ranged from 4.14 to 10.79. This range
is similar to those reported in studies conducted using an experimental setup with a
channel length of 2 m or less [2,35]. The Froude numbers of actual debris flows have
been determined to range from 0.36 to 7.56 in previous studies [3,15,23,37–39], and the
Froude numbers of debris flows produced using flume experiments have been reported to
range from 0.6 to 12.44 [2,12,35,40–43]. Since debris flow is affected by various conditions,
the Froude number varies depending on the characteristics of the target debris flow. In
general, the Froude numbers of actual debris flows are higher than those obtained in
flume experiments. In the case of an actual debris flow, it appears that the Froude number
decreases because the flow depth increases with the large amount of sediment absorbed
into the flow by the riverbed erosion during the movement process [7,13].

In this study, the use of a berm was considered as a debris flow mitigation measure.
The installation of the berm in the channel was observed to reduce the debris flow velocity,
depth, and mobility ratio by up to 34.3%, 71.2%, and 15.7%, respectively (Figure 6c,d;
Figure 7c,d; and Figure 10c,d, respectively). This indicates that the berm effectively de-
creased the potential kinetic energy and mobility of the debris flow moving downstream
under the influence of gravity. However, it is important to note that various experimental
berm conditions were not considered in this study due to laboratory test limitations. The
effects of berms on debris flow characteristics can be more effectively identified if additional
experimental berm conditions such as the length, location, and back slope are considered.

6. Conclusions

In South Korea, where mountainous areas account for more than 63% of the land,
an increasing amount of debris flow has occurred each year due to rapidly increasing
torrential rainfall. However, related studies on debris flow and the preparation of mitigation
measures are currently insufficient. Therefore, this study was conducted using a straight
channel test (without a berm) and a single-berm channel test to determine the effects of
channel slope, volumetric concentration of sediment, and berm installation on the resulting
flow velocity, flow depth, Froude number, flow resistance coefficients, and mobility ratio.

The experimental results showed that the debris flow velocity and mobility ratio
increased, but the debris flow depth decreased as the channel slope increased. In addition,
as the volumetric concentration of sediment increased, the debris flow velocity and depth
both decreased, whereas the mobility ratio increased. When the berm was installed on the
channel slope, the debris flow velocity, depth, and mobility ratio all significantly decreased,
indicating that the installation of a berm on a slope can effectively decrease the spread
of debris flow in downstream areas. In this study, the Froude number exhibited a range
similar to those determined in previous studies at similar experimental scales.

The results of this study provide a useful understanding of the effects of channel slope
and volumetric concentration of sediment on debris flow characteristics. They also provide
details describing the effects of berm installation, which are required to design adequate
debris flow damage reduction measures. In future studies, the down-channel depositions
will be further analyzed to derive the correlation between the flow characteristics and
deposition characteristics.
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Abstract: Extreme droughts have a strong impact on agricultural production. In France, the 2003
drought generated records of yield losses at a national scale for grassland (more than 30%) and for
cereals (more than 10% for soft winter wheat and winter barley). These extreme events raise the
question of farm resilience in the future. Studying them makes it possible to adapt risk management
policy to climate change. Therefore, the objective of this paper was to analyze the frequency and the
intensity of extreme drought in 2050 and their impact on crop yield losses (grassland and cereals)
in France. We used the DOWKI (Drought and Overwhelmed Water Key Indicator) meteorological
index based on a cumulative water anomaly, which can explain droughts and their consequences on
agricultural yield losses at a departmental scale. Then, using the ARPEGE-Climat Model developed
by Meteo-France, DOWKI was projected in 2050 and grassland, soft winter wheat, and winter barley
yield losses were simulated. The results compare the frequency and intensity of extreme droughts
between the climate in 2000 and 2050. Our results show that the frequency of extreme droughts (at
least as intense as in 2003) doubled in 2050. In addition, the yield losses due to 10-year droughts
increased by 35% for grassland and by more than 70% for cereals.

Keywords: extreme droughts; climate change; modeling; crop yield losses; crop insurance

1. Introduction
1.1. Consequences of Climate Change on Agriculture

Agriculture in France represents an important economic activity (leading producer in
the European Union). In 2014, of the EUR 373 billion of gross agricultural products (GAP)
produced in the European Union, France produced EUR 67 billion, representing 18% of
the GAP [1,2]. France is the main producer of wheat and cattle in the European Union,
and these two activities cover a large part of its utilized agricultural land [3]. In 2003, a
severe drought caused a massive decrease in agricultural production and income (30%
of the production was lost [4]), despite the rise in prices that some crops experienced [5].
Grassland yields were also greatly reduced and public support (via the Calamity Fund
System) was necessary to allow farmers to get through the year, especially in the milk
production community. These elements indicate that despite technological progress, crop
production remains highly dependent on water resources and climatic conditions. In this
context, increasing our scientific knowledge of the intensity and frequency of these extreme
droughts is necessary to evaluate their impact on agricultural production.
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There is a global consensus in the scientific community that the climate will be very
different in the middle of the 21st century [6–9]. The main cause of climate change is the
increase in atmospheric concentrations of several greenhouses gases as a result of human
activity [10,11]. Several models are used in the community to study different scenarios
of climate change and its consequences on agriculture. The following studies highlight
several important points:

• Annual temperatures are expected to increase [12,13]. As a consequence, the crop-
growing period will be shorter and the grain protein concentration will decrease [14,15].
In addition, a high frequency of severe drought events during summer periods is
to be expected [7,11,16]. These events may cause crop yield reduction or stagnation
(depending on areas and species) [17,18]. Some studies show that in the Mediterranean
region, yields could greatly decrease compared to historical yield trends [2,19].

• A decrease in annual precipitation, especially in the Mediterranean region, such as the
South of France, will contribute to an increase in winter droughts [11].

• Many studies highlight that cereal crops (in particular wheat and corn, which are the
most studied crops) will experience a decrease in yield due to an increased number of
days above 30 ◦C [12,13,18,20–23].

• Other studies underline that high temperatures have direct and indirect negative
impacts on dairy production [24,25] by affecting animal health and grassland yields,
in particular.

Finally, several studies demonstrate that heat waves like the 2003 one, which particu-
larly affected crop yields, will be more frequent in the future [2,6,26–28].

Extreme drought events are difficult to study because there are by definition rare
events that occur very infrequently, so an archive of historical data may contain just a few
extreme events [29]. The IPCC defines the concept of “extreme” as “the occurrence of a
value of a weather or climate variable above (or below) a threshold value near the upper
(or lower) ends (‘tails’) of the range of observed values of the variable” [8]. Thus, the notion
of an extreme drought event is dependent on the value of the climatic index chosen to
characterize the climate. Therefore, the link between the climate index and the impact
on agriculture (yield losses) has to be explicit. However, annual yield losses are due to a
set of phenomena (diseases, climatic events, changes in cropping practices) and it is not
easy to assess the weight of one phenomenon independently. The best-known drought
indicators are:

1. Standardized Precipitation Index (SPI) developed by [30] and based on precipitation
data to determine the exact period and duration of meteorological droughts. The
values of the index are fitted to a log-logistic distribution for standardization.

2. Standardized Precipitation Evaporation Index (SPEI) developed by [31] and based on
the difference between precipitation and reference evapotranspiration (ET0).

These indicators characterize meteorological and hydrological droughts, which are not
necessarily similar to agricultural droughts. Although many indices have been developed
to analyze the evolution of droughts, the direct relation between these indices and crop yield
has not been frequently investigated. Some studies have been conducted in China, in the
United States, and in Europe comparing the SPEI, PDSI (Palmer–Drought Severity Index),
and SPI indices for the detection of agricultural droughts [32,33]. The best correlations
are obtained with SPEI. In addition, in Canada, a study was carried out to analyze the
correlation between grassland losses linked to droughts and certain agro-climatic indices
like PDSI and SPI. The results indicate that the coefficients of determination remained
very low with all indices [34]. Other drought indices have been developed for specific
territory, such as ARID to study the link between water stress and plant growth in the
United States [35]. Thus, some studies show that an index developed with the parameter of
precipitation alone, like SPI, is not sufficient to explain the variability in crop production
due to drought, particularly for extreme events like the one in 2003 [36,37], because this
drought was characterized by an increase in evapotranspiration rates [38]. At the French
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country scale, one indicator used to analyze the effect of the climate change on agriculture
is the Standardized Soil Water Index (SSWI) [39]. This indicator represents the useful
water reserve of the soil, or water availability for plants. Water deficit and temperature are
parameters commonly used to study the climate effect on agricultural crops [40,41].

1.2. Objectives of This Study

In the paper, we propose an evaluation of the frequency and intensity of extreme
droughts in current climate and future climate conditions (year 2050). Our methodology is
based on a simple drought index [42] correlated to crop yield losses that can be projected
into the future using a global climate model—for instance, the ARPEGE-Climat Model
from Meteo-France.

Based on this method, the objectives are to:

• Analyze the climate and its evolution between the years 2000 and 2050;
• Detect extreme events and analyze their frequency and intensity;
• Simulate their consequences on crop yield losses.

The model is applied to three crop categories: grasslands, soft winter wheat, and
winter barley.

This study aims to provide insight on the following issues:

1. Do the historic records contain the most extreme events and, if not, how can we
characterize them?

2. What is the probability of occurrence in the current climate conditions?
3. Will the intensity and/or frequency of these events evolve in the future?

2. Materials and Methods
2.1. Modeling Extreme Droughts and Their Consequences on Yield Losses
2.1.1. DOWKI Computation on the SAFRAN Reanalysis

We used the DOWKI, which characterizes extreme events of drought and excess water.
DOWKI is (1) simple to compute, (2) purely meteorological, and (3) independent of crop
categories. It can be compared to yield losses for several types of crops and on large areas.
DOWKI is a cumulative efficient rain anomaly, computed on a 10-day time step, between
the current year value and the historical average. It is computed for the growing period of
a given crop, and starts at 0 on 1 January. It is expressed in mm. Its equation for drought
event characterization is as follows:

ERNCi,n =
[
(Pi−1,n − PETi−1,n)−

(
Pi−1,P − PETi−1,P

)]
+
[
(Pi,n − PETi,n)−

(
Pi,P − PETi,P

)]

DOWKIdrought c, n = min ERNCi0→ij,c,n

where ERNCi,n is the cumulative rain anomaly computed in decade i for year n. P is the
precipitation and PET is the potential evapotranspiration.

(
Pi−1,P − PETi−1,P

)
represents

the average of the difference between P and PET computed for all i-1 10-day periods in
period P (historical period). DOWKI is an annual value and is computed by taking the
minimum of the values of ERNC for any 10-day period between i0 (first 10-day period) and
ij (final 10-day period).

In [42], DOWKI was computed for representative meteorological stations at the depart-
mental scale to match with available yield loss data, and we showed model uncertainties as
we simulated all the crops losses. One notable limitation is the climate measure at a single
point over the department. On the one hand, this measure is not necessarily representative
of the climate over the whole territory of the department. On the other hand, the crop
parcels were not necessarily located at the climate measuring point (meteorological station
point). In this second case precisely, this would mean that we measured the hazard but
not the agricultural risk. In this paper, we computed DOWKI on the SAFRAN-Grid—
8 km × 8 km over the French metropolitan area for two reasons:

1. To reduce the uncertainties of the model;
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2. To match with the output scale of the ARPEGE-Climat model using a quantile–quantile
downscaling method on the SAFRAN daily reanalysis data (1981–2010 for rainfall
and 1989–2018 for potential evapotranspiration).

After computing DOWKI on the SAFRAN grid, we crossed the SAFRAN reanalysis
grid with the Graphic Plot Register (GPR) shown in Figure 1. To compute an index value by
department, we calculated the DOWKI average values in each cell of the department where
the crop was present. This methodology allowed us to measure climate risk specifically
on crop production since we integrated the hazard parameter (DOWKI value) and crop
vulnerability (the DOWKI computation corresponds to on the crop vulnerability period
and the agricultural parcel location).
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2.1.2. Computing Yield Losses

We used the AGRESTE database (https://agreste.agriculture.gouv.fr, accessed date:
5 March 2019), which refers to yield by crop and department in the historical period
(1989–2018 for soft winter wheat and winter barley and 2000–2018 for grassland) with one
value by year and by crop produced and declared on a given surface. Yield losses for the
n-th year were computed by comparing the annual yield with a yield reference defined by
the Olympic average over 5 years. This methodology is used in agricultural public policies
like crop insurance [43]. The crop yield loss computation using the Olympic average is
presented here:

Yield lossc,n =
Yieldc,n − (∑n−1

n−5 yieldc −Max(∑n−1
n−5 yieldc)−Min(∑n−1

n−5 yieldc))

(∑n−1
n−5 yieldc −Max(∑n−1

n−5 yieldc)−Min(∑n−1
n−5 yieldc))

In which c is the culture and n is the year.
Figure 2 represents yield losses for soft winter wheat, winter barley, and grassland on

the French farm scale for the historical period 2000–2018. Over this period, yields were
affected by several events:

• The most significant soft winter wheat and winter barley yield losses were registered
for the 2016 excess water event (27% and 17%, respectively) and the 2003 drought (14%
and 16%, respectively).
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• The most important grassland yield losses were registered for the 2003 drought (32%)
and the 2011 drought (21%).
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Figure 2. Crop yield losses (%) for grassland, soft winter wheat, and winter barley at the national
scale computed over the historical period 2000–2018 with the AGRESTE database.

Cereals seem to be sensitive to two natural extreme hazards—excess water and
droughts—and grassland specifically to droughts. Over the historical period, there were
two extreme drought events: in 2003 and in 2011. These two years saw largescale severe
droughts, the worst droughts in 30 years. On average, these two events caused 25% crop
losses for grassland and 10% crop losses for soft winter wheat. In order to characterize the
extreme events in the future, we used these two extreme droughts as a reference.

2.1.3. Analyzing the Link between DOWKI and Yield Losses

DOWKI values and yield losses were computed for each department over the historical
period 2000–2018. This calibration matrix of 1800 values was used to study the statistical
relationships between the index value and the yield losses.

The index values were classified using 50 mm steps. For each class we calculated the
number of yield loss values exceeding 0% and the average yield loss value.

The parameters of the model were:

• The period over which the annual value of the index was computed. This period
corresponded to the vulnerability period of the crop and was different for each crop;

• The extreme event threshold at the departmental scale;
• The minimum cultivation area to be taken into account to rule out small areas in which

yields are very volatile.

These parameters were optimized using an experimental design, which consisted of
computing a high number of calibration processes with different values for each parameter.
The size of the experimental design was (pn), with p being the number of parameters (here,
p = 4) and n being the number of values for each parameters (here, n = 10). In our case
study, the number of calibration processes was pn = 10,000. The experimental design was
evaluated by analyzing the following parameters:

• Average error at the national scale over the entire historical period;
• Average error at the departmental scale over the entire historical period.

This experimental design allowed us to select the best parameters by minimizing
both errors. The best parameters are presented in Table 1. A specific experimental design
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with the same 4 parameters was run for each crop studied. Thus, a selection of the best
parameters for grassland, soft winter wheat, and winter barley was made. The following
table gives these parameter values.

Table 1. Best parameters used for the calibration of the model by crop.

Parameters Annual Index Period Computation Extreme Event Threshold Minimum Cultivation Area

Grassland 3rd 10 days in April–2nd 10 days
in September −200 mm 2 × 104

Winter barley 3rd 10 days in April–1st 10 days
in August −200 mm 2 × 104

Soft winter wheat
North of France

3rd 10 days in April–1st 10 days
in August −200 mm 9 × 104

Soft winter wheat
South of France

3rd 10 days in April–1st 10 days
in August −200 mm 1.1 × 104

For soft winter wheat, two climatic regions were defined—the North and South of
France—to improve the calibration results.

2.2. Modelling Climate Scenarios with ARPEGE-Climat
2.2.1. General Methodology

Unlike most climatic projections, here the ARPEGE-Climat was not used to simulate a
continuous period between 2000 and 2050 but to simulate a 400-year-long time series with
year 2000 climate forcing and with year 2050 climate forcing under an RCP 8.5 scenario.
The objective was to collect a large panel of possible meteorological situations, but not ones
that necessarily occurred, for these two target years. These 400 years had to be interpreted
as possible realizations of a given targeted year. With 400 possible realizations for the year
2000 and the year 2050, we had at our disposal a large series of data. Then, it was possible
to analyze extreme events and to estimate probabilities of occurrence.

Meteorological data such as precipitations and potential evapotranspiration were the
outputs of this model for the climate in 2000 and the climate in 2050. The results were
analyzed on an 8 km × 8 km grid for the whole French territory.

2.2.2. Targeting the Year 2050

The year 2050 was chosen for this study as the target year for our climatic projections.
This mid-term target year, 30 years in the future, will allow us to analyze the consequences
of climate change on crop production and support public policy decisions. Under the
financial context, insurers are able to make projections of their market in 2050. The target
year 2100—widely used by climatologists to study the impact of climate change—is too
far in the future to make serious hypotheses on the evolution of agriculture, landscapes,
economy, and risk management policies.

2.2.3. Choice of RCP 8.5

The Representative Concentration Pathway 8.5 scenario (RCP 8.5) is characterized by
increasing greenhouse gas concentration levels (>1370 eq-CO2 in 2100). This scenario is the
most extreme and corresponds to a radiative forcing of +5 W/m2 in 2050 (only +4 W/m2

for RCP 4.5) [7]. The RCP 8.5 scenario represents a “pessimistic” or “conservative” vision
of what the climate could be like in 2050. In this scenario, the energy demand is high, with
the highest greenhouse gas emissions, corresponding to a high population and modest
technological improvements. In France, RCP 8.5 corresponded to a temperature increase of
2.2 ◦C in 2050 compared to the 1976–2005 period, and a temperature increase of 1.7 ◦C for
RCP 4.5 in 2050 [44,45]. According to the IPCC, RCP 8.5 corresponds today to historical
paths since 1992.
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2.2.4. ARPEGE-Climat Model Description and Parameterization

The numerical model ARPEGE is a global and spectral general circulation model de-
veloped for an “operational numerical weather forecast” by Meteo-France in collaboration
with the ECMWF (European Centre for Medium-Range Weather Forecasts). ARPEGE-
Climat became the atmospheric part of the CNRM earth-modelling system, which couples
different components of the climate system (atmosphere, ocean, land surface, sea ice).
The ARPEGE grid can be tilted and stretched by changing the position of the pole and
by increasing the horizontal resolution over an area of interest. This zoom ability allows
regional climate to be studied with ARPEGE-Climat.

In our case, ARPEGE-Climat had the pole in Germany (9.97◦ E, 50.00◦ N). The spatial
resolution over Europe was about 20 km. The time step of the model was 600 s (10 min).

The exchanges between atmosphere and soil were taken into account by the spe-
cific SVAT (Soil Vegetation Atmosphere Transfer) module SURFEX (V7) implemented
in ARPEGE-Climat.

The climate forcing allowed the climate to be kept stationary using fixed parameters:

• Fixed greenhouse gases concentrations accorded with the choice of Representative
Concentration Pathway (RCP) for the fixed year (here, 2000 or 2050);

• Stationary sea-surface temperature series (adapted to each RCP with a quantile map-
ping method);

• Fixed stratospheric ozone concentrations;
• Fixed aerosol concentrations.

2.2.5. Model Outputs

The archive held model outputs over Europe and North Africa at stretched and tilted
grid points in ARPEGE at an hourly step time for 36 near-surface parameters and at a
3-hour time step for 5 altitude parameters at 9 different levels. Then, data were generally
interpolated on user-specific grids.

2.2.6. Downscaling and Post-Processing

We needed precipitation and potential evapotranspiration for metropolitan France.
Precipitation could be directly extracted and interpolated on the 8 km × 8 km SAFRAN
grid. Potential evapotranspiration was computed at a daily step time according to the
Penman–Monteith formula, with 2 m temperature, sea level pressure, 2 m specific humidity,
10 m wind speed, surface downwards global short-wave radiation, and surface long-
wave radiation. These parameters were retrieved and interpolated on the 8 km × 8 km
SAFRAN grid.

The imperfections of the models induced biases in the outputs and downscaling, and
interpolation is not a perfect method. Therefore, we removed the biases with 30 years of
the climatic reference database SAFRAN (SIM2 reanalysis).

The precipitation and the parameters used to compute the potential evapotranspiration
were generally corrected with the quantile mapping method. A specific method was
developed at Meteo-France for global radiation. Last, potential evapotranspiration was
corrected with the quantile-mapping method.

2.3. Uncertainty Analysis

The simulation results using a model chain like ours carried important uncertainties
that needed to be evaluated and taken into account in the confidence interval of the results.
Different uncertainties were contained in our model chain: climatic model uncertainties,
index uncertainties, and damage model uncertainties.

As seen in its definition above, the DOWKI index computation is deterministic with
no addition of uncertainties between the input data (P and PET) and index value. The
hazard uncertainties were thus contained in the values of P and PET provided by the
ARPEGE-Climat values and the downscaling process. To evaluate these uncertainties
contained in the input data, we relied on two hypotheses:
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• The simulation of 400 repeats of the same target year (years 2000 and 2050) will include
a large part of the climatic uncertainty;

• The comparison between the target year 2000 produced by ARPEGE-Climat and the
historical reanalysis of SAFRAN in the 2000–2018 period will complete this analysis.

The most important uncertainty lay in the crop yield loss simulations using DOWKI
values and the damage model. As seen during the calibration process, false positives and
false negatives induced model errors. We decided to take this uncertainty into account
in the confidence interval by simulating each climate year in the ARPEGE-Climat model
100 times: For each of the 100 repeats of the same year, a yield loss value was randomly
chosen within the index class at the department scale. This method allowed the confidence
interval (for example, quantiles 10 and 90) to be estimated for each year and department.

3. Results
3.1. Historical Reanalysis

The relationship between the DOWKI values and yield losses for grassland is illus-
trated in Figure 3. The damage model is the statistical relation between climatic index and
yield losses at the department scale. It is a combination of two predictive models:

• Prediction of the occurrence of a claim, i.e., yield loss exceeding 5% at the department scale;
• Prediction of the yield loss value at the department scale.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 9 of 20 
 

 
Figure 3. Damage function for grassland yield loss simulations: frequency of claims, percentiles 10 
and 90, and average of yield losses according to the DOWKI values. 

When a DOWKI value exceeded −475 mm, the departmental yield loss was equal to 
42% with a probability of occurrence close to 90%. For DOWKI values close to zero, the 
probability of claims was significantly lower (~30%), as was the yield loss value (10%).  

The calibration generated false positives and false negatives not explained by our 
index. False positives are departments where the index indicated, for a given year, an in-
tense drought but without consistent yield loss. A false negative, on the contrary, is a case 
where high yield loss could not be explained by the index value. Several hypotheses were 
formulated to explain these errors (Table 2).  

Table 2. False positives and false negatives. 

False Positives False Negatives 
Adaptation of agricultural practices: modi-
fying the sowing period or harvest period, 

choice of varieties 
Development and propagation of disease 

Protection measures (irrigation) 
Combination of several climatic events, in-

cluding droughts 

To validate our damage model, back testing was performed by comparing, at the 
national scale, the observed yield losses and the simulated yield losses (Figure 4). 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

–475 –350 –300 –250 –200 –150 –100 –50

Fr
eq

ue
nc

y 
of

 c
la

im
s (

%
)

G
ra

ss
la

nd
 a

ve
ra

ge
 y

ie
ld

 lo
ss

es
(%

)

DOWKI class values (mm)

Grassland average yield losses at national scale (%) Frequency of claims (%)

Figure 3. Damage function for grassland yield loss simulations: frequency of claims, percentiles 10
and 90, and average of yield losses according to the DOWKI values.

When a DOWKI value exceeded −475 mm, the departmental yield loss was equal to
42% with a probability of occurrence close to 90%. For DOWKI values close to zero, the
probability of claims was significantly lower (~30%), as was the yield loss value (10%).

The calibration generated false positives and false negatives not explained by our
index. False positives are departments where the index indicated, for a given year, an
intense drought but without consistent yield loss. A false negative, on the contrary, is a
case where high yield loss could not be explained by the index value. Several hypotheses
were formulated to explain these errors (Table 2).
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Table 2. False positives and false negatives.

False Positives False Negatives

Adaptation of agricultural practices: modifying
the sowing period or harvest period, choice

of varieties
Development and propagation of disease

Protection measures (irrigation) Combination of several climatic events,
including droughts

To validate our damage model, back testing was performed by comparing, at the
national scale, the observed yield losses and the simulated yield losses (Figure 4).
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Figure 4. Average grassland yield losses at the national scale (%) computed in the AGRESTE database
and simulated by the model with DOWKI values.

The back-testing relative error at the national scale was 5.5% for grasslands (14.6% for
soft winter wheat and 20.4% for winter barley). The 2011 and 2003 intense droughts were
explained by the model with an underestimation of 24% (2003) and overestimation of 2%
(2011), but the highest simulated yield losses remained, as expected. The lowest yield losses
at the national scale (years 2000, 2001, 2002, and 2008) were overestimated by the model,
but the simulated yield losses were still the lowest in the distribution. The two droughts
in 2003 and 2011 were characterized by a lack of precipitation and an augmentation of
evapotranspiration rates. In addition, for the 2003 drought, record extreme temperatures
were experienced during the summer. The main difference between these two droughts
is that they did not begin at the same period of the year. The 2011 drought was a spring
drought and the extreme values of DOWKI were computed in June. For the 2003 drought,
extreme values of DOWKI were computed in August. The DOWKI values were more
extreme for grassland than for cereals because the drought lasted all of August and the
vulnerability period of cereals is shorter.

The most difficult issue with these model results is the case of the drought in 2018:
High yield losses due to an extreme drought that occurred in the northeast region of France
were not detected by our model. This was due to multiannual drought cycles. The DOWKI
index value was initialized at 0 on 1 January of each simulated year, whereas in 2017, the
soils were abnormally dry in December.

As shown in Figure 4, the back testing of the model showed its capacity to simulate
extreme drought events and predict the national yield loss.

452



Appl. Sci. 2022, 12, 2481

3.2. Agro-Climatic Model Results in 2000 and 2050
3.2.1. Comparison of DOWKI Distributions between 2000 and 2050

Using ARPEGE-Climat, two event sets of 400 years (2000 climate and 2050 climate)
were computed. The first issue was to determine whether these distributions were signifi-
cantly different. The numerous repeats in each target year allowed us to use a statistical
test to answer this first question.

We compared the distributions of the annual average national scale DOWKI values
with a Wilcoxon–Mann–Whitney non-parametric test commonly used to compare medians
of two samples that do not follow a Gaussian distribution. The test rejected the null
hypothesis that the two distributions were samples from continuous distributions with
equal medians. The p-value was equal to 0.027.

3.2.2. National Analysis

In this first approach, we analyzed the frequency of extreme droughts with an intensity
equal or superior to 2003 and 2011 at the national scale. In the current climate distribution,
29 drought events were identified. A quick estimation of the return period of these extreme
droughts in current climate was 13 years. This first result is consistent with the 30 years of
available historical data (1989–2018), with two extreme droughts (2003 and 2011), giving an
empirical return period of 15 years. In the 2050 scenario, 57 extreme drought events were
identified with a return period of seven years.

On average, these droughts affected 81.7% of utilized agricultural land (UAL) in 2000
and 86.1% in 2050. All these events were systemic, with a minimum of 61.8% (2000 climate)
and 52.7% (2050 climate) of UAL affected by drought.

The annual DOWKI value at the national scale decreased by 40% (DOWKI was equal
to −78 mm for the climate in 2000 and −110 mm for the climate in 2050) when comparing
the 2000 and 2050 distributions.

At the national scale, the effect of climate change on the frequency of extreme droughts,
considering 2003 as the reference, will increase significantly (+100%) between 2020 and
2050, according to the ARPEGE-Climat simulations. These events will remain systemic in
the climate in 2050, with at least 50% of the UAL affected by drought.

Beyond the average, Figure 5 illustrates the yield losses (%) at the national scale for
soft winter wheat (a), winter barley (b), and grassland (c) with respect to their return period
in the current climate and in 2050.

A lot of information can be extracted from Figure 5. When integrating the model
uncertainties (percentile 10–90), the empirical cumulative distribution functions (ECDF
curves) between the 2000 climate and the 2050 climate did not overlap over 10 years,
showing a significant increase in yield losses between 2000 and 2050 for all return periods.

First, the annual average loss will increase in 2050 by:

- 40% for grasslands;
- 47% for winter barley;
- 45% for soft winter wheat.

The yield losses due to 10-year droughts will increase by:

- 35% for grassland;
- 75% for soft winter wheat;
- 79% for winter barley (Table 3).

The results show a more important yield loss increase for cereals than grassland
(Table 3) due to 10-year droughts. The whole of France would be impacted by a significant
increase in risk in 2050, but the evolution would be even more significant in the northern
half of France, where straw cereals are cultivated. Indeed, we analyzed the DOWKI values
of 10-year droughts between the 2000 climate and the 2050 climate: A critical increase in
the water balance anomaly (30–50%) was registered in the North of France, particularly
where cereals are cultivated [46]. In the South of France, for 10-year droughts an increase in
the water balance anomaly of 10–30% was recorded [46].
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Table 3. Average yield losses at the national scale for soft winter wheat, winter barley, and grassland
for 10-year droughts for the climate in 2000 and the climate in 2050.

10-Year Droughts
Average Yield Losses at the

National Scale—Climate
in 2000

Average Yield Losses at the
National Scale—Climate

in 2050

Soft winter wheat 4.2% 7.4%
Winter barley 5.3% 9.5%

Grassland 18.5% 25.0%

The return period of the highest losses (50-year return period at current climate) will
become every 19.6 years for grasslands and winter barley and every 26.1 years for soft
winter wheat.

In terms of output and income losses, these droughts will affect the agricultural
economy with a loss of:

- 4.5 million metric tons and a deficit of EUR 745 million (with an average price of EUR
168/T) for soft winter wheat;

- 1 million metric tons and a deficit of EUR 163 million (with an average price of EUR
164/T) for winter barley;

- 8.8 million metric tons of dry matter and an indirect deficit of EUR 1.3 billion (with an
average price estimated at EUR 150/T of dry matter).

3.2.3. Regional Analysis

Were the evolutions highlighted at the national scale consistent with a geographical
study at the departmental scale?

We analyzed the intensity and frequency of extreme droughts at the local level using
DOWKI values computed at an 8 km × 8 km scale and crop yield losses simulated at the
departmental level.
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The results presented in Figure 6a illustrate that the increase in the water deficit will be
more significant on average in the South of France (southwest and Mediterranean region).
Overall, we observed a worsening water deficit of 30% to 50% throughout France and
above 50% in the south.
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Brittany, Normandy, and the coastal northern regions showed the lowest evolution of
drought index (<30%). In these areas, yield losses for grassland will increase by 30 to 50%
on average.

The translation of the DOWKI values in terms of yield losses showed the following
results: the northeastern and southeastern parts of France will incur high yield loss increases
for straw cereals. Depending on the department, Figure 6b,c shows that the yield losses
will increase by 30% to 100% in 2050 for straw cereals. For grasslands, the whole of France
will be affected by a significant increase in yield losses of between 30% and 75%.
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4. Discussion
4.1. Comparison of the Results with Others Studies

This study shows that significant droughts from the recent past generated high yield
losses at the national scale with a systemic impact on the French territory. More extreme
events were computed under the current climate in terms of hazard and yield losses. Their
probability of occurrence was estimated by our model to be 13 years. Our results show
that the frequency of these extreme events will increase in the future to a return period of
seven years.

These results are consistent with the ClimSec project [39]; with the study of IPCC [7,44],
which focuses on extreme events; and with other European studies using EUROCORDEX
models [47–50]. Climatic projections indicate that droughts will have a severity never
before registered in terms of spatial extension and intensity. Other studies point out that the
frequency of extreme drought events will strongly increase in the future, leading to a crop
yield decrease, including grasslands under the RCP 8.5 scenario in all French territory [26].
In addition, studies focusing on specific countries and analyzing the evolution of droughts
using climatic indices show an increase in severe drought in Greece [51], and a decrease in
wheat yield due to drought severity [52] and an increase in drought frequency and severity
in Spain [53], as well as in others areas like in China [54,55] and the United States [56].

Many studies show that the Mediterranean region appears to be very exposed to
droughts in the future [57,58]). Indeed, the different models used at the regional scale
(RCM models) to measure the impact of climate change on drought events agree that
the droughts will be more intense in southern Europe, especially in the Mediterranean
region [7,57,59]. Extreme heat wave studies show that the Mediterranean region will
therefore probably record a cumulative water deficit anomaly, but this is, however, more
widely throughout France, where the evolution between the climate in 2000 and in 2050
will be the most marked [60–63].

These extreme events are the most worrying for the sustainability of agricultural
production systems because they generate very significant losses at the country level,
affecting food security. For example, the extreme drought in 2011 was responsible for losses
of more than USD 1 billion for animal production in United States [64]. In the European
Union, losses due to the 2003 drought are estimated at EUR 13 billion, including EUR
4 billion for France [65]. Nowadays it is well documented that in many rural areas, small
farms do not have the financial capacity to cope with systemic climate shocks [66]. In the
future, climate change will increase extreme drought frequency [8,67], which raises the
question of the resilience of farm income. The improvement of risk knowledge supports
the assessment of the risk management systems currently in place and their sustainability
in the context of climate change.

4.2. Limits of This Study

The first limit to this work is the use of a single climate model. It was important for the
authors to question the reliability of this climate model. The specificity of our approach was
to simulate 400 years of steady-state climate under the conditions of the years 2000 and 2050.
Was the variability of other CORDEX-Drias models contained in these 2 × 400 years event
sets? CORDEX-Drias simulations between 1985 and 2005 (current climate) and 2040–2060
(climate in 2050) for six different models were compared with ARPEGE-Climat. It appears
that the current climate, future climate, and evolution ratio of the six models at the French
scale were included in ARPEGE-Climat 400-year outputs, as shown in Figures A1 and A2
in Appendix A. After this validation was complete, it was obvious that obtaining extreme
event values was tougher when mixing a short-scale event set from six different models
than with the use of ARPEGE-Climat model. This study highlights the relevance of using
large-scale event sets to represent the variability of climate, especially for extreme values.

Another limitation is the computation of crop yield losses using the Olympic average.
This method allowed us to integrate a certain variability of yields over time. However,
the crop yield loss computed was annual and was a sum of different factors, and this
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explains, in part, the errors in the model. Moreover, crop yields are not stable over time
and many authors have shown that the cereal yield in France increased until 1996 and then
stagnated or decreased [68,69]. However, the results contrast depending on geographical
locations. Many studies have been done to eliminate bias introduced by non-climatic
factors in the computation of yield losses [70,71], and it would be interesting to apply this
kind of methodology. However, other factors may arise the same year, such as several
climatic events. This was the case in 2003. A significant frost occurred in the central region
of France, which contains 20% of the cultivated area for soft winter wheat [72]. The effects
of frost accumulated with those of drought, which partly explains the significant crop losses
and our difficulty in simulating it using a drought index.

Finally, this study was conducted with other elements being equal by definition. It did
not take into account agricultural adaptation to climate change. The cultivated area for each
crop modeled was the same in 2050. Our methodology was to project yield losses based
on the relation between index values and historical yield losses. Therefore, cultivation of
resistant varieties to extreme drought were not included in these results.

5. Conclusions

This paper analyzed the intensity and frequency of extreme agricultural droughts in
2050. For this purpose, the analysis focused on three crops: soft winter wheat, winter barley,
and grassland. A new meteorological index was developed, which represents a cumulative
water anomaly and is correlated to the yield losses. The model created simulated the crop
yield losses at the departmental scale from the index values. Then, the index was projected
in 2050 using the ARPEGE-Climat model from Meteo-France. The results compared the
intensity and frequency of extreme droughts between the climate in 2000 and the climate in
2050 and show that the yield losses due to 10-year drought increased by 35% for grassland
and by more than 70% for cereals.

Within the frameworks of both (1) the new CAP program (2023–2027) and (2) the
French risk management scheme reform, these numbers are useful to alert and inform
political stakeholders to the consequences of climate change, at the national and regional
scale, on grassland and cereals. Our results show that to calibrate a risk management
scheme and to be able to estimate the national farm exposure in the mid-term, the evolution
of climatic extremes has to be taken into account. Insurers, reinsurers, public funds, and
farmers (individually and globally) are exposed at different levels to the increase in climatic
events in the next 30 years.

Insurance and reinsurance solvability is linked to the capacity to face extreme losses
and, by definition, to the capacity to model the frequency/intensity curve. Nevertheless,
as shown in this paper, this frequency/intensity curve cannot be considered stationary
over the next 30 years. Under this condition, pricing treaties to allow loss balance in the
mid-term have to integrate a mix between current and future losses.

The next step will be to integrate risk management scenarios in our model and to esti-
mate the losses for the different stakeholders. A public–private partnership is a promising
route to face systemic extreme events when insurance mutualization is to be reconsid-
ered. Today, in France, the crop insurance diffusion rate is 30% for cereals and less than
2% for grasslands [73]. In this respect, after the occurrence of an extreme event at the
national scale, the State must intervene to support farmers’ resiliency. A significant in-
crease in the diffusion rates is one way to achieve sustainable agriculture in the context of
increasing risks.

Agriculture has always been able to adapt to the changing climate. However, consider-
ing pessimistic scenarios like RCP 8.5 and the fast increase in extreme droughts, risk manage-
ment policies must support national agricultural production during the adaptation period.
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Appendix A

Using a single climatic model can generate bias in the results. This section presents
the multi-model study. To analyze it with an objective approach, the data from five climatic
models were downloaded (IPSL-CM5A, CNRM-CERFACS-ALADIN, NCC, MPI, MOHC-
HadGEM2) using:

• The years 1985–2005 for the current climate;
• The years 2040–2060 for the future climate according to RCP 8.5.

The parameters we analyzed were the annual average DOWKI values for the French
territory and the evolution of the annual average between 2000 and 2050 for each model.

To compare the DRIAS models with ARPEGE on the same basis, we randomly chose
a set of 20 years in the current climate and 20 years in the future climate 100 times in the
ARPEGE event set.

The distribution of the 100 values for ARPEGE for the annual average values and the
evolution of the annual average values were compared. As shown in Figures A1 and A2
below, we can see that the 400 years of ARPEGE simulations contained the annual average
values of the five models and their evolution.
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Figure A1. Distribution of the 100 average annual DOWKI values from ARPEGE in black. The limits
of the box plot represent percentiles 10–90 and the error bars represent percentiles 5–95. The average
is also represented by a bar in the boxplot. The average annual DOWKI values computed in 5 models
are represented in color. The two distributions are computed for the climate in 2000 and the climate
in 2050.
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Figure A2. Distribution of the evolution between the climate in 2000 and the climate in 2050 of the
annual average values of DOWKI from ARPEGE-Climat in black. The limits of the boxplot represent
percentiles 10–90 and the error bars represent percentiles 5–95. The average of the 100 values is also
represented by a bar in the boxplot. The evolution of the average annual DOWKI values between the
climate in 2000 and the climate in 2050 computed in 5 other climate models are represented in color.

We can thus consider that ARPEGE, with a long-range simulation of 400 years, takes
into account more uncertainties than the five DRIAS models.
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Abstract: Wildfires generating damage to assets are extremely rare in France. The peril is not covered
by the French natural catastrophes insurance scheme (law of 13 July 1982). In the context of the
changing climate, Caisse Centrale de Réassurance—the French state-owned reinsurance company
involved in the Nat Cat insurance scheme—decided to develop its knowledge on the national
exposure of France to wildfire risks. Current and future forest fires events have to be anticipated
in case one of the events threatens buildings. The present work introduces the development of
a catastrophe loss risk model (Cat model) for forest fires for the French metropolitan area. Cat
models are the tools used by the (re)insurance sector to assess their portfolios’ exposure to natural
disasters. The open-source national Promethée database focusing on the South of France for the
period 1973–2019 was used as training data for the development of the hazard unit using machine
learning-based methods. As a result, we observed an extension of the exposure to wildfire in
northern areas, namely Landes, Pays-de-la-Loire, and Bretagne, under the RCP 4.5 scenario. The
work highlighted the need to understand the multi-peril exposure of the French country and the
related economic damage. This is the first study of this kind performed by a reinsurance company in
collaboration with a scholarly institute, in this case EURIA Brest.

Keywords: forest fires; Cat model; climate change; disaster risk; machine learning; R programming language

1. Introduction

In the world, large forest fire events are generating significant damage to natural
ecosystems, human lives, and critical infrastructures [1]. In the last few years, large
events occurred especially in the United States and in Australia [2]. In 2017 and 2018, in
California, wildfire events were estimated, respectively, to have caused $12 bn in damages
for the Tubbs Fire and the CampFire. It has been estimated that wildfire caused $150 bn
damage globally, with $27.7 bn for direct losses to buildings and houses, or 20% of the
total [3–5]. Between 2011 and 2020, the average annual loss for the USA was $4.7 bn for
forest fires [3]. More recently, we had in mind last year’s Black Summer in Australia,
with the sad images of koalas and kangaroos burnt by the flames; in addition to the
10,000 people displaced, 25 people died, 5.5 million ha were destroyed, and 2448 homes
were destroyed [6]. Those wildfires generated colossal economic losses. Periods of long
and intense droughts elevated fire risk prediction, which is especially the case in Canada
and the Western USA [7]. Nowadays, in early July 2021, the world watches, helplessly, the
heat wave hitting Lytton (Canada), which recorded temperatures of 49.6 ◦C, with flames
destroying the city [8], as well as the large events in Greece and Turkey due to the greatest
heat wave in thirty four years [9].

Modelling wildfire is a complex task, as several parameters have to be defined (fire
propagation, fuel, wind speed, terrain type, smoke, prevention actions and building sus-
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ceptibility). This leads to the development of detailed models to assess the fire propaga-
tion, ignition and dynamic, as exemplified by the well-known models of the literature
(FlamMap, FSPro, FARSITe, FIRETACTIC, FEPS, HYPSLIT, PHOENIX, and Minimum
Travel Time) [1,4,10–14]. The insurance sector also developed models at the asset level,
modelling the roofs, walls, and windows which were the most susceptible to burning with
destruction functions [3,11,15–17]. In comparison to the US or Australia, southern Europe
records less burnt surface, such as the 7.4 million ha burnt between 2000 and 2018 [18].
For France, from 1982 to 2017, 12 events were recorded for a total of 350,000 ha burnt
in the Mediterranean area (EM-DAT data 2021, https://public.emdat.be/, (accessed on
2 August 2021)). Then, comparing these elements to the Promethée database (Promethée
data, https://www.promethee.com/, (accessed on 12 October 2020)), France records an
accumulation of small events (approximately 2000 events per year) with small-to-medium
surfaces, with strong spatial and temporal fluctuations (approximately 7.3 ha burnt per
year). At the end of August 2021, the South of France recorded a large wildfire event
of 8100 ha in the natural park Plaine des Maures. The event was extreme in terms of
its propagation speed of up to 8 km/h, destroying a dozen houses in Val de Gilly Gri-
maud. It is the worst wildfire event occurring in France since 2–3 September 2003, when
flames destroyed—in the same location—20,000 ha of forest, with three lives lost. It was
demonstrated that the 1994 fire protection was successful [19]. On the contrary, for other
countries, as explained by [20], there is a lack of international coordinated safety procedure
for wildfires.

Nevertheless, considering climate change, it is important to anticipate the future
exposure. Indeed, France is the fourth European country in terms of forest cover, with
17 million ha of forest, which means an increase of exposure in the next few years. Climate
change affects the frequency of wildfires due to anomalous maximum temperatures, lower
humidity, higher maximum wind speed, and fewer rainy days [5,21–23]. A study projected
the fire danger due to climate change in Southern France [24]. In 2019, a lot of kermes oak
trees died due to the heatwave, as the lethal temperature was reached with temperatures
of more than 60 ◦C measured (French Ministry of Ecology, 2021, https://www.ecologie.
gouv.fr/prevention-des-feux-foret, (accessed on 7 September 2021)). There is a clear need
to develop a model to identify the exposed areas, and to protect them from significant
losses (to the ecosystem and to the economy). Then, taking into account those elements,
CCR experts in natural disaster modelling covered by the Nat Cat scheme raised interest in
forest fires. In collaboration with EURIA Brest, we developed a Cat model from scratch
within seven months, from data collection and hazard modelling through machine learning
to exposure and damage estimates. A Cat model is the tool of the (re)insurance sector
to estimate the consequences of natural disasters on their portfolios. It is composed of
three submodules: hazard, vulnerability and damage units (Figure 1). We aimed to test
the ability of machine learning-based methods to model the fire hazard, namely burnt
surface and occurrence [25]. The hazards themselves, such as fire smoke and earth imagery,
were not the target of this study. The outputs of the hazard and vulnerability units are
combined into the damage unit in order to provide estimates of the amount of loss due to
the natural events. A special interest was taken in the wildland–urban interface in order
to consider the increasing number of houses in the French littoral at-risk areas [26]. Due
to data availability, the RCP 4.5 IPCC scenario was used [27]. The model was developed
using the R programming language. We combined meteorological data from spatially
synchronized Safran daily weather data, building location BD TOPO IGN®, and insured
values at the department scale.
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of France. The aim is to estimate whether the probability of fire occurrence and burnt sur-
face per DFCI (DFCI, https://www.geonov.fr/smartdata/carroyage/, (accessed on 12th Oc-
tober 2020)) mesh according to the Safran data meteorological conditions of the mesh. This 
study was designed to demonstrate learning for residential exposure. 

The paper is structured as follows. Section 2 relates the data collection process and 
the implemented machine learning methods for Cat model development. Section 3 pre-
sents the results of the Cat models from current to future exposure with potential losses. 
The paper ends with the discussions and conclusion. 

 
Figure 1. Cat model structure used by the (re)insurance sector to estimate the amount of loss due to 
natural disasters, in this case wildfire events. For the study, machine learning-based methods were 
integrated into the model, namely into the hazard unit. The latest was based on the use of machine-
learning methods to define the number of fire events and the burnt surface. Once the best model for 
each of the variables was defined, the outputs were combined with the damage unit. The vulnera-
bility unit gathers all of the information about the insured portfolios with building locations and 
insured values. Then, the damage unit (risk assessment), allows the loss estimation for a wildfire 
event. 

2. Materials and Methods 
2.1. Fire and Meteorological Data as the Input Data for a Machine Learning-Based Hazard Unit 

The historical patterns of wildfires in Southern France were based on the Promethée 
dataset from 1973 to 2019. The database contains, for each DFCI mesh, several metrics 
(Table 1). 

Table 1. Metrics of the Promethée database used for the study. 

Metrics Details 
Date Date of occurrence of the wildfire 

Number Id of the fire 
Type of fire Unfilled variable 
Department Localization of the fire 

INSEE ID French ID for community 
Community Name of the community 
DFCI mesh Id of the DFCI mesh 

Alert The data and hour of the first fire alert 
Origin of the alert Policemen, population, aerial etc. 

Burnt surface In m2 
Max_burnt_surf Maximal burnt surface for each DFCI mesh 

Figure 1. Cat model structure used by the (re)insurance sector to estimate the amount of loss due
to natural disasters, in this case wildfire events. For the study, machine learning-based methods
were integrated into the model, namely into the hazard unit. The latest was based on the use of
machine-learning methods to define the number of fire events and the burnt surface. Once the
best model for each of the variables was defined, the outputs were combined with the damage
unit. The vulnerability unit gathers all of the information about the insured portfolios with building
locations and insured values. Then, the damage unit (risk assessment), allows the loss estimation for
a wildfire event.

Cat modelling allows a probabilistic assessment of wildfire risk, examining key lo-
cations in order to determine the potential property losses; the model calculates risk by
looking at a range of factors, in this case simplistic factors, in order to define the first
exposure of France. The aim is to estimate whether the probability of fire occurrence and
burnt surface per DFCI (DFCI, https://www.geonov.fr/smartdata/carroyage/, (accessed
on 12 October 2020)) mesh according to the Safran data meteorological conditions of the
mesh. This study was designed to demonstrate learning for residential exposure.

The paper is structured as follows. Section 2 relates the data collection process and the
implemented machine learning methods for Cat model development. Section 3 presents
the results of the Cat models from current to future exposure with potential losses. The
paper ends with the discussions and conclusion.

2. Materials and Methods
2.1. Fire and Meteorological Data as the Input Data for a Machine Learning-Based Hazard Unit

The historical patterns of wildfires in Southern France were based on the Promethée
dataset from 1973 to 2019. The database contains, for each DFCI mesh, several metrics
(Table 1).

The DFCI geographical mesh system is used in France by actors for fire prevention
from the 100-km to the 2-km resolution (Figure 2).
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Table 1. Metrics of the Promethée database used for the study.

Metrics Details

Date Date of occurrence of the wildfire
Number Id of the fire

Type of fire Unfilled variable
Department Localization of the fire

INSEE ID French ID for community
Community Name of the community
DFCI mesh Id of the DFCI mesh

Alert The data and hour of the first fire alert
Origin of the alert Policemen, population, aerial etc.

Burnt surface In m2

Max_burnt_surf Maximal burnt surface for each DFCI mesh
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The DFCI geographical mesh system is used in France by actors for fire prevention 
from the 100-km to the 2-km resolution (Figure 2). 

 
Figure 2. DFCI mesh, from the national to the local scale (https://www.data.gouv.fr/fr/datasets/car-
royage-dfci-2-km/, (accessed on 12th October 2020)). The mesh has a value of 100 km with a letter 
code, exemplified with “LD”. Then, for the 20 km resolution, two figures are added—e.g., “LD26”—
and for the 2 km a letter and a figure are added—e.g., “LD26G2”—providing a unique code for each 
mesh. 

The Fire Weather Index (FWI) system was developed by the Canadian Forest Fire 
Danger Rating System (CFFDRS) in the seventies [28]. This indicator is used worldwide 
as a trustable indicator for the study of climate change effects in fire exposure [29]. The 
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Figure 2. DFCI mesh, from the national to the local scale (https://www.data.gouv.fr/fr/datasets/
carroyage-dfci-2-km/, (accessed on 12 October 2020)). The mesh has a value of 100 km with a
letter code, exemplified with “LD”. Then, for the 20 km resolution, two figures are added—e.g.,
“LD26”—and for the 2 km a letter and a figure are added—e.g., “LD26G2”—providing a unique code
for each mesh.

The Fire Weather Index (FWI) system was developed by the Canadian Forest Fire
Danger Rating System (CFFDRS) in the seventies [28]. This indicator is used worldwide
as a trustable indicator for the study of climate change effects in fire exposure [29]. The
indicator is available on the EFFIS Copernicus website throughout Europe. The FWI is
calculated daily by Météo-France for France via Arpège-Climat 4.6 over the period of
reference: 1959–2007. The FWI data was downloaded from Drias’s Météo-France platform
and for the period 1973–2007. The FWI is only available on a seasonal average from March
to November. The higher the FWI is, the greater the probability of wildfire is. The winter
season is not studied in this article.

The Safran data provide information about the temperature, humidity, wind and
precipitation. The data were downloaded from the Drias’s Météo-France platform. The
resolution is 8 km × 8 km; for different RCP scenarios, a total of 8602 points cover France.
The evolution of the critical meteorological parameters was calculated for 1973–2005, and
for the horizon 2050 RCP 4.5 seasonality of the parameters and a 20 × 20 km2 analysis. The
study focuses on a seasonal timescale in order to highlight the variation of the meteorologi-
cal metrics. Climsec Météo-France data are available as a seasonal average for the entire
year. We assume that the fire event within a DFCI mesh is uniquely determined by the
mesh’s meteorological conditions.

EURO-CORDEX (Coordinated Downscaling Experiment) data are available daily by
Safran point. The data were reanalyzed in order to obtain them for the same seasonality as
the FWI and Climsec data (Table 2).
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Table 2. EURO-CORDEX and Climsec data.

Metrics Details

TASMIN Daily minimal temperature at 2 m (altitude)
TASMAX Daily maximal temperature at 2 m

TAS Daily averaged temperature at 2 m
PR Daily precipitations (mm)

SFCWIND Wind speed at 10 m (altitude) (m/s)
SPI Meteorological drought for 3 months

SSWI Soil wetness index for 3 months

The meteorological Safran data were overlaid with the DFCI mesh. The resolution is
20 km × 20 km. The meteorological database is thus based on 1467 meshes (Appendix A).

2.2. Machine Learning-Based Methods for the Development of the Hazard Unit

Artificial intelligence and machine learning methods have been used in wildfire science
since the 1990s. Within the sets of available tools suggested in Jain et al. [30], we focused
only on the following: (i) decision trees, (ii) support vector machines, and (iii) artificial
neural networks.

We used machine learning-based methods for the development of the hazard unit
from the historical data collected in the Prométhée database. We focused only on the
definition of the burnt surface and the occurrence of fire events. The meteorological data
were integrated as indicators in order to assess their consequences on the area covered by
the fire, and on the occurrence.

2.2.1. Burnt Surface

The first approach was to predict the burnt surface in each DFCI mesh, and to validate
it for the real historical data. The training data were the total burnt surfaces and the
maximal burnt surface. In order to solve the issue of extreme events and fires with low
intensity, we focused only on the fires of 1 ha and 100 ha. The first tested method was
the adjustment according to a law. Indeed, this makes it possible to study the data as a
drawing of a random variable X, the law of which was known but the parameters of which
were not. In order to do this, we must choose a known law of X that seems to be close to
the distribution of our data. Then, by a method of optimization of the parameters of this
law, we find the parameters that maximize the likelihood between the data and the density
of this law. We can predict future data by randomly drawing this law as many times as
necessary in a statistical approach. Linear regression establishes a linear relation between
an explained variable and one or more explicative variables. The model was defined as
follows, with Y being the explained variable, Xp being the p explicative variable, and the
error and β being the parameters of the model.

We focused on the least-squares method, which minimizes the square deviation and
the estimated regression. The the R packages used were fitdistr, MASS and fitdistrplus.
After different tests, the most appropriate law was Burr’s law.

The second process was to test the neural network. A neural network is composed of
neurons distributed in several layers: input neurons, neurons in different hidden layers,
and output neurons. The input data and our hidden layers will modulate these data by
different weights and biases which provide output neurons and a value [31–33]. Then, the
square error of the prediction was calculated by comparing the differences between the
data and the predicted value. The neural network was then modified in order to minimize
this error. Thus, by repeating this operation the neural network obtains accurate predictions
while avoiding overlearning. The package used was nnet. The network length was 10, with
40 iterations.
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2.2.2. Fire Occurrence

The objective was to predict the probability of a DFCI mesh being affected by a fire
event, and to validate it with the real historical data. The training data were the number of
fires recoded as a Boolean variable, in order to predict the occurrence of at least one fire
event for the summer period. Three machine learning-based methods were tested, and are
detailed below. In addition to the machine learning models developed with R, we tested
the ArcGis® GIS-based machine learning hot-spot analysis.

A decision tree is a decision support tool that takes the form of a tree. At each node,
a decision is taken according to a parameter, and we descend in the tree to a new node
until we arrive at a leaf [34]. In a decision tree, in the case of a classification tree, the leaves
contain qualitative variables (labels); in the case of a regression tree, the leaves contain
quantitative variables. The package used was rpart. The maximal length of the trees was 3,
with at least 50 individuals per terminal node. Between 1973 and 2005, during the summer
season, 64% of the meshes recorded at least one fire; thus, the learning database will gather
50% of the database.

In a Random Forest, the main advantage of decision trees is their readability and
speed of execution [35]. The package used was randomForest; 500 trees were chosen, with
a height of five, and with at least 10 individuals per terminal node.

A Support Vector Machine (SVM) is a supervised learning technique. If the points
(target values) are linearly separable in the space of explanatory variables, the SVM will
search for the hyperplane boundary (the decision boundary) [36]. However, the points may
be not separated by a hyperplane, and it is then possible to reconsider the problem in a
higher dimensional space [37]. In order to deform the original space, we apply a kernel
function; in this new space, it is then likely that there is a linear separation. The package
used was e1017, and the duration of the calculation was a few minutes.

The space–time path is useful to visualize and understand the relationship between
time and geography data. The geographical data are represented along the x and y axis,
and the cube’s height represents the time on the z axis [38]. The Promethée dataset fits
perfectly with the ArcGis® geovisualization tool, as there is information on the location
and on the time series.

In order to perform the analysis, the Space Time Cube tool (ArcGIS Pro 2.8 online
support: https://pro.arcgis.com/fr/pro-app/latest/tool-reference/space-time-pattern-
mining/learnmorecreatecube.htm, (accessed on 10 March 2021)) was used based on Promethée
data, in order to define the hot spots whilst considering their evolution over the timeline.
The point data per year and community were integrated within the tool, and were aggre-
gated considering space and time. The fire events were recapitulated within a hexagonal
grid at yearly time steps, and then the spatial model provided the evolution in the time un-
der a NetCDF format. We did not define the interval distance between the points, because
they are the centroid of the community. Then, the Emerging Hot Spot Analysis tool was
used to read the NetCDF file. It analyzes the area in which the fire events are statistically
emergent or reduced in the area. The temporal interval is defined as a year.

2.3. Vulnerability and Damage Modelling

For the development of the vulnerability unit, information about the portfolio exposure
is required. First, the land-use type is needed; we used the Theia data at a 100-m resolution.
Theia defined 23 land-use types; the data was re-categorized into 4 categories (Table 3). We
assume the land use to be constant for the horizon 2050, as well as the number of buildings.
The land-use data were overlaid with the DFCI meshes.
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Table 3. New classification of the THEIA land-use data.

New Classification THEIA Land Use Types

Urban Dense buildings; diffuse buildings; industrial and commercial
areas; roads

Agriculture Colza; cereals; protein crops; soybeans; sunflowers; maize; rice;
tubers/roots; grasslands; orchards; vineyards;

Forest Wilderness deciduous forest; coniferous forest; grasslands;
woody moors;

Other surfaces Mineral; beaches; dunes; glaciers/snow; water;

Secondly, building location data were obtained from the vector building dataset BD
TOPO IGN®. In this study, we only focused on the individual residential building, for
which we have more detailed insurance data. For the damage model, we assume that when
a fire crosses three departments with different building densities and insured values, that
the three are proportionally damaged (Figure 3).

Appl. Sci. 2022, 12, 1635 7 of 17 
 

when a fire crosses three departments with different building densities and insured val-
ues, that the three are proportionally damaged (Figure 3). 

 
Figure 3. When a fire (in red) touches, proportionally, the department within the DFCI mesh, the 
density of the houses is applied, and we obtain the number of houses burnt and the damage costs. 

In terms of insured damages, wildfires may have important consequences for the 
buildings. They can totally damage the infrastructure. Nevertheless, wildfire damage is 
not covered within the Nat Cat scheme, and events destroying residential assets are ex-
tremely rare in France. In French newspapers, there is information about the costs for fire-
men, but not for the insured losses. Thus, the wildfire-related insured damages are not 
available. In order to bridge the gap, we used confidential CCR portfolio data aggregated 
at the department scale. The leaflet R package was used to map the data. We consider, in 
the model, that if the fire touches a house it is totally destroyed within the damage func-
tion. As there are no data on fire-related claims, we considered the insured values as the 
claims. This is contrary to Australia or the USA, where buildings are destroyed and the 
destruction functions are then calibrated [11]. The price of a m2 of building per department 
was downloaded (https://www.meilleursagents.com/prix-immobilier/ (accessed on)). The 
fictive model applies the maximal historical burnt surface of each DFCI mesh since 1973 
to the existing urban areas. Then, we count the number of damaged assets, ihouse, to which 
we apply the costs of a square meter of house per department, P€M2, and the insured 
values of the house and furniture at the department scale, P€fur. 

For ihouse = ∑ P€M2 ൅  P€fur  
Third, the Wildland–Urban Interface (WUI), developed by the USA, describes areas 

where wildfires and urban areas interact, generating a potential loss of properties and life 
[10,39]. The WUI types intermix, and interface areas were applied to the entire French 
scale at the DFCI mesh of 20 × 20 km. 

Concerning the damage model, we assume the application of the maximal surface of 
burnt areas of each DFCI mesh on the urban surface of the same mesh; then, by using the 
departmental insured values, we are able to calculate the potential damages. 

3. Results 
3.1. Statistical Analysis 

The statistical analysis of the data highlights the variations of the total burnt areas 
and fire occurrence per season per year in the Promethée area. The seasonal variability is 
very important; it is correlated to the fact that if a lot of areas are burnt during the year n 
− 1, the probability of fire is decreased for the year 0 or year +1 (Figure 4). 

Figure 3. When a fire (in red) touches, proportionally, the department within the DFCI mesh, the
density of the houses is applied, and we obtain the number of houses burnt and the damage costs.

In terms of insured damages, wildfires may have important consequences for the
buildings. They can totally damage the infrastructure. Nevertheless, wildfire damage
is not covered within the Nat Cat scheme, and events destroying residential assets are
extremely rare in France. In French newspapers, there is information about the costs for
firemen, but not for the insured losses. Thus, the wildfire-related insured damages are not
available. In order to bridge the gap, we used confidential CCR portfolio data aggregated
at the department scale. The leaflet R package was used to map the data. We consider,
in the model, that if the fire touches a house it is totally destroyed within the damage
function. As there are no data on fire-related claims, we considered the insured values
as the claims. This is contrary to Australia or the USA, where buildings are destroyed
and the destruction functions are then calibrated [11]. The price of a m2 of building
per department was downloaded (https://www.meilleursagents.com/prix-immobilier/
(accessed on 1 December 2021)). The fictive model applies the maximal historical burnt
surface of each DFCI mesh since 1973 to the existing urban areas. Then, we count the
number of damaged assets, ihouse, to which we apply the costs of a square meter of house
per department, P€M2, and the insured values of the house and furniture at the department
scale, P€fur.

Forihouse = ∑ P€M2 + P€ f ur

Third, the Wildland–Urban Interface (WUI), developed by the USA, describes areas
where wildfires and urban areas interact, generating a potential loss of properties and
life [10,39]. The WUI types intermix, and interface areas were applied to the entire French
scale at the DFCI mesh of 20 × 20 km.
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Concerning the damage model, we assume the application of the maximal surface of
burnt areas of each DFCI mesh on the urban surface of the same mesh; then, by using the
departmental insured values, we are able to calculate the potential damages.

3. Results
3.1. Statistical Analysis

The statistical analysis of the data highlights the variations of the total burnt areas and
fire occurrence per season per year in the Promethée area. The seasonal variability is very
important; it is correlated to the fact that if a lot of areas are burnt during the year n − 1,
the probability of fire is decreased for the year 0 or year +1 (Figure 4).
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Figure 4. The occurrence and surface area of fire events tend to decrease over time, especially since
the 1990s, with the reinforcement of the preventive measures. In terms of burnt surface, the year 2003
is highlighted, and is well known regarding the high intensity of the heat wave.

A large majority of the DFCI mesh has no or only two fire departures. On the contrary,
some of the mesh has more than 100 fire departures over the entire studied period and over
the years (Figure 5).
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For a daily analysis, the link between a high FWI and fire occurrence is important;
nevertheless, when considering the average value of the FWI over three months, the link
is not insured. The variability of the data poses an issue of extreme values, and adds
complexity for the implementation of machine learning-based methods (see Section 3.2).
In order to cope with the issue, the correlation matrix allows us to better understand the
relationships and interdependence between the metrics. The number of fires is positively
correlated with the FWI (0.31), the number of days without precipitation (0.21) and the
mean temperature (0.29). The number of fires is, on the contrary, negatively correlated
with the precipitation; in particular, the negative values are between −0.09 and −0.17. This
matrix also highlights that the SPI and SSWI indexes are not correlated with other variables,
and especially with the targeted variables NBFEUX and SURFTOT (values equal to 0). On
the contrary, the variables representing the same data have an important coefficient of
relation; for example, the variable for temperature TASQ50 and TASQ90 with a correlation
of 0.96 (Figure 6).
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Figure 6. The correlation matrix highlights the coefficient of correlation for the different possible
pairs of variables. There is a positive correlation between the FWI and the Q50/Q90 of the daily
temperature (0.71). We observed a correlation between the number of days without precipitation and
the number of fires (0.21).

3.2. Hazard Unit

The results below show the comparison of the estimates from the machine learning-
based methods between the real and modelled scenarios in order to predict the burnt
surface and the probability of fire. We also integrated the projections at horizon 2050 under
the RCP 4.5 IPCC Scenario.

3.2.1. Burnt Surface

For this purpose, we started with the statistical approach based on Burr’s law. We
obtained a similar distribution for the majority of the low-intensity fires, and for some of
the extreme events. The quality of the simulation was determined using a quantile–quantile
diagram. Figure 5 shows a soft Burr’s law overestimating the area of the burnt surface
according to the seasons. The average error was 0.7. The densities are coherent with a very
high probability of low fire intensity and a very low probability of extreme fire. The higher
the fire, is the lower the probability is (Figure 7). It is a soft Burr’s law. We assumed an
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interesting simulation, and we simulated with this law several thousand numbers in order
to calculate the average burnt surface.
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3.2.2. Fire Occurrence 
In order to model the fire occurrence, we tested three machine learning-based meth-

ods and one GIS-based approach. 
First, we tried the decision tree. At the least, the learning base will contain 50% of the 
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Figure 7. Burnt surface simulated with Burr’s law (a), and compared to the observed data from the
Prométhée database (b).

In a second analysis, the neural network was tested for the estimation of the burnt
surface. Figure 8 highlights the average absolute difference between our predicted values
and the real ones. The average error on the learning base is in blue, and the error on the
test base is given in red. The error on the test base is 15.6 ha. The use of the neural network
highlights the need to focus on the prediction of the occurrence or absence of fire events.
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Figure 8. Comparison of the squared deviation for the neutral network based on the Prométhée
database from 1973 to 2005 concerning the burnt surface.

Regarding the training data available and the machine learning outputs, we assume
that Burr’s Law provides better results that the neural network concerning the estimation
of the burnt surface.

3.2.2. Fire Occurrence

In order to model the fire occurrence, we tested three machine learning-based methods
and one GIS-based approach.
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First, we tried the decision tree. At the least, the learning base will contain 50% of
the lines. We still obtained a high number of false negatives and badly classified results
compared to the other machine learning methods (Figure 9). We could use a deeper tree,
but the result wouldn’t change much, and the tree would have too many leaves to be
interpretable. The main variables are practically always the same, no matter which sample
we take. The confusion matrix associated to the tree based on the learning base reveals
22.03% badly classified results; 40.01% false positives and 12.38% false negatives. The
results are similar for the validation base, with 24.50% being badly classified, 43.56% false
positives and 13.48% false negatives. Based on this method, the false negatives are too
important and the results are insufficient.
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Figure 9. Extract of the decision tree developed for the study.

Next, we tested the Support Vector Machine (SVM). The objective was to split linearly
the true and false results within the space of meteorological indexes (of dimension 14). The
function svm of the package e1071 allows the realization of SVM by choosing among four
nodal functions: linear, polynomial, radial or sigmoid. After different tests, the radial nodal
function provides better results. Figure 10 provides the error rate on the learning base, and
tests for a variation of the γ parameter. Among the three presented methods and related
results, the three are similar in terms of performance. The more interesting rates to consider
in the context of fire occurrence are the false negative and badly classified results, at around
14% (i.e., the number of fires that the model has not predicted). We assume that the models
have good performance (Figure 10).
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Then, in the continuity of the tests, we tested the random forest method. The im-
plementation of the random forest of the learning base does not highlight false negatives
and positives from phenomena of overlearning. Nevertheless, the random forest provides
similar results from a dozen trees; the rate of bad classification was around 25% for a
random forest predicting the occurrence of fires larger than 10 ha, the FWI, and the Q50 of
the daily minimal temperature.

We also tried to estimate the prediction of a burnt area of more than 10 ha; the best
model was a random forest (Figure 11). The results are coherent and applicable to the
historical datasets and for the 2050 future climate.
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We observe that the results of the projection are different according to the method of
projection, as the models are calibrated on the Promethée area, and are projected to the
entire country (Figure 12). Each model has at least 20% badly classified results and 40%
false positives.
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Figure 12. Comparison of the results from the three machine learning tools rgarding the probability
of at least one fire within the 2 km DFCI mesh during summer 2050 RCP 4.5. (a) The decision tree
projection is the more moderated model; we observed the exposure of Landes, Rhône valley and
Vosges. (b) The random forest’s projection highlights the Mediterranean and Corse areas’ exposure,
with an increasing exposure of the Rhône valley, Landes, Bretagne, Nord-Pas-de-Calais and Pays-de-
Loire; this model seems to be the more coherent one. (c) SVM’s projection is the more pessimistic
model, generating fire events in the large majority of the territory; the results are more related to the
RCP 8.5 pessimistic scenario.
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The results are highly coherent for the Mediterranean area. We observe some sim-
ilarities, especially for increasing exposure of Bretagne, Pays de la Loire, Centre Val de
Loire, and the Atlantic coast (Landes forested areas), and an increasing exposure of the
mediterranean area (Occitanie and Provence Alpes Côte d’Azur) [40].

Finally, the statistically significant hotspots and cold spots are represented on the map.
The red areas indicate that, throughout the time, there is an aggregation of a high number
of forest fires. The blue areas highlight a smaller number of fire events. Each hexagon is
classified according to the timescale. The geographical analysis underlines the exposure of
the areas nearby Béziers and Perpignan, which are areas of oscillating hot spots. The rest
of the Mediterranean area is exposed in the same manner without a strong evolution in
time (oscillating cold spots). For North Corse, at least 90% of the temporal intervals were
statistically significant hotspots (Figure 13).

Appl. Sci. 2022, 12, 1635 13 of 17 
 

The results are highly coherent for the Mediterranean area. We observe some simi-
larities, especially for increasing exposure of Bretagne, Pays de la Loire, Centre Val de 
Loire, and the Atlantic coast (Landes forested areas), and an increasing exposure of the 
mediterranean area (Occitanie and Provence Alpes Côte d’Azur) [40]. 

Finally, the statistically significant hotspots and cold spots are represented on the 
map. The red areas indicate that, throughout the time, there is an aggregation of a high 
number of forest fires. The blue areas highlight a smaller number of fire events. Each hex-
agon is classified according to the timescale. The geographical analysis underlines the ex-
posure of the areas nearby Béziers and Perpignan, which are areas of oscillating hot spots. 
The rest of the Mediterranean area is exposed in the same manner without a strong evo-
lution in time (oscillating cold spots). For North Corse, at least 90% of the temporal inter-
vals were statistically significant hotspots (Figure 13). 

 
Figure 13. Emerging hot spot analysis for the Promethée dataset 1973–2019. 

3.3. Damage Model 
The R code provides, for each year, a table with the potential costs of a fire for the 

DFCI. Within this model, we assume that the burnt surface is entirely inhabited. Under 
the hypothesis of the RCP 4.5 at horizon 2050 using a random forest model predicting the 
occurrence or not of fire greater than 10 ha, we estimate that the damage will be, in 2050, 
around 35 M€ on average for residential insured areas only. The evolution of the insured 
values is not considered, nor are the land-use changes. The spatial repartition of the future 
areas exposed to wildfire events further north in France highlights the increase of the eco-
nomic exposure (Figure 10). This evolution can be compared to the results of Moncoulon 
et al. [26] on geotechnical drought and shrinking swelling clay (SSC), in that they reveal 
an increasing exposure of the southern communities, as well as those is the Atlantic area. 

4. Discussion 
Despite the many limitations associated with simulation modelling and machine 

learning-based methods in these experiments discussed above, the outputs from this work 
provide useful information on the exposure of France to wildfires. This work introduced 
the foundation of the Cat model for the assessment of forest fire exposure and projection 

Figure 13. Emerging hot spot analysis for the Promethée dataset 1973–2019.

3.3. Damage Model

The R code provides, for each year, a table with the potential costs of a fire for the
DFCI. Within this model, we assume that the burnt surface is entirely inhabited. Under
the hypothesis of the RCP 4.5 at horizon 2050 using a random forest model predicting
the occurrence or not of fire greater than 10 ha, we estimate that the damage will be, in
2050, around 35 M€ on average for residential insured areas only. The evolution of the
insured values is not considered, nor are the land-use changes. The spatial repartition of
the future areas exposed to wildfire events further north in France highlights the increase
of the economic exposure (Figure 10). This evolution can be compared to the results of
Moncoulon et al. [26] on geotechnical drought and shrinking swelling clay (SSC), in that
they reveal an increasing exposure of the southern communities, as well as those is the
Atlantic area.

4. Discussion

Despite the many limitations associated with simulation modelling and machine
learning-based methods in these experiments discussed above, the outputs from this work
provide useful information on the exposure of France to wildfires. This work introduced
the foundation of the Cat model for the assessment of forest fire exposure and projection to
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horizon 2050. We acknowledge the limitations in the use of the model for the prediction
of building exposure considering the spatial resolution chosen. First and foremost, our
predictions were only applied to the RCP 4.5 scenarios. This study focused on wildfire
disasters from an asset context, and we recognize that wildfires also threaten human lives
and ecosystems, as well as cascading impacts on floods, landslides and potable water after
severe fire events. Furthermore, the model could consider not only the physical damage
but also the business interruption or critical infrastructure issues (highways, secondary
roads, etc.). Furthermore, we did not consider the currently implemented fire prevention
programs. We considered the exposure to be constant in the 2050 horizon. As the issue of
population growth in littoral areas will be higher in the future, it will increase the exposure
to fire events and greatly influence the WUI [26,41,42]. Regarding the damage model’s
development, wildfire-related claims data could support the determination of the damage
functions; nonetheless, based on our knowledge, that kind of data is not available in France.
Downscaling the model could also make the results and damage estimates more precise.

Although climate change is considered in the optimistic scenario RCP 4.5, the results
of the future exposure are significant to start to raise and develop a risk culture in the
future exposed areas (Bretagne, Alsace, etc.), and for the maintenance of the currently
well-structured prevention processes in Southern France. There have been numerous
studies that focused on the asset level and considered the fire conditions, landscape and
properties’ structures. Here, in order to obtain a global vision of the exposure of the entire
area of France, we used simplistic models. Obtaining new data is challenging, as it requires
waiting for future wildfires and potentially generating large losses, and ensuring that data
of sufficient quality are collected. The relatively small number of fire events in terms of
number or burned acres, and the very low number of burnt assets in France means that
the applicability of the model developed overestimates the number, and the surface is not
easily calibrated on the training data. Nevertheless, it offers a new visibility of France’s
exposure to that kind of natural disaster for the next few years. It provides elements for
discussion on the issue of the underwriting of fire risk within the Nat Cat scheme.

5. Conclusions

This model synthesizes information for the French insurance sector, and contributes to
understanding and reducing wildfire losses. CCR and Euria Brest developed a first-of-its-
kind France Cat model projecting changes to wildfire potential under the RCP4.5 scenario
at a granularity of about 20 × 20 km. Finally, the best model for burnt-surface prediction is
Burr’s law, and the random forest for the fire occurrence.

In the future, this model could be combined with GIS analysis (within distance to
vegetation, slopes, and fuel type) and with satellite imagery analysis in order to make the
exposure analysis more precise.

New machine learning and remote sensing data could be used to develop specific
damage curves for household buildings for the vulnerability models, such as those created
for hurricane damage. This is the first time, as far as we know, that a reinsurance company
developed, with an institute, a prototype model that links machine learning and insurance
data, and applied these models to the estimation of the expected financial loss from wildfires.
Likewise, the model could be applied to other countries, as well as the pessimistic scenario
RCP 8.5. The different improvements will open the door to explore a wide range of exposure
management in order to reduce the climate change impact, and to support the community
for preventive measures. Strong decisions have to be taken in order to avoid making 2021
the last coolest year of the rest of our lives.

This paper offers new visibility for the improvement of the preparedness in future
potentially affected areas. We hope that this work will support future potentially exposed
areas to integrate the analysis within their disaster risk prevention and resilience plans.
Robust cat models can improve the accuracy of the predictions of the locations of the
greatest risks to assets, and could provide an indication of the implementation of preven-
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tive measures. The proposed methodology could serve as a reference for wildfire risk
assessment, and can be replicated elsewhere.
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Appendix A

Table A1. Developed metrics from the overall database to be integrated within the machine learning tools.

Metrics Details

NBFEUX Number of fire departures
NBFEUX0_5HA Number of fire >0.5 ha

NBFEUX1HA Number of fire >1 ha
NBFEUX10HA Number of fire >10 ha
NBFEUX100HA Number of fire >100 ha

SURFQ50 Quantile 50 of the fire surface (ha)
SURFQ90 Quantile 90 of the fire surface (ha)

SURFMAX Maximal surface of the fire (ha)
SURFTOT Total burnt area (ha)
INBFEUX Binear code: fire/no fire; whatever the burnt surface

INBFEUX0_5HA Binear code: fire/no fire; burnt surface >0.5 ha
INBFEUX1HA Binear code: fire/no fire; burnt surface >1 ha
INBFEUX10HA Binear code: fire/no fire; burnt surface >10 ha

INBFEUX100HA Binear code: fire/no fire; burnt surface >100 ha
TASMINQ50 Quantile 50 over 3 months of the minimal temperature
TASMINQ90 Quantile 90 over 3 months of the minimal temperature
TASMAXQ50 Quantile 50 over 3 months of the maximal temperature
TASMAXQ90 Quantile 90 over 3 months of the maximal temperature

TASQ50 Quantile 50 over 3 months of the mean temperature
TASQ90 Quantile 90 over 3 months of the mean temperature
PRQ50 Quantile 50 over 3 months of the daily precipitation
PRQ90 Quantile 90 over 3 months of the daily precipitation

PRCUMUL Total precipitation over 3 months
PRNBSS Number of days without precipitation

SFCWINQ50 Quantile 50 over 3 months of the wind speed
SFCWINQ90 Quantile 90 over 3 months of the wind speed

SPI Meteorological drought for 3 months
SSWI Soil wetness index for 3 months
FWI Seasonal average from March to November
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Featured Application: The methodology proposed in this manuscript makes it possible to im-
prove the estimation of flood zones and their flow depth values in situations where there are
no available bathymetric data of the channel (or they are scarce and do not allow for its shape
reconstruction). It could improve flood risk assessment too.

Abstract: The accurate estimation of flood risk depends on, among other factors, a correct delineation
of the floodable area and its associated hydrodynamic parameters. This characterization becomes
fundamental in the flood hazard analyses that are carried out in urban areas. To achieve this
objective, it is necessary to have a correct characterization of the topography, both inside the riverbed
(bathymetry) and outside it. Outside the riverbed, the LiDAR data led to an important improvement,
but not so inside the riverbed. To overcome these deficiencies, different models with simplified
bathymetry or modified inflow hydrographs were used. Here, we present a model that is based upon
the calibration of the Manning’s n value inside the riverbed. The use of abnormally low Manning’s n
values made it possible to reproduce both the extent of the flooded area and the flow depth value
within it (outside the riverbed) in an acceptable manner. The reduction in the average error in the
flow depth value from 50–75 cm (models without bathymetry and “natural” Manning’s n values) to
only about 10 cm (models without bathymetry and “calibrated” Manning’s n values), was propagated
towards a reduction in the estimation of direct flood damage, which fell from 25–30% to about 5%.

Keywords: flood risk; cultural heritage sites; bathymetric data; manning’s roughness coefficient;
hydrodynamic modelling

1. Introduction

Floods are probably the most frequently recurring natural phenomena affecting society
(humans and goods) in terms of space and time, regardless of their geographical location or
socioeconomic development, as shown by the data collected by the International Disasters
Database for the period 1900–2018 (CRED, 2020). This is the main reason why flood risk
management has become an essential tool from both a social and economic perspective,
with the objective of reducing losses associated with both factors. Furthermore, urban
historical centers are characterized by the presence of multiple types of cultural heritage
sites, which give it a priceless value upon the consideration of the impossibility of the
restoration or recovery of the possible damage caused by natural hazards, in this specific
case, by river flooding. This abovementioned duality, but also mainly the irreversibility, of
flood damage on cultural heritage (which cannot be reproduced once it has been destroyed)
makes the prediction and assessment of the flood risks that may affect these sites a critical
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task for their preservation. Given this situation, the first natural disaster management
strategies that included cultural heritage among its objectives began to be developed in the
1990s. Among these initiatives, one could highlight the “Carta del Rischio” [1], which has
been developed by the Italian Central Institute for Restoration since 1992, or the “Noah’s
Ark” project of the European Union [2], launched in 2002. At specific sites, only a few works
provide applications to case studies at different scales (from regional to local scales) [3–7].

After assessing direct tangible damage (i.e., the direct damage resulting from the
physical contact of floodwater with property and its contents), it was found that the
economic flood losses have been increasing throughout the past half-century. In the last
decade (2008–2018), the economic losses associated with floods exceeded 35 billion USD [8]
and, within this period, the flood losses exceeded 19 billion USD in 2012 alone [9–11].

The design, sizing, implementation and effectiveness of flood damage mitigation
measures require rigorous risk analyses [12]. Within the aspects that a flood risk analysis in-
cludes, the greatest technical efforts are usually concentrated on flood hazard assessments.
Flood vulnerability analysis is the other determining factor regarding the correct estima-
tion of risk, mainly from the use of magnitude–damage models (e.g., [13–19]). Since the
most common methods of flood hazard analysis are based on hydrological and hydraulic
models [20], the greatest uncertainties and sources of error may come from the input data
to these models. In the case of hydraulic or hydrodynamic models, the geometry of the
channel (topography and bathymetry) [21–24], the boundary conditions (roughness, flow
regime, etc. [25]) and the Manning’s roughness coefficient (e.g., [26–28]) are determinants
of the goodness of the model and results. In short, the effectiveness of risk mitigation may
depend on the correct estimation of parameters such as the roughness of the terrain surface
and the detailed bathymetric characterization of the riverbed.

In addition to the key points mentioned above, the urban character of cities’ historical
centers must be taken into account. This latter characteristic determines the preferred flow
direction of floods inside the urban areas, turning the streets into improvised river channels.
To achieve all these objectives, it is essential to have topographic data that are capable of
reproducing the geometry and variability of the terrain [22,24,29,30], with the information
coming from LiDAR (light detection and ranging) sensors being the most widely used
today to derive DEMs (digital elevation models). However, most LiDAR data are not
capable of reproducing the river channel morphology due to its inability to penetrate water
bodies. Airborne LiDAR sensors (one of the possible sources of LiDAR data) are usually
not capable of penetrating water bodies (turbid, turbulent or deep streams and rivers), but
they constitute the most common LiDAR data due to their cost-effectiveness for wide areas
relative to other LiDAR sources. In fact, as is discussed by Kinzel et al. [31], the available
bathymetric LiDAR techniques are usually not designed for shallow waters and are not
optimized for providing the spatial resolution necessary for mapping small-to-medium-
sized rivers.

However, an accurate representation of river bathymetry (bed topography) plays a
critical role in multiple hydrologic and hydraulic applications, including but not limited
to flood modelling [23]. To solve these limitations, the acquisition of topographic data
through ground surveys and subsequent combination with subaerial LiDAR data may be
an efficient solution [32–34]. However, this approach has only been used for short river
reaches. When the river reach length increases, so do the logistical and cost considerations.
Therefore, under the scenario of long river reach study areas, it is common to use alternative
methods or models for estimating bathymetry for use in hydraulic or hydrologic analyses.
These alternative models assumed a general simplification of river bathymetric geometry,
both from the use of simple geometric shapes (triangular, trapezoidal or parabola for a
river cross-section) or from other geomorphological and hydraulic methods. The former
approach is more frequent [23,35–38]. From a hydraulic perspective, the horizontally
divided channel method (HDCM) was previously used [39,40] to solve the absence of
bathymetric data. The HDCM separately considered the flow above and below the bank
top and is a better option [39] for dividing the flow than the vertically divided channel
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method (VDCM) when the floodplain roughness is significantly greater than the channel
roughness. When the flow is horizontally divided, the lower part of the flow fits with the
bankfull flow (taken from the dominant discharge concept), which has a return period of
1-2 years according to the field observations of Wolman and Miller [41]. However, this
bankfull flow return period is dependent on local meteorological characteristics, thus it
ranges from about 2 years in the north of Spain to 5 or more years in the southern and
southeastern parts of the country. Once the bankfull flow is defined, it is detracted from the
inflow hydrograph. In the same way, Chone et al. [40] used LiDAR topography to subtract
the flow rate at the LiDAR date from the inflow hydrograph as a solution for the absence
of river bathymetric data.

Whatever the proposed methodology, model calibration (when possible) is one of the
main tasks that will ensure the quality of the results obtained. To carry out this calibration
process, the availability of field data related to the event to be reproduced is essential.
When this information is available, model calibration by varying the value of the Manning
coefficient is one of the most frequent approaches, which is described by Ardıçlıoğlu and
Kuriqui [42]. However, valid information is not always available for the calibration of
hydraulic models. This situation is more frequent when we do not try to model a specific
event, but rather intend to model a design flow event that has a low frequency of occurrence
(high return period). In these cases, and in many others, the lack of available information
to calibrate the hydraulic models is compensated by the consideration of a benchmark
model against which the results obtained in the rest of the models will be compared [43].
In general, this control model is defined by the availability of more or better data for it.

Several studies have already shown that incorporating bathymetry provides more
accurate hydraulic simulations and flooding area estimations, which improve flood hazard
analysis at the same time as flood risk assessments. Therefore, the goal of this study was
not to reinforce these past findings but to try to open up another approach to improve
flood hazard assessment in floodplains, that is, improving flood hazard mapping and main
flow variables (flow depth) outside the main river channel (that is, into the flood plains)
through the use of calibrated but not “natural” values of Manning’s roughness coefficient.
In other words, we looked for a Manning value or range of values that compensated for
the effect that the absence of bathymetric data would have on the hydraulic modelling
results. This new approach was supported by the assumption that most flood-exposed
elements (people and goods) are located out of the river channel and not inside it; therefore,
the flow parameters (depth and velocity) in the river channel are not really key points for
flood hazard assessment in most cases. Under these assumptions, the use of two LiDAR
DEMs (with and without bathymetric data) for the Douro River reach in Zamora city
(Spain) allowed us to calibrate a Manning’s roughness coefficient for the main river channel
(which is consistent with the value obtained previously from three cross-sections of the
river) so that the flooded area and the flow depth in the floodplain converged with the
results obtained in the control (or benchmark) model. The hydrodynamic model using the
calibrated value show very similar flooded areas, as well as flow parameters (both for the
500-year and 100-year return period peak flows); thus, it can be used for flood hazard and
risk assessment. Furthermore, the results of this new approach were compared with results
from previous methodological approaches, such as the modified inflow hydrographs.
Moreover, the approach proposed here can be replicated for any kind of river and it is
cost-saving, as it does not require large ground surveys.

2. Study Area and Data Description

This study focused on comparing the flood area extension over different hydrody-
namic models, where Manning’s roughness coefficient was changed in a calibration process.
The study area comprises the Douro River reach in Zamora city (Spain), where most of
the historical urban center is located on the right side of Douro River, but the urban center
located on the left side is developed over lower-lying and flood-prone areas. The Douro
River reach in Zamora (Figure 1A) is 7 km long with a mean width of 225 m, and is char-
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acterized by a relatively deep, sand-clayey channel with some fully vegetated sandy bars
and with several meanders and a flat floodplain.
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Figure 1. The study area and cultural heritage sites location map (A). The digital elevation model (DEM) from LiDAR data
(B) not showing bathymetry, which was included from echo sounders with a D-GPS (C). Example of a cross-section flow
depth calibration (D).

Topographic LiDAR data [44] are publicly available in the form of point cloud files,
which are filtered and classified following the American Society for Photogrammetry and
Remote Sensing (ASPRS) standard classification. The vertical accuracy of the LiDAR data
used in this study is reported to be lower than 20 cm [44]. The terrain and building types
of the LiDAR classification were used to derive the different DEMs. Due to the absence of
LiDAR data in the main river channel (since water has low reflectance), it was modelled
using a second-order polynomial interpolation of multiple LiDAR cross-sections. Each of
these sections presented a height equal to the minimum LiDAR point value and had a length
that was restricted to channel boundaries. Although a spline and a third-order polynomial
interpolation were tried, the second-order one was chosen because it provided a smooth
and downstream-constant slope surface. Bathymetry data were obtained in the form of
cross-section measurements that were obtained from boat-mounted echo sounders with
D-GPS (differential global positioning system) data acquisition. Both sets of topographic
data were combined into a 1 m spatial resolution to create a final DEM (Figure 1C), which
was considered to be the “real scenario” (or benchmark scenario). On the other hand, a
LiDAR point cloud was also interpolated in the absence of bathymetric data into a 1 m
spatial resolution DEM (Figure 1B), which was considered to be the “LiDAR scenario”.

The peak flow values that were used for the hydrodynamic models were obtained
from a streamflow gauge at the upstream location of the Douro River reach. A generalized
extreme values (GEV) distribution was fitted to the annual maximum flow time series, and
the 500-year return period peak flow value (2274 m3 s−1) was selected for our analysis upon
the assumption that this value can be considered as a low-frequency or “extraordinary”
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flood event. To test the efficiency and validity of the proposal, a second peak flow value
was selected: in this case, the peak flow value associated with a return period of 100 years
(1872 m3 s−1). The reason for not selecting a lower peak flow value, therefore one that was
more contrasted with the 500-year return period, was the need for the hydraulic model to
include the overflow of the main channel in the flood plain. This need was based on the
premise that the usefulness of our proposal is only fulfilled in the floodplain, and therefore,
in both cases (different peak flows), the floodplain should be affected.

Finally, PNOA ortho-photographs from 2017 (0.25 m of spatial resolution) were used
in combination with a field survey to define the value of Manning’s roughness coefficient
(Manning’s n); this map was created for the whole study area at a scale of 1:4.000. It
contains ten different roughness units, each of which was assigned a unique Manning’s
n according to previously proposed tables [45,46]. For the “real scenario”, a Manning’s
roughness coefficient value of 0.027 was assigned for the Douro River’s main channel. All
other Manning’s roughness coefficient values related to each terrain surface unit were
calculated and were kept constant throughout the calibration process.

3. Methodology

Figure 2 shows the full methodological approach that was used to define the best
calibrated Manning’s n value in the river channel, which allowed us to map the flooded
area and hydraulic conditions in the absence of bathymetric data.
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data sources until the calibrated vs. control scenarios comparison.

The entire methodology and analysis that was carried out to obtain the calibrated
Manning’s n value that best reproduced (in the absence of bathymetric data) the hy-
draulic conditions and the flooded area in the floodplain associated with a flood event
relative to the benchmark model (availability of bathymetric data) was based on a simple
premise: the flow through the channel can be expressed in a simplified form from the
following equation:

Q = A ∗ V, (1)
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where Q is the total flow (m3 s−1), A is the cross-sectional area (m2) and V is the mean flow
velocity (m s−1).

Starting from this equation, if the absence of bathymetric data meant a decrease in
the cross-sectional area of the channel, an increase in the flow velocity of the water in the
channel could compensate for the reduction in area and thus allow the flow rate that was
circulating through the channel to remain constant. This approach is shown graphically in
Figure 3.
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(Q) is a function of the cross-sectional area of the channel (A1 and A2) and the mean flow velocity (V1

and V2, which, in turn, is dependent on the Manning’s n values (n1 and n2)). The size of the symbols
identifying the variables is directly related to the magnitude of the variables.

3.1. Comparison of Bathymetric Representation

Comparisons of MDE differences and flow depth differences as input and output
parameters of the hydrodynamic modelling were carried out. The first of the comparison
processes allowed us to quantify the spatially distributed cross-sectional area reduction
due to the non-availability of LiDAR data on submerged areas of the main channel. The
second one allowed us to spatially assess the distributed differences in flow depth value,
as well as to select the optimal model (“LiDAR scenario” plus “best Manning’s n value”) to
simulate the flood hazard levels relative to the results of the original, or control, model.

The errors in the bathymetric representation for the “LiDAR scenario” and “real
scenario” were compared both using an arithmetic subtraction between the two models
(Figure 4A) to obtain a difference value for each pixel of the model and by calculating the
mean absolute error (MAE), as shown in Equation (2):

MAE =
∑n

i=1|HL −Hr|
nc

(2)

where HL is the elevation of the ith cell for the “LiDAR scenario” DEM, Hr is the elevation
of the ith cell for the “real scenario” DEM and nc is the number of cells used for the analysis.
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Figure 4. Topographic differences between the “real scenario” and the “LiDAR scenario” (A), where
green colors show lower differences and red colors show higher topographic differences. A grouping
analysis (B) of the errors without spatial constraints showed a non-uniform pattern.

3.2. Hydraulic Modelling and Calibration Process

The hydrodynamic modelling for all configurations was performed using 2D Iber
software [47], which is a two-dimensional mathematical unsteady flow model that is used
to simulate the free surface flow in rivers and estuaries and employs a high-resolution finite
volume as a numerical method to solve the depth-averaged 2D shallow water equations,
also known as Saint Venant equations. Iber software requires a geometric description of
the channel in the form of a 3D mesh for performing hydraulic computations. Only the
hydraulic modelling of peak flows was carried out, as these peak flows were related to
maximum flooded area extension.

The calibration process was carried out in a similar way to a sensitivity analysis of
the hydrodynamic model to changes in the Manning’s n parameter. The extreme values of
the Manning’s n for the Duero riverbed were, on the one hand, a minimum value of 0.001,
and on the other hand, a maximum value of 0.027 (similar to the value used in the “real
scenario”). No higher values of the Manning’s n were considered on the basis that, with
the same value of surface roughness parameter and a decrease in the cross-sectional area
of the channel (due to the absence of bathymetric data in the “LiDAR scenario”), both the
flooded area and the flow depth values should be clearly higher than the one obtained in
the “real scenario”, which here was considered the benchmark model. To complement and
complete the analysis, two other scenarios were considered for comparison with the control
model. On the one hand, a model with a variable and spatially distributed Manning’s n
value was considered (which was obtained from the previous models using the Manning’s
n value that showed the best fit for each of the pixels within the river channel, as is shown
in Figure 5). Second, the HDCM model, as applied by Chone et al. [40], was considered by
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subtracting the flow value at the date of acquisition of the LiDAR topography from the
peak flow value of the 500- and 100-year return period.
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Figure 5. Map showing the spatial distribution of the Manning’s n value best fit option along the
Douro River channel in Zamora city, Spain. The Manning’s n value best fit was found from the
relationship between the channel bathymetry differences (“real scenario”–“LiDAR scenario”) and
the flow depth differences.

As the present approach is only useful for floodplain areas and not for river channels,
the data collected for the calibration process were located in the Douro river floodplain.
The results of different Manning’s n values inside the river channel were also compared to
the benchmark model to achieve a spatially distributed Manning model where Manning’s
n value inside the river channel varied for each model cell. Manning’s n value is dependent
on which model (with a constant value of Manning within the channel) performed best in
the comparison against the control (or benchmark) model.

3.3. Comparison of Hydrodynamic Model Outputs

To evaluate the suitability of the different hydrodynamic models that were generated
in the calibration process, the flow depth parameter was selected since it was the most
commonly used parameter for flood risk analysis through magnitude–damage models
as a flood vulnerability approach. The hydraulic outputs (flow depth) generated by
the Iber software were exported into geo-referenced ASCII raster files (*.asc files) for
each of the “LiDAR scenario + Manning’s n value” models, and further outputs were
compared to the benchmark model generated using the “real scenario” topography in the
GIS software ESRI® ArcGIS 10.6.1. Spatially distributed flow depth differences between
calibrated models and the control model, as well as random sample creation and geo-
statistical analysis input parameter calculations, were also generated inside the ESRI®

ArcGIS environment.
The analysis of different results started with descriptive statistics of the flow depth

value differences between the “LiDAR scenario” models (with different Manning’s n
values) and the “real scenario” in the set of random samples (nearly 7000 random points
for the 500-year return period peak flow and around 3600 random points for the 100-year
return period). The mean, median, mode, standard deviation, variance and Nash–Sutcliffe
efficiency index were calculated and compared for analysis purposes. Box plots were used
to explore the spatial distribution behavior of different levels of depth errors. First, error
location points were classified depending on the distance to the river bank with classes of
100 m width. Then, a boxplot was graphed for each spatial class. Distance bands to the
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river were computed using the Near ArcMap tool [48]. The Matplotlib library [49] from
Phyton software was used to perform a descriptive and graphical statistical analysis.

The Nash–Sutcliffe efficiency (NSE) index was used as given in Equation (3):

NSE = 1− ∑n
i=1(Dm −Do)

2

∑n
i=1
(
Do −Do

)2 (3)

where Dm is the flow depth value of the modelled “LiDAR scenario”, Do is the flow depth
value in the “real scenario” and Do is the mean flow depth value for the “real scenario”.

Furthermore, the flood inundation extent that resulted from each calibrated Manning’s
n model was also compared with the “real scenario” model using the F-statistic, as given
in Equation (4):

F statistic =
ALr

AL + Ar − ALr
× 100 (4)

where AL is the observed inundation area (inundation area of the reference model in
this case, “real scenario”), Ar is the modelled inundation area (“LiDAR scenario”) and
ALr is the area that is common to both the “real scenario” and the “LiDAR scenario”
inundation maps.

The F-statistic index, which was previously used in [23,29,50–52], allowed us to
compare floods throughout the inundation extent resulting from each hydrodynamic
model, where the hydrodynamic models differed was in the bathymetry data (as previously
used) or in the Manning’s n value at the main river reach (as was used here). A value of
100 meant a perfect match between the observed and predicted areas of inundation, and a
lower F indicated a discrepancy between the two.

4. Results and Discussion
4.1. “Real Scenario” vs. “LiDAR Scenario” Bathymetric Differences

The use of the MAE index on a random sample of 3000 points (located in the river
channel, independent of the samples obtained in the floodplain) made it possible to estimate
the error in the bathymetry data between the “real scenario” and the “LiDAR scenario”.
The MAE index adopted a value of 1.57 m. This was not surprising if we consider the type
of riverbed that the Douro River had in the study area under analysis. However, when
transferring the MAE index value to the average width of the river’s cross-section, we
obtained a reduction in the cross-sectional area of 353.25 m2. This reduction in the cross-
section could cause a reduction in the flow capacity of the channel of 353.25–529.87 m3 s−1

at times when the flow was medium–low and its average speed could be considered to be
between 1–1.5 m s−1. At times of flooding, when the average speed of the water could rise
to values of 3 m s−1 or more, the reduction in the flow capacity in the channel could rise to
values of 1059 m3 s−1 or even more.

The absolute error in bathymetric data between the “real scenario” and the “LiDAR
scenario” ranged from 0–4.115 m at the Douro River reach, and it showed a clear trend from
the river banks to its centerline (Figure 4A). At the same time, a more irregular pattern was
observed in the downstream direction, where the application of a grouping analysis over
the spatial distribution of errors in bathymetry did not show clear trends when no spatial
constraints were used (compare with spatial constraints, such as K-nearest neighbors or
Delaunay triangulation techniques, which show artificial grouping due to the requirements
of spatial constraints between points in the same group). When no spatial constraints were
used, the grouping of the random sample points could be related to the “riffle and pools”
longitudinal profile shape (Figure 4B) of natural rivers.

All previous data pointed out the importance of bathymetric data for the correct
hydrodynamic modelling of the flow event flooding area, as well as the uncertainty of
flood parameter results when using LiDAR data without a bathymetric data improvement.
In this sense, Cook and Merwade [29] previously pointed out this problem when they
showed a reduction of between 5 and 20% in flooded areas when bathymetric data were
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combined with LiDAR data, with this reduction range being based on the channel type
and hydrodynamic model (1D or 2D). In the same way, Saleh et al. [53] highlight that, in
the context of determining water levels at a specific location, the difference in bathymetry
could be very important. Furthermore, they also noted how this difference may be more
evident when we use DEMs or remote sensing techniques to identify river geometry at
the regional scale since it is difficult to obtain an accurate bathymetric river representation.
Other assessments [23] pointed towards the same conclusion, but there is no quantification
of the dependence between bathymetric errors and flooded area differences.

4.2. Manning’s n Value Calibration

The Manning’s n value calibration process was carried out first for the 500-year
return period peak flow, and it was done in two steps. First, focusing on a cost-saving
approach that would allow its application in places with very different socio-economic
development, the calibration was carried out based on the results obtained in a series of
cross-sections of the Douro River. At the location of each cross-section, a hydrodynamic
model was generated and a best fit Manning’s n value model was defined (Figure 1D). A
non-homogeneous Manning’s n value for each cross-section was found, which pointed
towards the assumed hydrodynamic simplification when we use a homogeneous surface
roughness coefficient for the whole river reach. This point is discussed later.

From the different best fit Manning’s n values of each cross-section, a mean value of
n = 0.015 was obtained. However, given the non-homogeneous results obtained in the
previous step, a second calibration phase was carried out.

In this second phase, the hydrodynamic model was extended throughout the study
area. The latter aspect favored the achievement of multiple objectives, such as the rapid
comparison of results in the location of the river cross-sections that were used in the first
calibration phase. However, it also allowed for statistical and geostatistical analyses of the
results to be carried out to achieve a better understanding of them in such a way that one
could finally obtain a selection, based on scientific criteria, of the hydrodynamic model
based on the “LiDAR scenario” topography and the best value (or range of values) of
Manning’s n coefficient.

As a complement to the above, the results obtained from two other models were
analyzed. On the one hand, use was made of a model that presented a variable spatial
distribution in the value of the roughness coefficient in the channel (obtained from the
roughness values that offered a better adjustment relative to the control model, i.e., the
“real scenario”, for each point in the channel). On the other hand, a model with a roughness
coefficient value of 0.027 was considered (similar to the control model), albeit with a
reduced peak flow value (from 2274 to 2114 m3 s−1) depending on the measured flow rate
at the date of acquisition of the LiDAR data.

The calibration, optimization and validation of the parameters in the models require
having observational elements of calibration, such as the existence of a gauging station
with its available stage–discharge curve in the case of the hydraulic models [54,55]; the
existence of stage water plaques of historical floods with a known peak flow value; or
other types of high-water marks, such as paleo-hydrological evidence (slackwater deposits
or dendro-geomorphological floods [56]). In addition, it is not sufficient to have a single
element for calibration because different combinations of parameters can give convergent
results at one point; rather, multiple points are needed to adjust them, and these are not
always available [28]. In fact, as pointed out by Hawker et al. [43], the availability of
observational elements of calibration is not possible in many cases.

However, the readjustment of compensation between parameters, which is the strategy
followed in this work, made it possible to compensate for the deficiencies in bathymetry
by readjusting the roughness in a relatively simple way that was applicable to any section
or situation, whether or not there were calibration elements.

In short, the methodological approach adopted, although it can be complemented with
other approaches, is an innovative strategy that can substantially improve hydrodynamic
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models, hazard analyses, risk assessments and, finally, the effectiveness of flood risk
mitigation measures. Evidently, this was all done in places where there was no bathymetric
information and where such information could not be obtained, and only for the floodplain,
not for the river channel.

4.3. Flow Depth Models Analysis and Optimal Model Selection

The hydrodynamic output parameter of flow depth, which was derived from each
Manning’s n value calibration model that was constructed upon the topography of the
“LiDAR scenario” model, was compared to the control model, i.e., the so-called “real
scenario”. First, the global results were analyzed both as flow depth differences and as
flood area extensions by using descriptive statistics parameters, such as mean, median,
variance or standard deviation, and with the use of the Nash–Sutcliffe efficiency index and
the F-statistic index. All these statistical indexes are shown in Table 1.

Table 1. Statistical data about Manning’s n value calibration process, considering both hydrodynamic outputs, namely, flow
depth and flooding area.

Mean Median Mode Standard
Deviation Variance F-Statistic NSE Index

LiDAR Scenario + n = 0.001 0.231 0.417 0.100 −0.110 0.174 81.76 0.9976

LiDAR Scenario + n = 0.010 0.024 0.326 0.026 0.050 0.106 91.94 0.9998

LiDAR Scenario + n = 0.011 0.000 0.311 0.010 0.050 0.096 92.30 0.9976

LiDAR Scenario + n = 0.012 −0.029 0.298 −0.007 0.050 0.089 92.68 0.9860

LiDAR Scenario + n = 0.013 −0.061 0.287 −0.027 0.050 0.082 93.19 0.9944

LiDAR Scenario + n = 0.014 −0.094 0.280 −0.045 0.050 0.079 93.46 0.9727

LiDAR Scenario + n = 0.015 −0.130 −0.073 0.030 0.269 0.073 93.92 0.9994

LiDAR Scenario + n = 0.016 −0.169 −0.106 0.040 0.263 0.069 93.34 0.9985

LiDAR Scenario + n = 0.018 −0.251 0.257 −0.191 −0.182 0.066 91.11 0.9953

LiDAR Scenario + n = 0.020 −0.332 0.254 −0.314 −0.312 0.065 89.10 0.9920

LiDAR Scenario + n = 0.027 −0.641 0.260 −0.660 −0.750 0.068 84.19 0.9236

LiDAR Scenario + ndistrib 0.010 0.005 0.050 0.316 0.100 93.05 0.9981

real Scenario + Q reduced + n = 0.027 −0.393 −0.407 −0.416 0.258 0.067 87.65 0.9894

From the analysis of the simulation points as a function of the flow depth values,
it was found that the differences between the “real scenario” and the “LiDAR scenario
(Manning’s n value = 0.011)” had the lowest mean deviation, with a perfect average fit
(0.000); the lowest median deviation results were found for the “LiDAR scenario (spatially
distributed Manning’s n value)”, which slightly underestimated the flow depth (0.005); the
lowest mode value was related to the scenario with Manning’s n value equal to 0.012; the
variance of the deviation had a random behavior.

The Nash–Sutcliffe efficiency index was calculated as one minus the ratio of the error
variance of the modelled hydrodynamic output divided by the variance of the observed
hydrodynamic output. In our assessment, the output was the flow depth parameter.

The NSE index showed very similar values for almost all of the hydrodynamic models.
The best value was associated with the hydrodynamic model with a Manning’s n value
of 0.010, but the differences relative to other models (like models with n = 0.015, 0.016 or
a spatially distributed n value) were not significant. All models showed high values of
the NSE; therefore, the error variance of the modelled hydrodynamic outputs was much
lower than the actual variance of the “real scenario” hydrodynamic model flow depth
parameter. From the results of the NSE index, it was difficult to make the selection of the
best Manning’s calibrated hydrodynamic model.

Just as the results of the flow depth parameter given by the NSE index were not fully
significant to select the best calibrated hydrodynamic model option, the results from the
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F-statistic index (Table 1) produced the same result. The F-statistic index showed many
close values for the hydrodynamic models, with Manning’s n value ranging from 0.010 to
0.018 (always above a value of 90), with the best value of the F-statistic index linked to the
Manning’s n value of 0.015. The F-statistic improvement from Manning’s n value of 0.010
to 0.015 was only about 1.5%.

As a conclusion, we could say that the analysis of the flow depth results from all cali-
brated models not giving us a strong criterion for the better option selection means that all
models using Manning’s n values ranging from 0.010 to 0.016 may be suitable to reproduce
the conditions shown by the control model, i.e., the “real scenario” hydrodynamic model.
The results shown by these models were similar in quality to those obtained by the use of
the variable and spatially distributed Manning n value model, and they were better than
the result shown by the HDCM approach. Based on the results obtained up to this point, a
second phase of flow depth values analysis was necessary and a geo-statistical approach
was carried out, where the distance to the main river channel was taken into account for
the flow depth analysis.

When the results were analyzed as a function of the distance to the riverbanks
(Figure 6), less deviation was also observed for the LiDAR scenario models with Man-
ning’s n values ranging from 0.011 to 0.015 (the model with an n value of 0.016 began
to show a slight deviation towards flow depth overestimation). From the best-calibrated
models, those linked to a Manning’s n value equal to 0.013 or 0.014 probably showed the
lowest dispersion against the zero error line.
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If the analysis of flow depth values was carried out in intervals of distance from the
riverbanks (Figure 7), the scenarios that best adjusted the intervals of maximum–minimum
deviation were also those ranging from Manning’s n value equal to 0.010 to 0.014. The
“LiDAR scenario (Manning’s n value = 0.010)” showed the best results for shorter distances
from the riverbank, with a very good fit for distances from 0 to 150 m. The “LiDAR scenario
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(Manning’s n value = 0.012)” gave the best results for distances from 150–300 m off the
riverbank. Moreover, the “LiDAR scenario (Manning’s n value = 0.013)” showed a good
fit for all distances up to 300 m. However, for distances over 300 m, the “LiDAR scenario
(Manning’s n value = 0.014)” probably showed the best fit from the range of different
Manning’s n values calibrated. For this model, most of the error in the flow depth value
lay within an interval of ± 10–12 cm, although this error increased to 15–20 cm when we
got close to the riverbank. All these models substantially improved the results obtained in
the model in which the natural value of Manning’s parameter n was maintained.
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When we analyzed the results that were associated with the spatially distributed Man-
ning’s parameter n model and those associated with the HDCM model, we observed that
in both cases, the results were better than those associated with the model that preserved
the natural value of Manning’s n parameter. However, in neither case did the results
approach the best of the models with a constant and calibrated Manning’s n value. Thus,
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the HDCM model was one of the worst performers in this study. The bad performance
of the HDCM model may have been due to the large difference between flow rates on
the date of the LiDAR data and the 500-year return period peak flow, as well as the likely
significant differences in flow velocity in each case, where the higher flow velocities would
require less of a channel cross-sectional area (Figure 3). On the other hand, the model
with a spatially distributed Manning’s n value provided a very good fit with the control
model (“real scenario”) of up to about 500 m distance from the channel; however, at fur-
ther distances, it underestimated the flow depth more than the models with a constant
Manning’s n parameter and values between 0.013 and 0.015. Therefore, if the risk is to be
assessed at a short distance because this is where the exposed and vulnerable elements are
located (farms, transport infrastructure, etc.), the scenario “LiDAR scenario (Manning’s
n value = 0.011)” or the spatial distributed Manning’s n value model are of interest, while
if risk analysis is to be carried out for elements distant from the riverbed (homes and towns
far from the river but within a flood zone), the scenario “LiDAR scenario (Manning’s n
value = 0.012 to 0.015)” can be used. This gives rise to an interesting discussion on the need
to use different roughness indices depending on the flow rate and its return period, as
some authors have already pointed out (but in the opposite direction to these results [55]).
This variation in the parameters and indices to be used in hydrological and hydraulic
models depending on the magnitude of the event has already been described extensively
in the scientific-technical literature for other parameters, such as initial abstractions (curve
number) as a function of precipitation intensity.

The coefficient of water bottom friction was investigated extensively and is known
to depend on the particle sizes of materials on the river bed. There have been many
studies on friction parameter estimation, especially on a relationship between estimated
Manning’s coefficients and river bed conditions. These range from the classical tables
and lists [57,58], to present-day estimations using fractals and connectivity [59,60] from
remote sensing information [61], as well as including visual guides [45] and technical
determination procedures [62,63]; all of these methods can be grouped in two kinds of
approaches: (i) grain size–roughness relationships for different river bottom patches or
polygons and (ii) micro-topographical analyses of bathymetrical data.

The first group is used in technical reports and studies of large river reaches for
hydrodynamic modelling and civil engineering; the second group is usual in scientific
detailed studies of small river channels for geomorphological and ecological analysis.
Both approaches are necessary and complementary because they depend on the scale and
objectives of roughness estimation. However, it is very important to quantify predictive un-
certainty in the hydrodynamic modelling of shallow water flow in response to uncertainty
in friction parameterization [64].

However, in any case, a fully spatially distributed Manning’s coefficient based upon
the physical characteristics of terrain (mainly the riverbed characteristics) was not achieved
due to the complex distribution and the high degree of spatial variability in the physical
characteristics of the terrain (grain-size and micro-topography distributions) and vegetation.
This objective is already feasible for floodplains [61] by using UAVs, but not for the
submerged areas of river channels.

Based on the whole scope of the results of our analysis, the use of a spatially distributed
Manning’s n value became necessary. Manning’s n value is usually calibrated within a river
reach using a uniform value for all reaches, although the use of non-uniform values was
pointed out by previous studies [65] that used a different Manning’s n value for each river
reach at the Lower Tapi River (India) to get the best-fit calibrated HEC-RAS model. In this
sense, Attari and Hosseini [66] showed a methodological framework for the automatic river
segmentation into different river reaches that were fitted with a non-uniform Manning’s
n value. Both approaches were utilized prior to the use of a non-uniform value for the
roughness coefficient along a sequential river reach segmentation, but they did not use a
real spatially distributed Manning’s n value. Although a more complete study of spatially
distributed values of Manning’s n parameter would be necessary and convenient, the
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approximation to its use that was carried out in the present study did not show significantly
better results than those of the other models considered.

In our methodological approach, we used the 500-year return period peak flow to
develop the methodological framework, while the 100-year return period peak flow was
used as the test model. The statistical results of the test model (Table S1 in Supplementary
Materials) showed a slight difference from the 500-year return period peak flow model.
A similar dependence on the statistic used was observed relative to the hydraulic model,
which offered better results compared to the control model. The geostatistical analysis
of results for the test model, considering the distance from the riverbank, showed very
similar trends (Figures S1 and S2) to those related to the 500-year return period. Therefore,
the scatter plot of Figure S1 shows that the best fit with the control (or benchmark) model
was linked to Manning’s n value in the range of 0.014–0.016. The results of the box plot
(Figure S2), which were the same as for 500-year return period models, showed differences
in the best fit that was linked to the distance to the riverbank. As discussed above, the best
fit for shorter distances was obtained with a lower Manning’s n value (about 0.011), while
for distances equal to or greater than 500 m, the model that offered the best results was
possibly the one with a Manning’s n value of 0.016. As for the 500-year return period, the
test model linked to the HDCM approach showed an overestimation of the flow depth
values for all distances to the riverbank. For all hydraulic models related to the 100-year
return period, an increase in uncertainty could be observed at further distances from the
riverbank, which was due to the smaller flooding area at the floodplain (and the consequent
lower number of sample points at further distances) than the one related to the 500-year
return period models.

In general, we observed that the best-fitting Manning’s n value increased slightly
from the methodological developed model (500-year return period peak flow) to the
methodological test model (100-year return period peak flow). However, taking this into
account, the optimal range of Manning’s n value from 0.014 to 0.016 could be defined.
Within this range of Manning’s n value, the flow depth errors in the river floodplain were
drastically reduced from the model without bathymetry data and a “normal” (0.027 in the
study site) Manning’s n value.

The results from the two peak flows considered in the present assessment point
towards the validation of our methodological approach, and the usefulness of using a
calibrated and reduced values of Manning’s n coefficient where the topography of the
riverbed is not available and its acquisition lies outside the economic budget of flood
risk managers.

4.4. Local Results at Cultural Heritage Sites in Zamora (Spain)

Beyond the results of the overall study area (with or without riverbank distance
dependence), some control points (Figure 8) that are linked to different housing types in
Zamora city were used for the result quality analysis of the Manning’s-n-value-calibrated
models. Four control points were selected, representing different types of buildings in
the vicinity of the city of Zamora. Checkpoints 1 and 3 represented buildings in an urban
environment with a high building density, checkpoint 2 corresponded to a cultural heritage
site (chapel) and, finally, checkpoint 4 corresponded to a house that was isolated among
agricultural fields.

In all cases, the absence of bathymetric data in the peak flow hydraulic modelling
implied a flow depth overestimation ranging from 50 to 75 cm, where no process of artificial
modification of the Manning’s n value (calibrated model with n = 0.027) was carried out.
These flow depth errors could be drastically reduced through the Manning’s n value
calibration process, as shown in Figure 8. However, as was also observed previously, the
results obtained at the four control points did not show complete homogeneity. Again, the
range of values between 0.010 and 0.014 seemed to show the best results overall. However,
depending on the spatial location of the control point, it was observed that values lower
than 0.010 could also give optimal results, but values higher than 0.014 did not. The
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selection of only four locations may not be representative for the whole study area, and
the previously exposed results (where the best fit was obtained for the Manning’s n value
ranging between 0.014 to 0.016) had greater confidence, but they were illustrative of the
overestimation of flow depth in the absence of bathymetric data without some kind of
calibration process.
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By transferring these differences in flow depth to the analysis of direct economic
damage caused by floods, they can lead to significant differences in damage estimates.
Thus, based on a widely used magnitude–damage model [15], we found that a difference
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in the flow depth of 50–75 cm could lead to a variation in the direct damage estimates of
25–30%. From the same model, we could estimate that, if we associated an average error of
10 cm with the calibrated model with n = 0.014, the error in the damage estimate would
be around 6%. These percentages of economic direct damage can vary depending on the
non-linearity of the distribution of flood damage associated with the flow depth value,
as well as the damage model used. Wagenaar et al. [67] pointed out that the resulting
uncertainties in estimated damage (due to different models) are in the order of magnitude
of a factor of 2 to 5.

Furthermore, from the results obtained, it can be seen that the use of a reduced or
lower (relative to that which is naturally associated with the characteristics of the riverbed)
Manning’s n value between 0.011 and 0.016 could lead to an error in the estimation of the
flow depth that was no more than 25 cm, which, transferred to the estimation of direct
damage, meant an approximate damage value error of 12%. Therefore, the use of an
artificially lower Manning’s n value could reduce the error in estimating flood damage
by half. Therefore, this can be an interesting starting point for the improvement of flood
damage estimates in areas without bathymetric data availability (even taking into account
the fact that obtaining bathymetric data will always be the best option to achieve the best
results). Furthermore, it could serve to carry out hazard analyses and, therefore, more
personalized risk analyses depending on the elements at risk to be analyzed and their
distances from the riverbanks.

However, from a practical point of view, this would introduce complexity into the
systematic production of hazard and risk mapping, such as those of FEMA [68] in the USA,
SNCZI [69] in Spain, or the Flood Factor [70], also in the USA. At the same time, it would
give dynamism and ease of updating to large-scale local studies, which are optimal for
urban areas or vulnerable infrastructures (large dams, nuclear power stations, industrial
complexes, etc.).

5. Conclusions

The present manuscript shows a new approach for improving flood hazard maps
where bathymetric data are not available (or they are scarce, such as a few cross-sections
for the whole river reach). The proposed solution to this unavailability of bathymetric data
is valid for river floodplains but not inside the river main channel. Unlike the approaches
based on the generation of simplified bathymetric shapes, or the hydraulic corrections
(HDCM model), the proposal of this manuscript was based on the calibration of the
Manning’s n value (roughness surface index). This calibration point toward the use of
abnormally low values for a natural channel sought to compensate for the reduction in the
channel cross-section area using an increase of the flow velocity in the channel itself. The
main conclusions that can be derived from this study are as follows:

- The results obtained show a clear improvement when compared to the direct use of
LiDAR topographic information combined with a Manning’s n value according to
the characteristics of the river channel studied. The results from the methodological
developed model (500-year return period peak flow) and the methodological testing
model (100-year return period peak flow) converged toward a range of Manning’s
n values from 0.014 to 0.016, which is far from the 0.027 that is selected based on
the Douro River reach characteristics. A slight uncertainty in the best range of the
Manning’s n value was seen depending on the magnitude of the peak flow rate used.
The magnitude of the peak flow rate and the optimal Manning’s value show an inverse
relationship.

- For the case of the Douro River in Zamora, the results of the hydrodynamic modelling
under the “LiDAR scenario” and the “natural” Manning’s n value conditions (n = 0.027)
caused average errors of 50–75 cm in the flow depth estimation. By calibrating the
Manning’s n value, these average errors could be reduced to a value close to 10 cm.

- By transferring the errors in flow depth to the estimation of direct damage due to
floods (based on the widely used USACE damage magnitude model), we achieved a
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reduction in the error in the percentage of damage from values of 25–30% to errors
close to 5%.

- The results of the calibration of the Manning’s n value for the 500-year return period
peak flow showed that the best fit varied according to the distance from the riverbank
such that we could select different values of n (within a range between 0.011 and
0.014) depending on whether the area of greatest interest (in the hazard assessment)
was close to the channel (lower value of n) or far from it (higher value of n). In any
case, this implied the use of values of approximately half those used in real conditions.
In the case of the 100-year return period peak flow, the best option of Manning’s value
for areas far from the riverbank went up to 0.016.

- A uniform Manning’s n value (for the river channel) was used both for the control
“real scenario” and for each Manning’s n value calibrated model. However, a spatially
distributed Manning’s n value was used too, and the results, although good, did not
significantly improve on those obtained in the constant value models. In fact, it was
observed that this model offered better results for distances up to 550 m from the
riverbed, but at greater distances, the results worsen.

- A hydraulic approach, namely, the HDCM, was also used, but the results were far
from satisfactory. In fact, the results associated with this model were among the worst
of those obtained in the present study. This situation calls into question the usefulness
of this approach as a solution to the absence of bathymetric data in cases where the
flow rates (on the date of acquisition of the topographic data, and those associated
with the study) are very different.

- The present work is the first contribution to a methodological framework that should
be improved by applying it in other areas where the river characteristics (river slope,
channel typology, sinuosity, percentage of reduction of the channel cross-section, etc.)
are different from those shown in the present work. In this way, the objective of
having a range of Manning’s n values depending on the specific characteristics of the
study area could be achieved. This approach could represent an interesting scientific-
technical innovation in the analysis of flood risks. Furthermore, in the present state,
the use of “not natural lower Manning’s n value” was shown to be an optimal option
for the improvement of flood damage estimates in urban areas where there is no
availability of bathymetric data.
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Abstract: As a result of rapid urbanization and population movement, flooding in urban areas has
become one of the most common types of natural disaster, causing huge losses of both life and
property. To mitigate and prevent the damage caused by the recent increase in floods, a number
of measures are required, such as installing flood prevention facilities, or specially managing areas
vulnerable to flooding. In this study, we presented a technique for determining areas susceptible to
flooding using hydrological-topographic characteristics for the purpose of managing flood vulnerable
areas. To begin, we collected digital topographic maps and stormwater drainage system data
regarding the study area. Using the collected data, surface, locational, and resistant factors were
analyzed. In addition, the maximum 1-h rainfall data were collected as an inducing factor and
assigned to all grids through spatial interpolation. Next, a logistic regression analysis was performed
by inputting hydrological-topographic factors and historical inundation trace maps for each grid as
independent and dependent variables, respectively, through which a model for calculating the flood
vulnerability of the study area was established. The performance of the model was evaluated by
analyzing the receiver operating characteristics (ROC) curve of flood vulnerability and inundation
trace maps, and it was found to be improved when the rainfall that changes according to flood events
was also considered. The method presented in this study can be used not only to reasonably and
efficiently select target sites for flood prevention facilities, but also to pre-detect areas vulnerable to
flooding by using real-time rainfall forecasting.

Keywords: flood vulnerability; spatial analysis; logistic regression; ROC analysis; flood detection

1. Introduction

Floods can have several causes, and result mainly from hydro-meteorological causes
such as typhoons and localized torrential downpours. Recently, changes in atmospheric
flow caused by global warming and climate change have brought about major meteorolog-
ical problems. In particular, in Northeast Asian regions such as Korea, China, and Japan,
atmospheric flow stagnated due to the abnormal high temperatures in the polar regions in
the summer of 2020. This led to the longest rainy season ever, causing huge losses.

Other causes of flooding include a decrease in the rainwater storage effect of forests
due to reckless development, and an increase in impervious areas due to urbanization. In
Seoul, Korea, as the Gangnam region began to be developed in earnest after the 1970s, the
low-lying areas were newly developed for residential purposes and lost their rainwater
storage function [1]. In such densely populated urban areas, the occurrence of flooding
will increase further because low-lying areas will be developed to resolve the inadequacy
of the supply of housing compared to demand.

To reduce the loss caused by frequent floods in recent years, central and local gov-
ernments have established measures to prevent such flood damage. However, budget
limitations mean that not all areas vulnerable to flooding can be refurbished with flood
prevention facilities. For this reason, it is important to prioritize relatively more vulnerable
areas, and in some cases, information on vulnerable areas should be provided to residents.
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Providing such information not only improves the ability of residents to cope with floods
through education and training, but also has the effect of restraining the development of
relevant areas.

The advantage in using physically based models is their high capability for prognosis
and forecasting, while their disadvantage is the high input data demand [2]. For this
reason, techniques for identifying flood vulnerable areas using topographic factors have
been suggested in various ways by previous studies. The determination of flood vulnerable
areas is one of the representative non-structural measures in flood defense, and should be
performed reasonably through hydrological and topographic analysis of rainfall-runoff. As
such, techniques for determining flood vulnerable areas have been studied by researchers
in a number of fields including hydrology, topography, and soil science. Dehortin et al. [3]
laid the foundation for calibrating or evaluating surface runoff susceptibility mappings
through on-site monitoring that measures surface runoff. Lagadec et al. [4] presented the
indicateur du ruissellement intense pluvial (IRIP) technique that maps the characteristics
of surfaces that are susceptible to generation, transferal, and accumulation of surface
rainfall-runoff. Lee et al. [5] compared the detection rates of flood vulnerability based on
topographic factors using general data such as advanced spaceborne thermal emission
and reflection radiometer (ASTER) and shuttle radar topography mission (STRM). Lee and
Kim [6] analyzed the correlation between topographic factors considering rainfall-runoff
characteristics, as well as actual inundation trace data.

Flood vulnerability has been estimated using the physical characteristics of the sur-
faces on which rainfall-runoff are likely to accumulate, such as lowlands and gentle slopes;
more recently, studies have been performed that attempt to use machine learning to cal-
culate flood vulnerability. Logistic regression, a field of machine learning, can suggest
vulnerability in the study area in a probabilistic manner through binary classification of
past data (yes or no) by connecting topographic factors and natural disasters such as floods
and landslides [7–9]. In addition, studies on estimating flood vulnerability using other
machine learning techniques are also being conducted by many researchers. Among those,
studies using random forests [10,11] and principal component analysis (PCA) [12,13] have
been actively conducted. In addition to studies that applied a single technique, studies
which compare or connect several techniques have also been conducted. Pradhan and
Lee [14] compared and proposed methods of detecting landslide-prone areas with logistic
regression and artificial neural network (ANN). Lee et al. [15] compared flood vulnerability
estimated using random forests and boosted trees with topographic factors as input data. Li
et al. [16] used logistic regression, Naive Bayes, AdaBoost, and random forests to estimate
flood vulnerability around the world, and compared the detection capabilities for each
model. To reduce the dimensions of various topographic factors, studies on applying
logistic regression after PCA [17–19] have also been conducted.

KICT [20] stated that it was necessary to establish special measures for areas prone to
flooding and strengthen flood forecast warning systems, in order to respond to floods. Shin
and Park [21] mentioned that the floods that occurred in Seoul in 2010 and 2011 had a high
spatial correlation, and that they occurred repeatedly in the same area. In particular, it was
analyzed that one-third of the areas which flooded in 2011 were areas that had previously
suffered from floods [21]. On this basis, this study confirmed that flood vulnerable areas
should be determined through an analysis of the topographical causes of areas where
floods frequently occur in Seoul, the study area, and intensively managed.

A variety of approaches have been conducted to identify flood vulnerable areas, and
the most representative of them is the method using the numerical models [22–24]. This
method is to designate an expected flooding area by calculating the hydraulic-hydrological
characteristics of rainfall-runoff for a hypothetical scenario precipitation with a numerical
model. Although numerical models showed great capabilities for predicting a diverse
range of flooding scenarios, they often require various types of hydro-geomorphological
monitoring datasets, requiring intensive computation, which prohibits short-term predic-
tion [25]. Previous studies have suggested data-based techniques for determining flood
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vulnerable areas using hydrological-topographic factors due to the efficiency of data col-
lection and analysis. However, these methods only calculate the flood vulnerability at the
planning level, and do not detect floods for various actual events. To supplement this, in
this study, a logistic regression model estimating flood vulnerability that changes according
to rainfall was developed and the detection performance was evaluated with a new event.

In spatial data-based flood vulnerability analysis, it is important to select input data
that can affect floods and collect data. The input data were selected by referring to the
topographical factors mainly used in the previous studies [7–19] introduced above (slope,
elevation, topographic wetness index, curvature, stream power index, distance from river,
in order of most use). Meanwhile, in Korea, hydrological-topographic data can be easily
obtained through the websites [26–29] of government agencies. These data can be regarded
as reliable data because they are produced with strict quality control.

The purpose of this study is to develop a technique for determining flood vulnerable
areas in order to reduce the damage caused by flooding. As shown in Figure 1, this tech-
nique can calculate flood vulnerability by estimating logistic regression coefficients taking
into account the hydrological-topographic factors in the study area. This methodology can
map flood vulnerable areas suitable for each flood event by changing the values according
to the rainfall situation. With this, if real-time rainfall forecasting is used, flooding can
be predicted.
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2. Study Area and Materials
2.1. Seoul Metropolitan City

Seoul metropolitan city (SMC), the capital city of South Korea, has seen continued
population growth with the progress of industrialization and urbanization since the 1960s.
As a result, this city is not only a densely populated region with more than 10 million
people, which is 20% of the total population of the country, on an area of 605 km2, but also
shows a concentration of capital in highly dense office regions such as Gwanghwamun
and Gangnam. In this environment, severe flooding occurred in 2010 and 2011, causing
great damage to life and property in Seoul. The flood that occurred on 21 September 2010
flooded 17,905 households and injured one person. The flood of 27 July 2011 inundated
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14,809 households, causing 19 deaths and 41 injuries [21]. With flood damage occurring
every year since then, the city of Seoul has been striving to prevent it by increasing the
design frequency of drainage pipes and installing pump stations.

In this study, inundation trace maps generated in 2001 [26] were used to develop a
logistic regression model to calculate flood vulnerability for each grid. The inundation
trace maps for 2010 and 2011 were used to evaluate the performance of the developed
regression model. Figure 2 shows the extent of the study area and the traces of flooding
in 2001.
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2.2. Hydrological-Topographic Factors

Hydrological-topographic factors were classified into three topographic factors (sur-
face, locational, and resistant) and one hydrological factor (inducing factor). Elevation,
slope, profile curvature, plan curvature, topographic wetness index (TWI), and stream
power index (SPI) were considered for surface factors, which are the characteristics of
runoff moving on the surface by gravity. For locational factors, distance from river and
manhole were considered to indicate the range affected by catchment runoff due to natural
factors (river) and artificial factors (manhole). As a resistant factor, pump capacity per
drainage area was analyzed to consider the effect of drainage pumps installed to protect
against urban flooding. The maximum 1-h rainfall was used as an inducing factor, which is
an external factor that can directly affect the occurrence of floods.

2.2.1. Surface Factors

The characteristics of surfaces that are vulnerable to flooding are typically lowlands,
gentle slopes, and concave terrains, and can be estimated through spatial analysis. In this
study, a digital topographic map drawn to a scale of 1:5000 (2018) provided by the NGII [27]
was used to calculate the topographic factors of the study area. The digital topographic
map was converted into a 30 × 30 m digital elevation model (DEM) through spatial analysis
because the contour lines and elevation points were composed in a vector form. Raster
calculations were performed with this DEM (elevation) to calculate five surface factors
including slope, profile curvature, plan curvature, topographic wetness index, and stream
power index (Figure 3).
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Elevation is the most representative factor explaining the characteristics of a surface
that is prone to flooding; more lowlands means the area is more vulnerable to flooding.
Since the flow velocity is slow in areas with gentle slopes, the runoff from rainfall ac-
cumulates and causes a flood. Curvature can be calculated as the second derivative of
the surface, and can be classified into profile curvature and plan curvature, respectively,
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depending on whether it is calculated in a direction parallel to or perpendicular to the slope.
Profile curvature is the curvature in the downward direction of the slope, and flooding
is likely to occur in a concave terrain (positive). Plan curvature is the curvature in the
horizontal direction of the slope, and runoff is likely to accumulate in a valley (negative).
The topographic wetness index (TWI) was derived from the study of Beven and Kirkby [30]
and can be calculated as shown in Equation (1). The TWI means that the gentler the slope
(θ) of the target grid and the larger the basin area (a) of the upstream region, the higher the
potential wetness index of the region. The stream power index (SPI), which was proposed
by Moore et al. [31], represents the degree of sediment movement and erosion from surface
runoff, and is calculated as shown in Equation (2).

TWI = ln(a/ tan θ) (1)

SPI = ln(a × tan θ) (2)

2.2.2. Locational Factors

Runoff from rainfall that reaches the ground flows from high to low along the slope
by gravity. In natural basins, rainfall runoff gathers to form a river, while in urban areas
such runoff is concentrated to manholes through a drainage pipe network. Therefore, areas
near rivers or manholes are likely to be vulnerable to flooding when localized torrential
downpours exceeding the capacity occur. To calculate the distance from the river and
manhole, the location of the river and manholes was calculated for each grid using a digital
topographic map (Figure 4a,b).Appl. Sci. 2021, 11, x FOR PEER REVIEW 7 of 21 
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2.2.3. Resistant Factor

In urban areas, drainage pumping stations, which are representative facilities to reduce
flood damage in lowlands during localized torrential rain, are installed [32]. In this study,
statistical data from the Ministry of Environment (ME) [33] were collected to investigate
the location and specifications of drainage pumping stations in the study area. On the
other hand, since the specific time of the establishment of drainage pumping stations and
that of the increase in the capacity could be not confirmed, the year-end statistical data of a
year before the flood event, which was applied to the development and verification of this
model, were used. It was found that 91 pumping stations were operated in Seoul in 2000,
and the total pumping capacity was 118,196 m3/min. In addition, there were 239 drainage
sections in Seoul, and each drainage pumping station was designed to fit the area of the
drainage section where the facility was located. Therefore, to reflect this, pumping capacity
(C, m3/min) was divided by the area (A, m2) of the drainage section to calculate pumping
capacity per drainage area (P), as shown in Equation (3) (Figure 4c).

P = C/A (3)

2.2.4. Inducing Factor

Recently, the frequency of localized torrential rains has been increasing due to climate
change [34]. In Seoul, which was affected by this, the number of occurrences of more than
30 mm/h of rainfall increased by 2.3 times throughout the year compared to before 1990,
and that of more than 50 mm/h of rainfall increased by 5.3 times [35]. In addition, Son
et al. [35] analyzed that rainfall of 75.0 mm and 15.5 mm/h was observed at the Seodaemun
(412) and Dobong (406) observatories in Seoul at 14:00 on 21 September 2010, respectively,
showing an approximately 5-fold difference between the two observatories. As such, in
terms of the temporal distribution of rainfall, the occurrence frequency of concentrated
torrential rains (30 mm/h or more) increases, and the spatial distribution also shows a large
deviation due to localized heavy rains. Therefore, it was confirmed that topographic and
hydrological factors should be connected when estimating flood vulnerability in this study.

Inundation damage in Seoul resulted mainly from inland floods, which occurred in
urban lowlands or were caused by rainfall that could overwhelm the drainage infrastruc-
ture, rather than fluvial floods [21]. In Korea, when designing drainage pipes to protect
against flood, the rainfall duration and the return period generally considered are 1 h and
10–30 years, respectively [36]. Therefore, in this study, maximum 1-h rainfall was used as
an inducing factor that causes urban flooding.

Korea Meteorological Administration (KMA) [29] provides various types of observa-
tion data, such as automated synoptic observing system (ASOS) and automated weather
system (AWS), as shown in Table 1. ASOS is installed in the location of the former KMA to
perform observation tasks such as observing weather phenomena and data sharing through
international cooperation, and AWS is installed in places where observation by a human
operator is difficult, such as on mountains or islands, to monitor localized severe weather
phenomena in real time [37]. There were a total of 32 rainfall observatories located in and
near Seoul, as shown in Table 1, but to secure the reliability of the data required to develop
a regression model, it was necessary to select data in consideration of missing observations,
and the opening/closure of such observatories. The data from the Gangseo (404) and
Gwangjin (413) observatories were excluded because missing data were found at the time
of the occurrence of maximum 1-h rainfall observed at a nearby observatory in 2001. Those
from Bukaksan (422), Guro (423), Gangbuk (424), and Namhyeon (425) observatories were
excluded because they opened after 2001. The selected data were interpolated using the
inverse distance weighting (IDW) method to assign the rainfall at the point where the
observatories were located to all the relevant grids (Figure 5).

On the other hand, inundation trace maps provided information on flooded areas,
but did not provide information on the date and time of flooding. If information on the
time of flooding is not available, such data cannot be linked to rainfall data. Therefore, in
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this study, the maximum 1-h rainfall occurring in July 2001 was used as an independent
variable for logistic regression. After that, to evaluate the performance of the regression
equation, flood vulnerability was estimated using the maximum 1-h rainfall in September
2010 and July 2011, and compared with the inundation trace maps.

Table 1. Observatories in Seoul and maximum 1-h. rainfall.

Stn. No. Stn. Name Type Start Date of Obs.
Max. 1-h. Rainfall (mm)

July 2001 September 2010 July 2011

108 Seoul ASOS 1 October 1907 90.0 71.0 60.5

116 Gwanak 1 Radar 10 November 1993 96.5 32.0 90.0

400 Gangnam

AWS

4 December 1994 100.0 71.5 71.0

401 Seocho 4 December 1994 94.5 78.5 85.5

402 Gangdong 4 December 1994 82.5 79.0 56.5

403 Songpa 5 December 1994 86.0 65.0 91.5

404 Gangseo 5 December 1994 Missed 100.5 64.5

405 Yangcheon 5 December 1994 78.0 71.5 61.0

406 Dobong 6 December 1994 83.5 31.0 67.5

407 Nowon 6 December 1994 86.0 35.5 61.0

408 Dongdaemun 7 December 1994 93.5 65.5 69.0

409 Jungnang 7 December 1994 95.0 73.0 64.5

410 KMA 15 December 1999 111.0 81.5 55.0

411 Mapo 8 December 1994 100.5 85.0 63.5

412 Seodaemun 8 December 1994 77.0 81.5 52.5

413 Gwangjin 8 December 1994 Missed 74.0 56.0

414 Seongbuk 9 December 1994 82.5 53.0 59.0

415 Yongsan 9 December 1994 100.5 68.0 49.0

416 Eunpyeong 19 December 1994 76.0 54.0 68.5

417 Geumcheon 3 January 1998 108.0 98.0 62.0

418 Hangang 10 December 1994 96.0 69.5 48.0

419 Junggu 10 December 1994 96.5 73.5 47.0

420 Bukhansan 20 January 1994 83.5 6.5 Closed

421 Seongdong 22 August 2000 86.5 75.0 52.5

422 Bukaksan 3 November 2010 Not opened Not opened 61.5

423 Guro 28 December 2001 Not opened 78.0 46.0

424 Gangbuk 28 December 2001 Not opened 33.5 67.0

425 Namhyeon 3 November 2010 Not opened Not opened 112.5

509 Gwanak 2 14 September 1992 97.5 95.5 110.0

510 Yeongdeungpo 27 June 1989 94.0 72.0 65.0

540 Goyang 15 November 1992 54.0 39.0 101.5

541 Namyangju 21 November 1992 72.5 26.5 64.0
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3. Methodology
3.1. Multi-Collinearity Test

Multi-collinearity problems can cause when there is a correlation between two or
more variables in a regression model. This problem can cause the calculations to be false,
and the logistic parameters are incorrect and or inexact [38]. As the surface factors used
in this study, five independent variables (slope, profile curvature, plan curvature, TWI,
and SPI) calculated from elevation were used. Applying variables derived from one raster
data to a regression model may cause multi-collinearity problems [17]. Therefore, the
determination of multi-collinearity is an important step in detecting flood vulnerability
using a logistic regression model. The variance inflation factor (VIF), one of the indicators
used to determine multi-collinearity, can be calculated using the coefficient of determination
(R2) as in Equation (4).

VIF =
1

1 − R2 (4)

Lin [39] stated that variables can be judged to have multi-collinearity when VIF is
greater than 10. Table 1 shows that there is no multi-collinearity problem as the VIF values
for the six independent variables of the surface factors ranged from 1.099 to 2.679 (Table 2).
Therefore, it was confirmed that six surface factors can be used as independent variables in
logistic regression analysis to calculate flood vulnerability.

Table 2. Evaluation of vulnerability according to area under the curve (AUC).

Elevation Slope Profile Curvature Plan Curvature TWI SPI

1.552 2.679 1.099 1.114 1.477 1.259

3.2. Logistic Regression

Logistic regression is a probability model proposed by Cox [40], which is used for clas-
sification and prediction by expressing the relationship between dependent variables and
independent variables as a regression equation. It was mainly proposed to classify events
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in which the dependent variable follows a binomial distribution, such as the relationship
between test scores and whether they pass the exam, or patient health status and whether
they have a disease.

Odds ratio (OR) was introduced to utilize logistic regression for binary classification.
OR represents the ratio of the probability, p, that an event will occur, and the probability,
1 − p, that it will not occur, and it is calculated as follows.

OR =
p

1 − p
(5)

In addition, the problem of binary classification is that a linear regression analysis
cannot be performed, because the dependent variable is represented as “0” or “1”, and
thus the range is different from the independent variable having a continuous distribution.
Accordingly, the dependent variable is adjusted to (−∞, ∞) in the range of [0, 1] through
the logit transformation that applies the logarithm to OR. This can be expressed using the
following equation.

Logit(OR) = log
(

p
1 − p

)
= Y = β0 + β1x1 + · · ·+ βnxn (6)

In this study, for the calculation of the regression coefficient (βn) of Equation (6),
the occurrence of flooding events (Y) for all grids in the study area and 10 hydrological-
topographic factors ( x1 ∼ x10) were used. In addition, the maximum likelihood estimator
is used to determine regression coefficients including the constant term [41].

Next, a logistic function is used to calculate the flooding probability for target grids
using the calculated regression coefficients. The logistic function can be calculated as
follows by using the inverse function relation in Equation (6).

eβ0+β1x1+···+βnxn =
p

1 − p
(7)

(1 − p)eβ0+β1x1+···+βnxn = p (8)

eβ0+β1x1+···+βnxn = p
(

1 + eβ0+β1x1+···+βnxn
)

(9)

p =
1

1 + e−(β0+β1x1+···+βnxn)
(10)

The probability of flooding p can be obtained by inputting the hydrological-topographic
factor for a target grid to Equation (10). This flooding probability (p) corresponds to flood
vulnerability in this study. The flood vulnerability estimated through the logistic regression
has the range [0, 1], and the closer to 1, the higher the probability of flood occurrence.

3.3. 2 × 2 Confusion Matrix and ROC Analysis

In this study, a receiver operating characteristics (ROC) analysis was conducted using
a 2 × 2 confusion matrix to check the extent to which the areas with high flood vulnerability
calculated using the logistic regression model were consistent with the inundation trace
maps. The 2 × 2 confusion matrix and ROC analysis have been mainly used in the medical
field, including the performance evaluation of reagents that discriminate negative from
positive patients in the diagnostic test of COVID-19, which has been spreading around
the world in recent years. This technique has recently been extended and applied to the
fields of machine learning and object recognition to evaluate the classification accuracy of
artificial intelligence [42,43]. ROC analysis allows us to determine whether a test method
is useful by showing a curve for the degree to which an event is detected for each test
method [44,45]. To draw this curve, four components of a 2 × 2 confusion matrix should
be used.
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As shown in Table 3, the 2 × 2 confusion matrix can be composed of 4 different
combinations depending on whether the flood vulnerable area and inundation traces
on the map coincide. If the flood vulnerable area and inundation traces coincide, it can
be expressed as true positives (TP) or true negatives (TN); otherwise, it is expressed as
false positives (FP) or false negatives (FN). For the plot of the ROC curve, the x-axis is
calculated as 1-specificity, showing specificity which is the ratio of accurately predicted
areas (TN) among the areas where no actual flooding occurred (FP + TN). The y-axis of
the graph shows sensitivity, which is the ratio of the areas selected as flood vulnerable
areas (TP) among the flooded areas (TP + FN). When expressed as an equation, specificity
and sensitivity can be expressed as Equations (11) and (12), respectively, and the range of
values is [0, 1] [45].

Speci f icity =
TN

FP + TN
(11)

Sensitivity =
TP

TP + FN
(12)

Table 3. Overview of 2 × 2 confusion matrix.

Inundation Trace

Inundated Area Non-Inundated Area

Flood vulnerability Vulnerable area True positives (TP) False positives (FP)
Non-vulnerable area False negatives (FN) True negatives (TN)

In ROC analysis, the performance of a test method can be evaluated by calculating the
area under the curve (AUC). It can be evaluated that the closer the AUC is to 1, the better
the detection performance is, while the closer the AUC is to 0, the worse the detection
performance is. According to Ying et al. [46] and Simundic [47], the AUC can be evaluated
as shown in Table 4. In addition, if the ROC curve is distributed below the diagonal with
a slope of 1 and the AUC is calculated to be 0.5 or less, it means that the test method is
not useful.

Table 4. Evaluation of vulnerability according to area under the curve (AUC).

AUC Evaluation

0.9–1.0 Excellent
0.8–0.9 Very good
0.7–0.8 Good
0.6–0.7 Sufficient
0.5–0.6 Bad

<0.5 Test not useful

4. Results and Discussion
4.1. Logistic Regression Modeling

For the analysis, the city of Seoul was divided using a grid into 648,174 30 m × 30 m
squares excluding rivers, and 47,065 of these were found to have inundation traces.
Through this process, the grid where flooding had occurred and those where it had not
were classified as 1 and 0, respectively, and these values were entered into Y of Equa-
tion (5). In addition, the hydrological-topographic factors for each grid were required in
the logistic regression equation to estimate the flood vulnerability. This study intends to
provide information on the changes in vulnerability according to rainfall, rather than calcu-
lating unchanged flood vulnerability for each grid by considering only the topographic
factors. Therefore, two logistic regression models were developed and their performance
was compared: an equation that used only topographic factors (T) as independent vari-
ables, and one that also included hydrological factors (TR). As a result, the logistic regres-
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sion coefficients and constant terms of the two equations were determined, as shown in
Equations (14) and (15), respectively.

z = β0 + β1x1 + · · ·+ βnxn (13)

zT = −4.394 − 1.391 × Elevation − 0.120 × Slope
+0.049 × Pro f ile Curvature + 0.070 × Plan Curvature
+0.335 × TWI − 0.147 × SPI + 0.240 × Distance f rom River
−5.746 × Distance f rom Manhole
−0.093 × Pump Capacity per Area

(14)

zTR = −4.486 − 1.323 × Elevation − 0.206 × Slope
+0.074 × Pro f ile Curvature + 0.101 × Plan Curvature
+0.374 × TWI − 0.163 × SPI + 0.253 × Distance f rom River
−5.610 × Distance f rom Manhole
−0.081 × Pump Capacity per Area + 0.503 × Rain f all

(15)

With the data for 2001, the flood vulnerability was calculated using the hydrological-
topographic factors and the determined regression coefficients, for all grid in the study
area (Figure 6). In the figure, a darker color indicates that the area is more vulnerable,
while a lighter color indicates that the area is less vulnerable. The flood vulnerability was
represented by classifying the probability in the range [0, 1] into five classes using the
natural breaks method. The idea of the natural breaks method is to minimize variance
among objects within the chosen subsets, and maximize variance between the subsets [48].
The five classes included very high (1.00–0.50), high (0.50–0.34), medium (0.34–0.22), low
(0.22–0.13), and very low (0.13–0.02). In addition, as areas with a probability of less than
2% were not evaluated to be vulnerable, a vulnerability level was not assigned to these.
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Figure 6. Results of logistic regression (2001): (a) Topographic data; (b) Topographic and hydrological data.

Flood vulnerability, which was calculated with two logistic regression equations, was
divided into vulnerability considering only topographic factors (Figure 6a) and one that
also considered maximum 1-h rainfall, a hydrological factor (Figure 6b). From the difference
between Figure 6a,b, it can be seen that the vulnerability varies by region according to
the spatial distribution of the maximum 1-h rainfall. When considering the hydrological
factor, the area with very high-intensity rainfall of 100–110 mm/h (the area marked in red
in the southwest in Figure 5) was more susceptible to flooding than when only topographic
factors were considered. On the other hand, the area with rainfall of 60–70 mm/h (the area
represented in green in the northwest in Figure 5) was found to be less vulnerable.

An ROC analysis was conducted to quantitatively confirm whether the flood vulner-
able areas determined by the technique proposed in this study and those where floods
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occurred in the past coincided. To plot the ROC curve with 10 points, the flood vulnerability
of target areas was divided into 10 equal parts using quartiles. If many floods occurred in
areas with high vulnerability in the ROC curve (lower side of the x-axis), the sensitivity
would increase, and in particular would increase sharply at the beginning of the curve.
Consequentially, as the AUC increases, it can be evaluated that the technique of this study
detects flooded areas well. The ROC curve is shown in Figure 7.
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Through ROC analysis, it was found that the AUC of flood vulnerability considering
only topographic factors and that including rainfall were 0.848 and 0.866, respectively,
and both were evaluated as “very good” as shown in Table 4. Further, the precision
was calculated to confirm the rate at which flood occurrence was detected for the flood
vulnerability, which was classified into five classes. This can be obtained by using the
number of samples classified as positive in a 2 × 2 confusion matrix as shown in Equation
(16), and the range is [0, 1] (perfect value is 1) [49,50]. The precision for each class was
calculated as shown in Figure 8 and, in both cases, it was found that floods were detected
at a rate of more than 50% in the very high class, and more than 40% in the high class.

Precision =
TP

TP + FP
(16)

Based on the results of this analysis, it is considered that the logistic regression model
detects flood occurrence well in the study area. Although the inputting of the hydrological
factor did not make a distinct difference, it can be assumed that the vulnerability will
change and the detection rate will improve if new rainfall data are input, even without
topographic changes. To confirm this, the performance of the logistic regression equation
was evaluated using the maximum 1-h rainfall and inundation trace maps in 2010 and 2011.
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Figure 8. Proportion of flood occurrence in vulnerable areas.

4.2. Mapping Vulnerable Areas in Other Flood Events

To evaluate the performance of the logistic regression model developed in this study,
inundation trace maps and the maximum 1-h rainfall data were collected for floods that
occurred in September 2010 and July 2011. Of the rainfall observatories, the Bukaksan (422)
and Namhyeon (425) observatories were excluded because they had not yet opened in 2010,
and the Bukhansan (420) observatories, which were closed in 2011, were also excluded. The
rainfall of the observatories was interpolated using the IDW method as shown in Figure 9.
In 2010, very high-intensity rainfall of around 100 mm/h occurred in the west of the study
area, while relatively low-intensity rainfall of around 60 mm/h was recorded in the north.
Overall, in 2011, it rained less than in 2010, except in the south with 100 mm/h of rainfall.
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In addition, the year-end statistical data for 2009 and 2010 [51,52] were used to consider
drainage pumping stations that were newly built or increased in capacity after flooding in
2001. In 2009 and 2010, the number of pumping stations was increased from 91 in 2000 to
111, and the capacity also was increased to 155,313 m3/min (2009) and 161,279 m3/min
(2010). The changed pump capacity per drainage area is shown in Figure 10.

In the logistic regression model developed above with data for 2001, the same values
as those in 2001 were used for surface and locational factors, and values for 2010 and 2011
were entered for resistant and inducing factors, respectively. The flood vulnerability that
was recalculated by inputting pumping capacity and rainfall to this model is shown in
Figure 11. Interestingly, as low rainfall was input compared to that used in the development
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of the model, the vulnerability in 2010 and 2011 was decreased significantly compared to in
2001. In addition, in 2010, the high-intensity rainfall in the west increased the vulnerability,
and the low-intensity rainfall in the north decreased the vulnerability. In 2011, most areas
were calculated to have low vulnerability, except for the increase in vulnerability in some
areas due to high-intensity rainfall in the south.
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Figure 11. Results of the selection for flood vulnerable areas: (a) September 2010; (b) July 2011.

An ROC analysis was conducted to quantitatively analyze the extent to which cal-
culated flood vulnerability in 2010 and 2011 actually detects floods. The ROC curves for
2010 and 2011 are shown in Figure 12. In both cases, it was found that the measure of
flood vulnerability (AUC = 0.861, 0.815) that considered the hydrological factors together
detected flood occurrence better than that (AUC = 0.841, 0.766), which considered only
the topographic factors. The detection rate was calculated as shown in Figure 13. In 2010,
among vulnerable areas considering rainfall, flooding occurred at a rate of 66% (T, 57%) in
the very high class; 54% (T, 31%) in the high; 47% (T, 18%) in the medium; 33% (T, 12%)
in the low; and 11% (T, 7%) in the very low. In 2011, floods occurred at a rate of 36% (T,
17%) in the very high class; 41% (T, 12%) in the high; 31% (T, 9%) in the medium; 28% (T,
6%) in the low; and 9% (T, 4%) in very low. Through ROC analysis and precision, it was
found that the model for calculating flood vulnerability that only considers topographic
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factors has a disadvantage of overestimating vulnerable areas, but that the detection rate
could be improved by up to over four times (in the low class in 2011) when the rainfall was
also considered.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 17 of 21 
 

in the low; and 11% (T, 7%) in the very low. In 2011, floods occurred at a rate of 36% (T, 
17%) in the very high class; 41% (T, 12%) in the high; 31% (T, 9%) in the medium; 28% (T, 
6%) in the low; and 9% (T, 4%) in very low. Through ROC analysis and precision, it was 
found that the model for calculating flood vulnerability that only considers topographic 
factors has a disadvantage of overestimating vulnerable areas, but that the detection rate 
could be improved by up to over four times (in the low class in 2011) when the rainfall 
was also considered. 

  

(a) (b) 

Figure 13. ROC curves of flood vulnerability and inundation traces for performance evaluation: (a) September 2010; (b) 
July 2011. 

  

(a) (b) 

Figure 14. Proportion of flood occurrence in vulnerable areas for performance evaluation: (a) September 2010; (b) July 2011. 

4.3. Discussion 
This study proposed a technique for calculating the flood vulnerability that changes 

according to the rainfall situation using hydrological-topographic factors. Lee et al. [5] 
suggested that studies using globally available data, such as SRTM and ASTER, are 
needed so that they can be used even in areas where data are insufficient in flood vulner-
ability analysis. In addition, they said that it is necessary to develop a technique that can 

Figure 12. ROC curves of flood vulnerability and inundation traces for performance evaluation: (a) September 2010; (b) July
2011.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 17 of 21 
 

in the low; and 11% (T, 7%) in the very low. In 2011, floods occurred at a rate of 36% (T, 
17%) in the very high class; 41% (T, 12%) in the high; 31% (T, 9%) in the medium; 28% (T, 
6%) in the low; and 9% (T, 4%) in very low. Through ROC analysis and precision, it was 
found that the model for calculating flood vulnerability that only considers topographic 
factors has a disadvantage of overestimating vulnerable areas, but that the detection rate 
could be improved by up to over four times (in the low class in 2011) when the rainfall 
was also considered. 

  

(a) (b) 

Figure 13. ROC curves of flood vulnerability and inundation traces for performance evaluation: (a) September 2010; (b) 
July 2011. 

  

(a) (b) 

Figure 14. Proportion of flood occurrence in vulnerable areas for performance evaluation: (a) September 2010; (b) July 2011. 

4.3. Discussion 
This study proposed a technique for calculating the flood vulnerability that changes 

according to the rainfall situation using hydrological-topographic factors. Lee et al. [5] 
suggested that studies using globally available data, such as SRTM and ASTER, are 
needed so that they can be used even in areas where data are insufficient in flood vulner-
ability analysis. In addition, they said that it is necessary to develop a technique that can 

Figure 13. Proportion of flood occurrence in vulnerable areas for performance evaluation: (a) September 2010; (b) July 2011.

4.3. Discussion

This study proposed a technique for calculating the flood vulnerability that changes
according to the rainfall situation using hydrological-topographic factors. Lee et al. [5]
suggested that studies using globally available data, such as SRTM and ASTER, are needed
so that they can be used even in areas where data are insufficient in flood vulnerability
analysis. In addition, they said that it is necessary to develop a technique that can evaluate
flood vulnerability in a simple but scientific way that can be applied to areas where there
are no data on hydrological observations or poor quality. Against this background, in this
study, topographic data that can be used anywhere was used as an independent variable
of the logistic regression model, and data on soil or land use, which may not be available

516



Appl. Sci. 2021, 11, 5652

depending on the region, were not added. However, reviewing previous studies, 89% of
the floods that occurred in Seoul in 2011 occurred in areas with an impermeability rate of
70% or higher [21]. Further, it was analyzed that 52.1% of the study area consisted of roads,
residential, and commercial areas, and 89.4% of floods occurred in these areas. It would
be good if soil impermeability or land use is added as an independent variable through
future research.

In this study, flood vulnerability was calculated using hydrological-topographic fac-
tors and compared with historical inundation trace data. As a result, there were some cases
where flooding occurred in areas with a calculated vulnerability lower than 0.5, and other
cases where flooding did not occur even in areas above 0.5. However, it remains uncertain
whether areas with relatively low vulnerability are safer. It is true that areas with high
vulnerability require intensive management due to their high probability of flooding, but
even areas with low vulnerability should be managed with constant attention to reduce
flood damage. Since floods occur for very complicated causes, it may be difficult to detect
them using only the factors used in this study. Kim et al. [53] proposed an optimal input
data selection method by combining total rainfall, rainfall of various durations, kurtosis,
and skewness to predict urban flooding using a deep neural network. If the characteristics
of rainfall, such as various durations, kurtosis, and skewness, are considered as an inducing
factor, the detection accuracy for flood vulnerable areas can be improved.

The flood vulnerability, calculated using hydrological-topographic factors, did not
take into account the density and importance of the population and capital in the study
area. If a flood occurs in a densely populated area, it is difficult for many people to evacuate
all at once, so even if the area has a low vulnerability, it is necessary to pay close attention to
the area. Similarly, in areas where major social overhead capital (SOC) facilities are located,
such as power plants or water supply/wastewater treatment facilities, great damage can
be caused to surrounding areas when floods occur. Rehman et al. [54] reviewed scholarly
articles related to flood vulnerability from 1990 to 2018, noting that flood vulnerability is
being analyzed in social, environmental, and economic contexts, and presented a list of
indicators that can be used for future research. In this regard, it is necessary to distinguish
the vulnerability of regions with high socio-economic vulnerability from the criteria for
calculating flood vulnerability ratings for other regions.

Another point to be improved in the methodology of this study is that the vulnerability
of the entire study area was calculated using one logistic regression equation. Accordingly,
there is a limitation in that areas with the same hydrological-topographic factors are likely
to be determined as vulnerable areas even though flood damage did not occur there. These
areas may not actually be flooded due to flood protection facilities such as a retarding basin,
or drainage pipe networks that have already been expanded to handle the greater amount
of rainfall through local government management. Based on this, a good direction for a
future study would be to develop a logistic regression equation for each drainage section
rather than only one equation for the entire study area. It is considered that the disaster
prevention performance of the drainage section can be reflected indirectly through such
equations without using a physical model.

5. Conclusions

In this study, we proposed a technique to detect flood vulnerable areas by simulta-
neously considering topographic and hydrological factors to reduce damage caused by
flooding. To estimate the vulnerability to flooding of the study area, a logistic regression
model was developed using historical inundation trace data, and hydrological-topographic
factors based on the grid system. The conclusions obtained through this study are as fol-
lows.

(1) A logistic regression model was established by dividing into a model that only
considered topographic factors (T) and one that included hydrological factors (TR),
and the results were compared. When comparing the two models, it was found
that the estimated result was different due to the influence of rainfall. In addition,
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according to the results of ROC analysis and precision calculation, it was found that
the method of estimating the flood vulnerability that included the hydrological factor
was relatively better for detecting the flood occurrence pattern.

(2) Flood events in 2010 and 2011 were applied to evaluate the performance of the
developed logistic regression model. Through ROC analysis with inundation trace
maps, it was found that the AUC improved from 0.841 (T) to 0.861 (TR) in 2010, and
from 0.766 (T) to 0.815 (TR) in 2011, indicating that the model including hydrological
factors was better for detecting flooding patterns. In addition, according to the actual
flood occurrence rates calculated in the vulnerable areas determined in consideration
of the rainfall, the detection rate was significantly improved compared to the approach
that considered only topographical factors, which overestimated vulnerable areas.

(3) There were some cases in which flooding occurred in areas with low vulnerability,
while in other cases, high vulnerability areas saw no floods occur. The cause of a flood
is very complicated because the factors influence the events in a complex manner
through interaction. Therefore, constant attention and management is required even
for areas with low vulnerability. In particular, areas with many residents or important
SOC facilities should be managed separately.

(4) The technique for determining flood vulnerable areas proposed in this study enables
an analysis to be performed quickly and conveniently because the topographic factors
are fixed in the logistic regression equation and only new rainfall is inputted to it. If
real-time rainfall forecasting is available, it will allow us to quickly and easily predict
areas that are likely to be flooded. In addition, through further research, if a regression
model for each drainage section is developed by subdividing the characteristics of
flood damage factors, it is expected that the detection rates will improve and more
reliable flood information will be provided.
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Featured Application: Results can be used by policy makers and companies for planning seafloor
activities. The susceptibility assessment and the analysis of its reliability can be applied in other
regional works of geohazard assessment.

Abstract: This paper presents a geohazard assessment along the European continental margins and
adjacent areas. This assessment is understood in the framework of the seafloor’s susceptibility to (i.e.,
likelihood of) being affected by the presence of hydrate deposits and the subsequent hazardous disso-
ciation processes (liquefaction, explosion, collapse, crater-like depressions or submarine landslides).
Geological and geophysical evidence and indicators of marine gas hydrates in the theoretical gas
hydrate stability zone (GHSZ) were taken into account as the main factors controlling the susceptibil-
ity calculation. Svalbald, the Barents Sea, the mid-Norwegian margin-northwest British Islands, the
Gulf of Cádiz, the eastern Mediterranean and the Black Sea have the highest susceptibility. Seafloor
areas outside the theoretical GHSZ were excluded from this geohazard assessment. The uncertainty
analysis of the susceptibility inference shows extensive seafloor areas with no data and a very low
density of data that are defined as critical knowledge gaps.

Keywords: gas hydrates; European margins; geohazard assessment

1. Introduction

Marine gas hydrates are crystalline solids forming ice-like marine deposits. They
are composed of water molecules surrounding light hydrocarbon gases, such as methane
(the most common), ethane and propane, in cage-like lattices [1]. They are common in
shallow marine sediments (<1000 m bsf) below 350 mwd under high pressure, relatively
low temperature and high hydrocarbon gas saturation in pore water conditions [2–4].
Bacterial methanogenesis, thermogenesis [5] and serpentinised oceanic crust [6,7] are the
main source of CH4 in continental margin sediment.

Marine gas hydrate is considered an important geohazard feature [8]. Three main
environmental parameters control the nucleation and dissociation of marine methane
hydrates: seafloor temperature, geothermal gradient and pressure [4]. Depressurization
due to drops in sea level and warming of bottom water is the natural main scenario where
hydrate dissociation can take place, driving large-scale natural gas release with potentially
profound impacts, generating landslides, pockmarks, collapses, seafloor explosions and
gas release [3,9]. These processes have also been hypothesized in the geological record [10].
However, under stable pressure/temperature conditions inside the gas hydrate stability
zone (GHSZ), hydrocarbon seepage (such as pockmarks and gas flares) is likely to occur
along fluid migration pathways of deep hydrocarbon reservoirs [11]. Nevertheless, these
pressure-temperature conditions of shallow sediments may be modified by human activity
on deep-water infrastructure such as wellheads, pipelines, production facilities, seabed
anchors, cable touchdown areas on the seabed and catenaries in the water column [12].
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Geological event inventories are a useful tool for regional risk analysis [13]. Global
gas hydrate inventories have been used to make predictions about global hydrate vol-
umes [14,15] and related risks [16], and to make impact projections based on future warm
scenarios [17]. In the near future, marine gas hydrates will become a severe geohazard
because of the unfavourable consequences of global warming on the marine gas hydrate
stability field [11,17]. They will thus trigger seafloor instabilities in gas hydrate areas that
are currently stable [17], discharging marine methane from shallow near-shore environ-
ments (0–50 m) to the atmosphere [18], lowering pH and causing geochemical changes in
the water column due to aerobic oxidation [19]. However, moderate methane submarine
emissions are absorbed by fragile chemosynthetic ecosystems that prosper in the vicinity
of venting gas seeps [20,21]

Evidence of marine methane hydrates has been reported in eight main regions along
the European continental margins, and in adjacent areas such as offshore Greenland
and Svalbard, the Norwegian margin, offshore the northern British Islands, the southern
Iberian and northwest African margins (the Gulf of Cádiz and Alborán Sea), and the Black,
Marmara and eastern Mediterranean seas [22]. However, hydrate-related data (geological,
geophysical and oceanographic) are not homogeneously covered in the whole extent of the
European continental margins. This issue is especially important for obtaining hydrate-
related predictions (e.g., creating a predictive—and quick—static and continuous model
for the hydrate stability field along the whole of the European continental margins).

This paper presents, for the first time on the whole of the European margins and
adjacent areas, a geohazard assessment (susceptibility analysis) of the presence of marine
gas hydrates. It also assesses the main knowledge gaps of hydrate-related information
with a pan-European scope, and analyses their impact on the uncertainty of susceptibility
inference. Susceptibility is understood as the likelihood of the seafloor to be affected by the
presence of hydrate deposits.

2. Geological Setting

The study area offers a wide view of the European margins from Macaronesia (SW
corner: 24◦15′ N; 36◦10′ W) to the Black Sea and the Barents Sea (NE corner: 60◦40′ E, 90◦ N).
This hydrate framework covers three great domains on the European continental margins:
the Arctic, the northeast Atlantic Sea and the south European Alpine Belt (Figure 1).

Hydrate systems in the Arctic province are located on the west Greenland, Svalbard
and western Barents Sea margins. The east Greenland and west Svalbard margins were
created during the Cretaceous to Paleogene continental rifting [23]. East Greenland is
bordered by a wide continental shelf and deep basins. Gas seepage, bottom-simulating
reflector (BSR) levels and pore water anomalies related to offshore Mesozoic sedimentary
basins have been reported, associated with thermogenic gas migration along fractures [24].
The west Svalbard margin is composed of glacigenic debris flows, turbidites, hemipelagic
sediments and contourites [25], where gas flares, seepages and BSR levels take place [26].
Hydrates are mainly represented in mud volcanoes in south Svalbard (e.g., Håkon–Mosby
mud volcano—HM in Figure 1; [27]). Hydrocarbon gases are mainly thermogenic and
locally biogenic [28], but abiogenic [29] contributions have been reported.

The Barents Sea and northern Norwegian margins are composed of a complex struc-
ture of sedimentary basins (e.g., Møre and Vøring; MB and VB in Figure 1, respectively)
and structural highs resulting from the Cenozoic rifting [30]. The sedimentary basins are
filled mainly with fine-grained hemipelagic sediments (Miocene–Pliocene) and glacigenic
debris flows and contourites (Plio-Pleistocene) [31]. The Storegga Slide (SS in Figure 1)
affected a huge sediment volume (mainly of the Møre Basin) as a response to climatic
variability, 8200 ya [32]. In the Barents Sea, hydrate indicators are mainly BSR levels, gas
chimneys and seepage pipes associated with vertical fluid flow systems and shallow gas.
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However, no hydrates have been obtained. The nature of gases is mostly thermogenic,
migrating through faults and fractures [35]. On the mid-Norwegian margin, hydrate
samples were recovered during the TTR-16 cruise [36], and the indicators are BSR levels,
bright spots, gas chimneys and pockmarks [37], all of them circumscribed to the header of
the Storegga Slide. Here, gases have a microbial origin with thermogenic components [38].

The northwest British Islands margins (Figure 1) are composed of basins with thick
Cenozoic series [39]. Several seepages and gas chimneys are present on the upper slope,
controlled by unconformities and fractures and sourced from the Upper Carboniferous and
Middle and Upper Jurassic successions [40]. No hydrates have been recovered.

The hydrate province of the south European Alpine Belt (SEAB in Figure 1) is located
on the southern Iberian and northwest African margins, in the eastern Mediterranean and
in the Black Sea. These areas are located in the context of the Alpine orogeny, owing to
the convergence between the African and Eurasian plates [41]. On the southern Iberian
and northwest African margins and in the Gulf of Cádiz and Alborán Sea (GC and AS in
Figure 1), hydrate samples have been recovered in mud volcanoes [42,43], associated with other
hydrocarbon fluid flow structures such as pockmarks and hydrocarbon-derived authigenic
carbonate (HDAC) [44]. This fluid flow is controlled by fractures linked to a deep-rooted mud
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diapirism in the allochthonous unit of the Gulf of Cádiz (AUGC in Figure 1; [45]). Hydrocarbon
gases have three origins: thermogenic, mixed thermogenic/biogenic on the subsurface [46]
and abiogenic [7].

In the eastern Mediterranean Sea, the main seabed fluid flow areas are the accretionary
complex and the Nile delta (AP and ND in Figure 1, respectively), where multiple mud
volcanoes, pockmark fields and broad degassing areas with chemosynthetic fauna and
authigenic carbonates are present [47]. Hydrates have only been observed in mud volcanoes
along the accretionary complex [48]. The potential sources for hydrocarbon are related
to late Messinian and Miocene to recent sapropels [49]. In mud volcanoes, gas has a
thermogenic signature, while in pockmarks, the signature is predominantly microbial
methane [50]. In the Marmara Sea (MS in Figure 1), a pull-apart basin onshore of the
North Anatolian Fault (NAF in Figure 1) [51], hydrates of thermogenic origin related to
seismic indicators (e.g., bright spots and transparent and chaotic zones) [52], gas flares,
mud volcanoes and pockmarks [53] have been acquired.

The Black Sea (2212 mwd) is an extensional, mostly anoxic back-arc basin that contains
the largest hydrogen sulphide and methane reservoirs in the world [22]. It is composed of
two sub-basins, the eastern and western ones [54]. The evidence and indicators of marine
gas hydrates are BSR levels, seismic blanking, bright reflections, pockmarks and mud
volcanoes. The northwestern part is dominated by organic-rich delta fan complexes (the
Danube [DD in Figure 1] and Dniepr rivers), where gas flares (microbial origin) and BSR
levels have been observed linked to their canyon and levee systems [55]. Gas hydrates have
been recovered in mud volcanoes related to gas chimneys, active faulting and diapirism in
deep areas of the western basin, as well as in shallow (upper-middle slope) areas in the
southern and eastern parts [55,56]. In these areas, gas shows a mixed thermogenic and
microbial composition in the subsurface.

3. Data Source and Methods

This study used the hydrate-related GIS database of the GARAH project 731166,
GeoERA-GE-1, H2020 Environment (https://geoera.eu/projects/garah4/; accessed on
20 December 2020). This GIS database (GARAHydrates; [57]) is INSPIRE-compliant and
stores hydrate-related geological, geophysical and oceanographic information (Figure 2). It
is the result of a data collection from two main groups of data: (i) data of a pan-European
scope from free public databases and project results, such as EMODnet, PERGAMON and
MIGRATE; and (ii) data of a regional scope from scientific organizations. The source of the
data, owner and person/institution of contact is stored in each database record.

The majority of the geological and geophysical evidence and indicators of marine gas
hydrates of GARAHydrates came from the results of Work Package 1 of the MIGRATE COST
action—ES1405 (https://www.migrate-cost.eu/; data given by MIGRATE COST Action
to GARAH project on 31 January 2019) led by the University of Southampton and the
National Oceanographic Centre, in which 21 organizations from 15 countries were involved.
The MIGRATE database contains 1892 records (vector and raster) and stores information
regarding direct and indirect evidence of gas hydrates. The data on direct evidence of
gas hydrates are from samples described in publications. The data on indirect evidence
include seismic indicators such as BSR levels and areas, gas chimneys, high reflectivity
areas and velocity anomalies. Other gas hydrate information includes seabed features
(gas seepages areas), heat flow data, sediment thickness models, pore water anomalies,
theoretical models of the base of the GHSZ, and relief and bathymetry models.
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EMODnet Geology marine minerals (https://www.emodnet-geology.eu/map-viewer/
?p=marine_minerals; accessed on 1 January 2019) supplied 28 records in polygon shapefile
format regarding marine gas hydrate evidence in the Gulf of Cádiz, the Barents Sea and the
Black Sea. The PERGAMON database was developed by the geological surveys of Spain
(IGME) and Ireland (GSI) in 2011 and 2012 in the framework of the PERGAMON COST
action—ES0902 (https://www.cost.eu/actions/ES0902/; data given by PERGAMON Cost
Action to GARAH project on 1 January 2019). This database supplied seafloor temperature
data and theoretical models of the thickness of the GHSZ in the Arctic Sea.

The geothermal gradient data were obtained from the global heat flow database of the
International Heat Flow Commission (website: http://engineering.und.edu/geology-and-
geological-engineering/globe-heat-flow-database/index.cfm; accessed on 31 March 2020).
The data were downloaded with the ODV application (https://odv.awi.de/; accessed on 1
February 2019). Seafloor temperature is a composite dataset developed by the Geological
Survey of Spain (IGME) using CTD data downloaded from the World Ocean Database
(https://www.ncei.noaa.gov/products/world-ocean-database; accessed on 1 February
2019) and the British Oceanographic Data Centre (https://www.bodc.ac.uk/; data given
by British Geological Survey to GARAH project on 30 November 2018). Finally, bathymetry
was obtained from three sources: the EMODnet Bathymetry portal (https://www.emodnet-
bathymetry.eu/; accessed on 31 March 2020), IBCAO (https://www.gebco.net/data_and_
products/gridded_bathymetry_data/arctic_ocean/; accessed on 1 February 2019) and
GEBCO (https://www.gebco.net/; accessed on 31 March 2020).

Several records were added or updated using regional data from scientific organiza-
tions: (i) British Geological Survey (BGS) technical reports for geophysical indicators in
the north of the British Islands [58–60]; (ii) the BGS 250k map series/MCA Civil Hydrog-
raphy Prog data for pockmark mapping; (iii) marine gas hydrate evidence in the Black
Sea from SRDE-Geoinform of Ukraine; and (iv) regional models of the base of the GHSZ
for CH4 and/or CO2 in the Biscay Bay from the Bureau de Recherches Géologiques et
Minières (BRGM).

The thickness of the GHSZ was taken from Núñez-Varela [61]. The hydrate stability
field has been calculated with the CSMHYD program [62] for a standard composition of
biogenic gas [63] and a salinity assumption of 36 psi for all the study area.

4. Results
4.1. Hydrate-Related Information Stored in GARAHydrates

The hydrate-related information is structured in four levels inside GARAHydrates: (i) ge-
ological and geochemical evidence and indicators, (ii) geophysical indicators, (iii) seabed fluid
flow structures, and (iv) oceanographic variables (Figure 2). Four types of items describe the
information: location items, property metadata, geo-descriptors and references/comments
(Table 1). Location items describe the geographical location (coordinates, geological setting,
etc.). Property-reference metadata store the owner of the data and contact information.
Geo-descriptors describe the geological, geochemical and geophysical characteristics of
the evidence or indicator. Finally, references/comments store bibliographic references and
other comments of interest of each item of evidence or indicator.

The level of information “geological and geochemical evidence and indicators” stores
evidence (e.g., crystals of gas hydrates) and indicators (e.g., degassing structures and pore
water anomalies) of gas hydrates acquired by direct sampling. The level “geophysical
indicators” stores seismic or electric features of gas hydrate presence in the sediment
column, such as high resistivity, BSR levels, bright spots, acoustic blanking facies and
gas chimneys. The level “seabed fluid flow structures” stores structures related to fluid
migration in areas where evidence or indicators of marine gas hydrates have been observed.
Finally, the level “oceanographic variables” stores information about seafloor temperature,
geothermal gradient and bathymetry.
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Table 1. Description of the attributes (items) of the GARAHydrates GIS database. NN, not null; LV,
list of values.

Set of Items Field Name Description

Principal key ID_IndiNa Unique identification code for each record

Location items

Lat_DD Latitude in decimal degrees (WGS84)
Long_DD Longitude in decimal degrees (WGS84)

WaterDepth Seafloor depth (metres water depth)
GeoSettin Geographical/geological Setting—list of values
LocalSite Local site where the evidence is located

Property
metadata

Data_Sourc Institution/company if owner of data. Project, database or
publication where data were collected

Cruise Oceanographic cruise where data were recovered or
observed

CName Contact name
Email Contact Email

Geo-
descriptors

E_I E = direct evidence; I = indirect indicator—constraints: NN

FF_Type Type of evidence or indicator—constraints: NN; LV:
FF_Type

Descripti Description of the evidence—free text
Sedi_Type Sediment type—LV

D_Indi_mtp Depth of the top of the evidence below seabed in metres
D_Indi_mbt Depth of the bottom of the evidence below seabed in metres

Size Size (volume, km2, tons, etc.)

References
and

comments

DOI DOI of main data publication

Reference References to data. Author, Year and Title. Link to PDF in
data repository

Comments Comments—free text

More than 136,000 records of hydrate samples, seismic indicators and seabed fluid
flow structures have been stored (Table 2). In west Greenland, no hydrates were recovered;
there are only six indirect items of evidence or indicators, such as pore water anomalies
of chloride. However, BSR levels (~9400 km2) and gas flares and seepages (~3500 km2)
have been mapped. West Greenland–Svalbard–Barents Sea is, together with the Black Sea,
one of the most extensive hydrate regions in the study area, with more than 2100 km2 and
26,300 km2 of mapped hydrates and BSR levels (58), respectively, as well as numerous
gas flares and seepages. Although the mid-Norwegian margin is a very localized hydrate
region, it is the only site where hydrates have been recovered on the northwest Atlantic
European margins. Here, gas hydrates are linked to the old slumped slope (Storegga), BSR
levels and seepage area. On the southern Iberian and northwest African margins and in
the Mediterranean Sea, hydrates have only been recovered on mud volcanoes (in the Gulf
of Cádiz and eastern Mediterranean Sea). A high number of hydrate samples have been
recovered in these regions as a result of many oceanographic cruises by scientific groups.
The Black Sea is the hydrate region that has most gas hydrate surfaces mapped (more than
3650 km2), with more than 80 mud volcanoes on the seafloor, 91% of them inside the GHSZ.

Finally, three information layers are stored in the oceanographic variable group:
seafloor temperature (5896 records), geothermal gradient (4332 records) and bathymetry
(composite raster dataset with a cell size ~100 × 100 m).
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4.2. Susceptibility Assessment

The presence of gas hydrates in marine sediments is a geohazard that has not yet been
evaluated in the whole of the European continental margins. This work uses the database
of marine gas hydrate evidence and indicators developed in the GARAH project to make a
pan-European assessment of hydrate presence on its continental margins. This assessment
was carried out in two steps: analysis and weighting of factors and susceptibility calculation.

4.2.1. Analysis and Weighting of Factors

Several factors were taken into account in this assessment: marine gas hydrate evi-
dence, seismic indicators, seabed fluid flow structures and thickness of the GHSZ.

Evidence of marine gas hydrates is the ground truth of where hydrate exists in the
seafloor and/or sub-seafloor. This layer establishes seafloor areas with a moderate–high
likelihood of occurrence of dissociation processes in the seafloor or sub-seafloor. The
magnitude of the processes will depend on the quantity of hydrate in the sedimentary
column and its type within the sediment (massive, in layers, disseminated, etc.).

Seismic indicators show seafloor areas where hydrates could exist. Marine gas hy-
drates have not been recovered, but there is a moderate to high likelihood of them occurring.
In areas where marine gas hydrates have been recovered by direct sampling (geological
evidence), seismic indicators allow hydrate occurrence to be inferred.

Seafloor geological structures related to hydrocarbon fluid migration, such as pock-
marks, gas flares, mud volcanoes and HDAC are directly linked to deep hydrocarbon
reservoirs. The occurrence of these structures reveals a free fluid leakage from the sedi-
mentary structure to the water column. These processes can occur inside the GHSZ, in
some cases due to preferential fluid migration from deep reservoirs, and in other cases, as a
result of hydrate dissociation processes. This layer of information will thus establish a wide
spectrum of the susceptibility of presence of marine gas hydrates and their hazardousness.
It will range from low or void in areas outside the GHSZ to moderate to high in areas
inside the GHSZ.

The thickness of the GHSZ establishes the theoretical seafloor area where the occur-
rence of hydrates is physically possible under optimal gas saturation and salinity conditions.
Seafloor areas inside the GHSZ will be considered potential areas to be affected by dissocia-
tion processes. In addition, the intersection between the base of the GHSZ and the seafloor
will be considered a potential strip of the high likelihood of fluid leakage and dissociation
processes. The three oceanographic variables taken into account in the thickness calculation
were seafloor temperature, geothermal gradient and bathymetry.

Each geological and geophysical item of evidence and indicator was weighted ac-
cording to the confidence/certainty of finding hydrates at the site. The maximum weight
(or confidence) was given to recovered samples of gas hydrates or evidence of hydrate
dissociation, such as degassing or liquidation structures in gravity cores. Seismic indicators
of the presence of gas hydrates or hydrocarbon seabed fluid flow such as BSRs, acoustic
blanking, amplitude anomalies and the presence of geological structures of seabed fluid
flow in the vicinity of the GHSZ were weighted with a lower value, between 0.8 and 0.9,
based on expert criteria (Table 3).

Regarding the theoretical GHSZ, the seafloor was weighted in three categories. Seafloor
areas outside the theoretical GHSZ were excluded as not likely to be affected by hydrate
dissociation processes. On the other hand, any location inside the GHSZ was selected as
theoretically likely to suffer dissociation processes. A strip at the up-dip limit of the GHSZ
(50 m in thickness) was a critical area for these dissociation processes (Figure 3).
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Table 3. Weights given to each hydrate-related item of evidence or indicator for the development of the density map of
evidence/indicators.

Evidence and Indicator Description Weight

Gas hydrate samples Crystals or aggregates of gas hydrates observed in gravity cores. 1

Degassing structures Bubbles and/or vacuoles (porosity) in sediment liquefactions observed in
gravity core samples. 1

Pore water anomalies Chemical and isotopic pore water anomalies that are caused by hydrate
dissociation (e.g., downward chlorinity decrease combined with δ18O increase). 0.9

BSRs
Only bottom-simulating reflectors generated by the impedance contrast between
the gas-hydrated sediment above and a free gas layer below. Opal BSRs
are excluded.

0.9

High resistivity Anomalous high electrical resistivity in logs due to the presence of
massive hydrates. 0.9

Velocity anomalies Anomalous seismic propagation velocity in the sediment due to the presence of
both gas hydrates and free gas. 0.8

Acoustic blanking facies Zones devoid of reflections in seismic profiles because of the presence of free gas
in the sediment. 0.8

Dim spots Local low-amplitude seismic attribute anomalies that may indicate the presence
of hydrocarbons. 0.8

Bright spots Seismic amplitude or high-amplitude anomalies that may indicate the presence
of hydrocarbons. 0.8

Gas chimneys Areas of poor data quality or push-downs caused by subsurface leakage of gas
from a poorly sealed hydrocarbon accumulation. 0.8

Seabed features Geomorphological features related to seabed fluid flow. 0.8

Gas seepage: pockmarks, mud
volcanoes, gryphons

Steady or episodic, slow or rapid, visible or invisible flow of gaseous
hydrocarbons from subsurface sources to the Earth’s surface. Pockmarks are
craters in the seabed caused by fluids erupting and streaming through the
sediments. Mud volcanoes are positive cone-shaped reliefs created by the
extrusion of mud, water and gases, mainly hydrocarbon fluids.

0.8

Mud diapirs Positive, cone-shaped reliefs created by intrusion inside the sediment column of
mud, water and gases, mainly hydrocarbon fluids. 0.8

HDAC Hydrocarbon-derived authigenic carbonate formed as a consequence of the
anaerobic oxidation of methane by consortia of microbes. 0.8

Gas flares Acoustic artefacts in the water column caused by gas bubbles. 0.8

4.2.2. Susceptibility Calculation

The proposed methodology analyses the geological hazard by means of the suscepti-
bility assessment. The term “susceptibility” is employed here to define the likelihood of
occurrence of hydrates in the sediment column, and subsequently the likelihood of them
being affected by dissociation processes resulting from natural or human-induced activities
(liquefaction, explosions, collapse, crater-like depressions or submarine landslides). Sus-
ceptibility assessment is applied as the first step in a pan-European risk assessment, owing
in particular to (i) the regional scope of the assessment (the European continental margins
and adjacent areas) and (ii) the current state of European gas hydrate-related information
characterized by intensively studied areas with a high density of high-quality data and
wide areas of critical knowledge gaps with no data.

The baseline scenario (the initial hypothesis) is that gas hydrate occurrence is only
possible in seafloor areas where pressure (bathymetry) and seafloor temperature conditions
are inside the theoretical GHSZ. In this zone, the occurrence of gas hydrates is directly
related to the presence of evidence (direct samples of hydrates) or indicators of it (e.g.,
pore water and velocity anomalies, BSRs and gas chimneys), as well as the occurrence of
hydrocarbon fluid flow structures. Finally, the likelihood of the seafloor being affected by
gas hydrate dissociation processes will be great at the base of the GHSZ and in the vicinity
of gas hydrate evidence and indicators.

In order to prove this initial hypothesis, a susceptibility assessment was carried out
through map algebra in a GIS environment from a density map of evidence and indicators
and the pan-European map of the GHSZ on the seafloor.
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The first step for the development of the density map was to create a lattice of evidence
and indicators at a resolution of the work scale (5× 5 km), which will be the final resolution
of the susceptibility assessment map. In this lattice, each geographical feature of evidence
and indicators was weighted according to Table 3.
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Figure 3. Theoretical up-dip limit of the GHSZ in the study area (modified from Núñez-Varela, 2020). In the volcanic area of
Macaronesia (the Canary and Madeira islands), the up-dip limit has been eliminated because of the absence of hydrocarbon
reservoirs on the flanks of the islands.

A hypothesis was then established that considered the database of ground evidence
for sites that have been sampled, but occurrences of gas hydrates might not be restricted
to these point locations. If a given pixel were located between a ground evidence and an
indicator, the likeliness of that pixel containing gas hydrates would be greater than that of
a pixel located far from either. Given the discrete nature of the features described within
the database and the relative concept of this likeliness, a regionalization technique was
applied following a smoothed saturated algorithm of kernel density. Here, the weighting
of the features represents an abstract concept of the confidence of having gas hydrates. This
technique consists of a kernel density estimation, which fits a smoothly tapered surface to
each point or polyline. The search radius (default option) was calculated on the basis of the
spatial configuration and the number of input points. This approach corrects for spatial
outliers (input points that are very far from the rest), so they will not make the search radius
unreasonably large. These values of the weighted density map were then normalized from
zero to one (Figure 4) to remove the per area output of the model, providing a relative
likeliness of between 0 and 1, where 0 means that there is very little (but not no) confidence
of finding significant amounts of gas hydrates at that location and 1 means that there is
certainty of finding gas hydrates at that location.
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Regarding the weighted map of the theoretical GHSZ (Figure 3), the up-dip limit
of the GHSZ in the vicinity of the low-latitude volcanic islands in the Atlantic Ocean
(i.e., the Azores, Madeira and the Canary Islands) was not taken into account because
of the absence of hydrocarbon reservoirs at these geological sites. Finally, this map was
weighted in relation to the mean value of the normalized density map of evidence and
indicators (mean = 0.00228; Figure 4). Thus, according to its likelihood of being affected
by dissociation processes, the GHSZ on the seafloor was weighted using expert criteria.
The strip of up-dip of the GHSZ was weighted with 0.00228 and the rest of the GHSZ with
0.00114 (half the likelihood). Seafloor areas outside the GHSZ were given a value of zero.

The susceptibility assessment was performed by map algebra, taking into account the
control maps of density of hydrate evidence and indicators and the weighted map of the
GHSZ on the seafloor. Specifically, the final map (Figure 5) was conceived as a segmentation
in three levels by quantiles resulting from the addition of the above control maps:

Sc = δei + GHSZw (1)

where Sc is the susceptibility map; δei is the normalized weighted density map of hydrate
evidence and indicators; and GHSZw is the weighted map of the GHSZ on the seafloor.
The final Sc value was masked with the positive values of the GHSZ map. Seafloor areas
outside the GHSZ have a susceptibility value of zero.
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Figure 5. Susceptibility assessment of the seafloor to the presence of hydrates on the European continental margins and
adjacent areas.

Susceptibility values were segmented into three levels by quantiles: low from 0.009
to 0.0129, middle from 0.0129 to 0.0325 and high from 0.0325 to 1.009. The susceptibil-
ity assessment shows seven areas with high values: Svalbard, the northern Norwegian
margin—Barents Sea, the continental slope of the mid-Norwegian margin and the North
Sea, the Gulf of Cádiz, the eastern Mediterranean and the Black Sea. Moderate values are
located on the west Greenland continental shelf, near the northwest British Islands and on
the continental slope of the western and northern Mediterranean Sea.

5. Discussion

This section analyses the pan-European database of susceptibility of presence of
marine gas hydrates from a geohazard point of view, considering the impact of spatial data
distribution on the uncertainty value and on the identification of critical knowledge gaps.

5.1. Hydrate-Related Knowledge Gaps

Nucleation and dissociation of marine methane hydrates are directly controlled by the
presence of hydrocarbon gas solubility in the sediment pore water and three environmental
parameters: seafloor temperature, geothermal gradient and pressure (water depth) [3].
However, free public information about these key parameters shows a non-homogeneous
continuity along the European continental margins. This issue is especially critical for
understanding the behaviour of the GHSZ or making predictions or calculations on it. In
particular, it is essential for assessments related to geohazards and risks, assessments of
the abundance of sediment-hosted gas hydrates, and assessments of the role of CO2-rich
hydrates in the geological storage of CO2. The issue is also of broad interest to the scientific
community: petroleum geologists, biologists and ecologist working on vulnerable ecosys-
tems, researchers on natural hazards and tsunamis, civil engineers and policy makers.
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We therefore assessed the critical knowledge gaps in the geological and geophysical
evidence and indicators and the oceanographic variables taken into account in the calcula-
tion of the GHSZ thickness. This assessment was carried out along density maps of seafloor
temperature, geothermal gradient and hydrate evidence and indicators. Owing to the
regional (pan-European) scope, an area unit was established at a sedimentary basin scale of
100,000 km2 (a searching radius of ca. 178.4 km) and a surface resolution of 5 km × 5 km.

Evidence of marine methane hydrates has been reported in eight main regions along
the European continental margins (Figure 2): offshore Greenland and Svalbard, the Nor-
wegian margin, offshore the northern British Islands, the southern Iberian and northwest
African margins (the Gulf of Cádiz and Alborán Sea), and the Black, Marmara and eastern
Mediterranean seas. These areas show a high density of high-quality data resulting from
several scientific oceanographic cruises and an intensive scientific survey. Outside the
limits of these areas, the lack of evidence and indicators is obvious. In our opinion, the
reliability of this lack of evidence is controversial (Figure 6). Although the majority of
European continental margins have been prospected for the oil industry, some deep ocean
basin areas have not. Therefore, some areas with a lack of evidence (possibly located in
deep ocean basins) could be treated as information gaps resulting from a lack of prospection
or scientific fluid flow research.
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Figure 6. Knowledge gap assessment of hydrate evidence and indicators. Density map developed with the “point density”
algorithm of ArcGIS®. Pixel value, number of items of evidence and indicators of hydrates per 100,000 km2. Parameters:
population field, none; cell size, 5000; radius, 178,415 metres; areal units, square kilometres; method, geodesic.

Seafloor temperature and marine geothermal data have a heterogeneous dis-
tribution. Marine geothermal data appear to be concentrated with high density in
some of the above-mentioned eight main regions with hydrate evidence surveyed
by scientific cruises (Figure 7a). On the other hand, seafloor temperature data, the
most sensitive variable in the theoretical calculation of the base of the GHSZ [63], are
especially concentrated in the Black Sea and on the eastern Atlantic continental shelf
(Figure 7b). For the two above datasets, areas with less than 1 record per 100,000 km2

were selected as knowledge gaps (KG in Figure 7). These knowledge gaps are especially
critical (i) in areas where direct hydrate samples have been recovered, (ii) in the vicinity of
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the up-dip limit of the GHSZ, and (iii) in areas where seabed fluid flow structures have been
detected. The critical knowledge gaps for geothermal gradient data are east of Greenland,
Svalbard–Barents Sea, the White Sea, northwest of the British Islands and the southeastern
Mediterranean Sea; and for seafloor temperature they are east Greenland, the western
Barents and White seas, the northern Black Sea and the southeastern Mediterranean Sea
(north of Libya). In addition, because of the critical need to understand geothermal gradient
in areas that have a relatively high spatial variance, high-resolution coverage is critical, in
particular in order to assess the potential for uncertainty predictions for similar areas with
no data.
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Figure 7. (a) Knowledge gap analysis of geothermal gradient data. KG, knowledge gap of geothermal
gradient data; CKG, critical knowledge gap of geothermal gradient data. (b) Knowledge gap analysis
of seafloor temperature data. KG, knowledge gap of seafloor temperature data; CKG, critical
knowledge gap of seafloor temperature data. Density maps developed with the “point density”
algorithm of ArcGIS®. Pixel value, number of data per 100,000 km2. Parameters: population field,
none; cell size, 5000; radius, 178,415 metres; areal units, square kilometres; method, geodesic.
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In general, the public bathymetry data collected (EMODnet Bathymetry and IBCAO)
have a quite acceptable quality and have been very useful for the objectives of this hydrate-
related pan-European study. The original grid has a cell size of 100 × 100 m and the
inference was calculated with a cell size of 5 × 5 km.

The EMODnet Bathymetry dataset has a quality value stored for each pixel/bathymetry
datum calculated from derived bathymetric parameters: minimum water depth in metres
to the lowest astronomical tide (LAT), average water depth in metres to the LAT, maximum
water depth in metres to the LAT, standard deviation of water depth in metres, number
of values used for interpolation over the grid cell, the interpolation flag (identification of
extrapolated cells), average water depth smoothed by means of a spline function in metres
to the LAT, an indicator of the offsets between the average and smoothed water depth as
a % of the water depth, and a reference to the prevailing source of data with metadata.
Unfortunately, this information (per pixel) is not available on the web portal. Consequently,
quantifiable targets for calculating knowledge gaps are not available. However, through a
visual analysis, areas with poor accuracy or lack of data were selected, especially on the
North African Mediterranean margins (e.g., north of Libya). These areas were classified as
bathymetry knowledge gaps (KG in Figure 8b,c). However, owing to the resolution of the
inference (5 × 5 km), no critical gaps were determined for the bathymetric data.

5.2. Reliability of the Susceptibility Assessment

In areas where hydrate evidence and indicators have been reported, the assumption
of a salinity of 36 psi for the theoretical GHSZ calculated by Núñez-Varela [61] along the
study area involves an error in the thickness calculation of ±2–10 m in the Arctic region
(33–35 psi), ±5 m in the Mediterranean Sea (38 psi) and ±30 m in the Black Sea (17 psi) [64].
Nevertheless, considering the regional scale of the susceptibility assessment (cell size of
5 × 5 km), these errors are acceptable in the thickness calculation because they lay inside
the vertical precision of the assessment. The error made by the difference in salinity in the
theoretical GHSZ is lower than the vertical precision of this calculation due to the variation
of the bathymetry each 5 km along the continental slope. In particular, ±15–120 m in
the Arctic region, and ±100–200 m in both the Mediterranean and Black Sea. Regarding
the Black Sea, although errors coming from salinity are still acceptable, the susceptibility
resulting should be taken with caution, as values could be higher.

In order to assess the reliability of the susceptibility inference, a qualitative value of
uncertainty (very high, high, middle, low and very low) was established as a function
of the data density taken into account in the susceptibility calculation (Figure 9). The
reliability (u) is thus equal to the sum of the density maps of geothermal gradient (ρgr),
seafloor temperature (ρst) and hydrate evidence and indicators (ρhy):

u = ρgr + ρst + ρhy (2)

Five levels of reliability were established. The reliability is considered “very low” with
values from 0 to 36 data per 100,000 km2, approximately less than ca. 1 datum per 50 km
in mean; and “low”, “middle”, “high” and “very high” from 36 to 144, from 144 to 648,
from 648 to 3149, and from 3149 to 15,218 data per 100,000 km2, respectively. These levels
were defined by the geometrical segmentation of u-value, except “very low” and “low”,
which were defined by expert criteria. Very low reliability areas were catalogued as global
knowledge gaps (KG in Figure 9) that are critical (CKG) in the vicinity of the up-dip limit
of the GHSZ and hydrocarbon seabed fluid flow structures.

Areas located in the proximity of the continental shelf and intensively surveyed by
oceanographic cruises show the most reliable results in the susceptibility assessment. By
contrast, areas distant from the coastline (e.g., the mid-Atlantic Ocean) and areas that are
inaccessible because of the presence of icebergs (e.g., east Greenland) or political issues
(e.g., north of Libya) have very high uncertainty.
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Figure 8. Knowledge gaps of bathymetry data. (a) EMODnet Bathymetry mosaic in the study area
(cell size ca. 200 × 200 m). (b) Detail of knowledge gap on the Algerian margin. (c) Detail of
knowledge gap on the Libyan margin. Details downloaded from the EMODnet Bathymetry web
portal (https://portal.emodnet-bathymetry.eu/; accessed on 1 January 2021).
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Figure 9. Reliability of the susceptibility assessment of hydrate presence on the European continental
margins. (a) Reliability prediction in the inference of the susceptibility of the seafloor to the presence
of hydrates. KG, global knowledge gap; CKG, global critical knowledge gap. (b) Reliability and
susceptibility assessments overposted.
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5.3. Spatial Significance of the Susceptibility Assessment and the Impact of Knowledge gaps

Owing to the methodology applied, the hydrate evidence knowledge gaps are directly
related to low values of susceptibility. These knowledge gaps may have two possible
causes: (i) the catalogue is incomplete, these areas have been poorly surveyed, no records
have been recovered, but hydrates may exist and subsequently a high susceptibility may
be potentially latent; and (ii) there are no data because there is no evidence of hydrates. In
order to solve this uncertainty, two concepts are added in the susceptibility assessment: the
up-dip limit of the GHSZ and the presence of hydrocarbon seabed fluid flow structures.
Particularly, examples of this situation are the east Greenland shelf, the Irish margin, the
western Iberian margin and the western Mediterranean Sea, where no hydrates have been
recovered but hydrocarbon seabed fluid flow structures and seismic indicators (e.g., on the
Irish margin) have been observed.

High susceptibility values are located in areas with a high density of evidence and
indicators. The majority of gas hydrate evidence stored in the database was recovered
in focused seabed fluid flow structures such as mud volcanoes or pockmarks. This is
especially significant on the southern European margins in the Gulf of Cádiz and the
eastern Mediterranean and Black seas. In these cases, gas hydrates are circumscribed to
the feeder systems of the hydrocarbon fluid migration structures, which, subject to certain
exceptions, do not exceed 0.1 to 1 km and 4 km in diameter for pockmarks and mud
volcanoes, respectively. In these areas, there is therefore no continuous spatial variation in
the presence of hydrates. Gas hydrates appear with a located distribution (nugget effect?)
and focused inside the hydrocarbon fluid flow structures where fluid migration is mainly
controlled by faults [45,65]. However, the presence of hydrocarbon fluid flow structures
shows a continuous spatial variation in fluid leakage areas. In these areas, the density
map shows areas where hydrate-bearing fluid flow structures are more probable and,
subsequently, the likelihood of the seafloor suffering gas hydrate dissociation processes as
a result of natural or human activities could also be high. Finally, although the susceptibility
could be high in mud volcano fields, for instance, the real risk or magnitude of dissociation
processes will be low because of the typology or internal structure of hydrates inside the
sediment. In mud volcanoes, hydrates constitute small (millimetres or centimetres) crystals
or aggregates, and their real volume is low.

Moderate susceptibility values seem to be controlled by the GHSZ and in particular by
the optimal theoretical environmental conditions for hydrate presence on the continental
shelves of the Arctic region and Mediterranean Sea. In our opinion, the presence of
moderate values on the eastern continental shelf of Greenland and their absence on the
western Norwegian shelf is directly related to the presence of cooler bottom water masses on
the eastern continental shelf of Greenland and the subsequent influence on the theoretical
GHSZ. Although no hydrates have been recovered in the Mediterranean Sea, owing to the
particular seafloor temperature/pressure conditions (bathymetry) on the continental slope,
this area has a slightly elevated likelihood of occurrence of hydrate dissociation processes
in the hypothetical presence of hydrocarbon gases in the sediment column.

The future global warming scenario projected by the scientific community [66–68]
increases the susceptibility assessed by the direct effect on the gas hydrate stability of the
ocean temperature increase [69] and the isostatic rebound in polar and sub-polar areas [9].
This direct effect (seafloor temperature increase and effective seafloor pressure decrease)
will have a high impact on the eastern Greenland shelf, the northwest Norwegian margin,
Svalbard and the Barents Sea, and subsequently the susceptibility in these areas will
increase greatly. Furthermore, future changes in the thermohaline circulation [67,68] could
have dramatic effects at high latitudes on the seafloor temperature and subsequently on
hydrate stability.

6. Conclusions

Geological and geophysical evidence and indicators of the presence of marine gas
hydrates and the oceanographic variables controlling the GHSZ show a heterogeneous
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distribution and knowledge gaps (areas with <1 records per 100 km2) along the European
continental margins. Some of these knowledge gaps have been classified as critical: (i) for
geothermal gradient, data on the east of Greenland, Svalbard, the northern Norwegian
margin, the southern Barents Sea and the White Sea, the north of the British Islands, the
Gulf of Cádiz, the Bay of Biscay, the north-western Iberian margin and the southwestern
Mediterranean Sea; and (ii) for seafloor temperature, data on east of Greenland, the western
Barents Sea and White Sea, the northern Black Sea and the south-eastern Mediterranean Sea.

The susceptibility assessment of occurrence of hydrate dissociation processes on
the seafloor shows high values in Svalbard, the northern Norwegian margin—Barents
Sea, the continental slope of the mid-Norwegian margin and the North Sea, the Gulf of
Cádiz and the eastern Mediterranean and the Black Sea. Moderate values are observed on
the continental shelf of western Greenland, the northwest of the British Islands and the
continental slope of the western and northern Mediterranean Sea.
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Abstract: This review presents an up-to-date account of research in multi-hazard assessment and
vibration control of engineering structures. A general discussion of the importance of multi-hazard
consideration in structural engineering, as well as recent advances in this area, is presented as
a background. In terms of performance assessment and vibration control, various hazards are
considered with an emphasis on seismic and wind loads. Although multi-hazard problems in civil
engineering structures are generally discussed to some extent, the emphasis is placed on buildings,
bridges, and wind turbine towers. The scientific literature in this area is vast with rapidly growing
innovations. The literature is, therefore, classified by the structure type, and then, subsequently,
by the hazard. Main contributions and conclusions from the reported studies are presented in
summarized tables intended to provide readers with a quick reference and convenient navigation to
related publications for further research. Finally, a summary of the literature review is provided with
some insights on knowledge gaps and research needs.

Keywords: multi-hazard; earthquake; wind; flood; hazards; hurricane; mitigation; resilience; risk
assessment; bridge; building; wind turbine; control system

1. Introduction

Natural hazards, such as earthquakes and wind forces, pose a challenge for human
safety and comfort. Forces generated by these natural processes can damage, or even
collapse, vulnerable civil engineering structures. The risk to lives and properties posed by
natural hazards increases with urbanization, where large cities and metropolitan areas get
more and more densely populated. Increasing urbanization and shortage of land results
in the need to build taller and more complex structures which can be more vulnerable
to lateral forces created by wind and earthquakes. Effects of natural hazards on civil
engineering structures is, therefore, an important field of research.

Between 1998 and 2017, natural disasters affected 4.4 billion people worldwide, caused
1.3 million casualties [1], and resulted in economic loss of 2900 billion USD. During this
20-year period, floods, storms, and earthquakes were the most frequent hazards, accounting
for 43.4, 28.2, and 7.8% of all natural disasters, respectively. Although floods were the most
frequent hazard during this time, earthquakes and storms have been the deadliest and the
costliest, respectively. Floods and earthquakes, combined, killed nearly one million people
and resulted in an economic loss of almost 2000 billion USD during this 20-year period. The
frequencies, casualties, and economic losses, caused by different types of natural hazards
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between 1998 and 2017, are shown in Figure 1. The numbers in Figure 1, which are based
on CRED report [1], clearly show that earthquakes and storms are the most damaging
natural hazards. It is interesting to note that earthquakes have killed more people than all
other hazards combined.
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Figure 1. Frequencies of different natural hazards and their effects during 1998–2017 (based on
CRED report, [1]).

Different natural processes affect structures and people in different ways. While
the simultaneous occurrence of two different types of damaging hazards, such as strong
wind and earthquake, is rare, some natural processes can induce secondary hazards. For
example, fire and landslides are known to occur after strong earthquakes (see, for example,
Ravankah et al. [2]). Moreover, a structure may be exposed to different types of natural
hazards, albeit not simultaneously, during its lifetime. Therefore, it needs to be resistant
to forces and damage mechanisms imposed by more than one natural process. Structures
optimally designed for actions from one type of natural hazard may not necessarily be well
equipped to deal with actions from all types of hazards. This leads to the need for hazard
mapping, considering different types of natural processes and their interdependencies.

Consideration of multiple hazards in urban development is gaining popularity in the
research community. For example, Bathrellos et al. [3] studied probabilities of incidence
of floods, landslides, and earthquakes, in a specific area in Northeastern Greece, to map
multiple hazards and identify areas suitable for urban development. Hicks et al. [4] explore
disaster risk reduction from a multi-hazard perspective. Regional multi-hazard mapping
for urban development is gaining popularity in research (e.g., [5]). Vulnerability and design
of structures against multiple hazards is also gaining popularity in research. As an example,
Aly [6], as well as Aly and Abburu [7], discuss some fundamental differences between wind
and earthquake-resistant designs of high-rise buildings. A review of studies on the vulner-
ability of buildings subjected to wind and earthquake forces is presented by Indirli et al. [8].
A framework for life-cycle loss estimation in tall buildings subjected to wind and seismic
forces is presented by Venanzi et al. [9]. Civil engineering infrastructure, such as dams,
bridges, roads etc., are lifelines of modern society. Although multi-hazard risk assessment
of infrastructure is challenging [10,11], it is an important tool to improve their safety and
operability following natural disasters, which is instrumental for social resilience. Various
factors affecting costs and performance of infrastructure in a multi-hazard environment is
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discussed in Ettouney and Alampalli [12]. Performance and fragilities of special structures,
such as dams and floodwalls exposed to multiple hazards, are studied in Ardebili and
Saouma [13] and Bodda [14].

Natural events, such as wind and earthquakes, impose dynamic forces on buildings
and other civil engineering structures. Damage caused by such forces depends on the
dynamic properties of the structure, as well as the characteristics of the wind forces and
ground motion. In most cases, structural damage is a result of excessive vibration. Vibration
control, which refers to reducing oscillations of structures exposed to dynamic forces, can,
therefore, be used as a protective measure. Vibration control makes use of active, passive, or
hybrid secondary devices that are installed on the structure and designed/tuned/actuated
for optimal reduction in structural responses such as displacement, acceleration, etc. Base-
isolation, for example, has been a popular and effective protection against earthquakes
(see, for example, [15–19]). Tuned mass dampers (TMD) and other supplemental damping
devices of different designs and configurations have also been known to effectively reduce
wind and earthquake-induced vibrations of different types of structures (see, for exam-
ple, [20–22]). Vibration control systems can provide an alternative protection for existing
structures where retrofitting or strengthening is considered too costly or not feasible, due to
factors such as aesthetics, cultural aspects, etc. Control devices that are effective against the
forces generated by one type of natural hazard might not be effective against other hazards.
For example, base isolation systems, which are effective for seismic protection of structures,
might cause an adverse response during strong wind [23]. Due to the uncertainties in the
amplitude and frequency content of dynamic forces, induced by wind and earthquakes,
and their relationship with the properties of the affected structures, consideration of a
multi-hazard scenario is especially important when designing vibration control systems.

This work is an attempt to bring together and synthesize valuable information and
conclusions presented in a vast body of research literature on multi-hazard effects and
control of civil engineering structures. The work is based on a review and synthesis of
published literature. Relevant studies were searched through scholarly databases such as
Web of Science, Google Scholar, and Scopus. The keywords used for searching were “multi-
hazard”, “vibration-control”, “seismic control”, “tuned mass dampers”, “seismic fragility”,
and “life-cycle assessment”. The search results were then narrowed first by scanning the
titles of articles to include only those that indicated relevance in the multi-hazard problem,
addressing one or more of the criteria: (a) hazard mapping/quantification, (b) performance
assessment, (c) design and/or optimization, (c) fragility assessment, (d) life-cycle and/or
cost-benefit analysis, and (e) vibration control. This resulted in more than 400 articles. The
Abstract and Conclusion sections of these articles were then studied to further filter out
studies that did not address the multi-hazard problem. This resulted in 220 articles. The
references listed in these articles were then checked to search for more relevant articles.
Special attention was given to state-of-the art review studies. References listed in studies
were checked in detail to search for additional relevant articles. In total, 263 articles were
studied and are referenced to in this work. Among these, there are 210 journal articles,
17 books/reports, 11 theses, 14 book chapters, and 11 conference papers. These include
18 state-of-the art reviews.

Initial thematic development of the work was, first and foremost, based on the key-
words listed in these articles. The keywords in these articles were extracted, and their
frequencies were counted. In total, 699 unique keywords were found. Multi-word key-
words were then replaced by a single word (called, here, a reduced keyword) that is
representative of the scope of the work. For example, “vibration control” was reduced to
“control”, “risk assessment” was reduced to “risk”, and so on. In some cases, such as “wind
turbines”, both words were retained. This resulted in 117 keywords. Similar keywords
were then grouped together to identify themes/scopes. For example, “seismic”, “ground
motion”, and “earthquakes” were placed under the theme of “Seismic”. The number of
occurrences of these themes were then counted, and the themes were ranked. Frequency
distribution of the most frequent themes is presented in Figure 2. Some reduced keywords
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with a low frequency of occurrence are therefore not considered useful in creating an overall
theme of the subject being studied and are not shown in the figure. Control is the most
frequent theme, and multi-hazard is the third most frequent theme. Seismic and wind loads
are the most frequently considered hazards. In terms of structures, bridges, buildings, and
wind turbines are frequent themes, while only a few (less than 10) occurrences of other
infrastructure and lifelines were encountered. This thematic distribution of the studied arti-
cles was used to prepare the main structure of this paper, which is schematically presented
in Figure 3.
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Background information about different types of hazards, multi-hazard scenarios, and
associated vulnerability and risk is provided in Section 2. This section is not a state-of-
the-art review of these topics but rather background information for the rest of the paper
(see Figure 3). The main part of the paper, which is the state-of-the-art review part of the
paper, is briefly termed as assessment and control (see Figure 3). The review is based on
the themes encountered in the studied literature. Topics such as fragility/vulnerability
assessment, life-cycle assessment, multi-hazard assessment, and reliability assessment are
covered under the assessment theme, while the control theme mainly deals with vibration
suppression. As vibration control is the most dominant theme of the studied papers
(see Figure 2), a brief literature review of different control systems is provided in Section 3.
The review is primarily classified by two themes: namely, structure and scope of work.
Bridges, buildings, and wind turbines are covered in Sections 4–6, respectively. Each of
these sections is sub-divided into assessment and control sub-sections. The literature on
bridges is dominated by the assessment theme, which is classified into secondary themes
such as hazard type, type of bridge, and the main aims of the study. The literature on
buildings and wind turbines contains several studies of multi-hazard vibration control. For
each of these structures, the studies reviewed here are sub-classified into secondary themes
of hazard, type of building/wind turbine, and the type of control device.

2. Risk: Hazard, Exposure, and Vulnerability

Risk related to disasters (disaster risks) can include loss of lives, disrupted economy,
damages to the environment, etc. Risk is linked to the combination of hazard, physical
exposure, and vulnerability of the infrastructure. The roles of each of these factors are
briefly reviewed in the following sections.

2.1. Hazard

The definition of “hazard” in a broader sense is “any external or internal process or
event that might degrade the performance of the system on hand” [12]. The United Nations
General Assembly [24] defines hazard as “a process, phenomenon or human activity that
may cause loss of life, injury or other health impacts, property damage, social and economic
disruption or environmental degradation”.

Natural events, such as storms, earthquakes, or floods, are well-known hazards with
widespread potential to turn into disasters. While these events are mostly sudden and
occur in a relatively short time window, slower processes, such as fatigue, corrosion, ageing,
etc., can also impact structural performance over their life span.

Among the three elements that constitute disaster risk, hazard is the one that is mostly
beyond human control. Nevertheless, a proper understanding of the occurrence frequency,
spatio-temporal distribution, and intensity of the hazard is important for disaster risk
reduction. Recent advances in sensing technology: data collection, processing, storage,
sharing capabilities; and modelling/computational tools have improved our understanding
how different hazards affect civil engineering structures. Hazards can be of different types.
For example, they can be natural events, such as earthquakes, or man-made ones, such
as explosions.

Different classifications of hazard have been proposed for multi-hazard studies. For
example, Ettouney and Alampalli [12] discuss the classification of hazards based on Tem-
poral, Frequency, and Newtonian characteristics. Temporal characterization distinguishes
between simultaneous occurrence, segregation in time, and cascading effects. Frequency
characterization distinguishes continuous processes, such as corrosion, from intermittent
processes such as earthquakes. Intermittent processes can be further classified as frequent,
intermediate, or rare. Newtonian characterization is another useful approach for hazard
classification that is generally used in design codes. In design codes, hazards are generally
quantified in terms of loads, such as wind load, earthquake load, etc. The impact of these
loads can be quantified by different metrics, such as stress, deformation, etc., and are
evaluated based on Newtonian mechanics. Such hazards have been termed as Newto-
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nian [12]. Other processes, such as corrosion, wear and tear, fatigue, etc., are termed as
non-Newtonian [12]. Natural hazards can also be classified based on their origin and the
geo-atmospheric processes associated with them, such as

1. Biophysical (wildfire).
2. Atmospheric (wind or thunderstorms, lightning, hail, snow, and climate change).
3. Hydrological (drought and flood).
4. Shallow Earth Processes (erosion, subsidence and uplift, and mass movement).
5. Geophysical (volcanic eruption, tsunami, landslide, earthquake, and snow avalanche).

The idea that a structure needs to resist different types of hazards during its service
life is well-established in civil engineering. For example, design codes and standards have
provisions for different types of actions such as dead load, live load, wind load, seismic
load, etc. Simultaneous occurrence of multiple actions is addressed in design codes through
load combinations. Such recognition of multiple actions and load combinations does not
encompass the real extent of multi-hazard effects and interactions. Multi-hazard generally
refers to the concept where two or more hazards interact through structural performance.
A multi-hazard interaction, for example, can impact risk due to a hazard when a decision
regarding structural exposure and vulnerability against frequency, location, and amplitude
of another hazard is made. For example, a change in design wind load and/or structural
capacity can impact structural vulnerability to earthquake forces. Multi-hazard interactions
may result in common or conflicting design solutions. For example, provision of structural
ductility is beneficial for both blast and seismic loads.

Padgett and Kameshwar [25] present a comprehensive classification of multi-hazard
combinations for bridges. Although their classification was intended for bridges, it can be
generalized for most civil engineering structures, as is presented in Figure 4. Classifica-
tion of hazard, according to Figure 4, helps to understand potential interactions between
different hazards through their effects on structures.
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Multi-hazard consideration is important for structural safety and reliability. Duthinh
and Simiu [27] present an interesting point regarding the traditional practice of treating
different hazards independently and designing structural components based on the more
demanding hazards. Taking an example of wind and earthquakes, they show that the ASCE
Standard 7 provisions are not risk-consistent in the sense that, in regions affected by both
strong wind and earthquakes, risks of exceedance of limit states can be up to twice as high
as those in regions where only one of these hazards dominates. Kappes et al. [28] discuss
the challenges of analyzing multi-hazard risk and existing frameworks to address those
challenges. Zaghi et al. [29] presents the limitations of modern design codes in adequately
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addressing multi-hazard risk and emphasizing the need for common nomenclature for
multi-hazard design. They also mention several problems and challenges in the multi-
hazard design of structures. Different aspects of multi-hazard approaches, to mitigate risk
to civil engineering infrastructure, are further discussed in Gardoni and Lafave [30]. The
implications of considering potential multi-hazard effects in the life cycle cost analysis of an
infrastructure is addressed by Jalayer et al. [31] and Fereshtehnejad and Shafieezadeh [32].

2.2. Exposure, Multi-Hazard Mapping and Planning

In the context of disaster risk, the UNDRR (United Nations Office for Disaster Risk
Reduction) defines exposure as “the situation of people, infrastructure, housing, production
capacities and other tangible human assets located in hazard-prone areas” [33]. Exposure
is a necessary factor for disaster risk. Exposure is one of the risk determinants that can be
controlled, to some extent, by proper planning. Such decisions are, however, not feasible in
cases of existing risk: for example, large cities already built-in hazardous space. Reducing
exposure to multi-hazards is more challenging than if only a single hazard is considered.
Urban planning, land-use policy-making, environmental protection decisions, etc., need to
rely on, and benefit from, multi-hazard considerations.

Local and regional scale mapping of different types of hazards is essential in multi-
hazard considerations when analyzing exposure. Although significant advancements have
been made in mapping individual hazards, mapping multi-hazard is challenging due to
the differences in their physical phenomena, measures of frequency/amplitude, impact on
structures, etc.

Barua et al. [34] present a multi-hazard map for different districts of Bangladesh based
on local historical disaster database and comparison of scenario hazard scales with those in
other countries. Their study includes earthquakes, tornadoes, floods, and cyclones, which
are combined through a weighing scheme. Pourghasemi et al. [35] present multi-hazard
mapping of Fars Province in southern Iran. They consider floods, fires, and landslides.
They test two different machine learning algorithms in predicting distribution of these
hazards based on historical data, and make use of different conditioning factors such as
aspect, elevation, drainage, annual mean rainfall, etc. They highlight the importance of
multi-hazard mapping in land-use planning, sustainable development, and watershed
management in the study region. A similar study for the western region of Iran is presented
in Pourghasemi et al. [36].

For multi-hazard mapping of relatively small areas, the Analytical Hierarchy Process
(AHP) has been proposed as a suitable method (see, for example, [3]). It is a class of Multi-
Criteria Decision Analysis (MCA) and relies on the connection between influencing factors
and hazards rather than statistics from historical databases. In this sense, the method is
subjective in assigning intensities and weights of different hazards. Some examples of AHP
application in multi-hazard mapping can be found in Bathrellos et al. [3], Karaman [37],
and Khatakho et al. [5].

2.3. Vulnerability and Risk

Vulnerability lies within the characteristics or properties of the elements (structures) at
risk, making them susceptible to impacts of hazards. The UNGA [24] defines vulnerability
as “the conditions determined by physical, social, economic and environmental factors or
processes which increase the susceptibility of an individual, a community, assets or systems
to the impacts of hazards”. The concept of vulnerability is used in a broad sense and with
different meanings in different fields. Vulnerability is the risk determinant that is the most
feasible one to manage/control/reduce through human action or interference. Vulnerability
reduction is, therefore, one of the most effective forms of risk reduction. However, the quan-
tification of vulnerability of civil engineering structures even to individual hazards, such as
earthquakes, is a challenging task with many uncertainties (see, for example, [38–40]). In
a multi-hazard scenario, the overall vulnerability can be different from the vulnerability
to a single hazard, which makes the definition of vulnerability especially challenging. Its

550



Appl. Sci. 2022, 12, 5118

complexity is due to the variations in structural material types, geometries, environments,
exposure to hazards, usage, age, maintenance, and many other factors. Quantification of
structural vulnerability to different types of hazards is a popular and growing research field.
Structural vulnerability is mostly expressed in terms of fragility or vulnerability curves,
which quantify, in a probabilistic sense, the chance of exceeding undesired states of damage
conditioned to a given intensity of hazard. On a larger geographical scale, vulnerability clas-
sification of structures relies on general information about the structures, their usage, and
exposure to hazards. Such classifications are commonly used for buildings. This method
of vulnerability assessment was used by Nassirpour et al. [41] to rank school infrastruc-
ture in the Philippines, considering flood, wind, and earthquake hazards. A vulnerability
assessment methodology for building, subjected to both single and multi-hazards, was
presented by Schwarz et al. [42]. By following the principles of the European Macroseismic
Scale 1998 (EMS-98, [43]), they developed vulnerability tables for different hazards (wind,
flood, and earthquake). A framework to create multi-dimensional vulnerability models
from vulnerability tables was also presented and applied in a few test cities in Germany.
Gautam and Dong [44] present multi-hazard damage to structures in central Nepal caused
by the 2015 Gorkha Earthquake and the 2017 Chhatiune Khola flash flood. A conceptual
model for multi-hazard assessment of the vulnerability of historic buildings is presented by
Ayala et al. [45] (2006) with an example application considering English parish churches. A
comprehensive review of single and multi-hazard vulnerability and risk in historic urban
areas is presented by Julia and Ferreira [46]. They also present interesting examples of the
use of multi-hazard risk analysis in historic urban areas.

An interesting methodology for the risk evaluation of offshore structures subjected
to ocean waves, wind, and ground motion is proposed by Bhartia and Vanmarcke [47].
They consider failure probabilities under short-term loads, as well as overall risks, due
to loads of different intensities. Their results show that limit states (of failure), structural
characteristics, as well as features of different types of loads interact in a complex way,
controlling the relative importance of different hazards. Aggravating effects in a multi-
hazard scenario are clearly demonstrated in their case-study example of ambient (ever-
present wind over the sea) and seismic loads. An outline for identification of different
hazards and subsequent risk assessment has been introduced by the United States Federal
Emergency Management Agency, 1997, [48]. Ciurean et al. [49] present a comprehensive
report of recent developments in multi-hazard processes and risks related to research,
policy, and industry.

3. Vibration Control of Structures

Most of the structural damage caused by natural forces can be attributed to excessive
vibrations. For static loads, vulnerability reduction can be achieved at the design stage
by increasing stiffness and/or strength of structural elements. For existing structures,
retrofitting strategies also aim to improve strength and/or stiffness of the structural ele-
ments. Similar strategies can also be used for dynamic forces such as wind and earthquakes,
but newer and potentially more cost-effective solutions emerging in the scientific research
are percolating to practical applications. These new solutions are not necessarily about
increasing structural stiffness and/or strength. They fundamentally rely on changing
the dynamic properties of the structures to make them less vulnerable to natural forces.
This can, contrary to retrofitting in the traditional sense, even make the overall structure
more flexible. A notable example is the well-established base-isolation technology for
reducing earthquake-induced vibrations of buildings and bridges. Vibration reduction,
also known as vibration control, makes use of different types of devices installed on the
structure to reduce vibrations caused by different types of forces. While base-isolation,
supplemental damping, and bracing systems to increase lateral stiffness and ductility have
been researched and used for a long time, newer control strategies that rely mainly on
dynamic devices installed on the primary structure are emerging. Depending on their
mode of operation and need for external energy and/or internal feedback mechanism,
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vibration control devices can be broadly classified as passive, active, semi-active, or hybrid
systems. The following list gives a few examples of these different types of control systems

1. Passive: energy dissipation, base isolation, tuned mass dampers (TMD), and tuned
liquid dampers.

2. Active: adaptive control, active bracing, and active mass damping.
3. Semi-active: semi-active energy dissipation, semi-active isolation, and semi-active

mass damping.
4. Hybrid: hybrid bracing and hybrid mass damping.

Detailed definitions and the basic theory behind these different classes of structural
control devices can be found in the seminal work of Housner et al. [50]. Most of these
control concepts have been extensively investigated, and many of these systems are already
installed in different types of structures.

Passive control devices are the ones most frequently used, as they don’t require
external energy supply. Tuned mass dampers (TMDs), fluid viscous dampers (FVD),
tuned liquid dampers (TLD), and seismic base isolation (BI) are the most popular passive
control systems.

An early state-of-the art review of seismically base isolated buildings is presented
by Kelly [51], Buckle and Mayes [52], and Jangid and Datta [17]. They discuss different
types of base isolation systems and summarize findings of the contemporary literature
about their performance in seismic response control in addition to presenting a parametric
study of crucial design parameters for optimal reduction in seismic performance. Patil and
Reddy [19] present a state-of-the-art review of base isolation systems in seismic response
mitigation. They focus on design code provisions for isolated structures and discuss effects
of soft-soil and near-fault ground motions. Kunde and Jangid [18] present a state-of-the art
review of seismically isolated bridges and identify some knowledge gaps in the contem-
porary literature. Soong and Spencer [21] discuss different types of supplemental energy
dissipation systems, including passive and active dampers for structural control. They pro-
vide an informative timeline of the development of these control technologies and describe
the state-of-the-art review in the context of seismic-resistant design and the retrofitting of
structures. A review on the behavior of structures with passive control systems exposed to
seismic loads is presented by Buckle [52]. This study discusses the advantages of passive
systems in a seismic design and provides several examples of their successful applications.
It also highlights limitations of passive control, considering uncertainties in seismic forces
and limit states induced by unexpectedly demanding events, and points towards the need
for better practical guidelines in their design and implementation.

A comprehensive review on the response control of structures by TMDs is reported
by Elias and Matsagar [22]. They review different configurations of dampers, involving
one or more tuned masses, installed at different locations of the structure. They report
that the findings in the literature support effectiveness of TMDs in reducing wind and
earthquake-induced vibrations of certain types of structures. They also identify potential
obstacles, such as robustness and reliability, across different levels of loading, especially
those that exceed the yield limit, causing inelastic deformations in the structure.

A state-of-the-art review of different types of structural control systems was presented
by Saeed et al. [53]. Their review includes different control technologies that can be classified
as active, semi-active, passive, or hybrid. They conclude that control systems have a huge
potential and importance in modern structures.

Symans and Constantinou [54] present a detailed review of semi-active control systems
for the seismic protection of structures and conclude that different solutions, such as
stiffness control devices, electrorheological dampers, friction control dampers, fluid viscous
dampers, etc., have the potential of practical feasibility in full-scale structures. Spencer and
Nagarajaiah [55] also report on the state of the art of semi-active technologies for structural
vibration control. They report that smart damping devices, such as Magnetorheological
(MR) dampers, appear to combine desirable features of both passive and active control
solutions, and they offer a viable control solution against wind and earthquake forces.
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The literature on control of structures against wind or seismic forces is vast. As
explained above, the state-of-the-art and recent findings, in the structural control of different
kinds, have been presented in many works. As an example, one of the first comprehensive
state-of-the-art reviews of structural control systems was published more than two decades
ago by Housner et al. [50]. Although performance of different control schemes in a single
hazard scenario, such as wind or an earthquake, is well-known and summarized in many
works, structural control in multi-hazard scenario is an emerging field of research. While
some interesting research has been published in this field, there is a lack of an overview of
the state-of-the-art, ongoing progress, and future directions. Most of the literature in this
regard is on seismic and/or wind-induced response reduction in bridges, buildings, and
wind turbines. These topics are dealt with separately in the following sections.

4. Multi-Hazard Assessment and Control of Bridges

Bridges are lifelines of modern society. They are vulnerable to different hazards, as
evidenced by several failures in the past. On 19 August 2016, a suspension railway bridge
in Tolten-Chile collapsed due to train-induced vibrations [56]. On 29 August, during hurri-
cane Katrina, the Twin Spans Bridge connecting New Orleans to Slidell, Louisiana, United
States, suffered extensive damage [57]. On 21 July 2003, Kinzua Bridge in Pennsylvania,
United States, was hit by a tornado with 100 mph (45 m/s) winds and collapsed [58].
On 14 January 2003, Sgt. Aubrey Cosens VC Memorial Bridge in Ontario, Canada col-
lapsed [59] due to fatigue-induced failure of the steel hanger rods supporting the deck. On
17 January 1995, a bridge on Hanshin Expressway in Kobe, Japan collapsed during the
Kobe Earthquake [60]. During the Loma Prieta earthquake in 1989, two famous bridges
(Cypress Street Viaduct and San Francisco—Oakland Bay Bridge) in California, USA were
heavily damaged [61,62]. The collapse of these two bridges killed forty-one persons.

Safety and reliability of bridges are controlled by a diverse set of factors related to the
structural form, function, maintenance, and the hazards they are exposed to. Multi-hazard
consideration is, therefore, emerging as an important topic in bridge design and safety
assessment. Some of the recent advancements in this field are discussed in the following.

4.1. Multi-Hazard Assessment of Bridges

To understand the consequences of multi-hazard effects on the safety/reliability of
bridges, a wide range of experimental and analytical studies have been conducted and
reported in the literature. One of the most studied scenarios is the interaction of earth-
quakes with other actions: for example, traffic-load. The interaction between these hazards,
when they occur concurrently, can be amplifying or diminishing (see, for example, [63,64]).
Cascading effects might also be observed when bridges, partly damaged by earthquakes,
are exposed to traffic (see, for example, [65,66]). Ground shaking and liquefaction induced
by earthquakes can have complex interactions in bridge response, both amplifying and
diminishing (see, for example, [67,68]). Another multi-hazard scenario for bridges is the
simultaneous occurrence of high waves and hurricane surge (see, for example, [69–73]).
Another scenario is foundation scour due to floods, which may increase the seismic vulner-
ability of bridges [74–81].

Aging and corrosion of bridge elements causes structural deterioration that can amplify
the effect of other hazards, such as earthquakes or wind forces. The effect of deterioration
caused by seismic and traffic loads on a reinforced concrete bridge is addressed by Deco
and Frangopol [82], Choe et al. [83], Kumar et al. [84], Choe et al. [85], Gardoni and
Rosowsky [86], Choine et al. [87], Rokneddin et al. [88], and Biondini et al. [89]. Long-span
bridges are especially sensitive to wind forces, but they can also be affected by seismic
excitation. A framework for the assessment of vulnerability of long-span bridges subjected
to multi-hazards (seismic and wind excitation) is presented by Martin et al. [90]. A summary
of recent advances in wind effects on long-span bridges, with a multi-hazard perspective,
is presented in Chen et al. [91]. Studies on the multi-hazard effects and performance of
bridges is summarized in Table 1.
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Table 1. A summary of published works on bridges subjected to multi-hazard.

Type of
Hazards Reference Type of Bridge

Structure Aims Main Contribution/Conclusion

Multi-Hazard in General

Ettouney et al. [10] Different type
of bridges Theoretical formulation

A general theory and application
to structural analysis, design, life

cycle costing, risk assessment, and
health monitoring

Earthquake and Wind

Martina et al. [90] suspension bridges Fragility analysis Fragility surfaces for bridges exposed
to multiple extreme events

Earthquake and Corrosion

Choe et al. [85], RC bridges Fragility assessment

Fragility increment functions of
corroding bridge columns and their

application in life cycle cost and
risk analysis

Choe et al. [83] RC bridges Fragility assessment

Probabilistic models of seismic
demand and fragility of corroding
bridges, and their application in

reliability analysis

Kumar et al. [84] RC bridges Life-cycle cost
assessment

Probabilistic model of life cycle cost
considering cumulative damage, case

studies highlighting dominance of
cumulative seismic damage in

reducing reliability

Gardoni and
Rosowsky [86] RC bridges Fragility assessment Fragility increment functions and an

example application

Ghosh and Padgett [92] Multi-span continuous
highway bridges, Fragility assessment

Time-dependent seismic fragility
curves considering ageing

and deterioration

Simon et al. [93] RC bridges Fragility assessment

Losses in strength and stiffness due
to corrosion have marginal effects

on seismic fragilities of the
case-study bridge

Alipour, et al. [94] Highway RC bridges Fragility assessment Time-dependent fragility models, and
life cycle cost assessment

Ghosh and Padgett [95] Highway RC bridges Loss assessment

Probabilistic framework for loss
assessment using component-level

cost estimates, case studies
highlighting the impacts

of deterioration

Sung and Su [96] RC bridge columns Capacity, fragility, and
loss estimation

Capacity models of deteriorated
columns and resulting

time-dependent fragility curves

Zhong et al. [97] RC bridges Fragility assessment Component and system level fragility
curves, and a case study application

Ou et al. [98] RC bridges
Long-term

performance
assessment

Case studies of several bridges
highlighting the need to increase
design PGA to ensure adequate

performance through the design life
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Table 1. Cont.

Type of
Hazards Reference Type of Bridge

Structure Aims Main Contribution/Conclusion

Rokneddin et al. [88] RC bridges Reliability assessment

Time-dependent fragility models of
selected bridge classes, and an

algorithm for reliability assessment,
case studies highlight the need for

accounting network-level importance
in retrofit programs

Akiyama and
Frangopol [99] RC bridges Life cycle reliability

assessment

Modelling spatial variability of rebar
corrosion using X-ray, and a
computational framework to

incorporate corrosion hazard in
seismic reliability

Biondini et al. [89] RC bridges Life cycle performance
assessment

Probabilistic modelling of capacities of
corroding critical sections, case study

highlighting undesirable effect of
corrosion in seismic performance

Ni et al. [100] RC bridges
Modelling impact of
corrosion on seismic

performance

A new constitutive model for
corroded reinforcing steel, and

fragility curves at various
time intervals

Shekhar et al. [101] Highway bridges

Study of realistic
corrosion models and

their impacts on
life-cycle cost.

Framework for seismic life cycle costs
from generic corrosion measures, case

study demonstrating relevance of
pitting versus uniform

corrosion model

Ghosh and Sood [102] Highway bridges

Assessment of
time-dependent

capacities and more
realistic degradation

models in
seismic fragility

A methodology for seismic fragility
assessment incorporating pitting

corrosion models and time-dependent
capacity models, predictive equations
for seismic reliability assessment over

the service life

Thanapol et al. [103] RC bridges

Incorporation of spatial
distribution of

corrosion in seismic
reliability assessment

Models to estimate steel weight loss at
critical sections using spatially

variable corrosion images using X-ray
technology, followed by an illustrative

case study

Rao et al. [104] RC bridges Fragility assessment
Framework for seismic vulnerability

assessment of deteriorating
RC columns

Alipour and
Shafei [105] Highway bridges Network resilience

assessment

Computational framework for risk
assessment which emphasis on effect

of ageing in seismic resilience

Ghosh et al. [106],
Rokneddin et al. [107],

Highway bridge
network

Network reliability
analysis

Methodology to estimate bridge
fragilities using deterioration

parameters from instrumented
bridges in the network, and an

example application

Earthquake and Floods

Dong and
Frangopol [78] Highway bridges Life-cycle performance

assessment

A framework for time-variant loss and
resilience assessment, and effect of

climate change
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Table 1. Cont.

Type of
Hazards Reference Type of Bridge

Structure Aims Main Contribution/Conclusion

Earthquake, Floods, and Ground-Failures

Gehl and D’Ayala [108] RC bridges Fragility assessment A Bayesian Networks based
fragility surfaces

Earthquake and Scour

Wang et al. [109] RC bridge Estimation of
load factors

Risk-consistent load factors based on
case studies

Wang et al. [77] Bridge with pile
foundation

Performance
assessment

Experimental evidence for effects of
scour depth on failure mechanisms of

piers and piles

Guo et al. [110] RC bridges

Study of the effect of
time-dependent scour

hazard on seismic
vulnerability

Fragility surfaces and time-dependent
loss estimates with two case

study bridges

Alipour et al. [111] RC bridges

Investigation of
scour-load modification

factors in seismic
assessment

Reliability-based load and
resistance factors

Yilmaz [112] Highway bridges Risk and reliability
assessment

Framework for risk assessment and
uncertainty analysis

Chandrasekaran and
Banerjee [113] RC Bridge Optimal retrofitting

An approach for retrofit optimization,
case study results showing that

column jacketing is effective

Guo and Chen [114] RC bridges Lifecycle assessment
A framework for lifecycle assessment,
case study highlighting the need for a

time-sensitive assessment

Han et al. [74] High-rise pile cap
foundation

Performance
assessment

Seismic capacity of foundation is
significantly affected by scour depth

Earthquake, Scour, and Corrosion

Dong et al. [115] RC bridges Sustainability
assessment

A framework for time-varying
sustainability, and an

illustrative application

Asadi et al. [116] RC bridge Performance
assessment

A framework for performance
assessment and life cycle cost analysis

Earthquake, Scour, Corrosion, and Traffic-Load

Deco and
Frangopol [117] Highway bridges Risk assessment Framework for time-varying total risk

and effect of structural redundancy

Earthquake, Scour, Corrosion, Wind, Traffic-Load and Liquefaction

Banerjee et al. [118] Highway bridges Review

Summary of state-of-the-art in
different aspects of resilience: loss

assessment, recovery actions,
and maintenance

Earthquakes, Corrosion, Surge, and Wave

Kameshwar, and
Padgett [119] RC Coastal bridges Lifecycle risk

assessment and design

Object oriented consequence-based
framework for lifecycle risk

assessment considering
structural deterioration
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Table 1. Cont.

Type of
Hazards Reference Type of Bridge

Structure Aims Main Contribution/Conclusion

Earthquakes, Wind, Tsunami, Flood, Surge, and Wave

Gidaris et al. [120] Highway bridges Review Summary of the state-of-the art in
fragility and restoration models

Earthquakes, Blast and Fire

Echevarria, et al. [121]

Concrete-filled fiber
reinforced polymer

tube (CFFT)
bridge columns

Experimental
investigation of lightly

reinforced
CFFT columns

Experimentally validated design
equations and a formulation for

displacement-based seismic design
including fire protection provisions

Earthquake and traffic loads

Sun et al. [122] Bridges in Southeast
Coastal areas of China

Study combinations of
seismic and truck loads

Probabilistic methodology to combine
earthquake and truck load

Ghosh et al. [64] Highway bridges
Studying effect of

traffic loads on
seismic reliability

Framework for joint fragility
assessment, fragility surfaces, and

case study application

Earthquake, Traffics-Load, and Deterioration

Deco and
Frangopol [82] Bridges in general Life-cycle risk

assessment

Probabilistic framework for life cycle
risk assessment of spatially

distributed group of bridges

Earthquakes and High water

Nikellis et al. [123] Generic Risk assessment
An analysis of risk metrics,

stakeholder perceptions, and impact
on retrofit strategies

Traffic Load and Wind

Chen et al. [91] Long span bridges Review Summary of recent advances.

Wave and Storm Surge

Ataei, and Padgett [70] Costal RC bridges Capacity assessment Probabilistic approach to global limit
state capacities

Ataei et al. [71] Costal RC bridges Fragility assessment Development of surrogate models and
uncertainty analysis

4.2. Multi-Hazard Vibration Control of Bridges

Although the literature on multi-hazard vulnerability and the risk assessment of
bridges is vast, retrofitting bridges for multi-hazard protection is an emerging research
topic that is gaining interest. Chandrasekaran and Banerjee [113] consider three different
retrofit strategies to enhance bridge performance under the multi-hazard. Wang et al. [76]
note that increasing foundation stiffness can be more beneficial than increasing foundation
depth in reducing seismic vulnerability of bridges subjected to scour. Sung and Su [96]
use time-dependent fragility curves to estimate the total direct costs of neutralized RC
bridges as a function of ground motion intensity and service time and propose it as a tool to
time retrofit campaigns. Benefits of the base isolation system, as a control/retrofit solution
for increasing the reliability of steel bridges subjected to ground shaking and liquefaction
hazards, is demonstrated in Wang et al. [124].

To the best of our knowledge, multi-hazard considerations in vibration control of
bridges has not been reported in the literature yet.

5. Multi-Hazard Assessment and Vibration Control of Buildings

This section provides a review of studies related to building response to multi-hazard,
with emphasis on wind and seismic forces. Building response to seismic forces is controlled
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by various factors, such as amplitude, duration, and frequency content of ground shaking.
It also depends on the characteristics of the building itself and the underlying soil properties.
Larger earthquakes produce ground motion with more energy at lower frequencies than
smaller earthquakes. Large earthquakes are hazardous to all buildings, particularly to
those that have natural frequencies close to the dominant frequency of ground shaking.
Such a phenomenon has been observed in ground shaking and building response during
past earthquakes (see, for example, [125,126]).

Wind loads contain energy at lower frequencies than seismic ground motions. Low to
mid-rise buildings with relatively low vibration frequencies are therefore more susceptible
to dynamic vibrations caused by seismic forces than those due to wind. Wind forces on
such structures could, nevertheless, have undesired effects on components such as roofs,
windows, chimneys, etc. Damage to light and improperly anchored roofs in low-rise build-
ings during strong wind is, therefore, of concern. In super tall buildings, wind generally
induces stronger displacement response than earthquakes. Seismic loads, however, might
excite higher vibration modes of such structures, resulting in high floor accelerations. This
implies low inter-story drift and, therefore, lower risk of structural damage, but high floor
acceleration can be critical for non-structural components [6,9,127,128]. From a structural
point of view, wind loads are, therefore, critical for flexible structures, while seismic loads
are more demanding on stiff structures. Occupant comfort and safety is another consid-
eration when it comes to the response of buildings to wind and earthquake loads. Large
floor accelerations can cause discomfort to occupants and may pose a safety threat due to
moving objects. Floor accelerations in tall buildings are typically higher during moderate
to strong ground shaking than during strong wind. Strong seismic loading is, however,
typically less frequent than strong wind. From a serviceability point of view, wind action is,
therefore, more critical for occupant comfort. Multi-hazard effects in buildings also need to
be looked at from a life-cycle cost perspective and accumulation of damage due to multiple
events: for example, wind response of a structure partially damaged by an earthquake
or vice versa. Damage accumulation and fatigue due to repeated loading from frequent
actions, such as moderate to strong wind, is also an important consideration.

5.1. Multi-Hazard Assessment of Buildings

Huang [129] provides a comprehensive account of the dynamic responses of high-rise
buildings under multiple hazards. It presents performance assessment methods and case
study investigations using high-rise buildings in Hong Kong. Various factors, such as
seismic source-to-site distance, recurrence periods, ground shaking amplitude, building
height, damping ratios, properties of wind forces, etc., were considered in the analysis. The
results show that seismic loads result in a higher floor acceleration response and lateral
forces but weaker torsional forces and a lower displacement response compared to wind
forces. The height of the buildings was also found to be an important parameter, with wind
response being more sensitive to variation in height than seismic response. The results
also showed that wind response is more strongly influenced by the level of damping of the
building than seismic response.

Chen [127], and Rasigha and Neeladharan [128] report differences in the seismic and
wind responses of mid-rise to high-rise buildings. Aly [6], as well as Aly and Abburu [7]
present the responses of tall buildings subjected to wind and seismic forces. In these
assessments, two tall buildings (76-story and 54-story) were considered for finite element
analysis. They found that ground motions excite higher vibration modes in buildings,
resulting in lower inter-story drift than wind forces, but higher floor accelerations last
for a shorter time. Wind actions are, therefore, critical from an occupant comfort and
serviceability consideration. Tall structures designed for strong wind may possess an
adequate capacity against moderate ground shaking, but they might suffer non-structural
losses due to high floor accelerations. A framework for life-cycle loss estimation, of
non-structural damage in tall buildings under wind and seismic loads, is presented by
Venanzi et al. [9]. Their framework assumes that damaged structures are restored to their
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original condition after each hazardous event. Hazardous events are not simultaneous,
and small maintenance costs are neglected. Their results show that for drift-dependent
damages, wind forces are costlier than seismic forces. Seismic forces are costlier, in terms of
non-structural damage, due to high floor accelerations. These observations are consistent
with results reported in other studies, [6,7]. Antoun [130] studied the performance of
a 74-story building located in Miami to evaluate the expected losses associated with a
multi-hazard (wind and earthquake forces). Performance-based approaches were used for
earthquake, wind, and hurricane forces. Monetary losses corresponding to structural and
non-structural damage, as well as occupant discomfort, was estimated. They report that
losses due to façade damage are dominant for high probabilities of exceedance, whereas
structural damage becomes dominant at lower probabilities of exceedance.

Zhang et al. [131] proposed a framework for the damage risk assessment of high-rise
buildings exposed to wind and seismic forces acting separately and concurrently. They
used recorded earthquake and wind data, over a period of about 47 years, to estimate
hazard curves for wind and seismic forces as well as copula-based bi-hazard surfaces. They
then performed multi-hazard fragility assessment and estimated damage probabilities for
separate and concurrent hazard models. Their results show that damage probability due to
bi-hazards dominates the total damage probability in most damage states. They highlight
the need for multi-hazard considerations in the design and evaluation of tall structures
subjected to wind and seismic forces. Damage risk assessment and cost-benefit analysis
of mitigation strategies, in residential buildings subjected to hurricane and seismic forces,
are discussed in Li [132], giving a comprehensive overview of factors that are important
in risk assessment, as well as their roles and impacts in hazard mitigation. The risk-cost-
benefit framework, based on life-cycle and scenario-case analyses presented by Li [132],
incorporate probabilistic modelling of hazards, structural fragility, and expected costs
during different service intervals.

Multi-hazard consideration in performance-based engineering and performance-based
design criteria, addressing wind and seismic forces, has been researched extensively in the
literature. Chiu and Chock [133] present one of the first applications of the performance-
based engineering approach in a multi-hazard scenario.

A probabilistic framework, for the multi-hazard risk assessment of reinforced concrete
buildings subjected to seismic and blast loads, is discussed in Asprone et al. [134]. Annual
risk of structural collapse, considering seismic action and progressive collapse due to blast
forces, is formulated in this study. They conclude that the Monte Carlo (MC) simulation is
suitable for calculating probability of progressive collapse, as well as for identifying critical
blast scenarios.

Multi-hazard performance of different structural elements, such as columns, frames,
plates, walls, etc., have been reported by many researchers. Resistance capacity of precast
segmental columns, subjected to impact and cyclic loading, is investigated experimentally
by Zhang et al. [135]. They found that, compared to monolithic columns, segmental
columns (precast segments joined together, often with pre-stressed tendons) possess better
ductility and sustain lower residual drift under cyclic loading. Under impact loading,
segmental columns were found to have better self-centering capacity. They showed that
shear resistance of such columns can be significantly improved by introducing concrete
shear keys, but it comes at some cost related to stress-concentration and potential damage
to concrete segments.

Rachel [136] presents a methodology for the resilience assessment of buildings sub-
jected to seismic, wind, fire, and various post-earthquake scenarios. The results of this study
showed that post-earthquake fire resilience in moment frame buildings is independent of
seismic damage if frame connections are intact. The results also showed that multi-hazard
resilience of moment resisting frame buildings can be improved by strengthening and/or
fire-proofing gravity columns. Shin [137] presents multi-hazard performance evaluation
matrices for retrofitted non-ductile reinforced concrete buildings subjected to seismic and
blast loads.
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Unnikrishnan and Barbato [138] investigated multi-hazard interaction on the perfor-
mance of low-rise wood-frame buildings. Chulahawat and Mahmoud [139] present an
algorithm to optimize building systems, with suspended floor slabs subjected to wind
and seismic hazards, and observe that tall buildings with such systems are effectively
optimized for both wind and seismic forces without a significant trade-off on performance
to individual hazards.

5.2. Multi-Hazard Vibration Control of Buildings

Vibration control of buildings subjected to wind or seismic forces has been extensively
researched. Vibration control of buildings in multi-hazard scenarios is, on the other hand,
not as extensively studied. Some important studies in this area are summarized in Table 2.
Performance assessment of control devices, their optimization, and life-cycle cost analysis
are the main issues that have been addressed in these studies. Wind and earthquake forces
are the most considered hazard in these studies. Most of these studies present traditional
control systems such as passive TMDs, passive energy dissipation devices, viscous fluid
dampers, multiple tuned passive TMDs, etc. Some recent advances in this area include
inerter-based TMDs (Djerouni et al., [140]; Djerouni et al. [141]; Djerouni et al. [142]; Marian
and Giaralis [143]), glass curtain wall TMDs (Bedon and Amadio [144]), and sliding floor
isolators (Chulahwat and Mahmoud [139]; Mahmoud and Chulahwat [145]).

Table 2. A summary of published works on vibration control of the building subjected to multi-hazard.

Reference Hazards Structure Control System Main Contribution/Conclusion

Cao et al. [146] Wind, Blast and
Earthquake.

5- and 39-story
benchmark buildings

Semi-active
friction damper

A new controller called input
space dependent controller

(ISDC) which is more effective
than sliding mode controller.

Mahmoud and Chulahwat [145]
and Chulahqat and

Mahmoud [139]

Wind and
Earthquake

7- and 10-story steel
frame buildings. Sliding floor isolation.

A modified covariance matrix
adaptation evolution strategy

(CMA-ES) algorithm

Dogruel and Dargush [147] Wind and
Earthquake

16-story steel frame
building.

Passive Energy
Dissipation (PED).

Methodology for optimal
life-cycle cost estimation, and
optimal design of retrofitting

Shalom et al. [148] Wind and
Earthquake 76-storey building. Multiple Tuned Mass

Dampers (MTMDs)
Life-cycle cost-based

optimization framework

Roy and Matsagar [149,150] Wind and
Earthquake

9-, 20-, and 25-story steel
frame buildings. PED

Optimal retrofits for earthquakes
result in undesirable effects on
wind response, and vice versa;

damper performance is sensitive
to site-specific hazard

Chapain and Aly [151] Wind and
Earthquake 76-story building Viscous Fluid

Dampers (VFDs)
VFDs are effective in
multi-hazard control

Elias and Matsagar [152] Wind and
Earthquake

76-story and
20-story building TMD

Optimally placed and tuned
TMDs are effective in
multi-hazard control

Elias et al. [153] Wind and
Earthquake 76-story building MTMDs

MTMDs with equal stiffness are
better than those with

equal masses.

Bedon and Amadio [144] Earthquake
and blast

4-storey steel
frame building

Glass curtain walls as
passive TMD

Glass curtain walls can be
utilized as distributed TMD for

vibration mitigation

Gong [154] Wind and
Earthquake

5-,9-, and 20-story
buildings

Variable Friction Cladding
Connection (VFCC)

Experimental and analytical
evidence demonstrating
effectiveness of VFCC.

6. Multi-Hazard Assessment and Control of Wind Turbines

The tall and slender geometry of wind turbine towers and the large top mass of the
turbine and the rotors make wind turbines sensitive to both wind and seismic excitation.
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Wind and seismic loading have been the two most common environmental actions con-
sidered for research on the performance assessment of wind turbine towers. For offshore
turbines, wave loading is also an important factor.

6.1. Multi-Hazard Assessment of Wind Turbines

Maryam [155], as well as Maryam and Gardoni [156] highlight the importance of
multi-hazard consideration in site-selection and design of wind turbines. They present a
multi-hazard probabilistic framework to evaluate the structural reliability of offshore wind
turbines. Considering wind and seismic action, their results show that annual probabilities
of failure are higher when seismic action is considered. Comparing two identical wind
turbines, one in the Gulf of Mexico and the other off the coast of California, they conclude
that, although the latter location is more favorable in terms of power production, annual
probabilities of failure are higher due to higher seismicity. Avossa et al. [157] present
a Monte Carlo simulation-based framework for the estimation of multi-hazard fragility
curves of wind turbine structures. They provide an example application of the framework,
to derive failure probabilities of a prototype wind turbine structure, conditioned on wind
velocity and peak ground acceleration for different operational states of the turbine. Their
results show that aerodynamic damping plays an important role in the seismic fragility.
Fragility in an operational state, for seismic action in the fore-aft direction, increases with
wind speed up to the rated wind speed, after which it starts to decrease. When the rotor is
operating at the rated condition or is parked, the probability of failure is larger than 50%
and the peak ground acceleration exceeds about 70% of the acceleration of gravity. Campo
and Estrada [158] present similar conclusions regarding the importance of aerodynamic
damping, stating that, while wind action is more damaging at the operational state, seismic
action can be more threatening when the rotor is parked. Katsanos et al. [159] report, for
a 5 MW offshore wind turbine, that seismic action contributes more than wind and wave
action to structural demands such as base moment and tower-top displacement. They also
report on the fragility of sensitive equipment located in the nacelle, which are found to be
prone to severe damage at moderate ground shaking intensity. Zuo et al. [160] investigated
the fragility of a prototype 5 MW offshore wind turbine structure subjected to aerodynamic
forces and wave loading. They considered different operational states of the rotor and
derived fragility curves for both the supporting tower and the rotor blades. Their results
show that, when the wind speed is between the cut-in and cut-out range, exceedance
probability of the blade failure is much higher than that of the tower failure. They also
highlight the impact of aerodynamic damping in reducing wind-induced vibrations of the
tower. Zuo et al. [161] studied the effect of soil structure interaction (SSI) on the 5 MW
offshore prototype model. Their results show that the fore-aft displacement demand on
the tower is significantly affected by SSI. Asareh et al. [162] investigated the fragility of a
5 MW wind turbine prototype subjected to wind and seismic action. Their results show
that failure due to exceedance of tower-tip displacement and rotation is more likely than
yielding or buckling of the tower.

6.2. Multi-Hazard Vibration Control of Wind Turbines

Vibration control of wind turbine structures, subjected to the combined actions of
wind, waves, and earthquake ground motions, is extensively reported in the literature.
These studies are mostly aimed at the optimization and performance assessment of control
systems. A summary of relevant studies on the vibration control of wind turbine structures
subjected to multi-hazard is presented in Table 3.
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Table 3. A summary of published works on vibration control of wind turbine structures subjected to
multi-hazard.

Reference Hazard Structure Control System Main Contribution/Conclusion

Xie et al. [163] Wind and Waves Offshore, 5 MW,
barge-type floating TMD on the platform

Modelling of drivetrain dynamics,
optimization of TMD parameters,

simulation results confirm the
importance of drivetrain dynamics and

that TMDs are effective in
vibration suppression

He et al. [164] Wind and Waves Offshore, 5 MW,
barge-type floating TMD in the nacelle

TMDs are effective in reducing
standard deviation of tower-top
displacements, with upto 50%

reduction for TMD mass ratio of 2%

Stewart and
Lackner [165] Wind and Waves Offshore, 5 MW,

monopile TMD in the nacelle

Misalignment of wind and wave load
significantly increases base moment in
the side-side direction, which can be

reduced by 40% with a TMD

Zhao et al. [166] Wind, wave
and seismic

Offshore, scaled
model, monopile TMD in the nacelle

Shake table tests for modal
identification and estimation of

aerodynamic damping, results show
that TMDs are effective in reducing

seismic response, effectiveness
increases with rotation speed of blades

Sun and Jahangiri [167] Misaligned wind-wave
and seismic

Offshore, 5 MW,
monopile

Pendulum tuned
TMD(PTMD) in the

nacelle

PTMDs are slightly more effective than
two linear TMDs with equivalent mass

and their stroke is smaller

Sun and Jahangiri [168] Misaligned wind-wave Offshore, 5 MW,
monopile PTMD in the nacelle

Increase in fatigue life due to PTMD is
50% higher than that due to dual

linear TMDs.

Sun et al. [169] Misaligned wind-wave
and Seismic load

Offshore, 5 MW,
monopile PTMD in the nacelle

PTMD is more robust than dual linear
TMDs, and with a mass ratio of 2%

reduction in short-term fatigue
damage is reduced by up to 90%.

Hu et al. [170] Wind and waves Offshore, 5 MW,
barge-type floating

Tune Mass Damper
Inerter (TMDI) in

the nacelle

TMDI are more effective than TMD but
there is a trade-off between fore-aft

load control and device stroke;
performance superior to TMD can be

achieved for comparable device stroke

Zuo et al. [171] Wind and Waves Offshore, 5 MW,
monopile MTMD

MTMDs are efficient and robust in
reducing the out-of-plane vibration of

blades and the tower in parked and
operational conditions.

Zuo et al. [172] Wind, Waves and
Earthquake

Offshore, 5 MW,
monopile MTMD

Multi-mode control using MTMDs are
more efficient than STMDs in

multi-hazard scenarios

Hussan et al. [173] Wind, Waves and
Earthquake

Offshore 5 MW with
standard jacket

foundation
MTMD SSI plays important role in MTMD

performance, often over-estimates it

Altay et al. [174] Wind and Earthquake Onshore 5 MW
TMD and Tuned
Liquid Column
Damper TLCD

Resonant tower vibrations at lower
wind speeds are effectively reduced by

TMDs and TLCDs, transient tower
vibrations at higher wind speeds are

less effectively reduced, only nominal
control of seismic-induced vibrations

Colwell and Basu [175] Wind and Waves Offshore, monopile TLCD TLCDs are effective in reducing peak
response and increasing fatigue life

Dezvareh et al. [176] Wind and Waves Offshore, 5 MW,
jacket type

Tuned Liquid Column
Gas Dampers (TLCGD)

Effective in reducing nacelle
displacement and acceleration

protecting the tower structure and
acceleration-sensitive nacelle devices
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Table 3. Cont.

Reference Hazard Structure Control System Main Contribution/Conclusion

Bargi et al. [177] Wind, Waves and
Earthquake

Offshore, 5 MW,
jacket tupe

Tuned Liquid Column
Gas Dampers (TLCGD)

Nacelle acceleration is better controlled
under wind-wave excitation while

nacelle displacement is better
controlled under seismic load, heavier

devices are more efficient but less
robust against detuning

Sun [178] Wind, Waves and
Earthquake

Offshore, 5 MW,
monopile

Semi-active
TMD (S-TMD)

Semi-active TMDs are more efficient
than passive TMDs

Hemmati and
Oterkus [179]

Wind, Waves and
Earthquake

Offshore, 5 MW,
monopile S-TMD

S-TMD provide better control than
passive TMDs with as much as 4 times

lower mass

Rezaee and Aly [180] Wind, Wave,
Earthquake,

Land based and
offshore, 5 MW

MR damper-used as
S-TMD and with

outer bracing

The dampers are efficient in reducing
strong vibrations and its duration

during seismic loading. While
displacement control starts early

during ground shaking, acceleration
control lags behind by a few seconds

Xie and Aly [181] Wind and Earthquake Various
TMD, TLD, VD,
A-TMD, S-TMD,

and TLCD,

A state-of-the-art review for evaluating
the performance of the various types of

control systems

Rezaee and Aly [182] Wind and Waves On-land 5 MW
TMD, TLCD, VD, and

tuned sloshing
damper (TSD)

Comparative study of different
dampers show that VDs are the most

robust, and that TSDs are effective at a
wider range of frequencies

Zhao et al. [183] Wind and Earthquake On-land, 1.5 MW
Scissor-Jack

Braced Viscous
Damper (VD-SJB)

VD-SJB is effective and practical in
reducing vibrations, seismic-vibration
reduction in fore-aft direction is lower

in operating condition than in
parked condition

Zuo et al. [184] Wind, Waves and
Earthquake Various Various State-of-the-art review

Rahman et al. [185] Wind, Waves and
Earthquake Various Various Literature review

7. Concluding Remarks

This work is an attempt to summarize a vast body of research literature on multi-
hazard effects on structures and their vibration mitigation measures. Aspects such as
performance assessment, fragility modelling, life-cycle cost assessment, and vibration
control in a multi-hazard scenario are covered. The main emphasis is on wind and seis-
mic actions on major infrastructure, such as bridges, buildings, and wind turbine towers.
Understanding of multi-hazard scenarios in a probabilistic sense and mapping them out
for engineering design is an evolving field. At a local scale, multi-hazard mapping using
the Analytical Hierarchy Process (AHP) is gaining popularity. Multi-hazard mapping at
regional scales remains a challenging task, demanding more research on unifying frame-
works that standardize and unify existing probabilistic hazard assessment methods used for
different natural actions. Some recent advances in multi-hazard vulnerability of buildings
include multi-dimensional vulnerability modelling. Fragility modelling in a multi-hazard
scenario is still a growing field of knowledge, with many unresolved questions. Some
examples of such unresolved issues relate to: (i) definition of intensity measures of hazards
that might interact with each other, resulting in overall effects that are of different nature
than those due to individual hazards; (ii) definition of joint probabilities of exceedances
of intensities of different types of hazards; (iii) lack of empirical data on actual damage
recorded in multi-hazard scenario, etc.

Multi-hazard assessment of bridges is a widely studied topic. Most studies in this area
focus on seismic loads and corrosion. Other effects, such as wind loads, scour, traffic loads,
etc., in conjunction with seismic loads, have also been reported. Published literature on
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bridges subjected to seismic loads and corrosion focus on the fragility assessment. Multi-
hazard effects in such assessments are generally modelled through fragility increment
functions, damage accumulation, and time-dependent fragility curves. Probabilistic load
and resistance factors, for different hazards affecting bridges, is another widely reported
research theme. In most cases, such fragility models are intended for a life-cycle cost and
risk analysis. While multi-hazard fragility of individual bridges is widely reported, there
are only a few deals with bridge networks. More research is needed in capacity modelling,
risk metrics, stakeholder perceptions, and load combinations.

The literature on multi-hazard effects on buildings is dominated by wind and earth-
quake loads. Performance-based engineering frameworks, progressive damage and col-
lapse modelling, resilience assessment, multi-hazard performance evaluation metrices, etc.,
are some of the recent advances in damage risk and life cycle cost analysis of buildings.
A variety of control systems such as passive TMDs, passive energy dissipation devices,
viscous fluid dampers, multiple tuned passive TMDs, have been investigated in control of
buildings subjected to wind and seismic forces. Some recent advances in this area seem
promising and practically appealing: for example, sliding floor isolators, glass curtain
wall TMDs, and variable friction cladding connections [VFCC]. While the literature on
the vibration control of buildings subjected to wind or seismic action is vast, relatively
few studies have addressed their simultaneous occurrence. More research is needed on
probabilistic treatment of multi-hazard load cases, robustness of control devices against
uncertainties in structural properties, as well as loading the feasibility of control from a
life-cycle perspective.

Seismic and wind forces are the two most considered environmental actions in the
performance assessment and vibration control of wind turbine structures. Wave action, and
effects of wave/wind misalignment in offshore wind turbines is also widely researched.
Multi-hazard probabilistic framework for reliability assessment of offshore wind turbines
is relatively well-established. Monte Carlo simulation-based frameworks for multi-hazard
fragility assessment are recently emerging. For land-based wind turbines, several studies
have highlighted the role of aerodynamic damping in response to combined action of wind
and earthquakes. Most of the published work on vibration control of wind turbines focuses
on structural fragility of the supporting tower. Offshore wind turbines subjected to wind
and waves is the most investigated scenario. The most reported control device is passive
TMD placed on the nacelle, although use of TMD on the platform of a barge-type floating
turbine has also been reported to be effective. Most of the studies conclude that control
devices are effective in reducing multi-hazard fragility. Recent advances in multi-hazard
control of wind turbines include interesting innovations such as braced viscous dampers,
and semi-active control systems. Effect of ground motion variability on control performance
is an area that needs to be studied better. Control performance against impulsive loads
caused by, for example, near-fault ground motions (see, for example, Rupakhety et al. [186];
Elias et al. [187]; Sigurðsson et al. [188], Jami et al. [189]) also need to be investigated better.
In addition, fragility of rotor blades and effects of drivetrain dynamics need more attention.

In most of structural vibration control studies reported in the literature, the structure
is assumed to remain elastic, which may not be realistic in extreme loading conditions.
Inelastic deformations of the structure can result in de-tuning of the control device resulting
in lower performance. Control optimization and performance assessment of yielding struc-
tures subjected to multi-hazard scenarios, as well as damage accumulation due to multiple
hazards occurring over the useful life of a structure, need to be investigated and better un-
derstood to facilitate practical applications of control systems in actual engineering projects.
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Abstract: Debris flows can damage infrastructure and threaten human life and property safety, espe-
cially in tourist attractions. Therefore, it is crucial to classify and evaluate the risk of debris flows.
This article takes 14 debris flows in Longmenshan Town, Pengzhou, Sichuan, China, as the research
object. Based on on-site geological surveys, combined with drone images and multiple remote
sensing images, the essential characteristics of each debris flow are comprehensively determined.
A total of nine factors are used as the primary indicators affecting the risk of debris flow: drainage
density, roundness, the average gradient of the main channel, maximum elevation difference, bend-
ing coefficient of the main channel, the loose-material supply length ratio, vegetation area ratio,
population density, and loose-material volume of unit area. The subjective weights of each indicator
are obtained using the Analytic Hierarchy Process, while the objective weights are obtained using
the CRITIC method. Based on this, the distance function is introduced to couple the subjective and
objective weights, determine each indicator’s combined weights, and obtain the integrated evaluation
score values of different debris flow hazards. Considering the integrated evaluation score of debris
flow, cluster analysis was used to classify 14 debris flows and cluster effectiveness indicators were
introduced to determine the effectiveness of debris flow classification. A quantitative standard for the
risk of debris flow within the study area was proposed, and finally, a risk assessment of debris flow
in the study area was made. Comparing the results of this paper with the gray correlation method,
the coupled synergistic method, and the geological field survey results, proves that the proposed
method is feasible and provides a reasonable scientific basis for the study of the hazard assessment of
regional debris flow clusters and other related issues within the scope of the Jianjiang River basin
and other areas.

Keywords: combination weighting method; cluster analysis; optimization; classification of debris
flows; risk assessment; Longmenshan Town

1. Introduction

Debris flow is a common geological hazard widely distributed in mountainous areas.
It is a debris flow composed of water, rock, soil, and steam, and its formation process is
highly complex. Its eruption is sudden and short-lived [1–3]. Due to the characteristics
of high density, strong fluidity, and fast flow velocity, debris flows are highly destructive.
In recent years, frequent debris flows have significantly harmed human life, property, the
economy, and the environment, especially in mountainous areas’ seismic and geological
active zones [4–6]. The CMLR (Chinese Ministry of Land and Resources) reports that
thousands of disasters occur yearly in China, and mountainous hazards threaten 74 million
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people. Specifically, during the decade between 2001 and 2010, mountain hazards caused
9933 deaths and missing persons, excluding approximately 25,000 deaths caused by land-
slides, collapses, and mudslides during the Wenchuan earthquake [7]. Especially for the
debris flow group located in the active seismic zone and scenic area, because of the dense
population and numerous road networks, if the debris flow disaster occurs, it will cause
incalculable losses, so it is essential to classify debris flow in particular areas and assess the
risk of debris flow in special areas [8,9].

In recent years, research on the risk assessment of debris flows has been divided into
numerical simulation [10], empirical analysis [11], and artificial intelligence [12]. Among
them, numerical simulation can not only simulate the movement process of debris flows but
also calculate flow velocity and movement distance. However, the parameters required for
numerical simulation calculation are generally difficult to obtain. The simulation process
is also relatively complex, making the obtained results not necessarily consistent with
the actual situation. Moreover, simulating and calculating each debris flow is impractical
for regional debris flow clusters [13,14]. The empirical analysis mainly depends on the
geological engineering scientists’ on-site survey results. Human subjectivity plays a leading
role. Different researchers may have different evaluation criteria for the same debris flow
risk, leading to the need for empirical analysis methods to combine other methods to
determine the debris flow risk comprehensively [15].

With the development of artificial intelligence, extension theory [16], artificial neural
networks [17], Bayesian theory [18], genetic algorithms [19], evidence weight method [20],
grey correlation method, and other methods have been widely used in debris flow risk
assessment [21]. When most algorithms are applied to debris flow risk assessment, complex
risk assessment indicators need to be selected, indicator weights need to be calculated,
and the final evaluation model needs to be determined. However, things could still
be improved in the current method of determining the weight of evaluation indicators.
Researchers often pay more attention to the influence of objective indicators or subjective
factors, and it is necessary to consider the collective impact of the two comprehensively.
Some evaluation models require manual scoring and determination of grading boundaries,
leading to certain deficiencies in the evaluation results of debris flow risk. Therefore,
understanding how to combine the influence of subjective and objective weights and
establish a scientific evaluation model based on this has practical significance for the risk
assessment of debris flows.

Through an on-site geological survey, combined with UAV images and remote sensing
images, 14 debris flows were found in Longmenshan Town, Pengzhou City, Sichuan
Province, China, distributed on both sides of Baishui River and Jianjiang River, with 5 on
both sides of Jianjiang River, and 9 on both sides of Baishui River. Considering the rapid
and sudden occurrence of debris flows and many surrounding villages and tourists, it is
essential to classify and evaluate the risk of debris flows in this area.

2. Study Area

Pengzhou City is located in the northwest of Sichuan Basin and the northwest edge of
Chengdu Plain, 36 km away from the urban area of Chengdu, spanning 103◦40′~104◦10′

east longitude and 30◦54′~31◦26′ north latitude. The city covers an area of 1421 km2.
Longmenshan Town is located in the north of Pengzhou, upstream of Jianjiang River,
55 km away from the Pengzhou urban area, connecting Shifang City in the east, Cifeng
Town in the south, Dujiangyan Irrigation Project in the west, and Wenchuan County in
the north. The research area is located in the core area of the Longmenshan Fault, with
the Yingxiu Beichuan Fault passing through the right bank of the Baishui River and the
Guanxian Anxian Fault passing through the downstream Xiaoyudong Town, which belongs
to a controlled structure. The base tectonic layer in the study area is the Huangshuihe
Group stratum, and the main rock types of the group is the “Pengguan Complex”, which
has experienced many strong orogenies (Himalayan movement, Indosinian movement,
Chengjiang movement). Finally, neotectonics led to the formation of typical mountain
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canyon geomorphic features. Longmenshan Town has a humid subtropical climate, with the
highest temperature of 24.8 ◦C in summer and the coldest temperature of 5.2 ◦C in January
in winter. The average annual rainfall for many years is 932.5 mm. There is a significant
amount of rainfall in summer, primarily rainstorms. Due to the humid subtropical climate,
the plants in the study area are mainly subtropical alpine forest vegetation. Before the 2008
earthquake, the vegetation coverage rate exceeded about 60%. The “Longmen Mountain
National Scenic Area” is located here and is a famous tourist resort. After the Wenchuan
earthquake, geological disasters frequently occurred in the area, with different numbers
and scales of debris flow occurring in 2008, 2009, 2010, 2012, and 2022, causing significant
property losses and casualties. The distribution of multiple remote sensing images and
debris flows in the study area is shown in the following figure (Figures 1–3).
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3. Materials and Methods

The calculation of the weight of debris flow indicators mainly adopts a single subjec-
tive and objective weighting method. The subjective weighting method obtains weights
based on individuals’ subjective experiences, such as AHP. This has unique advantages in
determining the weights of various indicators at different levels in an extensive system and
can fully utilize the expert experience in the corresponding field. The objective weighting
rule entirely relies on the laws of the data, such as the CRITIC method, which can reflect the
relative importance of various factors. Combining the AHP and CRITIC methods can reflect
researchers’ intuitive understanding of debris flow in the geological field survey stage and
consider the regularity of objective data, making the weight obtained more scientific.

The classification of debris flow is a straightforward guide to prevent the occurrence
of debris flow disasters, and the classification method is well established [22]. However,
because there are many classification methods, the same debris flow has different classi-
fication results under different criteria. The affinity propagation cluster analysis method,
which applies to analyzing various geostatistical data, is applied to classify debris flows
in this paper [23,24]. The final result of debris flow hazard evaluation is obtained based
on the calculation results of debris flow index weights combined with the classification of
debris flow hazard. The risk assessment process is shown in Figure 4:

3.1. Indicator Selection

The selection of risk assessment indicators for debris flow mainly considers the pri-
mary conditions for forming and developing debris flow disasters. From the quantitative
evaluation requirements perspective, specific indicators need to reflect the debris flow risk.
Geological conditions, material conditions, and trigger conditions play a crucial role in
the distribution and activity of debris flows. When selecting debris flow indicators, it is
necessary to consider the scientific, representative, comprehensive, and regional differences
between the indicators. Table 1shows the indicators selected by researchers worldwide
in recent years in the study of debris flow risk assessment. Table 1 shows specific dif-
ferences in the selection of evaluation indicators in different regions. Considering that
rainfall within the study area is the same, it is difficult to accurately obtain the debris flow
frequency and soil particle size. At the same time, the lithology and fault length of the
strata can be reflected to a certain extent by the amount of material sources. The study
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area is located in a scenic area with a relatively dense population. Therefore, based on
on-site geological surveys, combined with the analysis results of drone images and multiple
remote sensing images, there are nine specific factors that are important and closely related
to the occurrence of debris flow in the research area and can be used as essential indicators
for debris flow risk assessment. These are drainage density, roundness, average gradient of
main channel, maximum elevation difference, Bengding coefficient of main channel, loose-
material supply length ratio, vegetation area ratio, population density, and loose-material
volume of unit area. This article utilizes multiple remote sensing images, digital elevation
models (DEM), drone stereo aerial photography, and field investigations (Figures 1–3 and 5)
(Table 2) to ultimately obtain the size of various risk assessment indicators for debris flow
in the study area through calculations and depictions.
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Table 1. Factors frequently used in risk assessment of debris flow.

Factors [25] [26] [27] [28] [29] [30] [31] [32] [33] Time

Rainfall intensity
√ √ √

3
Daily rainfall

√ √
2

Cumulative rainfall
√ √ √

3
Main channel length

√ √ √ √ √ √
6

Gully slope angle
√ √ √ √ √ √

6
Drainage density

√ √ √ √ √ √
6

Soil particle size
√ √ √

3
Basin area

√ √ √ √ √ √ √ √ √
9

Average gradient of main channel
√ √ √ √ √

5
Slope direction

√
1

Vegetation coverage
√ √ √ √

4
Loose material volume

√ √
2

Population density
√ √

2
Maximum elevation difference

√ √ √ √ √
5

Bengding coefficient of main channel
√ √ √

3
Fault length

√
1

Frequency
√ √ √

3
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Table 2. Data Description.

Data Type Date Resolution Source

Remote sensing image (Figure 1) 2020.9 2 m GF-6
Remote sensing image (Figure 2) 2020.8 0.5 m Pleiades
Remote sensing image (Figure 3) 2020.11 0.8 m GF-2

DEM (Figure 5) 2020.11 0.8 m GF-2

Drainage density (F1) (km/km2): The ratio of the total length of gullies developed
within the debris flow basin area to the basin area, comprehensively reflecting the engi-
neering geological conditions within the watershed. This value is calculated using ArcGIS
geometry from remote sensing images.

Roundness (F2) (km/km2): This refers to the ratio of the length of the main gully of a
debris flow to the basin area. In general, at different stages of debris flow development, the
flat form of valleys varies, and the degree of danger also varies. This value is calculated
using ArcGIS geometry from remote sensing images.

Average gradient of main channel (F3) (◦): This is the ratio of the maximum elevation
difference of the main channel to its linear length. The larger the value, the better the
hydrodynamic condition is. The value is obtained through DEM.

Maximum elevation difference (F4) (m): The difference between the highest and
lowest elevations in the basin provides kinetic conditions for the occurrence of debris flow
disasters. The value is obtained through DEM.

Bengding coefficient of main channel (F5): This refers to the ratio of the main channel
length to its linear length, which reflects the degree of channel blockage. The size of the
bending coefficient is positively correlated with the blockage coefficient and is related to
the flow rate and scale of the debris flow. This value is calculated using ArcGIS geometry
from remote sensing images.

The loose-material supply length ratio (F6) (%): This refers to the ratio of loose-
material length along a channel to total channel length, which reflects the successive
supplied sediments. This value is obtained through on-site geological surveys and remote
sensing images.

577



Appl. Sci. 2023, 13, 7551

Vegetation area ratio (F7) (%): Low vegetation coverage can cause severe soil erosion
in the basin. The value is obtained through drone aerial photography and remote sensing
images, and the vegetation coverage is estimated based on the depth of the color. The
lighter the color, the lower the vegetation coverage, and this is corrected through drone
aerial photography.

Population density (F8) (number of people per km2): With the development of the
economy and technology, human activities have become one of the essential factors affecting
mudslides, and population density can reflect the intensity of human activities. This value
is estimated based on the number of buildings using remote sensing images and confirmed
through on-site investigations.

Loose-material volume of unit area (F9) (×104 m3/km2): The ratio of the source
quantity of a single debris flow to the basin area. The source of materials in the ditch is
one of the basic factors that cause debris flow disasters, and the size of the unit area loose
material volume is directly proportional to the risk of debris flow. The value is obtained by
combining a Laser rangefinder with a remote-sensing image, and the thickness is obtained
by combining field estimation and drilling data.

Table 3 shows the evaluation index values of debris flow risk in the study area.

Table 3. Evaluation index values of debris flow risk in the research area.

Number Debris Flow F1 F2 F3 F4 F5 F6 F7 F8 F9

1 Xiaoniuquan 1.11 0.66 16.20 2350 1.1711 39.46 70 5 119.5
2 Lianshan 2.15 1.36 33.56 1430 1.1250 11.06 60 5 25.50
3 Feishuiyan 2.20 1.52 33.66 1420 1.1620 12.32 60 5 21.33
4 Huilong 1.25 0.49 20.09 2130 1.1535 38.72 70 5 122.70
5 Yanzidong 1.19 0.58 14.28 2245 1.1816 40.90 70 5 113.20
6 Shiliangzi 1.47 0.78 30.26 1500 1.2731 21.66 55 1 35.16
7 Machang 1.92 1.33 35.58 1430 1.1947 19.71 55 1 38.99
8 Manban 1.73 1.40 29.02 1400 1.0588 22.72 55 1 36.47
9 Henghe 0.80 0.50 18.53 2137 1.1615 39.13 50 1 135.30
10 Yushi 0.94 0.45 15.57 2500 1.2020 44.05 80 150 259.34
11 Longcao 1.80 0.75 16.62 2300 1.2160 42.45 80 150 277.80
12 Meizilin 0.80 0.33 15.59 1700 1.2429 43.22 80 150 252.57
13 Xujia 1.70 1.22 18.48 1130 1.1236 14.66 60 50 35.16
14 Baiyan 2.53 2.19 33.98 1320 1.1841 13.45 60 30 24.86

3.2. Combination Weighting Method
3.2.1. CRITIC Method

The CRITIC method is an objective weighting method that reflects the discreteness
and factor conflict between samples through standard deviation and correlation coefficient.
The size of the standard deviation is directly proportional to the degree of discreteness and
factor weight, and the size of the correlation coefficient is also directly proportional to the
conflict between factors. The larger the correlation coefficient, the smaller the weight [34].
The CRITIC method takes into account sample information and factor correlation. Also, it
utilizes the coefficient of variation to make the dispersion reflected by standard deviation
more realistic, with significant advantages [35–37]. The specific calculation steps are
as follows:

(1) Assuming m samples containing n indicators, construct the original data matrix
using the indicators:

X =




α11 α12 . . . α1n
α21 α22 . . . α2n
. . . . . . . . . . . .
αm1 αm2 . . . αmn


 (1)
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(2) Normalization of indicators:

qij =
αij −minj(αij)

maxj(αij)−minj(αij)
(2)

(3) Calculate coefficient of variation:

αj =
∑m

i=1 αij

m
(3)

Sj =

√
1
m∑m

i=1 (αij − αj)
2 (4)

µj =
Sj

αj
(5)

In the formula, αj is the average value of each indicator; Sj is the standard deviation;
µj is the coefficient of variation.

(4) Calculate the correlation coefficient matrix:

κij =
cov(yk, yl)

(sksj)
, k = 1, 2, . . . , n; l = 1, 2, . . . , n (6)

In the formula, κij represents the correlation coefficient between indicators, and
cov(yk, yl) represents the covariance between indicators.

(5) Calculation of indicator information quantity:

ωj = µj∑ n
i=1(1− κij), j = 1, 2, . . . , n (7)

The weights of each indicator are:

yj =
ωj

∑ n
i=1ωj

j = 1, 2, . . . , n (8)

3.2.2. Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) was proposed by renowned mathematician
Saaty and is a simple and feasible decision-making method with significant subjectivity [38].
The main advantage lies in the ability to determine the weights of various indicators at
different levels in the system, which has unique advantages and is simple and convenient
to calculate; therefore, it is widely used [39,40]. The specific calculation steps are as follows:

(1) Establish a tiered hierarchical structure model. The hierarchical structure is gener-
ally divided into three layers: target layer, criterion layer, and scheme layer.

(2) Establish the judgement matrix. For different factors at the same level, establish
a judgment matrix by comparing their impact on the target factors. The formula for
constructing the judgment matrix is as follows:

A = (aij)n×n, aij>0, aij =
1
aij

, (i, j = 1, 2, . . . n) (9)

Among them, aij is the ratio of the influence degree of elements Bi and Bj, usually
represented by a scoring method of one to nine, as shown in the Table 4 below.
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Table 4. Definition of comparative importance.

1 Two decision factors (e.g., indicators) are equally important

3 Two decision factors (e.g., indicators) are equally important

5 Two decision factors (e.g., indicators) are equally important

7 One decision factor is very strongly more important

9 One decision factor is extremely more important

2, 4, 6, 8 Intermediate values

Reciprocals If ij is the judgement value when i is compared to j, then Uji = 1/Uji is the
judgement value when j is compared to i

(3) Calculate consistency indicator CI. By calculating the eigenvalues and eigenvectors
of the judgment matrix, it can be represented as:

CI =
λmax − n

n− 1
(10)

Among λmax is the eigenvalue of matrix A.
(4) Calculate consistency ratio CR

CR =
CI
RI

(11)

Among them, RI is the consistency indicator of the judgment matrix (Table 5). When
CR < 0.1, it is judged that the matrix meets the consistency requirement. Otherwise, it
is considered that the matrix does not meet the consistency requirement, and further
adjustments are needed until the consistency check is met.

Table 5. The random average consistency index.

n 1 2 3 4 5 6 7 8 9 10 11 12

RI 0 0 0.52 0.89 1.12 1.26 1.36 1.41 1.46 1.49 1.52 1.54

3.2.3. Combination Weighting Rule

The Analytic Hierarchy Process determines the judgment matrix mainly based on the
subjective experience of experts. In contrast, the evaluation process of the CRITIC method
relies entirely on the own laws of objective data. In order to reflect both the researchers’
intuitive understanding of debris flow in the field geological investigation stage and to take
into account the regularity of objective data, the degree of difference between the weights
obtained by the two methods is consistent with the degree of difference between their
corresponding distribution coefficients, this paper introduces a distance function, which
couples the weights obtained by the two methods together to determine the index weights
comprehensively.

Suppose the weight vector obtained by the Analytic Hierarchy Process method is ωi
c,

the weight vector obtained by the CRITIC method is ωi
y, and the distance function between

them is denoted as d(ωi
c, ωi

y) [33]:

d(ωi
c, ωi

y) =

[
1
2

n

∑
i=1

(ωi
c −ωi

y)2

] 1
2

(12)
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Assuming that the combined weights are ωi
z and the linear weighting method is used

to obtain ωi
z, and assuming that the distribution coefficients of the two weights are a and b,

respectively, then ωi
z can be expressed as:

ωi
z = aωi

c + bωi
y (13)

To ensure a consistent degree of variation in the magnitude of the weights and the dis-
tribution coefficients, make the distance function and the distribution coefficients the same:

d(ωi
c, ωi

y)2 = (a− b)2 (14)

The two weight assignment coefficients also have to satisfy Equation (15). Combining
Equations (14) and (15) yields the assignment coefficients a and b. Substituting a and b into
Equation (13) yields ωi

z.
a + b = 1 (15)

3.3. Cluster Analysis

As an essential method for studying classification problems, cluster analysis groups
similar things together as much as possible and separates things that are more different
(Figure 6). The fundamental laws within things can be more clearly recognized by clus-
ter analysis, which plays an essential role in several scientific fields [41–46]. There are
certain drawbacks to the traditional clustering method: (1) artificially determining the
number of groups and (2) artificially selecting the clustering center. However, the result
of such division is mainly affected by human factors, which makes the final division
unreliable [47–51].
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The affinity propagation clustering algorithm overcomes the shortcomings of tradi-
tional clustering analysis. Its principle is to achieve efficient and accurate data clustering
by iteratively transmitting attraction and attribution information between data points in a
given data set. It is a clustering algorithm based on the “information transfer” between data
points. It takes the similarity between a pair of data points as input and exchanges accurate
and valuable information between data points until an optimal set of class representative
points and clustering are gradually formed. The main advantages include: (1) the number
of clusters and the cluster center can be obtained by calculation, which does not need
to be specified manually; (2) each data point can be used as a potential cluster center;
(3) the clustering results are unique; (4) the starting condition of the algorithm is the input
correlation matrix, and (5) there is no requirement for the symmetry of the matrix. The
specific algorithm flow is as follows [52,53].

(1) Calculate data point correlation matrix.
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(2) Determining the size of p (Preference) and the number of iterations.
(3) Calculate the responsibility information and the availability information between

monitoring points.
(4) Update the responsibility information and availability information.
(5) Calculate the cluster center.
(6) The maximum number of cycles is reached, and the final result is obtained.

In the study of debris flow classification, traditional clustering analysis methods
require the manual determination of classification numbers, which is subjective. However,
using the affinity propagation clustering algorithm to classify debris flows can be completed
without specifying the number of classifications and clustering centers in advance. The
calculation results are unique and reasonable. However, an essential parameter in the
affinity propagation algorithm is the reference p-value, which refers to the reliability of
using data points as clustering centers. The size of the reference p-value directly affects the
clustering results, and its size is directly proportional to the number of clusters. Improper
selection of p-values can lead to poor clustering results [54]. In general, when there is no
prior knowledge, the p-value is set as the median of the similarity matrix and remains
unchanged during the clustering process. However, selecting the median of the similarity
matrix may not necessarily result in the optimal result [55]. Considering that the basis of
algorithm startup is a correlation matrix, and different p-values input in the calculation
process will also lead to different calculation results, therefore, determine the correlation
between debris flows before calculation, and use quantum particle swarm optimization
(QPSO) [56] to optimize the p-value, find the p-value under the optimization condition
of the objective function, and obtain the classification result of debris flows under the
optimization p-value condition.

3.3.1. Correlation Calculation

They assumed that for any two debris flows, i and j, each has z evaluation indicators.
The kth evaluation indicator of the two debris flows can be expressed as ik and jk. The
evaluation indicators of debris flow i and j can be combined into a set of data pairs (ik,
jk) (1 ≤ k ≤ z). For any two data pairs (ik, jk) and (il, jl) in a set, when ik > il and jk > jl, or
ik < il and jk < jl, the data pair is said to be consistent; when ik > il and jk < jl, or ik < il and
jk > jl, the data pair is said to be inconsistent; when ik = il and jk = jl, this data pair is neither
consistent nor inconsistent. If correlation analysis is conducted on the evaluation indicators
between two debris flows, the correlation between any two evaluation indicators can be
expressed as [57]:

τij =
2C

1
2 z(z− 1)

− 1 =
4C

z(z− 1)
− 1 (16)

Among them, C is the number of identical order pairs. The value range of τij is [−1, +1],
and when τij = 1, it indicates that the two debris flows have the exact level correlation; when
τij = −1, it indicates that two debris flows have opposite level correlations; when τij = 0, it
indicates that the two debris flows are independent of each other. For the risk assessment
indicators of debris flow, due to the different dimensions of each indicator, correlation
calculation can not only eliminate the impact of different dimensions of each evaluation
indicator but also serve as a prerequisite for establishing a correlation matrix [58].

3.3.2. Classification and Risk Assessment of Debris Flow

Assuming there are n debris flows in total, for a particular debris flow i, it is necessary
to calculate the correlation between debris flow i and n − 1 debris flow other than debris
flow i and establish a debris flow correlation matrix Sij:

Sij =




τ11 τ12 . . . τ1n
τ21 τ22 . . . τ2n
. . . . . . . . . . . .
τn1 τn2 . . . τnn


 (17)
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Based on the correlation matrix of debris flow, affinity propagation clustering analysis
is conducted because selecting different p-values will result in different classification results.
However, too many or too few classification numbers do not match debris flow’s actual risk
classification results. Therefore, the optimal classification results need to be determined
through the clustering effectiveness function. Among many clustering indicators, the
Silhouette indicator is widely used, which can not only reflect the intra-class tightness and
inter-class separateness of clustering results but also assess the optimal number of clusters
and evaluate the quality of clustering, so the Silhouette indicator is chosen to judge the
optimal debris flow classification.

Suppose there is a data set with n data points, which is divided into K clusters Ci
(i = 1, 2, . . . K). a(t) denotes the average dissimilarity of data point t in cluster Cj to all other
data points within Cj, and d(t, Ci) is the average dissimilarity of data point t in Cj to all data
points in another class Ci, then b(t) = min{d(t, Ci }, where i = 1, 2, . . . K, i 6= j. Therefore, the
Silhouette index of a data point is [59–61]:

S(t) =
b(t)− a(t)

max{a(t), b(t)} (18)

The average S(t) value Savg(Ci) of all data points in cluster Ci can be obtained from S(t),
which reflects the compactness and separation of cluster Ci. The average S(t) value Savg of
all data points in a dataset can reflect the quality of clustering results. The larger Savg, the
better the clustering quality, and the optimal number of clusters must correspond to the
maximum Savg value. The formula is as follows:

Savg =
∑n

t=1 S(t)
n

(19)

According to the above description, when the quantum particle swarm optimization
(QPSO) algorithm is used to optimize the p-value, assuming that the number of p-values
to be optimized is N, the p-values to be optimized are P1, P2, P3, . . . PN and the total
number of variables to be solved are N, which can be transformed into an N-dimensional
optimization problem [62,63]. The optimization calculation process is as follows:

Step 1: Calculate the correlation matrix Sij of debris flow.
Step 2: Initialization. The qubit phase plays the role of the random initial population,

which is in the range of [0, 2π] calculated by random number function. Then, combined
with the upper and lower limits of p-values variables, by solving the solution space trans-
formation formula, the probability amplitude is converted to the variable space.

Step 3: The correlation matrix Sij and p-value variables were used for affinity propaga-
tion clustering calculation, and the Silhouette index value was obtained from the output
classification results. The average Silhouette index value is taken as the fitness value of the
QPSO algorithm. Considering the comprehensive evaluation of classification results, the
average Silhouette index value (Savg) is selected as the objective function.

Step 4: Nonlinear adjustment of inertia weight.
Step 5: Update particle state (update qubit depression angle and qubit probabil-

ity amplitude)
Step 6: Adaptive adjustment of mutation operator and mutation processing. The

quantum nongate is used to mutate particles.
Step 7: The correlation matrix Sij and p-value variables were used for affinity propaga-

tion clustering calculation, and the average value of the Silhouette index was calculated.
If the average value of Silhouette index meets the stopping condition, or if the number of
iterations has reached the maximum, the clustering results under the optimized p-value
will be output; otherwise, return to Step 3 to continue the cyclic calculation.

Figure 7 shows the flowchart of the debris flow classification algorithm:
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Based on the clustering analysis method proposed above, debris flows can be divided
into different types. However, the clustering analysis results only classify debris flows
into different categories, and another judgment is needed regarding which risk level
corresponds to different categories of debris flows.

This article calculates the synthetic evaluation score (Di) for each debris flow risk
based on the combined weight values obtained by the combination weighting method
(Equation (20)) [33]. The larger Di, the greater the probability of the debris flow occurring
and the more dangerous it is. Select indicators and synthetic evaluation scores to calculate
the correlation between debris flows. Based on correlation calculation (τij), establish a
correlation matrix (Sij) and perform cluster analysis. Based on the clustering results and
synthetic evaluation scores, classify the risk of debris flow.

Di =
n

∑
j=1

ωz(j)qij (20)

4. Classification and Risk Assessment Results of Debris Flow in the Study Area
4.1. Weight Calculation
4.1.1. Results of the AHP

Based on the selection of evaluation indicators for debris flow, a hierarchical structure
model for evaluating the risk of debris flow groups in Longmenshan Town is constructed
(Figure 8).
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According to the hierarchical structure model of debris flow evaluation indicators,
each evaluation indicator is graded using the 1–9 scale method, a judgment matrix is
constructed (Tables 6–9), and consistency testing is conducted. Finally, the weights of
each evaluation indicator are obtained (Table 10). During the evaluation process, a total of
15 experts were selected for scoring, all of whom were from the Sichuan Province Sudden
Major Geological Disaster Expert Database.

Table 6. Criterion layer judgment matrix for goal layer.

Criterion Level Material Condition Geology Condition Trigger Condition CI RI CR

Material condition 1 1/3 2
0.0268 0.52 0.0516Geology condition 3 1 3

Trigger condition 1/2 1/3 1

Table 7. Criterion layer judgment matrix for geology condition.

Geology Condition F1 F3 F5 F4 F2 CI RI CR

F1 1 1/2 3 1/3 2

0.0709 1.12 0.0633
F3 2 1 3 1/4 3
F5 1/3 1/3 1 1/4 2
F4 3 4 4 1 4
F2 1/2 1/3 1/2 1/4 1

Table 8. Criterion layer judgment matrix for material condition.

Material Condition F9 F6 CI RI CR

F9 1 3
0 0 0F6 1/3 1
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Table 9. Criterion layer judgment matrix for trigger condition.

Trigger Condition F8 F7 CI RI CR

F8 1 2
0 0 0F7 1/2 1

Table 10. The weighted values of the factors obtained by AHP.

Evaluation Index F1 F2 F3 F4 F5 F6 F7 F8 F9

Weight 0.1 0.04 0.13 0.28 0.05 0.06 0.05 0.10 0.19

4.1.2. Results of CRITIC Method

Using the data in Table 4, establish the original evaluation index matrix using the
CRITIC method, normalize the indicators, calculate the information content, and finally
use Equation (8) to obtain the objective weight value (Table 11).

Table 11. CRITIC method evaluation index weight.

Evaluation Index F1 F2 F3 F4 F5 F6 F7 F8 F9

Amount of information 1.07 0.83 1.09 1.04 1.32 0.80 1.05 1.67 0.80
Weight 0.11 0.09 0.11 0.11 0.14 0.08 0.11 0.17 0.08

4.1.3. Results of the Combination Weighting Method

Based on the weight results obtained by the Analytic Hierarchy Process and CRITIC
method, the combined weights of each evaluation index are calculated using Equations (12)–(15)
(Table 12). According to Equation (12), this is calculated as:

d(ωi
c, ωi

y) =

[
1
2

n

∑
i=1

(ωi
c −ωi

y)2

] 1
2

= 0.1746 (21)

Table 12. Combination weighting method for evaluating indicator weight results.

Evaluation Index F1 F2 F3 F4 F5 F6 F7 F8 F9

AHP 0.10 0.04 0.13 0.28 0.05 0.06 0.05 0.10 0.19
CRITIC 0.11 0.09 0.11 0.11 0.14 0.08 0.11 0.17 0.08

Combination weighting method 0.10 0.06 0.12 0.21 0.09 0.07 0.07 0.13 0.14

By combining Equations (13) and (14), it can be concluded that:

a− b = 0.1746
a + b = 1

(22)

Solved:
a = 0.5873
b= 0.4127

(23)

Therefore, the combination weight value obtained by the combination weighting
method can be expressed as:

ωi
z = 0.5873ωi

c + 0.4127ωi
y (24)

4.2. Classification Results of Debris Flow

Considering the synthetic weight values obtained by the combination weighting
method, the synthetic evaluation score (Di) for each debris flow risk degree is calculated
(Table 13).
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Table 13. Synthetic evaluation score (Di) of debris flow in the research area.

Number Debris Flow Di Number Debris Flow Di

1 Xiaoniuquan 0.5359 8 Manban 0.2113
2 Lianshan 0.2660 9 Henghe 0.3963
3 Feishuiyan 0.2692 10 Yushi 0.7948
4 Huilong 0.4727 11 Longcao 0.8301
5 Yanzidong 0.5210 12 Meizilin 0.6718
6 Shiliangzi 0.2716 13 Xujia 0.2856
7 Machang 0.2397 14 Baiyan 0.3064

This study selected 9 evaluation index values (F1~F9) from 14 debris flows in the
research area as well as the synthetic evaluation score of each debris flow (Di). Using these
10 indicators, Equation (16) was used to calculate the correlation between the 14 debris
flows τij. Based on the correlation calculation, the correlation matrix of debris flow in the
study area was established according to Equation (17) (Figure 9).
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According to the previous description of Savg, the larger the calculated Savg value, the
more scientific and reasonable the classification results are. The correlation matrix shown
in Figure 9 is used as the basis for starting the algorithm, and the QPSO-optimized affinity
propagation clustering is used to compute the matrix. The calculation results showed that,
when the debris flow is divided into four types, the Savg index value is the highest, reaching
0.66. Therefore, the classification result is the optimal number of classifications (Table 14).
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Table 14. The optimal classification results of debris flow in the research area.

Classification Number of Categories Debris Flow

I 3 Longcao, Meizilin, Yushi
II 4 Xiaoniuquan, Yanzidong, Huilong, Henghe
III 3 Shiliangzi, Baiyan, Xujia
IV 4 Feishuiyan, Lianshan, Machang, Manban

4.3. Risk Assessment Based on Classification Results

Based on the above clustering analysis results, debris flows are divided into four cat-
egories. However, the clustering analysis results only classify debris flows into different
categories and which risk level corresponds to each of the four categories of debris flows.
The clustering results are not provided, and another judgment is needed. Table 15 shows
that, among Class I debris flows, Longcao Gully has the highest synthetic evaluation score
of 0.8301, while Meizilin Gully has the lowest synthetic evaluation score of 0.6718. Among
Class II debris flows, the synthetic evaluation score of Xiaoniuquan Gully debris flow is
the highest at 0.5359, while the synthetic evaluation score of Henghe Gully is the lowest at
0.3963. Among Class III debris flows, Baiyan Gully has the highest synthetic evaluation
score of 0.3064, while Shiliangzi Gully has the lowest synthetic evaluation score of 0.2716.
Among Class IV debris flows, Feishui Rock Gully has the highest synthetic evaluation
score of 0.2692, while Manban Gully has the lowest synthetic evaluation score of 0.2113.
Therefore, based on the calculation results, the Class I debris flow in the study area is
classified as extremely dangerous (0.6718 ≤ Di ≤ 0.8301), the Class II debris flow is classi-
fied as highly dangerous (0.3963 ≤ Di ≤ 0.5359), the Class III debris flow is classified as
moderately dangerous (0.2716 ≤ Di ≤ 0.3064), and the Class IV debris flow is classified as
low-risk (0.2113 ≤ Di ≤ 0.2692).

Table 15. Debris flow risk assessment in study area.

Classification Number of Categories Debris Flow max (Di) min (Di) Debris Flow Risk Degree

I 3 Longcao, Meizilin, Yushi 0.8301 0.6718 extreme risk

II 4 Xiaoniuquan, Yanzidong,
Huilong, Henghe 0.5359 0.3963 high risk

III 3 Shiliangzi, Baiyan, Xujia 0.2692 0.2113 moderate risk

IV 4 Feishuiyan, Lianshan,
Machang, Manban 0.3064 0.2716 low risk

This article compared and analyzed the debris flow risk assessment results with
those obtained by the grey correlation and collaborative coupling methods (Table 16).
Table 16 shows that the results obtained in this article are consistent with those obtained
by the coupling synergy method, generally one level higher than the risk obtained by
the grey correlation method. The results obtained by the grey correlation method are
mainly medium to low, with a small amount being hazardous, and there is no extreme risk.
Compared to the results obtained in this article, they tend to be conservative. The results
of the grey correlation method indicate that the possibility of debris flow outbreaks in the
study area is minimal. However, the results obtained by the grey correlation method do
not match the actual situation of multiple debris flows that have already erupted in the
research area. For example, in July 2009, a debris flow broke out in Yushi Gully, depositing
some houses (Figures 10 and 11). In 2012, a significant debris flow disaster occurred on
August 18th in Longmenshan Town [64]. In August 2022, a debris flow disaster broke out
in Longcao Gully, and on-site investigations also showed that there were multiple stages
of debris flow accumulation in most debris flow channels (Figure 12). The evaluation
criteria of the grey correlation method are significantly too low, so the evaluation results
obtained in this article can better reflect the actual situation of debris flow outbreaks in the
study area.
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Table 16. Comparative analysis of risk assessment results using different methods.

Number Debris Flow Results of This Article Results of Grey Correlation Method Results of Synergistic
Coupling Method

1 Xiaoniuquan High risk degree Moderate risk degree High risk degree
2 Lianshan Low risk degree Low risk degree Low risk degree
3 Feishuiyan Low risk degree Low risk degree Low risk degree
4 Huilong High risk degree Moderate risk degree High risk degree
5 Yanzidong High risk degree Moderate risk degree High risk degree
6 Shiliangzi Moderate risk degree Low risk degree Moderate risk degree
7 Machang Low risk degree Low risk degree Low risk degree
8 Manban Low risk degree Low risk degree Low risk degree
9 Henghe High risk degree Moderate risk degree High risk degree
10 Yushi Extreme risk degree High risk degree Extreme risk degree
11 Longcao Extreme risk degree High risk degree Extreme risk degree
12 Meizilin Extremely risk degree High risk degree Extreme risk degree
13 Xujia Moderate risk degree Low risk degree Moderate risk degree
14 Baiyan Moderate risk degree Moderate risk degree Extreme risk degree
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5. Discussion

The accuracy of classification and risk assessment of debris flows is crucial for prevent-
ing and controlling debris flows. According to different classification standards, the same
debris flow can belong to different categories simultaneously. The traditional classification
standards for debris flows have a certain lag in preventing and controlling current debris
flows [25]. For regional debris flows, different regions of debris flows have different impact
factors, which need to be comprehensively selected based on the actual situation of different
research regions [65]. At the same time, there are also areas for improvement in calculating
the weight of the selected influencing factors. For current debris flow risk assessment
models, most require manual determination of risk classification standards, which results
in the inability of debris flow risk assessment results to escape the influence of human
subjectivity [33]. This article proposes associating the combination weighting method with
affinity propagation clustering analysis to obtain combination weights scientifically and,
based on this, use clustering analysis to obtain accurate classification standards.

In this article, the reasonable and correct selection of debris flow evaluation indicators
and the calculation of indicator weights are prerequisites for using cluster analysis methods
for debris flow classification and risk assessment [66]. This article uses various methods,
such as on-site geological surveys, multiple remote sensing images, and drone images,
to select nine influencing factors based on the essential characteristics of the debris flow
clusters in Longmenshan Town. These influencing factors reflect the various geological,
material, and trigger conditions of the debris flows within the study area and calculate
the weight of the selected factors. The CRITIC method is an objective weight calculation
method, but objective methods cannot reasonably exclude singular data in data processing,
which may result in incorrect results. The AHP can fully utilize the experience of experts
in the corresponding field to calculate weights, which is a subjective method. However,
different experts judge different factors, which can cause incorrect results. Therefore, using
the combination weighting method to combine the advantages of the two methods can
obtain more scientific indicator weights, which is superior to applying a single method.

Compared with traditional clustering analysis, affinity propagation clustering analysis
does not require manually specifying the number of clusters and cluster centers, and the
clustering results are unique, with obvious advantages. When using affinity propagation
clustering analysis to classify and evaluate the risk of debris flows, optimizing the affinity
propagation clustering algorithm, further optimizing the algorithm performance, scien-
tifically obtaining the classification results of debris flows, quantifying the classification
standards, and correctly evaluating the risk of debris flows. However, this classification
and evaluation method has limitations: (1) it does not apply to the risk assessment of
individual debris flows; (2) when the number of debris flows is small, this method cannot
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be applied; and (3) a certain number of evaluation indicators need to be selected, and this
method cannot be applied when the number of evaluation indicators is too small.

As the results of this article are based on the primary data of 14 debris flows in Long-
menshan Town, Pengzhou City, China, with significant regional significance, considering
the different development characteristics of debris flows in different regions, when ap-
plying this method to debris flows in other regions, the differences in regional conditions
should be considered.

6. Conclusions

(1) Based on on-site geological surveys, drone images, and multiple remote sensing
images, 9 debris flow risk assessment indicators were selected from 14 debris flows
in Longmenshan Town, Pengzhou, China. Each indicator’s subjective and objective
weights were calculated using hierarchical analysis and CRITIC methods, and the
two weights were coupled to obtain the synthetic weights of the evaluation indicators.
Based on this, the synthetic evaluation score Di was calculated for each debris flow so
that the obtained synthetic evaluation score could scientifically reflect the risk level of
each debris flow gully.

(2) This study conducted cluster analysis of 14 debris flows, established the classification
model, and classified the debris flows in the study area into four categories. By combin-
ing the classification results with synthetic evaluation scores, it was ultimately deter-
mined that, among the 14 debris flows in the study area, 3 were extremely dangerous
(0.6718 ≤ Di ≤ 0.8301), 4 were highly dangerous (0.3963 ≤ Di ≤ 0.5359), 3 were mod-
erately dangerous (0.2716 ≤ Di ≤ 0.3064), and 4 were low-risk (0.2113 ≤ Di ≤ 0.2692).
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