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Jesús M. Blanco
Special Issue on the Advances in Fluid Mechanics
Reprinted from: Appl. Sci. 2023, 13, 5492, doi:10.3390/app13095492 . . . . . . . . . . . . . . . . . 1

Xiangjun Li, Fuhao You, Qing Lu, Haoguang Zhang and Wuli Chu
The Investigation of a New End Wall Contouring Method for Axial Compressors
Reprinted from: Appl. Sci. 2022, 12, 4828, doi:10.3390/app12104828 . . . . . . . . . . . . . . . . . 4

Weidong Shi, Zhouhao Shi, Zhanshan Xie, Qinghong Zhang, Yongfei Yang and Linwei Tan
Numerical Simulation of Random Cavitation Suppression Based on Variable NACA Airfoils
Reprinted from: Appl. Sci. 2021, 11, 11618, doi:10.3390/app112411618 . . . . . . . . . . . . . . . . 28
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Preface

Fluid mechanics, especially fluid dynamics, is an active field of research, typically

mathematically complex. Many problems are partly or wholly unsolved and are best addressed by

numerical methods, typically using computers. It is a subdiscipline of fluid mechanics that deals

with fluid flow, i.e., the science of liquids and gases in motion. Fluid dynamics offers a systematic

structure—which underlies these practical disciplines—that embraces empirical and semi-empirical

laws derived from flow measurement and used to solve practical problems.

Jesús Marı́a Blanco
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The progressive implementation of computational fluid dynamics (CFD) has experi-
enced a great increase over the last decades as its use has become more feasible worldwide.
The goal of turbulence modeling is to reproduce these flow physics as accurately as possi-
ble with a reasonable computational effort. In some cases, turbulence is modeled by the
Reynolds Averaged Navier–Stokes (RANS) methods, where the ensemble averaging tends
to remove the unsteady part. RANS models generally perform satisfactorily in less complex
flows, whereas, in more complex scenarios, it may result in an unsatisfactory performance.
A completely different approach is represented by the so-called large eddy simulation
(LES) method, where the large-scale energy-containing eddies are solved directly, while
the effects of smaller-scale eddies are simply modeled, resulting in more expensive models
than RANS models in terms of computational cost, but results in a remarkable increasing
regarding the accuracy of the predictions. In this Special Issue, a total of 11 papers have
been published, focused on different disciplines of fluid mechanics, showing the latest
advances in each field.

Considering the above, this Special Issue was introduced to collect the latest research
addressing the present challenges in fluid mechanics. There were 12 papers submitted
to this Special Issue, and 11 papers were accepted (i.e., a 91.6% acceptance rate). When
looking back to the papers, various topics have been addressed, mainly based on numerical
modelling applied to different approaches, such as turbomachinery, airfoils, offshore
renewables, drainage, and other completely different applications from heat transfer and
PIV measurement techniques to hot gases and plasmas.

There are three papers focused on rotational machines. The first one, authored by
Li, X. et al. [1], presents flow control effects over the geometry of the end wall surface of
axial compressors that illustrates the possible variation of end wall flow according to the
Bernoulli effect. In the circumferential direction, the full-area unit generates an upslope
surface, whereas, on the pressure side of the end wall, all side effects are contrary to the
suction side. The second paper, authored by Tan, L. et al., provides another review on the
effect of blade wrap angle on the hydrodynamic radial force of a single blade centrifugal
pump [2] through numerical simulation because the dissipation losses show a decreasing
trend as the blade wrap angle increases, suggesting that the available blade wrap angle for
the pump should be in a well-defined angle, to achieve a better hydraulic performance and
stable flow field. Finally, in the third paper, Bengoechea, A. et al. [3] presented an approach
to the flow pattern of axial fans via a compact model based on three directional pressure
loss coefficients comparing several flow patterns obtained through different modeling
strategies, highlighting a porous media; thus, a significant reduction in the time needed
to create the mesh as it is not necessary to generate the geometries of the pores, being a
great advantage.

Additionally, there are another three papers focused on different types of measure-
ments and heat transfer techniques. The first one by Kotšmíd, S. et al. [4] introduced a
theoretical analysis of heat transfer in a heated tube bank, providing the most suitable vari-
ant for a unique reference temperature in terms of a constant value for all tube angles and
several Reynolds number ranges, which are in good agreement with the most frequently

1



Appl. Sci. 2023, 13, 5492

used correlating equations. In the second paper, authored by Yazdi, S.G. et al. [5], particle
image velocimetry (PIV) was used to capture the fluid dynamics and velocity reduction
within silicone aneurysm replicas. A circulatory mimicking loop was developed to pump
the flow through the silicone models. While wall shear stress is an important parameter in
the analysis of aneurysm flow diversion effects, it was not calculated in this study due to
light reflection at the lumen wall that may lead to error in the cross-correlation algorithm,
whereas CFD analysis will be implemented soon in three dimensions and high resolution.
Finally, the third paper, authored by Basarab, M. et al. [6], presents a novel approach
for solving CFD problems in the thermal accelerometer’s cavity, which is based on the
combined use of Rvachev’s R-functions method and the Galerkin technique. Different
bases were applied in this work, both spectral (polynomial) and local (B-splines), and
good results were achieved for fields evaluated in domains of simple geometry without
localized inhomogeneities.

Two additional papers were focused on special fluids, such as plasmas and hot gases.
The first one, authored by Regodón, G. et al. [7], highlighted the validity of the orbital
theories that model the ion current collected by a cylindrical Langmuir probe immersed in
low-pressure, low-temperature helium plasma. Therefore, a transition from the validity of
the orbital theories towards the radial theories is expected, depending on the experimental
conditions of the plasma. Tang, W. et al., in their paper “Performance and Modeling of a
Two-Stage Light Gas Gun Driven by Gaseous Detonation” [8], addressed a two-stage light
gas gun driven by gaseous detonation. This type of model is required because different
tests are frequently conducted in experimental facilities, and high-quality simulations are
needed. The proposed quasi-one-dimensional model provides accurate simulation results
of the internal ballistic process of the light-gas gun.

Song, Y. et al. authored the paper “Development of Driftwood Capture Trellis for
Capturing Driftwood in Agricultural Drainage Ditches” [9], dealing with driftwood capture
trellis for agricultural drainage ditches, contributing to a reduction in overflow damage
caused by driftwood sedimentation evaluated the performance of the system through
hydraulic experiments, which will be useful in mitigating overflow damage by capturing
driftwood in agricultural drainage ditches before it flows into the drainage.

As an emerging renewable energy technology, there is intensive research on wave/marine
energy, but more should come. In this Special Issue, a paper put the focus on this tech-
nology, authored by Galera-Calero, L. et al. [10], where a detailed study is undertaken
with the computational modelling of a sub-platform for floating offshore wind using the
software Star-CCM+ with the application of the RANS approach that allowed to reduce the
computational cost of each simulation by 50%. The model developed in this paper can be
adopted for further study in wave energy.

Lastly, the paper ‘Numerical Simulation of Random Cavitation Suppression Based
on Variable NACA Airfoils’ [11] introduces a deformable covering in the cavitation-prone
area of a particular airfoil, which can be changed adaptively to meet the requirement of
suppressing random cavitation. The paper was authored by Shi, W. et al., where authors
first highlight the challenges for the commonly used Smagorinsky model of the large Eddy
simulation (LES) method and the cavitation model of the viscosity-modified model, which
can accurately predict the cavitation shedding frequency at the wake of the hydrofoil
(which is the main cause of cavitation shedding).

Different examples of the application of the latest advances of Fluid Mechanics have
been addressed in this Special Issue, highlighting the true relevance of such improvements
in many relevant fields through a common bond, represented here by the implementation of
the computational fluid dynamic techniques capable of simulating very complex situations
that otherwise would have been impossible both to visualize and to obtain verifiable
results. The future of these techniques is very promising as, in fact, most of the pre-
conceptual industrial designs nowadays cannot be conceived without the application of
such advanced techniques.
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Abstract: To further control corner separation in high-load axial compressors, this study proposes a
new end wall contouring method. It defines multiple standard “surface units” with particular flow
control effects and then applies a linear combination, finally forming the geometry of the end wall
surface. Based on design experiences, three different end wall contouring cases are generated and
calculated on a high-load compressor cascade in the first step. The results show that the new method
achieves a clear and intuitive influence on the end wall geometry, with a proper number of design
variables, and can effectively combine variables with the development of secondary flow. In the
second step, the new method was applied to an axial compressor, with an improvement in the design
variables. Although the end wall contouring only improved the efficiency of the compressor stage on
the right part of its operating map, the experimental results of the flow field show that the corner
separation and end wall loss are suppressed at multiple inflow conditions. The results thus verified
the practical effect of the newly developed end wall contouring method.

Keywords: corner separation; end wall contouring; flow control; compressor

1. Introduction

Compressors of the turbine engine have been designed with higher loads in recent
years. As a result, the high pressure gradient across the blade channel increases the
three-dimensional effect of the end wall region. The resultant corner separation becomes a
problem for the efficiency and stability of compressors. Therefore, the high-load compressor
commonly requires flow control techniques to improve its performance.

As a passive flow control technique in turbomachinery, end wall contouring was first
proposed in turbines and then applied in axial compressors in past decades [1]. The basic
principle of end wall contouring is to alter the local static pressure field by generating small
concave and convex on the end wall surface. The variation of the pressure field then affects
the secondary flow motion, finally helping to relieve the corner separation. Compared to
the well-known three-dimensional sweep and lean, end wall contouring has little effect on
the stacking law of the blade and barely alters the blade loading. In recent years, numerous
numerical and experimental studies have confirmed its significant effect in suppressing
corner separation and improving the performance of compressors [2–6].

The end wall contouring design method broadly comprises two categories in published
studies. One is the empirical method. The design process uses the analytical formula or
manual adjustment to create the geometry of the entire end wall, thereby controlling the
overall end wall secondary flow. According to the Bernoulli equation, a convex surface
forms a convergent channel locally and depressurize the flow, and a concave surface has
the opposite effect. Thus, a downslope from the PS to the SS (called DPS for short) will
reduce the cross-passage pressure gradient and suppress the end wall secondary flow.
Hu’s research [7] generated the DPS with a sine function to suppress the secondary flow,
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finally reducing the corner separation and increasing the peak efficiency by 0.45%. The
DPS is also found in a much more recent study of a compressor cascade by Cao [8], where
the end wall contouring similarly reduced 18% of the total pressure loss. An afterward
study by Meng et al. [2] combined the end wall contouring with the SS corner profiling,
proving that even using a straight-shaped DPS would suppress the end wall second flow
and benefit the separation control. Note that the DPS is not the only contouring rule for
loss control. The exception is in Harvey’s research [9], where the end wall contouring
is manually constructed with an upslope from PS to the SS (called UPS for short), thus
accelerating the end wall secondary flow to pre-mix with the accumulated low-energy fluid.
Finally, the spanwise distribution of the loss coefficient was reduced by up to 7% relative to
the original case. Therefore, it is hard to say whether decelerating or accelerating the end
wall secondary flow would be more effective in separation control.

The other end wall contouring method, i.e., the optimization method, shows more
diversity than the empirical method. The parametric end wall surface is traditionally
constructed using a lofted surface over dozens of uniformly distributed free control points,
thus enabling highly flexible variation to work out the best end wall contouring in the
design space. According to the optimization results, some research found weakening of
the end wall secondary flow to be most effective in controlling corner separation [10–15].
However, the results are different from the DPS in the empirical method. The end wall
might have a downslope, but it is more likely a localized surface near the SS [10] or from
the center of the blade channel [11] rather than a full-range structure. Some even find that
the optimum end wall generates a streamwise groove, thus inducing a contour vortex to
the passage vortex and deflecting the end wall secondary flow before it reaches the SS
corner [12–15]. The most frequently reported effective flow control is the acceleration of
cross and climbing flow in the SS corner [3,16–19]. The optimization results show their
diversity even with a common feature. In Harvey’s study [16], the acceleration of the end
wall secondary flow is caused by a localized fillet-like upslope surface to the SS corner.
Varpe’s research [17] shows a similar feature but a different position and area. Moreover, in
the studies of Zhang [11], Reising [18], Lepot [19], and Ma [3], the upslope surfaces in the
SS corner are all connected with concave surfaces in the peripheral regions and thus able to
enhance the end wall secondary flow further.

Table 1 compares the general effect of the flow control technique on the compressors
or turbines in some typical studies. There are two studies of end wall contouring included,
showing that the improvement of efficiency reaches 0.3~0.5%, which is comparable to those
of the three-dimensional blading. It is worth noting that the above summary only describes
the general features and effects of the end wall surface. More details, including the location,
intensity, and area of the effect of end wall contouring, are not mentioned, but they may
change from one case to another. According to some more recent research, the diversity
of the optimum results should be associated with the variation of incidence of inflow [4],
the solidity of the blade passage [5], or even the thickness and skewness of the inflow
boundary layer [6,20]. Therefore, the results actually indicate that the parametric surface
of end wall contouring should, at the very least, affect the end wall secondary flow from
more than one position to make itself more effective. This is what the traditional empirical
method lacks. In comparison, the optimization method seems more reliable, but there
are still problems during application. Except for its time-consuming simulation during
the design iterations, the flow control rules of a particular optimal end wall contouring
are commonly not widely applicable. Thus, the design rules of the end wall contouring
are difficult to establish. With the above problems, this study developed a new end wall
contouring method for compressors, which shows improvement in the following aspects:

1. The number of parameters is limited to an appropriate level, making the method easy
to use. The parameters have a clear and intuitive influence on the end wall geometry
and the intent of flow control.

2. The design space is large enough to accommodate suitable aerodynamic end wall
shapes for a wide range of compressor cases.
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3. The new method can take into account the control of multiple local secondary flows
while facilitating the integration of previous design experience.

Table 1. Effect of different flow control techniques on turbomachineries.

Flow Control
Techniques Application Researchers Improvement of

Efficiency

fillet in the SS corner compressor rotor 67 Ji [21] 0.3%~0.5% (different
rotating speed)

three-dimensional
blading a compressor rotor Mahmood [22] 0.7% (peak efficiency)

three-dimensional
blading compressor stage 35 Cheng [23] 0.53% (peak

efficiency)

end wall contouring a compressor stage Sun [24] 0.2%~0.3% (best
improvement)

end wall contouring Trent 500 HP turbine Brennan [25] 0.4% (peak efficiency)

end wall contouring a compressor rotor Hu [7] 0.45% (peak
efficiency)

The following paragraph will introduce the new end wall contouring method in
Section 2, followed by a numerical investigation of a linear cascade in Section 3. An
experiment on a compressor stator was carried out to verify the new method, and the
results are presented in Section 4. Finally, Section 5 concludes the paper.

2. New End Wall Contouring Method

To control the second flow in multiple local areas, the main idea of the new end wall
contouring method is to generate multiple “units” with particular effects for the secondary
flow. Then, we apply a weighted superposition to these units, as shown in Figure 1, to
obtain a comprehensive flow control effect. The parametric equation for the end wall
surface can be written as

R(z, θ) =
n

∑
i=1

Ci fi(z, θ) (1)Appl. Sci. 2022, 12, x FOR PEER REVIEW 4 of 25 
 

 
Figure 1. Basic idea of the new end wall contouring method. 
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Each fi(z, θ) term of Equation (1) is a smooth and continuous function defined on
the end wall z-θ plane, meaning the spanwise coordinate (r) of an individual end wall
contouring unit. Herein, they are named unit functions for brevity in the following state-
ment. We defined Ci as the corresponding weight factor. The overall shape of end wall
contouring will be dependent on each unit function and the value of their weight factors.
Considering the previous research in the Introduction, we propose two types of end wall
contouring units.

2.1. The Definition of the End Wall Contouring Units

(1) The full-area unit

The first type of end wall contouring unit is designed to accelerate or decelerate the
cross-passage secondary flow over the end wall region. It is termed “full-area unit” for
brevity. The definition is sketched in Figure 2. For the convenience of presentation, Figure 2a
maps the z-θ end wall surface of the blade channel to a dimensionless 1 × 1 standard space
and sets η, ξ, and ε to represent the spanwise, circumferential, and streamwise directions
of the compressor channel. ε = 0 and ε = 1 represent the leading edge (LE) and trailing
edge (TE) lines; ξ = 0 and ξ = 1 represent the PS and SS. Then, the control equations of the
full-area unit can be expressed as

f(ε, ξ) = A(ε)F(ξ) = − cos (π(ε− 0.5))3 sin(π(ξ − 0.5)) (2)
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Note the streamwise function, i.e., A(ε) = cos(π(ε − 0.5))3 acts as the amplitude of
the transverse function F(ξ) = −sin(π(ξ − 0.5)), and the maximum value of A(ε) locates at
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ε = 0.5. To further smooth the surface, we selected five axial sections (transparent sections
labeled from S1 to S5 in Figure 2) at the streamwise position of ε = 0, 0.3, 0.5, 0.7, and 1
in the full-area unit to construct the lofting surface. Considering that there are only five
sections, the interpolation of the surface uses the cubic spline to ensure it accurately gets
through all the sections, finally forming the geometry for the full-area unit.

Consider that when the full-area unit is mapped to the actual end wall of the axial
flow compressor, the shape of the surface causes the pressure side of the blade channel to
sink and the suction side to rise, with the maximum slope at the 0.5 axial chord length (ca)
position. Figure 2b thus illustrates the possible variation of end wall flow according to the
Bernoulli effect. In the circumferential direction, the full-area unit generates an upslope
surface from the SS to the PS, just as in previous research [7,8]. So, the transverse pressure
gradient (∇pξ) will decrease, and the cross-passage secondary flow will decelerate in the
entire area. There are some side effects. On the suction side of the end wall, the variation
of the streamwise pressure gradient (∇pε) will stay positive from the LE to the mid-chord
and then negative till the TE. Therefore, the streamwise component of end wall flow will
decelerate in the front half and then accelerate in the rear half. On the pressure side of the
end wall, all side effects are contrary to the suction side. It should also be noted that when
applied to an actual compressor, all the above flow control, including its impact on the
cross-passage secondary flow and the side effects, may turn in the opposite direction when
the weight factor is less than zero.

(2) The localized unit

The second type of end wall contouring unit is defined to facilitate the secondary
flow control in one or more particular local areas in the blade channel. It is termed the
“localized unit” for brevity. The definition of this end wall contouring unit is shown in
Figure 3a. Different from the full-area unit, the streamwise starting and ending positions ε1,
ε2, and circumferential starting and ending positions ξ1, ξ2 in the localized unit are all free
parameters. Varying these parameters will change the shape of the localized unit.
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The parametric equation of the localized unit is

f(ε, ξ) = (F(ξ, ξ1, ξ2) + k)A(ε, ε1, ε2) (3)

where
A(ε, ε1, ε2)= Cspline(Ei, Hi) (4)

and

F(ξ, ξ1, ξ2) =





2k− 1, ξ < ξ1

(1− k) sin( π
ξ2−ξ1

(ξ − ξ1+ξ2
2 )) + k, ξ1 < ξ < ξ2

1, ξ > ξ2

(5)

The function of A(ε, ε1, ε2) of Equation (4) represents a cubic spline interpolation over
eight control points and defines the amplitude distribution in the streamwise direction.
The eight points are {Ei, Hi} = {(0, 0), (ε1/2, 0), (3ε1/4, 0), (ε1, 1), (ε2, 1), ((3ε2 + 1)/4, 0),
((ε2 + 1)/2, 0), (1, 0)}. The factor k is the zeroing factor. It is defined as

k = k

∣∣∣∣∣∣

ξ2∫

ξ1

F(ξ, ξ1, ξ2) = 0 (6)

Thus, k is able to make F(ξ) integrate to 0 on the transverse region of ξ ∈ [0, 1], thus
ensuring that the cross-sectional area of the blade channel does not change.

Figure 3b shows the possible variation of the pressure field and the end wall flow
when applying a localized unit in the end wall contouring. If Ci > 0, the end wall surface
would warp up and create an upslope from ξ1 to ξ2. Thus, the transverse pressure gradient
within {ξ ∈ [ξ1, ξ2] ∩ ε ∈ [ε1, ε2]} will increase, thus accelerating the cross-passage secondary
flow locally. The side effects are similar to the full-area unit. On the suction side of the
profiling region, the variation of ∇pε will accelerate the streamwise end wall flow in the
upstream region and decelerate it in the downstream area. On the pressure side, the side
effects become the opposite. As in the full-area unit, all the flow control may turn to the
opposite direction when Ci < 0.

2.2. Generating End Wall Contouring in the Standard Space

The above end wall contouring units are combined according to Equation (1) to obtain
geometry within the standard space. Note that each of the above units would affect end
wall secondary flow in a particular region. Thus, the physical meaning of combining them
as Equation (1) is to superimpose their effects, finally obtaining an end wall contouring
with a comprehensive control effect on the end wall secondary flow. Supposing an end
wall contouring includes a total of n units (labeled as f1 to fn), i.e.,

H = C1f1 + C2f2 + C3f3 . . . + Cnfn (7)

The weight factor Ci would represent how much the ith unit affects the final control
force on the end wall secondary flow.

Figure 4 illustrates an end wall surface consisting of a full-area unit and a localized
unit as an example. The former is designed to suppress the cross trend of secondary flow
over the end wall range, while the latter is intended to promote the cross trend of secondary
flow in the SS corner region. As can be seen from the figure: the changes induced by
adjusting the C1 and C2 are significant. When C2/(C1 + C2) changes from 0.1 to 0.9, the
overall slope of the surface from SS to PS gradually weakens, and the local shape along
the SS corner becomes more and more prominent. Although the linear combination of the
above two end wall contouring units does not mean their flow control would have a linear
combination, it is known from the final end wall surface that the effect of the localized unit
on the end wall flow near the SS corner gradually increases with the value of C2/C1.
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2.3. Generating End Wall Contouring for the Actual Compressor

After obtaining the end wall contouring in the standard space of {(ε, ξ, η)| ε ∈ [0, 1],
ξ ∈ [0, 1], η ∈ [−1, 1]}, the shape of the end wall contouring can be mapped directly to
the three-dimensional end wall region of the axial compressor according to their spatial
correspondence.

As shown in Figure 5, the coordinate system of the compressor end wall region is (r, θ,
z). r0 represents the radius of the baseline end wall surface; zLE and zTE represent the LE
and TE axial coordinates; θPS and θSS represent the circumferential coordinates of the PS
and the SS. Here, we correspond the end wall’s LE and TE to ε = 0 and ε = 1 and the SS and
PS that form the blade channel to ξ = 0 and ξ = 1, and we limit the waviness of the actual
end wall contouring within ±∆R. Then, the end wall contouring in the standard space can
be mapped to the actual axial compressor through





r = η∆R(z) + r0(z)
z = ε(zTE − zLE) + zLE

θ = ξ(θSS(z)− θPS(z)) + θPS(z)
(8)
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The above section discusses the definition and implementation process of this new
end wall contouring method. Note that the new method can theoretically create arbitrary
shapes by combining an infinite number of end wall contouring units. However, some
preliminary studies indicate that combining one full-area unit and two localized units will
usually be sufficient to control the corner separation. So, the new method generally requires
less than 12 parameters for all the design processes.

3. Application in a High-Load Compressor Cascade

To evaluate the performance of the new end wall contouring method, it was first
applied on a compressor cascade to see how it controls the corner separation.
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3.1. The Baseline Cascade and CFD Method

The research object is a high-load linear compressor cascade with a designed flow
turning angle of 52◦. The aspect ratio of the cascade is 2.0, and the solidity exceeds 2.1.
There are detailed experimental studies that have been carried out on this cascade [26,27],
showing that severe corner separation arises in this cascade even under the design incidence
(i = −1◦), and it will develop to corner stall when i exceeds 7◦. Thus, the working point
with i = +7◦ is named the near-stall (NS) point for brevity.

The computational domain of the cascade only includes a half-span region of the
cascade. Figure 6 provides an overview of the computational mesh. The inlet and outlet
passages both use long extended “H” blocks. The blade-to-blade flow surface employs
refined nodes in the center with the “O4H” topology to achieve higher orthogonality. The
number of nodes in some critical sections are also presented. The computational domain
extended to 1.2 times the axial chord (Ca) upstream of the LE, where the inlet velocity is
taken during the experiment, and to 2.0 Ca downstream of the TE for the uniformity of the
outflow parameter. The mesh in the boundary layer region upon the blade surface and the
end wall is further refined for accuracy in calculating the corner separation. The growth
rate of mesh from the solid wall to the flow field is less than 1.1, and the y+ is less than
two at the first level upon the solid wall. The boundary condition is given according to
the experimental results. The inlet boundary defines the static temperature and the inflow
velocity. The thickness of the inlet boundary layer is about 12.5%span. The outlet boundary
defines a uniform static pressure.
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Figure 6. Overview of the computational mesh.

The flow field of the cascade is regarded as compressible and full-turbulent. The
Re for the current cascade is 1.4 × 105. Table 2 provides details of the inflow condition.
It is calculated with Numeca Fine/Turbo by solving the compressible steady Reynolds-
averaged Navier–Stokes (RANS) equations with the k-ω turbulence model. The spatial
discretization scheme uses the second-order central scheme. The convergence criterion was
set to a value of 1 × 10−6 for the RMS residual values. Local time stepping techniques were
applied to speed-up convergence.

Table 2. CFD settings for the inflow condition of the cascade.

Inlet Conditions Values

static temperature 288.15 K
velocity of mainflow 26.5 m/s

thickness of inlet boundary layer 12.5%span
turbulent intensity 0.3%
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All the above CFD settings are the same as previous numerical studies on this cas-
cade [4], in which the CFD results were validated using the experimental outflow parameter
and the oil-flow test on the SS and end wall surface. A grid convergence study was also
applied, showing that a total of 0.75 million grid nodes is sufficient. Here, we offer only the
validation of outflow loss coefficient (Loss) and flow angle (β) under the design working
condition (i = −1◦), as in Figure 7. The horizontal axis shows the loss coefficient, defined as

Loss =
P∗ − P∗in

P∗in − Pin
(9)

where P*in and Pin represent the inlet total pressure and static pressure in the mid-span
position. The vertical axis means spanwise position normalized using the height of the
blade. The result labeled “TB” means the working condition with a thicker inlet boundary
layer and intensified corner separation. The comparison between the CFD and experimental
results shows that the numerical method achieves good accuracy in calculating secondary
flow and loss increase when intensified corner separation occurs.
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Figure 7. The experimental and CFD results of the pitch-averaged performance at 40% Ca downstream
of the TE at i = −1◦. (a) Total pressure loss coefficient; (b) Outflow angle.

3.2. Results and Discussion

To apply the new method to the cascade, a software named PEWs was developed
based on the newly proposed method and was used in this study. This software has a
graphical interface for the design variables and enables up to 10 independent units for
the end wall contouring. Three different groups of end wall contouring were designed
using PEWs. Table 3 shows their main parameters. Figure 8 provides an overview of their
geometry. The contours show the ratio between the end wall contouring height and the
blade height (H).
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Table 3. The design parameter of the end wall contouring cases.

Cases
Parameters of the
Full-Area Units Parameters of the Localized Units

Number w Number ε1 ε2 ξ1 ξ2 w

c1 1 1 0 \ \ \ \ \
c2 1 0.5 1 0.4 0.9 0.9 0.1 0.5
c3 1 0.33 1 0.4 0.9 0.9 0.1 0.67

Appl. Sci. 2022, 12, x FOR PEER REVIEW 11 of 25 
 

secondary flow near the SS corner. The difference between the two cases lies in the weight 
factors. The localized unit of case c3 has a greater weight than case c2, meaning that the 
latter tends to enhance the secondary flow locally in the SS corner more than the former. 

   
(a) (b) (c) 

Figure 8. The geometry of the end wall contouring cases: (a) case c1; (b) case c2; (c) case c3. 

Figure 9 gives the variation of the overall total pressure loss (cp) with incidence (i) for 
the three end wall contouring cases. The working condition with i = −1° is the design point. 
Compared to case c1, case c2 and case c3 improve the performance of the cascade at the 
design point. Case c2 improves very little, and case c3 reduces the overall loss by about 
0.13%; case c1, on the contrary, slightly increases the loss at the design point. As the inci-
dence increases, the benefit of end wall contouring is gradually lost, but the ranking of the 
three cases is almost unchanged. When i exceeds +3°, all three end wall contouring cases, 
including case c3, result in a higher loss than the baseline cascade. 

 
Figure 9. The overall total pressure loss (cp) for the three end wall contouring cases. 

Corresponding to the overall performance, Figure 10 provides the spanwise distri-
bution of total pressure loss and flow angle at 0.4Ca downstream of the TE. At the design 
point (Figure 10a), all three cases reduce Loss at 0.05span, indicating that the three cases 
have a comparable effect in suppressing the accumulation of low energy fluid at 0.05span. 
The difference is mainly between 0.08span and 0.15span, where case c1 and case c2 show 
larger Loss than the baseline case, and Loss in case c3 is roughly the same as the baseline 
case. The plots of β show stronger overturning for the baseline case than the end wall 
contouring cases, indicating that all three end wall contouring cases weaken the end wall 
secondary flow. Note the phenomenon here: case c3, which reduces the spanwise Loss 
most, does not correspondingly minimize the overturning, while case c1, which increases 
the spanwise Loss, shows the best control of the overturning in the end wall region. 

As incidence gradually increases, the benefits of end wall contouring at 0.05span de-
crease, but the increment of Loss from the 0.08span to 0.15span of the end wall contouring 

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

-2 0 2 4 6 8

c p

i / °

baseline
case c1
case c2
case c3

Figure 8. The geometry of the end wall contouring cases: (a) case c1; (b) case c2; (c) case c3.

The first case simply uses a full-area unit. The geometry of end wall contouring forms
an upslope from the SS to the PS. The aim is to reduce the transverse pressure gradient
of the end wall region and decelerate the cross-passage secondary flow over the end wall
range. This case is named c1. The geometry of case c1 is similar to the previously mentioned
DPS in Ref. [7]. Thus, it represents the end wall contouring generated using a conventional
empirical method.

The second and third cases both adopt a full-area unit and a localized unit to form the
end wall contouring, named c2 and c3, respectively, to show their difference. Their design
ideas come from previous research [4], which suggests that the end wall contouring should
suppress the secondary flow over the end wall surface while accelerating the secondary
flow near the SS corner. The difference between the two cases lies in the weight factors.
The localized unit of case c3 has a greater weight than case c2, meaning that the latter tends
to enhance the secondary flow locally in the SS corner more than the former.

Figure 9 gives the variation of the overall total pressure loss (cp) with incidence (i)
for the three end wall contouring cases. The working condition with i = −1◦ is the design
point. Compared to case c1, case c2 and case c3 improve the performance of the cascade
at the design point. Case c2 improves very little, and case c3 reduces the overall loss by
about 0.13%; case c1, on the contrary, slightly increases the loss at the design point. As the
incidence increases, the benefit of end wall contouring is gradually lost, but the ranking
of the three cases is almost unchanged. When i exceeds +3◦, all three end wall contouring
cases, including case c3, result in a higher loss than the baseline cascade.

Corresponding to the overall performance, Figure 10 provides the spanwise distri-
bution of total pressure loss and flow angle at 0.4Ca downstream of the TE. At the design
point (Figure 10a), all three cases reduce Loss at 0.05span, indicating that the three cases
have a comparable effect in suppressing the accumulation of low energy fluid at 0.05span.
The difference is mainly between 0.08span and 0.15span, where case c1 and case c2 show
larger Loss than the baseline case, and Loss in case c3 is roughly the same as the baseline
case. The plots of β show stronger overturning for the baseline case than the end wall
contouring cases, indicating that all three end wall contouring cases weaken the end wall
secondary flow. Note the phenomenon here: case c3, which reduces the spanwise Loss
most, does not correspondingly minimize the overturning, while case c1, which increases
the spanwise Loss, shows the best control of the overturning in the end wall region.
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Figure 10. The spanwise distribution of total pressure loss and flow angle at 0.4Ca downstream of the
TE. (a) i = −1◦, i.e., the design point; (b) i = 1◦; (c) i = 3◦; (d) i = 5◦; (e) i = 7◦, i.e., the near-stall point.

As incidence gradually increases, the benefits of end wall contouring at 0.05span
decrease, but the increment of Loss from the 0.08span to 0.15span of the end wall contouring
cases becomes more significant than the baseline cascade. When the incidence is larger
than 3◦, the end wall contouring no longer significantly affects the distribution of Loss at
0.05span, and the phenomenon continues till the NS point (i = 7◦); between 0.08span and
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0.15span, the increase of Loss due to the end wall contouring grows significantly with the
incidence. During the incidence increase, all end wall contouring cases show no significant
increase of β.

The above results show that the influence of end wall contouring on the cascade
mainly works in two areas:

Within 0.05span, the relief of the low-energy region due to the end wall contouring
is the key to reducing the overall loss. The difference between cases c1, c2, and c3 is not
significant, and this benefit gradually disappears with the increase of the incidence.

Between 0.08span and 0.15span, the different value of total pressure loss results in the
difference among cases c1, c2, and c3. With the increase of the incidence, Loss of the end
wall contouring cases gradually grows to be much higher than the baseline case, leading to
a significant drop in their overall performance at large incidence.

In particular, Figure 11 shows the design point and the near stall point, giving the
three-dimensional flow field of the baseline cascade and the end wall contouring cases near
the end wall region.
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Figure 11. The three-dimensional flow field of the baseline and end wall contouring cases: (a) i = −1◦,
baseline; (b) i = 7◦, baseline; (c) i = −1◦, case c1; (d) i = −1◦, case c1; (e) i = −1◦, case c2; (f) i = −1◦,
case c2; (g) i = −1◦, case c3; (h) i = −1◦, case c3.

At the design point (Figure 11a,c,e,g), the transparent grey area in the figures is the
iso-surface of Vz = 0.1Vmax, which indicates the development of separation in the corner
region. The contours show the normalized turbulent viscosity (µt/µ) within the TE plane,
representing the local shear loss caused by separation. The colored curves in the figure
are the three-dimensional streamlines in the end wall region, and the color indicates its
velocity magnitude. The iso-curve of the static pressure coefficient (p) is plotted on the end
wall and blade surface. p is defined as

p =
p− pin

(ptin − pin)
(10)

Figure 11c shows that case c1 significantly weakens the cross-passage secondary flow.
The significant changes are mainly reflected in three areas:

1. First, the corner region near 0.2Ca to 0.4Ca from the LE (in the rightmost black box in
Figure 11c), which, according to the streamlines, shows that this is precisely where
the corner separation starts. The iso-curves of p show that the sinking end wall near
the SS corner increases the pressure gradient significantly. Thus, the reverse flow
is intensified, and more low-energy fluids accumulate in the corner region. This
ultimately increases the local shear loss and exacerbates corner separation.

2. Second, from the mid-chord to the rear region of the SS corner (located in the red box
in the middle), the secondary climbing flow weakens, and the same is true for the
cross trend of the end wall flow in the outer region (as shown by the red arrows). This
is caused by the sinking surface of the end wall on the suction side. The weakened
cross trend of end wall secondary flow will inhibit the accumulation of the low-energy
fluid and thus help to reduce loss.

3. Third, near the TE of the SS (in the blue box on the left), the end wall iso-curves of
p show a high-density region, indicating that the streamwise pressure gradient is
significantly reduced compared to the baseline case. This should be induced by the
local streamwise upslope in the SS corner. This effect enhances the flow momentum of
both the end wall flow (shown by the solid blue arrow) and its climbing motion after
colliding with the SS (indicated by the dashed blue arrow). The acceleration of the
climbing flow mixes with the low-energy fluid on the SS and increases its streamwise
momentum. According to the contour of µt/µ at the TE plane, this “pre-mixing”
effect reduces the shear effect between the separation flow and the main flow and
thus brings benefits.

The correlation between the low-energy flow near the TE and upstream streamline is
worth noting. According to the streamlines in the baseline cascade, the low-energy flow of
the lower span at the TE plane (labeled with a solid white circle in Figure 11a) is associated
with the secondary flow in the rear part of the corner region. In contrast, the low-energy
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flow of the higher span (labeled with a dashed white circle in Figure 11a) comes from the
climbing flow along with the SS at the onset of separation in the upstream corner region.
Because case c1 exacerbates the corner separation in the upstream SS corner, this indicates
that the reduction of the Loss within 0.05span in Figure 10 comes from the second and third
effects mentioned above, while the increase of Loss between 0.08span and 0.15span is mainly
due to the first effect.

Compared to case c1, both case c2 and case c3 have less sinking end wall near the SS
due to the localized unit. In the SS corner region from 0.2Ca to 0.4Ca, the iso-curves of p
suggest that the inverse pressure gradient is lower than that of case c1, which makes the
local inverse flow induced by case c2 and c3 less severe than that of case c1 (as shown by
the black arrows in Figure 11e,g). As a result, the low-energy separation flow at the high
span region near TE is also significantly reduced. Another region affected by the localized
unit is the corner region from the 0.5Ca to the TE. The rise of the end wall near the corner
region makes the climbing flow near the TE accelerate significantly and sweep downstream
(as shown by the blue arrows in Figure 11e,g). This is consistent with the research in [4].
On the one hand, the energized secondary flow eliminates the low-energy flow in the
corner vortex. More importantly, it enhances the “pre-mixing” effect of the secondary flow
with the low-energy flow in the corner region mentioned in case c1. Therefore, it is more
advantageous than case c1 here, and it can be seen from the TE plane’s µt/µ contour that
the local shear loss is more minor than case c1. The weight factor of the localized unit in
case c3 is larger than that of case c2, so the control of pressure gradient in the upstream SS
corner and the enhancement of secondary flow pre-mixing near the trailing edge are more
significant than that of case c2. The loss reduction in case c3 is, therefore, more significant.

The influence of end wall contouring at the near-stall point (i = 7◦) is discussed simi-
larly to the design point but more concisely. The flow field is shown in Figure 11b,d,f,h.
Compared to the flow field in the design point, the differences between case c1 and the
baseline case at the near-stall point are similar to those concluded at the design point. It
also appears that the pressure gradient in the SS corner area from 0.2Ca to 0.4Ca increases
significantly, the secondary climbing flow from the SS corner between 0.5Ca and TE weak-
ens, and the streamwise pressure gradient near the TE of SS reduces. However, the main
difference is that the corner separation at the LE of the cascade is much more severe than
the design point (labeled using a dashed white circle in Figure 11d). The local pressure
gradient increase due to the sinking end wall intensifies the reverse flow trend, making the
corner separation stronger after its generation. This effect amplifies the negative impact of
the end wall contouring on the flow field of the cascade between 0.2Ca and 0.4Ca, finally
leading to an overall loss increase. Thus the contour of µt/µ shows that the low-energy
separation flow causes much higher shear losses than the baseline cascade when it develops
to the TE.

The advantages of cases c3 and c2 over case c1 are still significant. Under the influence
of the localized unit, case c3 and case c2 show more mitigated upstream corner reverse
flow and more intense downstream pre-mixing effect of the separation flow than case c1.
Therefore, the control of separation loss in cases c2 and c3 is better than case c1. case c3
leads to the slightest increase in loss among all end wall contouring cases due to its larger
weight factor of the localized unit than case c2.

In summary, although the corner separation is still not effectively suppressed at the
near-stall point, the new end wall contouring method shows its potential for flow control,
especially when combined with the previous experience. As already mentioned at the
beginning of Section 3, case c1 represents the DPS designed by the traditional empirical
method. In comparison, the cases using two end wall contouring units perform better
under more than one incidence. What’s more, the intended flow control of the full-area
and localized units, including the effect of their weight factors, agrees very well with their
effects during the application. All these indicate that the new end wall contouring method
is superior to the traditional empirical method.
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4. Experiment on the Axial Compressor Test Rig

The following will check the performance of the new end wall contouring method in
an axial compressor through an experiment.

4.1. The Baseline Compressor Stage and the Design of End Wall Contouring

The compressor of the test rig is a single-stage high-speed axial flow compressor from
Northwestern Polytechnic University, as sketched in Figure 12a. The testing stations for the
total pressure of the compressor flow field are also illustrated. The diameter of the rotor
is 298 mm, with a design speed of 15,200 rpm. Experimental and numerical research on
this stage confirmed that when the rotor speeds up to 70% of the design speed, the rotation
will reach a relatively steady state for the stator testing, and there will be a considerable
corner separation in the casing end wall region of its stator, as shown in the oil-flow photos
in Figure 12b. The experiment thus designs end wall contouring on the casing of the stator
to improve the performance of the compressor operating at 70% speed.
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Figure 12. The compressor stage for the experiment. (a) Test rig; (b) Oil-flow in the corner region of
casing end wall captured at 70% design speed (top: peak-efficiency point; bottom: near-stall point).

According to the numerical results in the cascade, constructing a concave surface in
the front SS corner would raise the pressure gradient and negatively affect the initiation
of corner separation, especially when the incidence increases. Therefore, the new design
shows an improvement and adopts three units, with the parameters shown in Table 4. The
first unit is to suppress the end wall second flow. Here, we use a localized unit with a
large profiling area instead of a full-area unit to prevent aggravating the reverse flow in the
front SS corner. Its design parameter is listed in the first place of each blank, i.e., ε1 = 0.2,
ε2 = 0.7, ξ1 = 0.5, ξ2 = 1, and w1 = −0.25. The second localized unit aims to accelerate the
secondary climbing flow in the rear part of the SS corner, so the pitch-wise range of the
second localized unit is limited to 15% of the circumferential width of the passage (defined
with w) beyond the SS in the rear half of the SS. The third localized unit aims to reduce the
potential negative effect in the front SS corner area. The range of this unit thus spreads
within 30% w from the SS, forming a mild upslope surface to reduce the sinking end wall
due to the first localized unit. Figure 13 shows the geometry of the end wall contouring
and the photo of the experimental part.
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Table 4. The design parameter of the end wall contouring for the stator.

Parameters of the
Full-Area Units Parameters of the Localized Units

Number w Number ε1 ε2 ξ1 ξ2 w

0 0 3 0.2; 0.5; 0.1 0.7; 0.8; 0.3 0.5; 0.85; 0.7 1; 1; 1 −0.25; 0.5; 0.25
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4.2. Results and Discussion

Figure 14 compares the overall performance of the stage before and after end wall
profiling. The experimental results confirmed the positive effect of end wall contouring on
the flow field when m > 0.83. The full-stage efficiency improved by 0.45% at the working
point of minimum stator loss (the normalized mass flow rate m equals 0.89). Note that
the total temperature ratio in Figure 14b is generally the same before and after the end
wall contouring, while the variation of the total pressure recovery coefficient (σ) of the
stator in Figure 14d is very similar to the efficiency. The variation of σ shows that the total
pressure loss in the stator is reduced by 10.44% of its original value. Thus, the change of
efficiency should be mainly associated with the stator loss rather than the rotor work. The
stall margin does not change much. It is noted that end-wall shaping does not improve
the total pressure ratio and efficiency when m < 0.83. Thus, the specific effect of end wall
contouring on the stator casing flow field will be discussed in the next step.
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Figure 14. The overall performance of the compressor stage at 70% design speed. (a) Total pressure
ratio of the stage; (b) Total temperature ratio; (c) Efficiency of the stage; (d) Total pressure recovery
coefficient of the stator (the values of the overall performance are not shown here for confidential
reasons. The figure shows only the normalized mass flow rate and the unit of the vertical axis).

Figure 15 selects two specific working points and compares the stators’ circumferential
averaged total pressure loss before and after end wall contouring. One is the working point
with the minimum stator loss (m = 0.89). Herein, it is termed the best-matching point for
brevity, abbreviated as “BM.” Another is a working point during the throttling process
(m = 0.77), closer to the near-stall point but still relatively stable for the experiment. It is
termed the left-map working point in the following passage, abbreviated as “LM.” At the
LM point, the variation of σ indicates the overall total pressure loss increases by 1.95% of
its original value.
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Figure 15. The circumferential averaged loss coefficient of the stator at 70% design speed. (a) m = 0.89;
(b) m = 0.77.

At the BM point, the end wall contouring shows a noticeable effect on reducing end
wall loss. According to the experimental data in Figure 15a, the total pressure loss coefficient
decreases by about 0.01 from 0.7span to the blade tip and nearly remains the same in other
regions. The reduction of the total pressure loss reaches 0.035 above 0.9span and 0.01–0.013
from 0.8span to 0.9span. The two-dimensional distribution of σ in the outlet plane of the
stator is given in Figure 16a,b. This reveals that the low value of σ significantly reduces and
moves farther away from the end wall than the baseline stator. This is apparently consistent
with the mechanism in the cascade and previous research [4,9].
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Figure 16. The two-dimensional distribution of total pressure recovery coefficient at the outlet plane
of the stator: (a) baseline, m = 0.89; (b) end wall contouring, m = 0.89; (c) baseline, m = 0.77; (d) end
wall contouring, m = 0.77.

At the LM point, the effect of end wall contouring on the loss coefficient extends
significantly from the blade top to the full-span region. Figure 15b shows that the loss
coefficient reduces by 0.01–0.03 above 0.85span, increases by 0.01–0.03 from 0.7span to
0.85span, and increases up to 0.023 from 0.6span to the hub. The variation of loss coefficiency
from 0.7span to the blade tip region should be affected by the end wall contouring. Although
part of this region increases the loss coefficient, this still shows more benefit than case c3
in the cascade: the loss coefficient close to the end wall reduces (Figure 15b), and the core
region of low σ at 0.75span is slightly relieved (Figure 16d). However, the range from
0.6span to the hub is beyond the end wall contouring’s direct influence. In Figure 16d, the
corresponding region shows a heavier wake in the end wall contouring case, indicating a
greater blade profile loss than the baseline stator. Thus, the increase of loss below 0.6span
should be associated with the spanwise variation of the throughflow under the same mass
flow rate. It should be the end wall contouring that relieves the blockage due to corner
separation on the top side of the blade passage, thereby reducing the mass flow rate of the
lower span range. As a result, the lower part of the passage is more throttled than ever,
thus generating a higher loss in return.

The above study generally verifies the effect of end wall contouring on the control
of corner separation and its contribution to the compressor’s performance. However, it is
still uncertain whether the control of secondary flow that leads to these improvements is
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consistent with the design intent shown by the variables in Table 4. This is further verified
below with the testing result from the end wall pressure taps.

It is known that near the end wall region, the boundary layer motion should obey the
N-S equation, i.e.,

∂V
∂t

+ V∇V = −1
ρ
∇p + τ (11)

Suppose the end wall contouring surface has a relatively slight waviness to the scale
of the chord length, and the flow is constant; in this case, the N-S equation on the end wall
surface before and after the end wall contouring can be subtracted to obtain

VEWC∇VEWC − Vbaseline∇Vbaseline = −1
ρ
∇(PEWC − Pbaseline) + τEWC − τbaseline (12)

where the subscripts “EWC” and “baseline” represent the aerodynamic parameters before
and after using the end wall contouring, and their subtraction result thus represents the
variation of the parameters at the corresponding position on the S1 flow surface. The left
side is the variation of the acceleration due to the end wall contouring, which directly
changes the secondary flow on the end wall surface. Thus, the variation of pressure
gradient on the right side of Equation (12) should be the primary cause for the left-side
items, and thus the end wall secondary flow and corner separation. Taking into account
the convenience of the testing, here we define a new variable from the static pressure taken
by the end wall pressure taps according to

D = −(∇( p
pt0

)
EWC
−∇( p

pt0
)

baseline
) (13)

where pt0 represents the inlet total pressure of the rotor. The variable D represents a
quantitative measure of the driving force of the end wall contouring on the end wall
secondary flow. The magnitude of D is plotted in Figure 17, and the arrow illustrates
its direction.
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Figure 17. The distribution of D on the end wall surface. (a) m = 0.89; (b) m = 0.77.

The contour of the BM point shows clear correspondence with the previously men-
tioned design intent. From LE to the 0.3Ca, a high value of D pointing to the SS (marked
with a white dashed circle) agrees with the intent of the third localized unit. A wide range
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of D pointing to the PS (marked with a solid white circle) spreads from the outer SS corner
to the middle of the channel. This is associated with the second localized unit. Downstream
of 0.4Ca, the direction of D near the SS corner points to SS from 0.4Ca to 0.7Ca and then
points to the PS direction downstream of 0.7Ca. The distribution of D here is partially
associated with the flow control intent of the first localized unit, except for the region after
0.7Ca. This is likely related to the downslope surface at the end wall, i.e., the side effect of
the localized unit mentioned in Section 2.

Compared to the BM point, the magnitude of D spreading along the SS corner area
generally decreases at the LM point. The changes of D with the working condition are
not significant. The primary difference lies in the front SS corner, where the direction
of D changes to the PS direction. It is possibly related to the reverse flow caused by the
separation at the LE corner region, but it can be seen from the figure that the D is not
opposed to the streamwise direction. Thus, this shows that end wall contouring somewhat
avoids the aggravation of reverse flow caused by the first localized unit. It may likely
explain why the end wall contouring, in this case, improves the flow field in the end wall
area even at the LM working point.

4.3. Summary of the Effects of the End Wall Contouring

According to the overall performance, the end wall contouring only benefits the right-
side operating map of the compressor stage. At the BM point of the compressor, the end
wall contouring increases the peak value of σ in the stator, thus making a 10.44% relative
reduction of stator loss, which finally increases the overall efficiency by 0.45%. At the LM
point, the decrease of σ shows the stator loss increases relatively by 1.95%. Thus, the overall
efficiency of the stage decreases by 1.5%.

However, although the efficiency does not increase in all the working conditions,
the flow field shows that applying the new end wall contouring method can always
improve the corner separation. The tested end wall static pressure shows that the end wall
contouring suppresses the end wall secondary flow in the full range but accelerates the
cross and climbing flow in the SS corner. The corner separation is thus reduced, and the
total pressure loss coefficient in the end wall region reduces locally by 0.01–0.03 for both
the operating points.

For the reduction of efficiency at the LM point, the experimental data show it is likely
a side effect of suppressing the corner separation. Because the relief of corner separation
reduces the local blockage, the throughflow increases in the end wall region and decreases
in the main flow. As a result, the main flow region is more “throttled”, thus negatively
affecting the control of loss. It should be noted that this side effect does not have to increase
loss. Just as reported in Hu’s research [7], if the main flow is robust, suppressing the corner
separation will not increase the loss in the main flow region. Otherwise, it could induce a
detrimental effect, as in Reising’s research [18], where severe corner separation occurs in the
opposite end wall and threatens the stall margin. Considering that even applying an end
wall suction of the boundary layer has been reported to increase the loss of main flow [28],
the side effect mentioned above should be regarded as a common limitation for all the end
wall flow control techniques. The blade row’s sensitivity to throttling determines whether
or not the loss will increase and how much it will increase. So, for the LM point of the
current study, the efficiency reduction reflects that the effect of the end wall contouring was
limited by the characteristics of the current compressor stator. The problem may be solved
by improving the blade profile.

Above all, the numerical and experimental results indicate that when applying the
newly developed end wall contouring method, the intended control of secondary flow
in the design space agrees with its actual effect and effectively suppresses the corner
separation under multiple inflow conditions. Thus, the results prove its effectiveness.
If looking at the empirical end wall contouring method in previously reported studies,
the traditional empirical method typically constructs the full area of the end wall surface
uniformly through a single analytical formula [2,7,8] or by manual adjustment [9]. In
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comparison, the newly developed method enables the parametric end wall to control
secondary flow in more than one local region under multi-operating conditions. Thus, the
control of secondary flow will be more adaptable to different compressors and produce
a much closer result to the optimization design, with a relatively small number of design
variables. Moreover, in the current new empirical method, the design variables show not
only an intuitive effect on the geometry but also a clear relation with the movement of
the secondary flow. The new method is thus more convenient for concluding the design
experience and shows a possibility to be applied in an optimization process.

5. Conclusions

This study proposes a new end wall contouring method based on the secondary
flow control mechanism established in previous research, then verified its effectiveness
numerically in a cascade and experimentally in an axial compressor stage. The following
conclusions were obtained:

1. The idea of the new end wall contouring method is to define multiple standard
surface “units” with particular effects on the end wall secondary flow. Then, we apply
a weighted superposition to the units to obtain a comprehensive flow control effect.
Compared with the traditional empirical method in the previous research, the design
space of the new method enables the parametric end wall to control secondary flow
intuitively in more than one local region with a proper amount of design variables,
thus showing more advantages.

2. The numerical and experimental research indicates two primary mechanisms of
applying the end wall contouring to control the corner separation, i.e., the local
acceleration of secondary flow at the SS corner and the full-range deceleration of the
secondary flow in the rear passage. The former will accelerate the corresponding
secondary climbing flow on the SS, thus mixing with the low-energy separation flow
and reducing the separation loss. The latter will suppress the accumulation of low-
energy fluid of the boundary layer at the SS corner, thus relieving the local reverse
flow. However, the above flow control may also be accompanied by the negative
effect of the inverse pressure gradient at the front SS corner, which may seriously
deteriorate the corner separation when it is under high incidence.

3. When applied to the stator casing end wall of an axial compressor, although the
efficiency only increases on the right part of the operating map, the experiment results
show that the intended control of secondary flow agrees with its actual effect and
suppresses the corner separation under multiple operating conditions. Its effectiveness
is thus verified. The reduction of efficiency at the small mass-flow-rate working
points reflects a limitation of the new method and is probably associated with the
characteristics of the current compressor stator.

The number of design variables in the newly developed end wall contouring method
is relatively small, and all of them show a clear and intuitive effect on the secondary
flow. The next step of the research should consider the optimization process. Three-
dimensional blading should also be included to overcome any shortages when suppressing
the corner separation.
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Abstract: In order to suppress the cavitation of an airfoil under random operating conditions, a
deformable covering was constructed in the cavitation prone area of the NACA0012 airfoil. By
sensing the pressure difference between the inner and outer sides of the airfoil, the covering of the
airfoil can be changed adaptively to meet the requirement of suppressing random cavitation of the
airfoil. The simulation results show that the cavitation influence range of the airfoil with a shape
memory alloy covering can be reduced by more than 70%, and the cavitation is well reduced and
suppressed. Moreover, the backflow near the wall of the airfoil was reduced under random working
conditions. When the maximum bulge deformation of the covering was between 3–6 mm, the airfoil
produced a cavitation range only on the covering surface of the airfoil, and there was no cavitation
erosion on other parts. This method with locally variable airfoil to suppress cavitation provides a
good reference value for other hydraulic machinery to suppress cavitation.

Keywords: NACA hydrofoil; cavitation suppression; random operating condition

1. Introduction

Cavitation flow is a complex multiphase turbulence, including phase transition, flow
separation and multi-scale vortex structure. Cavitation often occurs at the low-pressure
surface of a flow passage component (such as the suction surface of a pump or the lifting
surface of marine propeller [1–3]). It is the main cause of performance deterioration,
vibration, noise, and even surface erosion of underwater equipment [4–6].

In recent years, with the rapid development of computers, a numerical simulation
method has provided important assistance for complex experiments, which has become
the key technology for researchers to use to analyze flow fields. CFD technology has
become very common to study the inherent laws and mechanism of fluid movement.
V Ryzhenkov [7] analyzed the time-averaged velocity field and fluctuations of annular
jet flow, which proved that the re-circulation region was accompanied by low-frequency
oscillations. Wei Zhang [8] carried out numerical simulation of hydrofoil flow; he used a
finite mass transfer model of cavitation to capture the condensation shock wave, and the
three-dimensional process of the shock wave could be clearly observed in the simulation.
Bhatt and Mahesh [9] used compressible large eddy simulation (LES) to simulate cavitation
on the same geometry of Ganesh et al. [10]. They found that the results were in good
agreement with the experimental results, which confirmed the existence of bubble shock
propagation and the effect of compressibility. Ku Garam [11] developed a numerical
method to research the tip vortex cavitation and flow noise.

In terms of cavitation inhibition, many scholars inhibit cavitation by adding induc-
ers [12], modifying blade shape, size [13,14], and other special methods, such as blade gap
jet [15–17], protruding modification [18,19], microtexture surface modification [20], and so
on. In addition, scholars have obtained quantitative data about cavitation and turbulence
through experiments and high-speed camera observations [21–25]. For example, Jun-ye
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Li [26] researched the effects of the outlet pressure, the operating temperature, and the
installation angle of the two cages on the cavitation and found out the best method to
suppress cavitation. Shin Suyong [27] researched the physical characteristics of cavitation
initiation, the rotational motion of the tip vortex cavitation flow, and the characteristics
of induced noise during vortex development. Choi [28] observed the whole process of
cavitation flow, vortex cavitation, tip leakage vortex cavitation, and void formation in a
turbine pump inducer. On the basis of the study of blade shape control, and referring
to the blade control technology studied by predecessors, a novel NACA airfoil with a
covering is proposed to improve the cavitation performance. This new cavitation method
can effectively block the re-entry jet to improve the flow field around the cover, and it
restrain the development of the low-pressure area. Additionally, it is a good reference for
other hydraulic machinery to suppress cavitation.

2. Physical and Mathematical Model
2.1. Geometrical Model and Mesh

Figure 1 shows the modified covering airfoil based on NACA0012. The covering is
made of Fe-Mn-Si shape memory alloy, which is set at a cavitation-prone position. Ad-
ditionally, the constant pressure fluid (pin = 1 bar) is passed into the covering. Under
normal working conditions, the internal and external pressure difference does not de-
form the memory metal within a certain range. However, cavitation of the airfoil occurs
under abnormal operating conditions, and under the condition of increasing pressure
difference between the inner and outer sides, the center of the memory alloy covering will
deform and eventually form an eggshell bulge and cavitation will suppressed by impeding
backflow [29].
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According to the literature and the research results of other experts and scholars
on multiphase flow models, the Euler–Euler model allows the simulation of multiple
independent and interacting phases; that is, the interaction between the cavitation bubble
and the liquid can be simulated more accurately. Therefore, the Euler model is adopted as
a multiphase flow model for simulation in this manuscript.
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2.2. Cavitation Model and Turbulence Model

In view of the research results [30,31], for the commonly used Smagorinsky model of
the LES method and the standard SST model based on the RANS method, the cavitation
model of the viscosity-modified SST model can accurately predict the cavitation shedding
frequency and simulates the return jet at the wake of the hydrofoil (which is the main cause
of cavitation shedding). For the turbulence model, it is necessary to calculate the dense
boundary layer with high Reynolds number, and the k-ε turbulence model is suitable for
this kind of working condition. Therefore, the SST cavitation model and the k-ε turbulence
model are used for numerical simulation. The vaporization rate and liquefaction rate
derived from the Rayleigh–Plesset equation in the Schnerr–Sauer model are shown in
Formulas (1) and (2), respectively, and the volume fraction of gas phase (αv) is shown in
Formula (3).

.
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Furthermore, we modify the turbulent viscosity coefficient in the SST k-ε model, and
its expression is shown in Formulas (4)–(6).

ut = f (p)Cω
k
ω

(4)

Cw =
1

max
[

1
a∗ , SF

a1w

] (5)

f (ρ) = ρv +
(ρm − ρv)

n

(ρl − ρm)
n−1 (6)

In the above formula, RB is the bubble radius; n0 is the density of gas nuclei; p, pv
are local pressure and saturated vapor pressure, respectively; ρm, ρ1, ρv are mixed phase
density, liquid phase density and gas phase density, respectively; ut is turbulent viscosity;
and k and ω are turbulent kinetic energy and dissipation rate.

3. Settings for Calculation
3.1. Flow Field Calculation Settings

In most of the simulation studies by experts and scholars, the 2D flow mode is mostly
used in the researches of NACA airfoils. Compared with 3D simulations, the computational
resources required are much lower and the calculation time can be saved. However, there
is a significant difference between 2D and 3D simulations for most flow conditions [32]. In
the real world, there are also some special turbulences such as flow around a cylinder, a
three-dimensional vortex, and so on. There are significant inherent differences between
2D and 3D simulation predictions. After comprehensive consideration, this simulation is
based on Ansys 2020R2 for 3D modeling, and the SST cavitation model and k-ε turbulence
model are used to simulate the flow field.

The calculation domain is shown in Figure 2. The airfoil is located at the center of the
upper and lower boundaries, with the head of the airfoil being 3C away from the inlet edge.
The upper and lower boundaries are 2.5C, respectively, and the outlet edge is 6C away
from the trailing edge. The geometric parameters of airfoil are chord length C = 1 m and
incoming flow angle α = 6◦. The cavitation number is a common standard to measure the
severity of airfoil cavitation, and it is also commonly used to identify different cavitation
conditions.
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The quality and quantity of the mesh have a significant influence on the calculation
results, so the structured mesh was used in the hydrofoil calculation domain, and the mesh
around the foil was encrypted. In addition, we carried out a grid-independent analysis
and evaluated the cavitation number of airfoils according to Formula (7). The results are
shown in Table 1.

σ =
p∞ − pv

0.5ρU2 (7)

Table 1. Mesh independence test.

Case Mesh Number Inlet Pressure/Pa σ

A1 551,300 134,529 0.656
A2 1,380,200 135,378 0.661
A3 2,741,200 135,813 0.662
A4 11,057,200 136,033 0.663

In the formula, p∞ is the inlet pressure, saturated vapor pressure pv = 3540 Pa, U is
the velocity of incoming flow at infinity. Therefore, when the boundary conditions are
not changed, the cavitation number will not change, and it is used to evaluate the mesh
independence.

It can be seen from Table 1 that the difference between the cavitation number σ and
the number from Case A2 to Case A4 is less than 0.2%. Considering the time limitation, the
Case A2 mesh is chosen for simulation.

3.2. Solid Field Calculation Setting

The fluid–structure coupling surface is set on the front and back of the covering,
and the flow field data is introduced into the solid field by pressure (as shown Figure 3).
Because the Fe-Mn-Si metal is a metallic material with memory properties, it is necessary to
define the material properties in Ansys2020R2. Considering the need for a certain amount
of tensile strength and ductility, silicone rubber is used as the base material because it has
similar properties, and some parameters are modified: elastic modulus E = 2 × 105 MPa,
Poisson’s ratio σ = 0.48, and tensile strength Rm = 5.02 MPa. In addition, because the
memory metal has good toughness and does not fold easily, the airfoil tail was rounded.
Additionally, the maximum deformation of the covering can be changed by the internal
and external pressure of the covering and the thickness of the covering, when the pressure
difference is 100 Mpa and the thickness is 1 mm as the basic parameter of deformation,
the deformation of the memory metal is shown in Figure 3. Then, the internal pressure
is adjusted to produce airfoil with different degrees of bulge. The airfoil models with
different degrees of bulge were derived and calculated for the same operating conditions
and compared with the original flow field.
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4. Results and Discussion
4.1. Cavitation Nephogram Discussion

Figure 4a shows the cavitation nephogram of original airfoil, and Figure 4b,d shows
the cavitation nephogram of the airfoil with convexity of 1 mm, 3 mm, and 6 mm, respec-
tively. The cavitation bubbles of the original airfoil are tight against the upper surface and
extend in the direction of the oncoming flow, which accounts for about 2/3 of the chord
length of the airfoil, and the upper surface of the airfoil is heavily cavitated. Compared
with the original airfoil, it is found that the cavitation range of airfoil with maximum
variable of 1 mm is obviously reduced, the main body of the cavitation area is inverted
trapezoid, and there is partial vortex cavitation at the edge of the airfoil, which is mainly
caused by the initial protrusion of the covering in the middle of the deformation. The
cavitation area of airfoil with convex degree of 3 mm is further reduced to about 1/4 of the
upper surface. The cavitation deviation caused by the height difference still exists, but it
decreases with the increase of convex degree. As for the airfoil with a maximum variable
of 6 mm, cavitation occurs only at the raised position of the covering, and cavitation and
the low-pressure area are no longer generated elsewhere on the upper surface. Moreover,
the cavitation scale of the covering is significantly reduced, which indicates that the bulge
of the covering plays an effective role in inhibiting the development of cavitation.

4.2. Pressure Graph Discussion

The pressure in the flow field of the airfoil directly determines the cavitation charac-
teristics of the airfoil. In this section, the coordinates and pressure points of one hundred
points on the upper surface are taken and compared. Figure 5 shows the pressure curves
for upper surface of the original airfoil and the airfoil with different protuberances. The
low-pressure area of the original airfoil starts from 0.03C (at the head of the airfoil) to 0.6C
(in the middle of the airfoil). This part of the low-pressure area is the cause of cavitation
generation and development. Additionally, it is consistent with the cavitation nephogram.
The total length of the low-pressure area of the airfoil with a maximum variable of 3 mm is
about 0.4C, which is 30% smaller than that of the control group. Additionally, the pressure
curve produces some fluctuations at 0.05C, which are caused by the sheet cavitation in
front of the bulge. After the degree of convexity of the covering from 1 mm to 3 mm, it
obstructs the flow and forms a small high-pressure zone at 0.1C, and the total length of the
low-pressure area is about 0.25C, which is about 61% less than the control group. For the
airfoil with maximum variable of 6 mm, the fluctuations still exists at 0.05C, but due to the
increase in the bulge, the pressure does not reach the critical pressure of cavitation, so the
sheet cavitation before the bulge no longer occurs. It can be observed from the figure that
the low pressure area is distributed in 0.1–0.2C, the cavitation range is reduced by more
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than 80%, and it is completely within the covering range, so the cavitation is far away from
the wall and the cavitation collapse will not cause erosion damage to the near wall of the
airfoil.
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Figure 4. Effect of local deformation on airfoil cavitation suppression. (a) Cavitation nephogram of airfoil with maximum
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4.3. Flow Field and Re-Entrant Jet Discussion

The re-entrant jet is similar to the reflux in boundary layer separation. According
to the experimental determination of reference [23], it was found that the frequency of
the re-entrant jet was essentially the same as the volume change frequency of cavitation,
which caused the cavitation bubbles at the back of the cavitation area to burst and collapse,
eventually forming cloud cavitation. Therefore, this section analyzes the flow field and
the return jet, which intercepted the velocity vector diagram of the original airfoil and the
airfoil with different protruding degrees on the upper surface of the zonal 1.5C section, as
shown in Figure 6a. It is obvious that there is a re-entrant jet in the original airfoil, which
leads to the cavitation shedding and cloud cavitation phenomena. It can be seen that the
re-entry jet is still present on the upper surface of the airfoil with a maximum variable of
1 mm. In addition, the three-dimensional flow field at 0.05C of the airfoil with the degree of
bulge of 1 mm is found to be intensified, and due to the bulge in the middle, the thickness
of the bulge on both sides is slightly lower than the sides, the fluid in the middle will flow
to both sides, and the flow on both sides will be greater than the flow rate in the middle.
This causes the fluid on both sides to flow to the middle and continuously develop to
the front of the airfoil and eventually form a vortex (as shown in Figure 6b); the vortex
cavitation at the edge of the airfoil (show in Figure 4a) is also caused by this phenomenon.

With the increase in the degree of bulge, the re-entrant jet decreases gradually, and
when the degree of bulge is 3 mm, the high-speed fluid is blocked, and there is no reverse
flow phenomenon (as shown in Figure 7a). When the degree of bulge reaches 6 mm, reverse
flow is found again near the bulge (as shown in Figure 7b). This is due to the fact that
the high-speed water flow in front of the bulge is mostly blocked, and the backflow is
completely blocked by the bulge, so cavitation does not occur.

To sum up, from the point of view of cavitation suppression, the blocking effect of
memory metal covering on the development of cavitation is significant. However, the
design purpose of airfoil is to provide lift, so considering cavitation alone will lead to
the increase in airfoil resistance, and the lift-drag ratio and cavitation resistance should
be considered to ensure the mechanical properties of the airfoil. The maximum bulge
deformation of the covering is controlled between 3 and 6 mm by adjusting the internal
fluid pressure and thickness, which can hinder the development of cavitation under
abnormal operating conditions, and it reduce the erosion damage to the wall by cavitation,
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and it ensures that the normal operation of machinery does not produce negative effects
such as vibration and noise. After operating conditions are improved, the memory metal is
restored by heating and other methods to ensure the normal operation of machinery.
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5. Conclusions

(1) The NACA airfoil with deformable covering effectively hinders the re-entrant jet,
and it improves the flow field around the covering and suppresses the development of the
low-pressure area.

(2) With the increase in the deformation degree of the deformable airfoil, the cavitation
occurrence area is concentrated to the surface of the covering, and the influence range
of different degrees of deformation on the cavitation is reduced by 30% to 80%, and the
degree of cavitation is reduced by 70%, indicating that this method effectively suppresses
the development of cavitation.

(3) The optimal maximum deformation of the deformable covering is between 3 mm
and 6 mm, which can hinder the development of cavitation and reduce the erosion of
cavitation on the wall under abnormal working conditions, ensuring that the normal
operation of machinery does not produce negative effects such as vibration and noise.
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Abstract: A detailed study is undertaken of the computational modelling of a sub-platform for
floating offshore wind using the software Star-CCM+ with the application of the RANS approach.
First, a mathematical introduction to the governing equations is carried out. Then, the computational
grid is defined, and the grid-independence of the solution is verified. A time-dependent study is
performed with the selected time-step. Finally, two examples of 3D decay tests in heave of the
sub-platform without and with moorings are presented, accompanied by a damping factor study,
with the aim of providing a better understanding of the hydrodynamic damping of the platform.
Throughout the process, three degrees of freedom (DoFs) are locked due to the limitations imposed
by the use of a symmetry plane; this implementation allowed us to reduce the computational cost of
each simulation by 50%. Therefore, three DoFs (heave, surge and pitch) are considered. The coupling
study, adding a mooring system in the decay tests and the regular wave tests, shows good agreement
between the experimental and computational results. The first half-period of the simulations presents
a greater discrepancy due to the fact that the damping of the platform is lower in the computational
simulation. However, this does not imply that the hydrodynamic damping is underestimated but
may be directly related to the lock of various DoFs associated with the hydrodynamic damping.

Keywords: computational fluid dynamics; decay test; regular wave test; verification and
validation; FOWT

1. Introduction

Reducing carbon emissions is one of the main challenges that the world must face.
This is reflected in the announcements that several governments have made to go carbon
neutral in the next few decades [1]. One of the most popular ways to achieve this is the
electrification [2] of all the energy sectors. This creates a unique scenario for renewable
technologies, which are one of the most important protagonists of this transition.

Among renewable technologies, wind energy has shown its maturity and continuous
evolution, with an increase in the size of turbines [3] and expansion from onshore to
offshore. Furthermore, in recent years, this transition has reached deeper areas, paving the
way for floating systems to exploit a larger, and better-quality, resource while having fewer
social impacts [4]. Despite this expansion, floating wind technology has some challenges
that must be addressed to optimize its functioning.

Offshore wind turbines are larger and more powerful than their onshore counter-
parts [5]. However, floating offshore wind systems, composed of the wind turbine, the
floating sub-structure and the mooring lines, have a complex behaviour, as they are affected
by environmental, aerodynamic, hydrodynamic, and mooring loads. This complexity is
reflected in the turbine working at sub-optimal angles and in constant oscillation and
movement. In pursuit of a better performance of these systems, several concepts of floating
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platforms have been developed, such as spar buoys [6,7], semi-submersible platforms [8]
and tension leg platforms (TLP) [9], among others.

To study the design and behaviour of these systems, several approaches exist, which
are reflected in different software packages [10]. Numerical simulations are used to design
these floating sub-structures and reduce the total cost of the installation of this type of
structures due to their complexity. Software packages that combine strip theory and panel
methods are well-known in the industry, e.g., Orca Flex [11] and FAST [12], but they present
some limitations due to their neglect of viscous effects [13,14].

Another approach, which is gaining popularity in recent years due to the increase in
computational power, is to apply high-fidelity numerical models such as Computational
Fluid Dynamics (CFD), which combined with six degrees of freedom (6DoFs) present
accurate solutions that only require the geometry and the mass properties of the platforms.
These numerical models, based on the Reynolds-Averaged Navier–Stokes (RANS) equa-
tions, are used to overcome the problem of the viscous effects [15]. Some researchers have
compared both approaches [8,13], achieving good agreement between both methods. It is
important to highlight that there are more approaches in CFD, such as Direct Numerical
Simulations (DNS), which directly apply the Navier–Stokes equations. However, this
approach is very computationally expensive, and it is mainly done in academia. Another
approach for turbulent modelling is the Large Eddy Simulation (LES) approach, which
resolves the large-scale turbulence while modelling the small isotropic turbulent scales.
For this article, the RANS approach has been used due to its maturity and its good compu-
tational cost in relation to the accuracy of the method, besides its very strong performance
coupled with the maturity of the turbulent models developed around this approach. Along
these lines, comparisons of different approaches for the simulation of a numerical wave
flume have been done to have a better understanding of how different types of turbulence
modelling could affect the behaviour of regular waves and the reflection process due to the
existence of an extinction system [16].

The first studies that were carried out around CFD simulations were focused on
cylindrical floaters [17]. In recent years, more complex simulations have been carried out
to better understand the behaviour of these types of structures. For example, numerous
articles have been published simulating different decay tests of different structures. Fur-
thermore, another way to study these structures has been to focus on the aerodynamics of
the turbine when having a defined motion in the platform [18–20]. Moreover, the study
of this type of platforms has been extended in recent years, with several studies focused
on decay testing for different degrees of freedom [11,21]. Tran et al. [19,22] studied the
unsteady aerodynamics of a turbine by imposing a sine function onto a spar platform.
In recent years, various articles have been focusing on the complex behaviour of these
structures. Liu et al. [22] studied the effects of the movement of the OC4 DeepCWind
platform on the aerodynamics of the wind turbine and vice versa [23], work that continued
with the development of an aero-hydro-mooring elastic fully coupled tool by inducing a
combined wind and wave condition.

Following their work, Tran and Kim [22] investigated a 5MW wind turbine over an
OC4 DeepCWind semi-submersible platform by comparing the results of the dynamic fluid
body interaction methodology with those obtained with the open-source software FAST.
The aero-hydrodynamic performance of the system was studied under coupled wind-wave
conditions and in decay testing [24]. Study of the IDEOL platform in regular wave tests by
applying a coupled simulation of multi-body systems with CFD and comparison of the
results with experimental data was done by Beyer et al. [25]. An unsteady actuator line
model for the aerodynamic simulation coupled with a CFD solver for the hydrodynamic
part was studied by Cheng et al. [26].

Similar works have been done for floating structures but for different aims. Bi et al. [27]
present a work in which they experimentally study the decay testing of a multi-module
aquaculture platform where they analysed the motion of the platform while also analysing,
apart from calculating the natural periods, the stiffness with the mooring system. Fur-
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thermore, they study the response of the platform when facing regular waves. In relation
to the experimental study of mooring systems in this type of structures, Zhao et al. [28]
carried out deep research on this topic. Finally, joint research of computational and experi-
mental approaches has been done too around this type of structures, focusing on extreme
conditions [29].

However, it is important to find a computational mesh that has a good relation between
computational cost and accuracy. The latter one is especially important, since a bad mesh
can modify the response of the sub-platform analysed.

This work presents in the following section a summary of the mathematical treatment
used in this type of problems. Furthermore, the procedure followed in order to obtain the
results is defined, to give a better understanding of this research. Finally, Section 3 presents
the outputs of the simulations for platforms both with and without moorings, validated
through the data obtained by Saitec Offshore Technologies in their experiments in the
LIR/NOTF laboratory through the ARCWIND Project (adaptation and implementation of
floating wind energy conversion technology for the Atlantic region).

2. Materials and Methods
2.1. Governing Equations

The behaviour of every incompressible Newtonian flow can be described with the
mass and momentum conservation equations, Equations (1) and (2), respectively. These
equations are Navier–Stokes equations.

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ uj
∂ui
∂xj

= −1
ρ
+

∂p
∂xi

+ gi +
1
ρ

∂τij

∂xj
(2)

where i and j are the indexes for 2D flows, ui is the time-averaged component of the velocity
vector, ρ is the density of the fluid, t the time, p the pressure, g the gravity acceleration
and τij the viscous stress tensor. However, transfer of these equations to computational
modelling is not extended due to the high computational cost. Therefore, all the instant
values obtained in the Navier–Stokes equations are decomposed in mean and fluctuating
values with the Reynolds decomposition once we apply Reynolds-Averaged Navier–Stokes
(RANS), Equations (3) and (4).

∇·U = 0 (3)
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)
+ (∇U)·∇µe f f + fs (4)

where U represents the flow velocity, Ug is the velocity of the grid nodes, pd is the dynamic
pressure by substracting the hydrostatic component from the total pressure p, and g is
the gravity acceleration, ρ is the mixture density of both flows, µ is the effective dynamic
viscosity, ν is the kinematic viscosity and νt the eddy kinematic viscosity.

With this decomposition, an introduction of new terms appears, creating an open sys-
tem of equations. Thus, more equations are needed to close them. In this scenario, different
turbulence models have been developed throughout the years to solve this problem. To
do that, these models associate the Reynolds stresses with the mean flow variables. In
this study, the k-ω SST turbulence model, Equations (5) and (6), developed by Menter is
used [30].
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where k is the turbulence kinetic energy, u is the velocity of the flow, ω is the specific
dissipation rate, and ν is the kinematic viscosity, while σ, β and a are constants.

However, in this type of problems, more than one fluid is normally simulated, and
another tool is needed for the definition of each fluid and for tracking the free surface. In
this study, for this aim, the Volume of Fluid (VOF) presented by Hirt and Nichols [31] is
used. It is a free-surface modelling technique, i.e., a numerical technique for tracking and
locating the free surface (or fluid–fluid interface). For each phase considered in the model, a
variable is introduced as the volume fraction of the phase in the computational cell. Volume
fractions represent the space occupied by each phase, and the laws of conservation of mass
and momentum are satisfied by each phase individually. In each of the control volumes,
the volume fractions of all phases sum up to unity. This model defines the percentage
of volume of a certain cell that is occupied by a fluid. This percentage is defined by the
following variable:

αi =
Vi
V

(7)

where αi is the variable, Vi the volume occupied by the specified fluid and V the volume of
the cell. In FOWT simulations, fluids are defined by primary and secondary fluids, which
have an index of 1 and 0, respectively. So, when a cell is occupied only with the primary
fluid, in this case water, its value will be one, and when only air exists, the value will be
zero, and finally when the cell has both fluids, a fraction between 0 and 1 will determine
the ratio of volume between them. The α-function behaves as another property of the
fluid. Because of that, it satisfies the advection equation [32], which states that the material
volumes stay constant along the streamlines:

∂α

∂t
+∇·(uα) = 0 (8)

The position of the free surface corresponds to the value α = 0.5, while the physical
properties of each fluid and their volume fraction are given by [33]:

ρ = αiρwater + (1− αi)ρair (9)

µ = µiρwater + (1− αi)µair (10)

where ρi is the specific density of each fluid and µi its viscosity. The position of the free
surface in the cell is calculated by imposing a perpendicular line to the maximum descent
gradient to the cells in its proximity.

2.2. Mesh
2.2.1. Mesh Domain

The computational domain is a semi-cylinder with a diameter of 5 times the hydro-
dynamic diameter of the platform (DH) and a height of 10 times the height of the device.
These dimensions are sufficiently large to avoid the effect of wave reflection due to the
curved walls while maintaining the same depth as the one used in the experimental runs.
The volume is differentiated in two main meshes. The background mesh, which embraces
the whole volume of study, and the overset mesh, which is focused on the movement of
the platform and the behaviour of the fluid alongside it, has variable cell size depending
on the area covered.

In the background mesh, five different areas can be distinguished. In four of them,
the cell size is defined using the trimmer anisotropic function, which allows us to modify
the cell dimensions in all three axes. The area where the cells are not modified is that
corresponding to the air, the one that is not numbered in Figure 1, and that is because it is
the least important area for this analysis; therefore, it has the largest cells of the volume
of study.
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Figure 1. Section with the different sub-volumes used in the background mesh (top) and the general volume of study (mid)
and details of the geometry simulated (bottom).

The other 4 areas are defined to have a better understanding of them. Area 1 is
the free surface area, which has the smallest cells of the background mesh. The cells’
area is defined considering the wavelength, obtained by the heave natural period of the
platform, and then the Z dimension is defined by using an aspect ratio (AR) of 4, which is
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defined in Equation (11). Both horizontal axes, x and y, have the same dimensions in the
whole volume.

AR =
∆z
∆x

(11)

Area 2, the under-free-surface refinement space, is refined to not lose energy of the
waves in that area formed due to the movement of the platform. The AR is maintained in
all volumes. The length of its cells in the x and y axes is twice that in the free surface.

The deep-water area, Area 3 in Figure 1, has the same size in the horizontal axes as the
air area. The last zone, called the column and defined as Area 4, has the same cell size as
the free surface one. This area is created to optimize the data transfer between the overset
mesh and the background mesh, and to try to avoid any problems in the mesh definition
due to cell size differentiation, which could lead to the breaking of the simulation.

In the background mesh, three types of boundaries can be identified. The top of the
volume (the orange face in Figure 1) is defined as a pressure outlet area, which allows the
air to flow freely. The curved and bottom boundaries are defined as walls with a non-slip
condition, while the vertical boundary in the XZ plane is defined as a symmetry plane,
which allows us to only study half of the platform.

This last boundary has an important effect in the reduction of the computational cost
of the simulations. However, it only allows us to study three degrees of freedom (DoFs),
namely, heave, surge and pitch.

The overset mesh has two different areas: the free surface area, which is designed
to cover the free surface interacting with the platform, and the background. Due to this,
the free surface area of the overset mesh will be higher than the free surface area of
the background mesh. On the contrary, the cell size of it will be much smaller, with its
dimensions being 60% smaller than those of the free surface area of the background mesh.
The rest of the overset has the same cell size as the cells in Area 4 of the background mesh.
Moreover, a prism layer condition is applied around the platform. With a total width of
5 mm and 13 layers with a growth coefficient of 1.2, it ensures that we do not have a value
of wall y+ higher than 1.5.

2.2.2. Mesh Independence Study

A mesh convergence study is needed to understand how the mesh definition affects
the response of the platform in the different tests, and to achieve the best possible ratio
between definition and computational cost. To achieve this aim, 3 grids were designed
to compare their results in one of the cases. A decrease in all the dimensions of 50% was
presented to know how the response was sensitive to the cell size change. The free surface
cells, the smallest ones of the tank mesh, are 50, 100 and 200 times smaller in relation to
the height of the device. The overset cells have a height between 50% and 70% of the free
surface cell, depending on each of the grids. Thus, 3 grids of clearly different computational
weights were obtained, which can be seen in Table 1.

Table 1. Number of total cells for each of the grids considered in the mesh convergence study.

Grid Number of Cells

Grid 1 2976.088
Grid 2 11,898.568
Grid 3 26,111.669

All the grids have been simulated with the same time-step to focus just on the depen-
dency of the cell size. In Figure 2, it can be seen that there is almost no difference between
the 3 grids. However, some tendencies can be seen when analysing the damping ratios of
the signals.
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Figure 2. Direct comparison of the signals obtained in the mesh sensitivity study.

The damping ratios can be observed by comparing the mean amplitudes of each of
the periods and the decrease in amplitude that can be seen in the period itself. This method
is the same as that which Li and Bachinsky-Polic have used [34]. To do that, different
equations are needed. The decrease in amplitudes is compared logarithmically:

δ = log10

(
ηi+2

ηi

)
(12)

where ηi is the peak or drought of the decay signal. It is always compared in intervals of 2
to have a comparison between continuous peaks or droughts. The value used as a decrease
in the peak or drought value is then used to calculate the damping ratio in that period [31].

DR =

√
1

1 + δ
2π

(13)

Then, to compare the results obtained from this mesh dependency study, the tendency
of the points has been defined. A comparison of linear, quadratic and cubic tendencies has
been done to see if the highest complexity of the curve has a relationship with the degrees
of freedom unlocked.

The damping ratios calculated for each of the meshes in the size dependency study
can be seen in Figure 3. In it, the different fittings are set to see how each mesh compare to
the other two. The different fittings show that similarities between the two finest meshes
increase when the grade of the fitting increases. The most similar fittings are when the
grade of the fitting is the same as the degrees of freedom unlock in the simulations.

Besides the mesh sensitivity study, a time-step dependency study was run to see
which time-step in relation to the period was needed. The first step of this process was to
calculate the Courant number to ensure that all time-steps considered were good enough
theoretically. It arises in the numerical analysis of explicit time integration schemes, when
these are used for the numerical solution. As a consequence, the time-step must be less
than a certain time in many explicit time-marching computer simulations; otherwise the
simulation produces incorrect results.
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Figure 3. Comparison of the relation of the tendencies used for the case with linear (up), quadratic
(mid) and cubic (down) fitting.

This can be seen in Table 2 in which for the three time-steps considered, and the
cell size, all the possible Courant numbers in each of the meshes were reasonable. These
3 values are TN/1000, TN/1800 and TN/3200, being TN the natural period of the degree of
freedom analysed. All the values are low, reinforcing the idea of the use of these time-steps,
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which ensure that the platform will not move more than the height of the smallest cell of
the background mesh. In this study, the heave natural period was used. This was done
because the natural period of heave is smaller than the other degrees of freedom used in
this study.

Table 2. Courant number for every combination of the mesh convergence study.

T/1000 T/1800 T/3200

Grid 1 0.017 0.0095 0.0052
Grid 2 0.034 0.019 0.0105
Grid 3 0.048 0.0269 0.0148

With this aspect, all the cells, at least, have quality considering the wave celerity
and the time-steps of the study. A comparison of the signals obtained in heave motion is
presented to see how, with the same starting conditions.

CFL =
u∆t
∆x

(14)

A total of 9 cases were considered in the mesh convergence study. This is the number
obtained by combining the 3 grids and 3 time-steps. To see the quality of the general mesh,
the Courant number is calculated for each of the meshes. Although there are 9 cases, the
time dependency study was carried out in Grid 2, also known as the medium grid.

In Figure 4a small variance in the period of the decay can be seen, although it seems
to not affect the amplitudes of the signals.
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Figure 5 shows that the differences in the signals are more significant in the latter
periods, which shows that the sensibility of the sub-platform movement is greater at
lower velocities.
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Figure 5. Cubic fitting for the time dependency study where all the time-steps showed similar
behaviour with increased differences in the latter periods.

Once the sensitivity study was finished, we decided to use the medium grid and
the time-step TN/1800 to obtain the most accurate results possible while keeping the
computational cost as low as possible.

3. Results and Discussion
3.1. Decay Tests without Moorings

The first study was to simulate the decay test of the platform in heave without any
external forces, such as moorings, that could affect the behaviour of the tests. In the
computational runs, only three DoFs are unlocked, surge, heave and pitch, while the rest
are locked. This is done due to the symmetry plane imposed in all the simulations to reduce
the computational cost of each of the runs.

The first step is to compare the results of the experimental and computational runs
over time. To do this, the numerical platform is positioned at the highest point recorded by
the experimental runs and then it is allowed to fall, and both signals are compared from
their highest point recorded.

In Figure 6, this comparison can be seen clearly. Both signals oscillate around the same
equilibrium height, which is a good indication. However, it is clear that the computational
run has a lower hydrodynamic damping, as expected. Moreover, the value is similar in the
first ones, but starts varying in the latter one. Again, this may be due to the existence of
different numbers of DoFs.

However, to have a better understanding of the run, a damping factor study was
undertaken. Because of the difference of DoFs in each of the tests, only a linear fitting was
done to compare the damping of each of the tests. The slopes of each of the fittings can
be related to the damping of each of the experiments. The slope of the experiment is 0.11,
while the slope of the numerical fitting is 0.03. Clearly, the damping in the experimental
campaign is much higher.
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Figure 6. Signal comparison of the experimental (blue) and computational (orange) decays without
the interaction of mooring systems.

In Figure 7, it can be seen that the damping factor in the latter period is 0, which
means that the amplitude increased in the experimental runs.
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Figure 7. Damping factor study between the experimental and computational tests with linear fitting
of both. Larger degree fittings were not studied due to the different DoFs used in both runs.

This is because the amplitudes are very low and the behaviour of the platform in other
DoFs that were not modelled in the simulations affects the response in heave. This is very
difficult to simulate in the computational domain, and impossible if some DoFs are locked.
These results magnify the effect of the damping in the platform, creating a larger slope.
Although in the comparison the computational data seem to follow a linear tendency, it is
important to remember that a cubic fitting adapts much better to its results, due to the three
DoFs used in the runs. However, the different numbers of DoFs between the experimental
and computational runs make this fitting less interesting.

Figure 8 shows this by deleting the last two damping factors, related to the last period,
which show a clearer relation between the slopes, where the experimental test gives a slope
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of 0.0467 while the numerical one has a slope of the value 0.0287. The difference in height is,
again, given by the lesser damping in the numerical models; however, the relation between
periods is more logical. This makes it clear that for further research, a much longer time of
decay testing will be needed, apart from the study of different DoFs.
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Figure 8. Damping factor comparison with the data from the first periods in order to delete the more
significant effect of DoFs that were not unlocked in the computational tests.

3.2. Decay Test with Moorings

To have more data to compare and to test the quality of the meshes, a decay test with
mooring lines was performed. This gives us the possibility to, once again, comparing
our simulations with the experimental tests and also to testing the same uncertainty
with different numbers of DoFs active but with lower impact due to the existence of the
mooring lines.

Thanks to the mooring lines behaving symmetrically as springs for this particular set
of tests, we were able to keep the symmetry plane in the computational tests. The lines
are positioned with a gap of 90 degrees between them and are displaced 45 degrees to the
x-axis. Moreover, the lines are parallel to the XY (horizontal) plane.

The springs are connected to the same point of the platform as in the experimental
tests and to the curved wall of the volume of study in the simulations, with the sole aim of
maintaining the same position in relation to the platform.

Because of the existence of the mooring lines in the experimental tests, which work to
maintain the platform in the desired position, a lower effect of the DoFs that are locked in
the simulations is observed, showing much better matching between the experimental and
computational tests.

Figure 9 shows the comparison over time of the decay test with mooring lines, in which
a closer relationship between the two lines can be clearly seen. Moreover, the experimental
signal keeps decreasing in the third period, which may be related to a decrease in the
influence of the effect of roll in these tests.

The computational signal maintains the same period throughout all the experiments,
with a negligible error in the period of less than 1%, a value that can be seen in the decay
tests without moorings as were shown previously in Figure 6.

The tendency for larger amplitudes in the computational runs is again reproduced.
The damping factor study is done for this type of decays, showing a much better relation
than in the runs without moorings.

Figure 10 shows that both fittings are much closer than in the comparisons without
moorings. The slope of the experimental test is 0.0155, while that of the computational test
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is 0.022. This is contrary to the tendency found for the case without moorings, however,
which shows less total damping because it stays below the experimental fit.
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4. Conclusions

In this article, we have focused on the process of the first steps to analyse floating
platforms for offshore wind, aiming to start a whole computational simulation of the
design and verification process for this type of structures. We started with mesh and time
dependency studies, and then we analysed a few of the first steps needed for this type of
structures, such as decay tests and regular wave tests. To be able to compare the numerical
modelling, the motion obtained from experimental tests in the LIR/NOTF wave basin by
Saitec Offshore Technologies was used as the ground truth.

The main aim of this study was to consolidate a good basis for both hydrodynamic
and computational understanding of this type of simulations before proceeding to more
complex steps such as towing tank testing including regular and irregular wave tests.
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Throughout the process, three DoFs were locked due to the limitations of the use of a
symmetry plane. However, this implementation allowed us to decrease the computational
weight of each of the simulations is half. Because of that, only heave, surge and pitch DOFs
were used. The coupling study, adding a mooring system in the decay tests and the regular
wave tests, showed good relations between the experimental and computational results.

Although the results shown in the study are promising, some clear improvements can
be made in future research to close the differences shown in our comparisons.

The damping in the simulations at low velocities, peaks and droughts is lower in the
computational runs than in the experimental ones. This is related to the dynamic viscosity,
which should vary with the movement of the platform instead of being considered constant.
We believe that the difference is more visible in a platform like the studied one with a
complex geometry.

The first half-period of the simulations has a greater discrepancy in time due to the
damping, because in those first moments the damping of the platform is lower in the
computational domain. However, this does not imply that we are underestimating the
hydrodynamic damping but may be directly related to the lock of various DoFs, defining
the hydrodynamic damping in those DoFs.

Although the application of the symmetry plane is commonly used for this type of
research, the lock of three DoFs may be directly related to the hydrodynamic damping of
the platform, which allows the researchers some margin of error.

Moreover, the existence of sensors in the experimental prototype imposes a small
difference in its behaviour that cannot be simulated.

In future research, more detailed analysis will be conducted on the decay testing, and
the mesh and time dependency studies will be extended to regular and irregular waves, as
well as to currents and towing tests, which are of great importance for this type of structures.
Finally, the simulations show promising results, and the researchers feel positive regarding
the implementation of this type of simulations in industrial processes, which can be of great
help when studying the behaviour of platforms taking into consideration the non-linearity
with greater detail.
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Abbreviations

AR Aspect Ratio
CFL Courant–Friedrichs–Lewis number
DoF Degree of Freedom
DR Damping Ratio
FOWT Floating Offshore Wind Turbine
RANS Reynolds-Averaged Navier–Stokes
TLP Tension Leg Platforms
VOF Volume of Fluid
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Abstract: The paper presents a theoretical analysis of heat transfer in a heated tube bank, based on
the Nusselt number computation as one of the basic dimensionless criteria. To compute the Nusselt
number based on the heat transfer coefficient, the reference temperature must be determined. Despite
the value significance, the quantity has several different formulations, which leads to discrepancies
in results. This paper investigates the heat transfer of the inline and staggered tube banks, made
up of 20 rows, at a constant tube diameter and longitudinal and transverse pitch. Both laminar and
turbulent flows up to Re = 10,000 are considered, and the effect of gravity is included as well. Several
locations for the reference temperature are taken into consideration on the basis of the heretofore
published research, and the results in terms of the overall Nusselt number are compared with those
obtained by the experimental correlations. This paper provides the most suitable variant for a unique
reference temperature, in terms of a constant value for all tube angles, and the Reynolds number
ranges of 100–1000 and 1000–10,000 which are in good agreement with the most frequently used
correlating equations.

Keywords: heat transfer; heat transfer coefficient; tube bank; forced convection; Nusselt number

1. Introduction

Heat exchangers consisting of a heated tube bank are widely used in practice to
transfer heat from one medium to another. Typically, one fluid flows over the tube bank,
while another fluid of a different temperature passes through the tubes. The tubes are
arranged as a bank in an inline or staggered manner to heat the surroundings, dissipate
excessive heat, or recover waste heat. Tube banks in crossflow are used in many fields, such
as industry, biomedicine, mechanisms for heat transfer increase, and nanofluid applications.
They can be found in the economizer and evaporator of an air conditioning system [1].
Moreover, they are parts of processes such as biological systems, filtration flow, fibrous
media encountered in polymer processing, and in insulation materials [2].

Amatachaya and Krittacom [3] discussed the inline tube bank heat exchanger installed
on a gas porous burner, using the air as a working fluid and LPG as a fuel. Gu and Min [4]
investigated the thermal-hydraulic characteristics of the bare tube bank and plain finned
tube heat exchangers used to cool the compressor bleed air in an aero turbine engine.
Wang et al. [5] performed an analysis and optimization of metal-foam tube banks for waste
heat recovery from the engine’s exhaust gas. Kang et al. [6] investigated the heat transfer
and pressure drop of sodium-to-air heat exchanger tube banks on a sodium-cooled fast
reactor. A steam reactor powered by a propane fuel consisting of a shell and tube heat
exchanger was investigated by Barnoon et al. [7]. Some authors use the nanofluid to
improve the heat transfer parameters [8–10].

To evaluate the heat transfer in a tube bank, the Nusselt number is used as one of
the basic criteria. It is defined as a ratio of convective to conductive heat transfer across a
boundary. In other words, the Nusselt number is a dimensionless heat transfer coefficient.
The purpose of using dimensionless numbers is to compare the results of the used quantities
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independently. There are two well-known ways to obtain the Nusselt number. The first
one is based on the heat transfer coefficient, characteristic length, and thermal conductivity;
the other one uses the empirical correlations based on the Reynolds and Prandtl numbers.
The latter approach is usually mentioned in literature dealing with experimental results.
Some authors have created more difficult and complex formulas where other variables are
used as well. They are related to the manner in which fluid properties are evaluated. The
base is either the free-stream temperature, the film temperature, which is the average of
the free-stream and surface temperatures, or the base is the average of the inlet and outlet
temperatures, which is not easy to determine without a calculation or experiment.

Due to the lack of computational technology, the first studies of heat transfer were
conducted only experimentally and reported the tube spacing effect for banks in crossflow.
Grimison [11] and Pierson [12] created the correlations for various tube bank arrangements
in the Reynolds number range of 2 × 103 and 4 × 104, while Huge [13] tested different
tube diameters at Reynolds numbers ranging from 2 × 103 to 7 × 104. He confirmed
the similarity principle applied to the tube banks, despite some departure from the true
geometric similarity in the ratio of length to the diameter or to the intertube space. Brevoort
and Tifford [14] detailed the flow conditions in a bank of 20 staggered circular tubes with
a Reynolds numbers of over 2 × 104. McAdams [15] discussed the effect of the Prandtl
number and large differences in temperature-dependent properties in a wide range of
the Reynolds numbers from laminar to turbulent flow. The most extensive and precise
measurement of the local heat transfer coefficient around a cylinder was carried out by
Schmidt and Werner [16]. Kays and Lo [17] extended the available data for a normal gas
flow to the small tube diameter banks of various staggered arrangements to lower the
Reynolds numbers from 103 to 104. In the paper by Welch and Fairchild [18], heat transfer
coefficients are obtained for the individual rows of the ten-row inline tube banks, under
various pitch ratio arrangements.

To study heat transfer rates in the crossflow over the smooth tube banks, the correlating
equations obtained by Žukauskas and his co-authors are widely used. One of these
investigations, by Samoshka et al. [19], was of a closely spaced staggered tube bank of
large smooth tubes in water streams within 21 turbulent regions. They found out that
the efficiency of the banks from an energetic point of view increased as the tube spacing
decreased. Žukauskas [20] reported the pressure and hydrodynamic resistance of single
tubes and tube banks of various arrangements in flows of gases and v (viscous liquids)
at higher Reynolds numbers and various Prandtl numbers from 0.7 to 500. The effect of
the fluid properties was considered by Žukauskas and Ulinskas [21,22] for the inline and
staggered tube banks in a water crossflow at Reynolds numbers ranging from 5 × 104 to
2 × 106 and Prandtl numbers from 3 to 7. They determined the optimal arrangements
and geometries of the tube banks in an oil crossflow at Reynolds numbers ranging from
1 to 2 × 104. The former Grimison correlations were modified by Hausen [23], where the
empirical formulas were created instead of a graphical representation.

Ramezanpour et al. [24] used the Ansys Fluent software and the RNG k-ε turbulence
model with a modified dissipation term in the ε equation, where the Reynolds numbers
(based on the maximum mean velocity inside a tube bank and the tube hydraulic diameter)
of 103, 5 × 103, 104, and 105 were used. According to the results, the optimal tube spacing
for a staggered tube array in crossflow was found for ST/D = 1.5, 1.3 and SL/D = 1.15, 1.05,
respectively (Figures 1 and 2). Khan et al. [25,26] presented the models for the inline and
staggered arrangement of tube banks applicable over a wide range of Reynolds and Prandtl
numbers, as well as the longitudinal and transverse pitch ratios. It was determined that
the average heat transfer coefficient for tube banks in crossflow depends on the number of
longitudinal rows, longitudinal and transverse pitch ratios, and the Reynolds and Prandtl
numbers. Moreover, it was proved that the staggered arrangement gave higher heat
transfer rates than the inline one. The same findings were observed by Haider et al. [27].

Kim [28] indicated that the heat transfer coefficient might be reduced by 37.1% from the
prediction of a well-known correlation by Žukauskas, as the longitudinal pitch decreased.
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The heat transfer degradation can be estimated by using an empirical correction factor, and
the Žukauskas correlation can predict existing experimental data when the correlation is
combined with the empirical factor developed in the study. Yilmaz et al. [29,30] extended
and developed the formulas of Gnielinski, Gaddis, and Žukauskas for the calculation of
the Nusselt number in tube banks. The main contribution is a unique formula for a wide
range of the Reynolds numbers, while the Žukauskas correlations are divided into the
Reynolds number subintervals. Niemelä et al. [31] created the CFD model by comparing
different boundary conditions, domain dimensions, and turbulence models for unsteady
simulations of the inline tube banks. The correlation of Gnielinski is recommended for the
tube banks with large transverse spacing as it agrees, within ±13%, with the numerically
obtained values.

The former way to compute the Nusselt number based on the heat transfer coefficient
is derived from the Fourier and Newton law. As a part of the formula, the reference temper-
ature should be expressed. Depending on the solved problem, the reference temperature is
taken at different locations. In a heat exchanger tube, it could be defined as an average bulk
fluid temperature at the axial position, according to Córcoles et al. [32]. In some cases, it is
taken far from the surface and defined as the inlet temperature. In other cases, it could be
defined as a bulk temperature or film temperature. According to Beale [33], some authors,
such as Žukauskas, used the temperature in a free stream at the beginning of the subdomain.
In the same way, the bulk temperature of the fluid entering the tube is used in the paper by
Ge et al. [34], who optimized the shape of the staggered tube bank. Alternatively, authors
such as Gnielinski [35] or Bergelin [36] used the log-mean temperature difference, while Le
Feuvre [37] and Massey [38] use the midway subdomain temperature. Furthermore, the
mass weighted average temperature of the inlet and outlet, with subsequent averaging,
was used in the investigation by Castro et al. [39], while Mangrulkar et al. [40] used the
temperature of the fluid past the corresponding cylinder. Muzaffar et al. [41] used the
logarithmic mean temperature difference when studying the heat transfer of a half-cycle air
condition system, using liquefied petroleum gas. The same approach was used to calculate
the average air-side heat transfer coefficient for a tube bundle heat exchanger with a novel
fin design in the paper by Unger et al. [42]. Xu et al. [43] used a linear interpolation of
the average temperature at the inlet and outlet of the channel when evaluating the mean
Nusselt number of a staggered array of Kagome lattice structures. Wang et al. [44] proved
that an incorrect reference temperature of the fin side surface heat transfer coefficient leads
to discrepancies between the experimental and numerical results.

The manuscript points out a need for the correct determination of the reference
temperature to calculate the heat transfer coefficient and Nusselt number in a heated tube
bank. When considering high Reynolds numbers, it is stated that either of the former
methods converge to the unique value. The problem appears at low Reynolds numbers,
where no single reference temperature is assumed. In this paper, some of the mentioned
locations will be tested to determine the reference temperature, and the resulting Nusselt
number will be compared with those obtained by the correlating equations. As a part of the
reverse investigation, several representative temperatures for a subdomain were created
and compared. Finally, the most suitable reference value with the lowest discrepancy to
the experimental measurements is provided in terms of a constant for all tube angles and
the Reynolds number ranges of 100–1000 and 1000–10,000.

2. Numerical Investigation

The numerical analyses were performed on the inline and staggered tube banks,
which are made up of 20 rows with tube diameters of D = 20 mm, and a longitudinal and
transverse pitch SL = ST = 40 mm. The wall and inlet temperatures were constantly set to
Tw = 333.15 K and T∞ = 293.15 K, respectively, while the inlet velocities U∞ corresponded
to the Reynolds number in the range of 102–104. Due to a symmetrical character of the task,
the domains shown in Figures 1 and 2 are considered.
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The flow is considered to be two-dimensional, steady, and incompressible. The
governing equations of mass, momentum, and energy conservation are expressed in terms
of the velocity vector v, density ρ, static pressure p, gravity g, dynamic viscosity µ, specific
heat capacity cp, temperature T, and thermal conductivity of fluid kf as follows:

∇·→v = 0 (1)

ρ
→
v ·∇→v = −∇p + ρg + µ∆

→
v (2)

ρcp
→
v ·∇T = k f ∆T (3)

The boundary conditions in terms of the velocities U, V (x and y direction) are applied:

inlet: U = U∞, V = 0, T = T∞ (4)

outlet : P = Patm, T = T∞ (5)

tubes : U = 0, V = 0, T = Tw (6)

symmetry :
∂U
∂y

= 0, V = 0,
∂T
∂y

= 0 (7)

Governing Equations (1)–(3) considering the boundary conditions (4)–(7) were solved
by the finite volume method using the Ansys Fluent software. The steady pressure-
based analyses with the variable air properties and incompressible ideal gas density
model were performed. Regarding the variable properties, specific heat cp (Jkg−1K−1),
thermal conductivity kf (Wm−1K−1), and dynamic viscosity µ (kgm−1s−1) are considered
as polynomial functions of temperature according to the standard [45]:

cp(T) = 3.34·10−4T2 − 0.156T + 1023.53 (8)

k f (T) = −2.48·10−8T2 + 8.92·10−5T + 1.12·10−3 (9)

µ(T) = −3.76·10−11T2 + 6.95·10−8T + 1.12·10−6 (10)

To perform the numerical analyses, the Direct Numerical Simulation solver was
used for the laminar flow, while the turbulent one was solved by the k-ω SST model,
using a low inlet turbulent intensity. The pressure-velocity coupling was handled by the
coupled scheme with the pseudo transient formulation. As a spatial discretization, the
QUICK schemes were used. The solution was considered to be fully converged when
the residuals of continuity, x-velocity, y-velocity, energy, k, and ω parameters met the
convergence criterion 10−6. A preliminary study of the mesh grid size was carried out
where quadrilateral elements were used. As it is shown in Table 1, five different numbers
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of elements were created in the wall-adjacent area, and the average Nusselt number for
the tube was evaluated. Each mesh variant has a different number and bias of elements
in a normal direction to the tube wall in a distance of 1.3 mm, where a boundary layer is
predicted. On the basis of this study, the last mesh variant with 14 perpendicular elements
was chosen from the accuracy point of view. Furthermore, the y+ values are included in
this study, with the worst values are shown in Table 1. The maximum element height out
of the adjacent area is 0.3 mm. Considering the element quality (aspect ratio, angles, etc.),
the element widths were appropriately adjusted (Figure 3).

Table 1. Mesh independence test for the tube-adjacent area.

Elements in Adjacent Area y+ Average Nu Error (%)

960 6.153 70.012 -
1280 3.608 57.382 18.04
1600 2.178 56.582 1.39
1920 2.107 56.245 0.60
2240 1.396 56.029 0.39
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On the basis of the Fourier and Newton law, the local heat transfer coefficient is
defined as:

hθ = −kw
dT
dr

∣∣∣∣
r=0

1
Tw − Tre f

(11)

The mean or average heat transfer coefficient over the investigated domain is given as:

havg =
1
A

∫
hθdA (12)

The Nusselt number over the investigated domain is defined as [46]:

Nu =
havgD

k f
(13)

where kw is the thermal conductivity at the tube wall and A is the tube area.
Performing our search for the reference temperature location, several variants were

tested according to Figure 4, as described in Table 2. Except the mentioned variants, some
combination trials were built, and the most suitable ones are described later.
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Table 2. The reference temperature characteristics.

Denotation Description

T(i)
e f

Temperature for ith row in the free stream of the subdomain inlet.

T(i)
ec Temperature for ith row in the half of the subdomain inlet.

T(i)
em Temperature for ith row on the bound of the subdomain inlet.

T(i)
m f

Temperature for ith row in the free stream of the subdomain centre.

T(i)
mc Temperature for ith row in the half of the subdomain centre.

T(i)
w Temperature for ith row at the tube wall.

T(i)
e,mass Mass weighted average temperature for ith row at the subdomain inlet.

T(i)
m,mass Mass weighted average temperature for ith row at the subdomain centre.

∆T(i)
e f

LMTD for ith row based on Te f

∆T(i)
ec LMTD for ith row based on Tec

∆T(i)
em LMTD for ith row based on Tem

∆T(i)
e,mass LMTD for ith row based on Te,mass

The logarithmic mean temperature difference (LMTD) is computed based on the sub-
domain inlet temperature Tin, outlet temperature Tout, and wall temperature Tw as follows:

∆T =
(Tin − Tw)− (Tout − Tw)

ln
(

Tin−Tw
Tout−Tw

) (14)

To provide the reference temperature with a better agreement compared to the other
variants, the mean of the selected temperature points on the subdomain bound was consid-
ered where the formula can be expressed as follows:

T(i)
re f =

T(i)
em + T(i+1)

em + T(i)
m f + T(i)

w

4
(15)

When considering the correlating equations, the Reynolds number is defined with the
velocity in the minimum cross-section, while the Prandtl number is defined based on the
thermal conductivity (k) location:

Remax =
ρUmaxD

µ
(16)
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Pr =
cpµ

k
(17)

The following correlating equations will be compared with the computations:

Grimison : Nu = 1.13C1Rem
maxPr1/3 (18)

Zukauskas : Nu = C2Rem
maxPr0.36

(
Pr

Prw

)1/4

(19)

Yilmaz : Nu = C2Re0.4
max

[
1 +

(
Remax

p

)m]n

Pr0.36 (20)

Hausen : Nu = C1C2Rem
maxPr0.31 (21)

Khan : Nu = C2

(
C1Re1/2

maxPr1/3 + 0.001Remax

)
(22)

ESDU : Nu = C2Rem
maxPr0.34

(
Prw

Pr

)0.26
(23)

The arrangement factor C1 for ST/D = SL/D = 2 and the correction factors C2 and m,
which are dependent on Re, are noted in Tables 3 and 4.

Table 3. The correlation factors for the inline arrangement.

Author C1 C2 m n p

Grimison [11] 0.229 - 0.632 - -

Žukauskas [20–22] - 0.52 *
0.27 ×

0.5 *
0.63 × - -

Yilmaz [29,30] - 0.9 5 0.5 290

Hausen [23] 1− 0.0605
√

1000
Remax

0.34 0.61 - -

Khan [25,26] 0.542 1.43 - - -

ESDU [47] - 0.742 ∆

0.211 ♦
0.431 ∆

0.651 ♦ - -

* for Re = 102–103; × for Re = 103–104; ∆ for Re = 10–3·102; ♦ for Re = 3·102–2·105.

Table 4. The correlation factors for the staggered arrangement.

Author C1 C2 m n p

Grimison [11] 0.482 - 0.556 - -

Žukauskas [20–22] -
1.04 *
0.71 ×

0.35 !

0.4 *
0.5 ×

0.6 !
- -

Yilmaz [29,30] - 1.04 1.84 0.125 500

Hausen [23] 1.18 0.35 0.57 - -

Khan [25,26] 0.567 1.61 - - -

ESDU [47] - 1.309 ∆

0.273 ♦
0.36 ∆

0.635 ♦ - -

* for Re = 0–5·102; × for Re = 5·102–103; ! for Re = 103–2·105; ∆ for Re = 10–3·102; ♦ for Re = 3·102–2·105.

3. Results and Discussion

A dependence of the Nusselt number on the Reynolds number for the inline tube bank
is shown in Figure 5, where the mentioned variants of the reference temperatures were used
to compare the computed Nusselt numbers with the correlating equations of Žukauskas,
Grimison, Yilmaz, Hausen, Khan, and ESDU standards. Except the variants Tem, Tec, ∆Tem,
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and ∆Tec, the other methods, shown hatched, underestimate the experimental results in
the investigated area. Although the former methods meet the value order, the course slope
is not in agreement with the correlating equations for a significant part of the Re range.
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Figure 5. Average Nusselt number for the inline tube bank.

When considering the variant with the lowest discrepancies to any correlating equa-
tion, the temperature Tec provides a suitable reference temperature for the Nusselt numbers
that are in a good agreement with the Žukauskas correlating equation in the range of
Re = 102–103 (Figure 6). The maximum discrepancies appear on the boundary Reynolds
numbers (4.5%) due to the Žukauskas discontinuous correlations. The average and maxi-
mum discrepancies, within the correlation interval, are 0.8% and 1.9%, respectively.
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Figure 6. Average Nusselt number for the inline tube bank at Re = 100–1000.

For the turbulent flow over Re = 103, the approach according to the Equation (15) was
tested. As is shown in Figure 7, the results are in good agreement with the Žukauskas correlating
equation, where the average and maximum discrepancies are 1.25% and 2.86%, respectively.
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Figure 7. Average Nusselt number for the inline tube bank at Re = 1000–10,000.

In the range of 0 < Re < 102, any constant reference temperature was found to meet
the value order and course slope of the mentioned correlating equations, which confirms
the hypothesis of the listed authors: that there is no reference temperature which is both
representative and easy to compute or measure at low Reynolds numbers.

A dependence of the Nusselt number on the Reynolds number for the staggered tube
bank is shown in Figure 8, in the same way as for the inline tube bank. Almost all of the
investigated reference temperature variants meet the error range and curve slope of any
of the correlating equations. From the accuracy point of view, the temperature Tmf is the
most suitable to use where the maximum discrepancy for 103 < Re < 104 is 2.24% compared
to the Žukauskas correlating equation. Due to its range discontinuity, there is no smooth
course and therefore the correlation according to the ESDU is taken into consideration
for 102 < Re < 103. The lowest discrepancies for this variant are obtained when using the
temperature Te, mass, where the highest one is 6.23%. A detailed comparison is shown in
Figure 9.
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Figure 8. Average Nusselt number for the staggered tube bank.

62



Appl. Sci. 2021, 11, 10564Appl. Sci. 2021, 11, x FOR PEER REVIEW 10 of 14 
 

 
Figure 9. Average Nusselt number for the staggered tube bank—detailed fitting. 

The temperature fields (Figure 10) show a thicker boundary layer for lower Reynolds 
numbers, which causes the diminishing of the temperature gradient on the surface and 
the reduction in the local and average Nusselt numbers. From the reference temperature 
point of view, the flow at the staggered tube bank is mixed even for higher Reynolds 
numbers; therefore, it is simpler to find a unique reference temperature. On the other 
hand, the inline tube bank has a subdomain divided into the free stream and stream be-
tween the tubes, and therefore, there is a need to compile the reference temperatures from 
several locations for higher Reynolds numbers. 

 
Figure 10. The temperature fields of the inline and staggered tube banks. 

The local heat transfer coefficients for the inline and staggered tube banks at Re = 500 
and 5000 are shown in Figures 11 and 12. As investigated by Žukauskas, the maximum 
value of the heat transfer for the inline tube bank was observed at φ = 50°, which is closed 
to the obtained numerical results. Considering the staggered tube bank, the heat transfer 
in the first row is similar to that of a single tube. In subsequent rows, an increase in heat 
transfer is achieved. On the other hand, the heat transfer at low Reynolds numbers is sim-
ilar for all the tubes. For both the inline and staggered tube banks, the heat transfer be-
comes similar from the third or fourth row. 

0

10

20

30

40

50

60

70

80

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Nu (-)

Re (-)

Tmf / Te mass

Žukauskas

ESDU

Re = 500 

Re = 5000 

Re = 500 

Re = 5000 

Figure 9. Average Nusselt number for the staggered tube bank—detailed fitting.

The temperature fields (Figure 10) show a thicker boundary layer for lower Reynolds
numbers, which causes the diminishing of the temperature gradient on the surface and the
reduction in the local and average Nusselt numbers. From the reference temperature point
of view, the flow at the staggered tube bank is mixed even for higher Reynolds numbers;
therefore, it is simpler to find a unique reference temperature. On the other hand, the inline
tube bank has a subdomain divided into the free stream and stream between the tubes, and
therefore, there is a need to compile the reference temperatures from several locations for
higher Reynolds numbers.
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Figure 10. The temperature fields of the inline and staggered tube banks.

The local heat transfer coefficients for the inline and staggered tube banks at Re = 500
and 5000 are shown in Figures 11 and 12. As investigated by Žukauskas, the maximum
value of the heat transfer for the inline tube bank was observed at ϕ = 50◦, which is closed
to the obtained numerical results. Considering the staggered tube bank, the heat transfer
in the first row is similar to that of a single tube. In subsequent rows, an increase in heat
transfer is achieved. On the other hand, the heat transfer at low Reynolds numbers is
similar for all the tubes. For both the inline and staggered tube banks, the heat transfer
becomes similar from the third or fourth row.
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This paper deals with an approach where a constant tube wall temperature is consid-
ered. According to Žukauskas [20], when a constant heat flux is set on the tube wall, the
temperature is variable and the average Nusselt number is generally higher. The difference
increases with the increase in the Reynolds number.

When considering gravity, it is proved that at lower Reynolds numbers, gravity has a
significant effect on the local Nusselt numbers for a single tube. The higher the Reynolds
number, the lower the Nusselt number difference noticed. Since gravity is ubiquitous in
real life, it was considered in the paper as well.

4. Conclusions

The reference temperature determination is required when computing the Nusselt
number based on the heat transfer coefficient. For some geometries, the reference tempera-
ture is unambiguously determined. The tube bank does not have a unique location and
authors use different ways to determine the temperature, whereby a comparison becomes
difficult. This paper considers several temperature locations in a tube bank subdomain and
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compares the Nusselt numbers with the most used correlating equations. On the basis of
the Žukauskas correlating equations, a unique reference temperature for both inline and
staggered tube bank arrangements is determined with two Reynolds number ranges.

Concerning the inline tube bank, the temperature in the half of the subdomain inlet
is the most appropriate reference temperature for the Reynolds number in the range of
102 and 103. Over this interval, a combination of the temperature in the bound of the
subdomain inlet, the temperature in the free stream of the subdomain center, and the
wall temperature should be used. When the staggered tube bank is considered, the mass
weighted average temperature at the subdomain inlet is recommended for Re = 102–103,
while the temperature in the free stream of the subdomain center should be used over
this interval. The mentioned approach provides more accurate numerical results that are
comparable with those obtained by the experiments.
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Abstract: To investigate the effect of blade wrap angle on the hydrodynamic radial force of a single
blade centrifugal pump, numerical simulation is conducted on the pumps with different blade wrap
angles. The effect of the wrap angle on the external characteristics and the radial force of a single
blade centrifugal pump was analyzed according to the simulation result. It is found that, with the
increase of the blade wrap angle, the head and efficiency of the single blade centrifugal pump are
improved, the H-Q curve becomes steeper, and the efficiency also increased gradually, while the
high-efficiency area is narrowed. The blade wrap angle has a great effect on the radial force of
the single blade centrifugal pump. When the blade wrap angle is less than 360◦, the horizontal
component of the radial force is negative and the value is reduced with the increase of the wrap
angle of the blade. When the wrap angle is larger than 360◦, the horizontal component of the radial
force is positive and the value increases with the increase of the wrap angle. Under part-loading
conditions, the radial force of the single blade pump is significantly reduced with the increase of the
blade wrap angle. When the wrap angle is smaller than 360◦, the radial force decreases with the flow
rate increase. In the condition that the wrap angle is larger than 360◦, the radial force increases with
the flow rate increase.

Keywords: blade wrap angle; hydrodynamic radial force; single blade centrifugal pump; numeri-
cal simulation

1. Introduction

A single blade centrifugal pump has a good non-clogging performance, which is
widely used in the process of wastewater treatment [1]. To improve the ability of the
flow channel to pass particles and strip impurities, the impeller is designed with only one
blade that has a very large wrap angle. Such a kind of non-axisymmetric structure brings
different kinds of problems to the single blade centrifugal pump, such as larger radial force,
shock, and vibrations than the traditional centrifugal pumps.

With the development of high-speed and high-capacity pumps, the safety and relia-
bility of the centrifugal pump have attracted attention from engineers and researchers [2].
Unstable problems like shock and vibrations are usually caused by the unsteady flow
characteristics in the pump, which is extensively investigated till now. Stepanoff and
Biheller [3,4] first proposed the radial force empirical formula, which estimates the radial
force experienced by the impeller based on the impeller geometric parameters, flow rate
and head, but the empirical coefficient has certain limitations. Brennen [5–8] comprehen-
sively and systematically tested the radial force of NASA high-speed liquid oxygen and
liquid hydrogen turbo pumps in the United States. The effect of impeller eccentricity, front
and rear pump cavity leakage, and vortex frequency on the radial force were analyzed to
establish the mathematical model of the radial force. Guelich [9] summarized the reasons
for the radial force of the pump in his review: the uneven distribution of the circumferential
pressure of the impeller, the radial force generated by the labyrinth seal, the dynamic and
static interference effect of the impeller guide vane (volute), the steady radial force, the
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specific speed of the pump, the type of impeller or guide vane, the geometric parameters
of the impeller and the operating conditions are related. Boehning [10] compared the
effects of single volute, annular volute, and double volute on the radial force of the blood
pump using a combination of numerical simulation and experiment. At the designed flow
conditions, the radial forces are equivalent in the case of single volute and annular volute,
and all have large radial forces, while the double volutes have almost no radial forces.
Alemi [11] analyzed the influence of different volute structures on the radial force based on
numerical simulation. The results showed that when the volute diaphragm was at 270◦,
the radial force was the smallest in all flow rate conditions.

Due to the asymmetric structure of the impeller, the radial force problem of single
blade centrifugal pumps is particularly prominent, which makes the pumps less stable and
the vibration-induced noise is stronger. Benra [12–15] has carried out a lot of research on the
flow characteristics and hydraulic induced vibration in single-channel centrifugal pumps.
Aoki [16] measured the transient pressure distribution of an open single-blade centrifugal
impeller and obtained the dynamic and static radial forces of the impeller. Nishi [17–19]
conducted a lot of research on the radial force of the single blade centrifugal pump by
combining numerical simulation and experiment. The radial force on the single blade
impeller was measured by installing a force measuring ring at the bearing. The influence
of the blade outlet angle and blade outlet width on the radial force was investigated. It
was found that to increase the blade outlet width can reduce the averaged value of the
radial force at part-loading conditions. The radial force is divided into the inertial term,
momentum term, and pressure term. The calculation results are basically consistent with
the numerical calculation pressure integral results.

Since the single blade centrifugal pump has only one blade, to select reasonable
parameters for the impeller during the design process is of great importance. Tan analyzed
the influence of blade wrap angle on a single-channel pump performance [20]. Chen
analyzed the effect of blade inlet angle on a single blade centrifugal pump performance [21].
The wrap angle is one of the main parameters for the design of centrifugal pumps. However,
research concerning the effect of the blade wrap angle on the hydrodynamic radial force and
the reliability of single blade centrifugal pump is lacking. In the current research, unsteady
simulation is conducted for single blade centrifugal pumps with different blade wrap
angles, and the effects of these pumps are compared to reveal the relationship between the
blade wrap angle and the pump performance.

2. Pump Model and Simulation Method
2.1. Pump Model

The pump model in this study is a single blade centrifugal pump which is the
same as the author’s early paper [22]. The main design parameters are Qd = 20 m3/h,
H = 11 m, rotational speed n = 2940 r/min, and the main geometry parameters are shown as
Table 1. The impeller was 3D designed by Bladegen based on the main parameters, and the
design process of single blade centrifugal impeller by Bladegen is shown in Figure 1. The
blade wrap angle is an important parameter of a single blade centrifugal pump. Properly
increasing the blade wrap angle can enhance the restriction of the impeller to the fluid, but
an excessively large blade wrap angle will result in increased friction loss. In the current
research, impellers with five different wrap angles are investigated, the values of the wrap
angles are 300◦, 330◦, 360◦, 390◦, and 420◦. Other parameters for the impellers are kept
consistent, which is shown in Table 1.
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Table 1. Main geometric parameters of the pump.

Main Parameters Value

Inlet diameter of impeller, Dj (mm) 45
Outlet diameter of impeller, D2 (mm) 125
Outlet width of impeller, b2 (mm) 30
Blade wrap angle, ϕ (◦) 360
Inlet diameter of volute, D3 (mm) 135
Inlet width of volute, b3 (mm) 46
Blade outlet angle, β2 (◦) 18
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Figure 1. Design process of single blade centrifugal impeller by Bladegen.

2.2. Simulation Method

The simulation method is the same as the author’s early paper, which is validated
by experiment [22]. The ICEM code was used to mesh the model, and tetrahedral mesh
was used for the impeller. To improve the grid quality, we refined the wall boundary layer.
Meshing results of the impellers are illustrated in Figure 2. The other calculation domains
adopted the hexahedral structure mesh the same as the reference [22].

As the flow in the centrifugal pump has a high Reynolds number, the numerical
simulation was adapted from the standard k-ε turbulence model [23–26]. ANSYS CFX
14.5 is used for numerical calculation, the coupling of velocity and pressure adopts the
SIMPLEC algorithm, and the convection term adopts high-order format [27]. Using 25 ◦C
water as the calculation medium, the solid wall is selected as a nonslip wall surface. Since
the impeller and volute are castings, the surface roughness is set as 50 µm. The inlet is set
to the total pressure inlet, and the outlet is set to the mass outlet. By setting different mass
flows, the external characteristic curve of the pump can be obtained. A multi-coordinate
reference system is adopted, the impeller is set to the rotating domain, the static domain is
adopted for the others, and the interface between the dynamic and static domains is set to
the frozen rotor. Considering the calculation time and accuracy, the convergence accuracy
is set to 10−4.
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2.3. Validation 
The experiment of a single blade centrifugal pump with 360° blade wrap angle was 

conducted [22]. Pump performance experimental setup and distribution of pressure 
sensors are shown in Figures 3 and 4. The experimental device consists of the test pump, 
connecting pipes, valves, electromagnetic flowmeter and other components. Four 
pressure taps were located in the spiral volute wall. Pressure taps were instrumented with 
fast response pressure sensors (Figure 4), which provided absolute pressure values with 
an uncertainty of less than 0.1% according to the manufacturer’s data. 
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transducer in the outlet, (5) pressure transducer in the inlet, (6) pump. 
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2.3. Validation

The experiment of a single blade centrifugal pump with 360◦ blade wrap angle was
conducted [22]. Pump performance experimental setup and distribution of pressure sensors
are shown in Figures 3 and 4. The experimental device consists of the test pump, connecting
pipes, valves, electromagnetic flowmeter and other components. Four pressure taps were
located in the spiral volute wall. Pressure taps were instrumented with fast response
pressure sensors (Figure 4), which provided absolute pressure values with an uncertainty
of less than 0.1% according to the manufacturer’s data.
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Figure 4. Pressure sensors distribution.

The pump performance curves of single blade centrifugal pump with 360◦ blade wrap
angle were acquired by turn off or turn on the valve in the outlet. Figure 5 presents the
results of CFD and experiment. The predicted power of CFD is hydraulic power, whereas
the result of the experiment is total power. In order to compare with CFD results, based
on the empirical coefficients of different power levels in the laboratory, the measured total
efficiency is transformed into hydraulic efficiency. The experimental heads are smaller than
numerical results, and it is less than 1 m. It can be observed that the CFD results are in
good agreement with the experimental results.
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Figure 5. Pump performance.

The pressure distribution of model 1 is presented in Figure 6 [22]. The CFD predicted
pressures were similar to those obtained by experiment. The time history of the pressure in
the numerical simulation approximately overlapped with the test results. The qualitative
agreement of the pressure obtained by CFD numerical calculation and experiment was
extremely high; and the CFD results show a reasonable agreement with the test data. Thus,
numerical calculation results can be considered reliable.
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To analyze the effect of the wrap angle on the hydrodynamic radial force, five 
impellers were designed. The external characteristic curves of single blade centrifugal 
pumps with different blade wrap angles are shown in Figure 7. It can be seen from the 
figure that, as the blade wrap angle increases, the pump head tends to increase, and the 
H-Q curve becomes steeper, the pump efficiency increases gradually, but the high-
efficiency area is narrowed. The P-Q curve becomes gentle with the increase of blade wrap 
angle. Generally, the head and efficiency of the single blade centrifugal pump are 
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3. Results and Discussion
3.1. Influence of Blade Wrap Angle on the External Characteristic

To analyze the effect of the wrap angle on the hydrodynamic radial force, five impellers
were designed. The external characteristic curves of single blade centrifugal pumps with
different blade wrap angles are shown in Figure 7. It can be seen from the figure that, as the
blade wrap angle increases, the pump head tends to increase, and the H-Q curve becomes
steeper, the pump efficiency increases gradually, but the high-efficiency area is narrowed.
The P-Q curve becomes gentle with the increase of blade wrap angle. Generally, the head
and efficiency of the single blade centrifugal pump are improved with the increase of blade
wrap angle.
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Figure 7. External characteristics of single blade centrifugal pump with different wrap angles.

The turbulent dissipation rate cloud diagram of single blade centrifugal pump with
different blade wrap angles at designed flow conditions are shown in Figure 8. It can
be seen from the figure that the turbulence dissipation rate of single blade centrifugal
pumps with blade wrap angle less than 360◦ is significantly higher. For other impellers,
the dissipation rate changes no longer significantly after the wrap angle reaches 360◦.
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centrifugal pump. In this section, the effect of wrap angle on the radial force of the single 
blade centrifugal pump is investigated based on unsteady simulation. The unsteady 
simulation is validated by experiment and the simulation results agree well with the 
tested values [22]. In order to calculate the radial force, the impeller was divided as: FS, 
the front shroud; BS, back shroud; B, blade [28]. The Cartesian coordinates are used to 
specify the radial force. It is specified that the radial force in the positive X direction and 
the positive Y direction is positive; the corresponding forces in the negative X direction 
and the negative Y direction are negative, as shown in Figure 10. 

Figure 8. Turbulence dissipation rate of single blade centrifugal pump with different wrap angle.

The turbulent dissipation losses in a single blade impeller with different blade wrap
angles are shown in Figure 9a. It can be seen from the figure that the dissipation losses
show a decreasing trend as the blade wrap angle increases, but after the wrap angle reaches
420◦, the loss of dissipation has increased. The friction loss of the single blade centrifugal
impeller with different wrap angles is shown in Figure 9b. As can be seen from the figure,
under the designed flow rate conditions, the flow of the impeller continuously improves
with the increase of the blade wrap angle, so the friction losses decrease with the wrap
angle increase. However, under high flow rate conditions, because the friction surface
increases with the increase of the wrap angle under high flow velocity, the friction loss
increases with the increase of the wrap angle. Therefore, the efficiency of the single blade
centrifugal pumps, which have a large wrap angle, decreases at large flow conditions, and
its Q-η curve in the high-efficiency area becomes narrow.
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3.2. Influence of Blade Wrap Angle on Radial Force

The blade wrap angle affects the pressure circular distribution in the impeller. As
a result, the wrap angle is an important factor that affects the radial force of the single
blade centrifugal pump. In this section, the effect of wrap angle on the radial force of the
single blade centrifugal pump is investigated based on unsteady simulation. The unsteady
simulation is validated by experiment and the simulation results agree well with the tested
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values [22]. In order to calculate the radial force, the impeller was divided as: FS, the front
shroud; BS, back shroud; B, blade [28]. The Cartesian coordinates are used to specify the
radial force. It is specified that the radial force in the positive X direction and the positive Y
direction is positive; the corresponding forces in the negative X direction and the negative
Y direction are negative, as shown in Figure 10.
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Figure 10. Coordinate diagram of force.

Figure 11 shows the time domain diagram of the radial force on the impeller of a
single blade centrifugal pump with different blade wrap angles under design flow rate. It
can be found from the figure, the radial force fluctuates periodically with the rotation of the
impeller, and the periodicity is consistent. The radial force on the back shroud is small, and
it does not change significantly with the variation of the wrap angle. The amplitude and
direction of the x component of the radial force changes with the change of the blade wrap
angle. When the blade wrap angle is 300◦, 330◦ and 360◦, the x component of the radial
force is negative and the value decreases with the increase of the blade wrap angle. When
the blade angle is larger than 390◦, the x component of the radial force turns to positive
and the value increases with the increase of the wrap angle. When the wrap angle is 360◦

and 390◦, the y component of the radial force is the largest. When the wrap angle is 300◦

the y component of the radial force is the lowest.
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Figure 11. Radial force of a single centrifugal impeller with different wrap angles under the designed
flow rate condition.

Figure 12 shows the radial force Fr curve of the impeller with different blade wrap
angles when the impeller rotates. The calculation results are adopted the dimensionless
coefficient CF.

CF =
2F

ρu2 2D2b2
(1)

where CF is the dimensionless coefficient of the force, F is the radial force, ρ is the density,
u2 is the circumferential velocity of the impeller outlet, D2 is the impeller outer diameter,
b2 is the impeller outlet width.
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It can be seen from the figure, when the blade wrap angle is less than 360◦, the radial
force is significantly greater than that of the impeller with other wrap angles. Under low
flow conditions, the radial force of the impeller significantly decreases continuously with
the increase of the blade wrap angle.

Figures 13 and 14 show the vector and pressure contour of the single blade centrifugal
pump with different wrap angles. It can be seen from the vector diagram that the flow
field is disturbed when the single blade centrifugal pump is working under part-loading
conditions, there is a sudden change in the streamline, and there is an obvious low-speed
vortex area in the impeller which means flow separation occurred. When the wrap angle
of the impeller blade is increased, the flow field inside the pump is improved. From the
pressure contour, it can be found that, with the increase of the wrap angle, the pressure
distribution in the circular direction becomes relatively uniform. Therefore, increasing
the wrap angle of the blade is a useful way to reduce the radial force under part-loading
conditions. Under the designed flow rate condition or larger flow rate conditions, the
radial force of the impeller also decreases with the increase of the wrap angle of the blade,
and the effect is weakened when the wrap angle is larger than 360◦.
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Figures 15–18 show the velocity vector and the pressure contour under the designed
flow rate and larger flow rate conditions. Under these working conditions, the flow field in
the pump is good, while for the impellers with 300◦ and 330◦ wrap angles, flow separation
still happens. The pressure distribution in the circular direction is not axisymmetric, while
the axisymmetric characteristic is improved when the wrap angle is increased. Comparing
the performance of one impeller under different working conditions, it can be found that
when the wrap angle is smaller than 360◦ the radial force decreases with the flow rate
increase. When the wrap angle is 420◦, the radial force is smaller under part-loading
conditions, which increases with the flow rate increase. From the pressure cloud diagram
of the pump with a blade wrap angle of 420◦, it can be found that as the flow rate increases,
a local low-pressure zone appears from the end of the spiral section of the volute to the
outlet end, and the circumferential symmetry of the pressure distribution becomes worse
resulting in an increase in the radial force.
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The main cause of the radial force of the single blade centrifugal pump is the uneven
circumferential pressure distribution in the pump. Figure 19 shows the circumferential
pressure distribution at the outlet of the impeller of the single blade centrifugal pump under
designed flow rate conditions. From the figure, it can be clearly seen that the axisymmetric
characteristic is improved with the increase of the blade wrap angle, while uneven pressure
distribution is always found at the volute outlet, impeller inlet and impeller outlet.
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4. Conclusions

The effect of blade wrap angle on the performance of a single blade centrifugal pump
is investigated based on unsteady numerical simulation. The external characteristics and
radial force of single blade centrifugal pumps with five different wrap angles are simulated
and analyzed. The research results are as follows:

(1) Generally, the head and efficiency of the single-blade centrifugal pump are improved
with the increase of blade wrap angle. With the increase of the blade wrap angle, the
pump head tends to increase, and the H-Q curve becomes steeper, the pump efficiency
increases gradually, but the high-efficiency area is narrowed. The P-Q curve becomes
gentle with the increase of blade wrap angle.

(2) The blade wrap angle has a significant impact on the radial force of the single blade
centrifugal pump. When the blade wrap angle is less than 360◦, the x component of
the radial force is negative and the value is reduced with the increase of the wrap
angle of the blade. When the wrap angle is larger than 360◦, the x component of the
radial force is positive and the value increases with the increase of the wrap angle.
The y component of the impeller radial force has a maximum value when the wrap
angle is 360◦ and 390◦, and has a minimum value when the wrap angle is 300◦.

(3) Under part-loading conditions, the radial force of the single blade pump is signif-
icantly reduced with the increase of the blade wrap angle. When the wrap angle
is smaller than 360◦, the radial force decreases with the flow rate increase. In the
condition that the wrap angle is larger than 360◦, the radial force increases with the
flow rate increase.

(4) It suggested that the available blade wrap angle for single blade centrifugal pump
should be between 360◦and 420◦, to achieve a better hydraulic performance and stable
flow field.
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Abstract: A perforated plate in an electronic device is typically placed downstream of an axial fan
(push cooling) in order to avoid electromagnetic interferences. Because of the swirling component in
the flow approaching the screen, determining how the screen affects the flow pattern downstream of
the screen is a challenge. It is important to understand this interaction, as the correct location of the
electronic components will depend on the flow pattern (the components that dissipate more heat will
be located where the maximum magnitude of the velocity is located). This work aims to present an
approach of the flow pattern via a compact model based on three directional pressure loss coefficients.
The values for the pressure loss coefficients are obtained through different correlations depending
on the flow and geometric characteristics for the case that is being modeled. These correlations are
obtained through an iterative process that compares different flow patterns obtained through different
modeling strategies: the compact one that is presented in this paper and another detailed one, which
was validated in previous works. Results show that if this compact model is used, an approximation of
the flow pattern could be obtained with a huge decrease in the amount of time invested.

Keywords: flow pattern; swirl flow; computational fluid dynamics (CFD); perforated plate; pressure
loss coefficients; compact model

1. Introduction

Thermal management in electronic devices has become an important issue because
of the huge increase in heat generation. It is normal to place an electronic device in an
electronic cabinet or rack that has several sub-racks inside it, upon which the printed circuit
boards (PCBs) are placed. The heat generated by the PCBs must be removed from each of
these levels via an appropriate cooling strategy. There are several cooling strategies (liquid
cooling [1,2], two-phase cooling [3] and spray cooling [4,5], among others), but the most
commonly employed technique is air cooling using an axial fan to produce air movement
for reasons of safety and availability. Problems arise as the axial fan is usually placed
together with an electromagnetic compatibility (EMC) screen, which mainly plays the role
of reducing electromagnetic interferences in the device but it also keeps dust from entering.

The configuration of electronic devices has changed a lot over the years. Several years
ago, the axial fan typically worked in a push or pull configuration. However, although
some devices continue to use these configurations, nowadays, a pull–push configuration
has become more common because of the huge increase in heat generation. The push–pull
configuration is depicted in Figure 1.

For each axial fan in the figure, there is an associated difficulty. The rightmost fan in
Figure 1, which sucks air out of the system, might be hydraulically affected if the EMC
screen is placed too close to the fan (although Figure 1 presents downstream placement, it
is possible to place the screen either upstream or downstream from the fan). The hydraulic
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influence means that the characteristic curve of a fan (static pressure versus volumetric
flow rate) is reduced. This effect in electronic cooling has been studied by several authors,
such as Hill [6], Grimes et al. [7], Lin and Chou [8] and Swim [9], and it has also been
studied for automotive cooling purposes by Baniasadi et al. [10]. Antón et al. [11] study the
effect of various parameters, and they also give the correlations for predicting the effect of
the main parameters (porosity of the screen and distance between fan and screen) for the
points of the characteristic curve with the highest static pressure (Q = 0) and volumetric
flow (∆Ps = 0). In a similar way, the characterization of the pressure drop coefficients of
perforated plates in ducts by means of numerical simulations of complete detailed models
was addressed by Tanner et al. [12], who obtained correlations of the pressure drop as a
function of the Reynolds number and using as parameters the porosity and the thickness
of the plates, or Miguel [13], where the influence of the porosity and the Reynolds numbers
on the pressure loss factors was analyzed.
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It is extremely important to know the velocity field downstream from the first EMC
screen (see Figure 1), since the cooling capacity for a given electronic component is related
to the local velocity magnitude near that component [14]. The pressure drop through the
screen is also of interest in order to select a proper axial fan. However, due to the complexity
of the approaching flow (an annular profile together with a high rotational component, as
depicted in Figure 1), there is a high degree of uncertainty when predicting the downstream
velocity field and pressure drop through the screen. It should be noted that the EMC screen
modifies the relationship between the axial and tangential components of the flow, which
makes predicting the velocity field at the outlet of the screen a challenge [15].

Bengoechea et al. [16] analyzed this issue, investigating the flow change through an
EMC screen when the approaching flow is a fan-induced swirling flow. They analyzed
two very distinct cases: from the mean flow and screen porosity point of view, among
other parameters. They measured the flow pattern after the screen using the particle
image velocimetry (PIV) technique, and they then used the experimental values for a
computational fluid dynamics (CFD) benchmark. The benchmark conclusion was that for
this complex flow, the turbulence model that best predicts the flow was the Reynolds stress
transport model (RSTM). The domain of the CFD model was a detailed model, a model in
which all the holes or pores of the EMC screen were created and meshed. At the same time,
they defined three flow magnitudes that together are able to properly define a velocity
field with an annular shape. Once the RSTM was determined to be the correct choice, in
Bengoechea et al. [17], a parametric study was presented in order to analyze the influences
that different parameters have on the variation of the velocity field that exists between the
upstream and downstream of a screen and in the total pressure drop. That parametric study
was based on 81 detailed (in which the geometry of the screens with their holes was defined)
CFD simulations defined by a Design of Experiments (DoE) approach. Additionally, the
study presented, in conjunction with a reduced model for predicting the total pressure
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drop, reduced models based on DoE techniques [18] for predicting the variation in the
flow magnitudes that Bengoechea et al. [16] defined in order to set the velocity field. These
reduced models could be of great help to thermal designers by allowing them to have a
rough idea of how the EMC screen will affect the velocity field and the total pressure drop.
Nevertheless, thermal designers will not have an approximation of the velocity field, and
so in order to attain that, they will have to run simulations with detailed geometries, such
as those used in Bengoechea et al. [16,17]; not only does this require high computational
demands, calculating the geometry and the mesh is also a highly time-consuming task.
Because product launching times are being progressively reduced, working with compact
models of the components in an electronic system is becoming a key modeling approach.
The EMC screen is among the components that must be modeled in a compact way, and
this is the aim of the present work.

The compact modeling approach is based on directional pressure loss coefficients that
define a porous media domain that is very easy to create and mesh. However, the fact
that the holes of the screen are not created in a compact model has some drawbacks [19], a
major one being that the information about local flow phenomena in very close proximity
to a real screen is lost (the small jets produced after the screen, see Figure 1). However, the
drawbacks are small in comparison to the benefits, which include, among other things, the
reduction in computational demands. Thermal designers may model the screen as a planar
resistance, using only one pressure loss coefficient from handbooks like Idelchick’s [20].
Kordyban [21] was the first to analyze the need to model a screen as a volumetric resistance,
which meant employing more than one coefficient. The results of modeling the screen
as a planar and as a volumetric resistance were compared, and it was concluded that if
the flow approaching the screen has any tangential component, a planar resistance is not
the correct choice. This is because a planar resistance makes the flow more parallel to
the screen due to the fact that the unique pressure loss coefficient only affects the axial
component of the velocity. The same need to employ more than one coefficient was also
shown by Antón et al. [22–25]. In Nevelsteen et al. [26], a volumetric model of a screen was
experimentally validated, and a satisfactory fitting was attained. Nevertheless, only one
experimental case was studied, and therefore, it was not possible to obtain the pressure
loss coefficients as a function of the experimental parameters.

This article uses an iterative process (taking as a reference the results of the 81 detailed
numerical cases from Bengoechea et al. [17]) to introduce correlations for the pressure
loss coefficients per unit length of a compact model of a screen as a function of different
geometric and operational parameters.

The use of compact models to characterize the performance of complex systems in
order to make the simulation and design tasks easier and faster is widely extended in dif-
ferent engineering applications: the electric field generated in tunnel field-effect transistors,
Najam et al. [27]; the circuit models of vertical-cavity surface-emitting lasers, Li et al. [28];
the dynamic performance of latent heat thermal storage units, Colangelo et al. [29].

The compact model developed and presented here will aid thermal designers, as it will
reduce the time needed to create the model, especially when simulating. Specifically, this arti-
cle presents a powerful tool that makes it possible to obtain a fast and reliable approximation
of the velocity field downstream of a screen.

2. Geometric and Operational Parameters for the Numerical Runs

The process for obtaining the correlations for the pressure loss coefficients per unit
length, as will be explained later, employs the results from the 81 detailed numerical runs
presented in [17]. Therefore, the geometric and operational parameters in the numerical
runs for this work must be the same as those employed in that work. The parameters and
their range are presented in Table 1. “D” is the size of the channel, which corresponds to
the diameter of the shroud of the fan being analyzed (see Figure 2). “Dh/D” is the ratio
between the hub of the fan and the shroud diameter (see Figure 2). “S” is the swirl number
as defined by Beér and Chigier [30] and given in Equation (1). In this definition, Lc is a
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characteristic length assumed to be half of the simulated fan diameter in this work; “r”
is the radial coordinate; and “Va” and “Vt” are the local axial and tangential velocities,
respectively. “a” is the distance between the outlet of the fan (in this work, the outlet of
the fan is the domain inlet) and the inlet of the screen (see Figure 2). “ε” is the porosity
of the screen, defined as the ratio between the open area and the total area of the cross
section (D × D). The next parameter, “ξ”, is the ratio between the total lateral perimeter of
the pores and the area of the cross-section. “t” is the thickness of the screen (see Figure 2),
and “V” is the mean axial velocity in the channel. The 81 numerical cases are shown in
Table 2; the “-”, “0” and “+” level values used for each parameter are defined in Table 1.

S =

s
A ρ·Va·Vt·r·dA

Lc·
s

A ρ·V2
a ·dA

(1)
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Figure 2. (a) Generic scheme of the domain and boundary conditions used for the simulations;
(b) 3D representation of the flow domain.

Table 1. Operational and geometric parameters included in the study and their range.

Parameters D
(mm)

Dh/D
(-)

S
(-)

a
(mm)

ε
(%)

ξ
(1/mm)

t
(mm)

V
(m/s)

Minimum value (-) 40 0.25 0.4 5 30 0.25 0.5 1
Middle value (0) 70 0.4 0.7 15 52.5 0.31 1.5 1.75

Maximum value (+) 100 0.55 1 25 75 0.37 2.5 2.5
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Table 2. Numerical runs established by the Design of Experiments (DoE) to be simulated in computational fluid dynamics (CFD).

Exp. D Dh/D S V a t ε ξ Exp. D Dh/D S V a t ε ξ

1 - + - - + + - - 42 - + + - + - + +
2 - - + + - - + + 43 + + - + - - - +
3 0 0 + 0 0 0 0 0 44 - - - - - + + -
4 0 0 0 0 - 0 0 0 45 - + + + + + - -
5 + + + + + - + - 46 + + - - - - + +
6 + + - + - + - - 47 - - - + - + - -
7 0 0 0 0 0 0 0 48 + - + + - + - +
8 + - + + - - - - 49 - + + - + + + -
9 0 0 0 0 0 - 0 0 50 - + + + - + - +

10 + + + - + + - + 51 0 + 0 0 0 0 0 0
11 - 0 0 0 0 0 0 0 52 - + - + + - + +
12 0 0 - 0 0 0 0 0 53 - - - - + + + +
13 - + + + + - - + 54 + - - + + + + -
14 + - + - - + + + 55 0 0 0 0 + 0 0 0
15 + - - - + + - - 56 + + - - + + + +
16 - - - - + - + - 57 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 - 0 58 - + + - - + + +
18 + - - - + - - + 59 - + - + - + + +
19 - + + - - - + - 60 + + + + + + + +
20 0 0 0 0 0 0 + 0 61 - - + - - + - -
21 - + - - - + - + 62 + + + - - + - -
22 + + - - - + + - 63 - - + + - + + -
23 + - - + + - + + 64 0 0 0 0 0 0 0 +
24 + - - - - - - - 65 - - + - - - - +
25 + - - - - + - + 66 + - - + - + + +
26 - + - - - - - - 67 + + + + - + + -
27 0 0 0 0 0 0 0 - 68 0 - 0 0 0 0 0 0
28 + + - + + - - - 69 + + - + + + - +
29 + - + + + + - - 70 + - + + + - - +
30 + - + - + - + + 71 - - + - + + - +
31 - + - + + + + - 72 + + + - - - - +
32 + + + - + - - - 73 - - - + - - - +
33 0 0 0 + 0 0 0 0 74 - + - - + - - +
34 - - + - + - - - 75 - - + + + + + +
35 + 0 0 0 0 0 0 0 76 + + - - + - + -
36 - - - + + - - - 77 - - - - - - + +
37 + - + - + + + - 78 - + + + - - - -
38 - + - + - - + - 79 + - - + - - + -
39 - - + + + - + - 80 + - + - - - + -
40 - - - + + + - + 81 0 0 0 0 0 + 0 0
41 + + + + - - + +

3. Numerical Model
3.1. Flow Domain

In contrast to the 3D perforated plates with squared holes modeled in Bengoechea et al. [17],
the simple geometry depicted in Figure 2 is employed as a flow domain for each of the
compact models for the 81 cases from Table 2. The novelty of this work is modeling the
screen via two different porous media volumes (the inner cylindrical volume and the
outer one, as shown in Figure 2). It is to these volumes that the pressure loss coefficients
(the objective of this work) are applied. As the geometry of the pores does not have to be
modeled, the time needed to create the geometry is substantially reduced. In order to build
a conformal mesh between the screen and the downstream and upstream volumes, these
volumes are also divided into two volumes in such a way that the same mesh strategy is
used throughout the entire volume. The length of the volumes upstream of the screen have
the value of parameter “a” (see Figure 2) for each case. The annulus shape that a flow has
at the outlet of a fan (see Figure 1), which is needed at the inlet of the domain, is obtained

85



Appl. Sci. 2021, 11, 1999

following Bengoechea et al. [17] by placing a circular wall whose diameter is “Dh” at the
inlet cross-section. Consequently, the inlet velocity conditions are imposed on the area
around it. In order to make it possible to compare the results of the detailed models from
Bengoechea et al. [17] with the compact models from the present work, the channel length
after the screen must be the same as that used in the first study. To that end, a value of
40 mm was fixed.

3.2. Mathematical Modeling
3.2.1. Turbulence Modeling

In previous experimental measurements carried out by the authors in a wind tun-
nel [16], it was confirmed that the flow that is being modeled is fully turbulent throughout
the domain under consideration. The Reynolds-averaged Navier-Stokes (RANS) approach
was adopted for numerically simulating the flow, and thus the mean flow was calculated
by solving Equations (2) and (3):

∂Ui
∂xi

= 0 (2)

∂

∂xj

(
ρUiUj

)
= − ∂P

∂xi
+

∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj

∂xi

)
− ρu′ iu′ j

]
+ Si (3)

In order to solve the Reynolds stresses (ρu′ iu′ j) and subsequently close the system
of Equations (2) and (3), the standard k-ε model was applied [31]. Although the detailed
models in Bengoechea et al. [16,17] used the RSTM as a turbulence model, the standard k-ε
model could be used in this work as the values of the pressure loss coefficients are those
that best fit the results obtained in the detailed simulations (those that model the holes).
This may be seen as a limitation, but it was done on purpose. The k-ε model was chosen
due to its robustness and lower cost from a computational point of view, and, therefore, it
is of more interest for the thermal designers. Since the procedure consists of an iterative
process that serves as a calibration of the coefficients for each of the 81 cases, it can be
tuned in such a way that takes into consideration not only the porosity physics but also the
difference between the two turbulence models.

Within the standard k-ε model, the Reynolds stresses are calculated by means of the
Boussinesq hypothesis:

ρu′ iu′ j = −µt

(
∂Ui
∂xj

+
∂Uj

∂xi

)
+

2
3

ρkδij (4)

So that the Reynolds stress tensor is aligned with the mean strain-rate tensor (Sij). The
standard k-ε model consists of two transport equations for both the turbulent kinetic energy
(k) and its dissipation rate (ε), which can be expressed in the following compact way:

∂

∂xi
(ρUik) =

∂

∂xj

(
Γk

∂k
∂xj

)
+ Pk − Dk (5)

∂

∂xi
(ρUiε) =

∂

∂xj

(
Γε

∂ε

∂xj

)
+ Pε − Dε (6)

The terms used in both equations are defined in Table 3. The turbulent viscosity is
calculated as

µt = ρCµ
k2

ε
(7)

with a value of 0.09 for Cµ.
Standard wall functions (SWF), which are based on the work by Launder and Spald-

ing [32], were used for the near-wall treatment of the turbulence model used to predict
flow characteristics very close to solid walls. This wall treatment does not require a fine
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meshing close to the wall, which means there is a significant reduction in the amount of
elements in the model and, therefore, a reduction in computational time.

Table 3. Terms and coefficients for the standard k-ε model.

Standard k-ε

Γk µ +
µt
σk

Γε µ +
µt
σε

Pk µtS2

Dk ρε
Pε C1ε

ε
k Pk

Dε C2ερ ε2

k
σk = 1.0; σε = 1.3

Coeff. C1ε = 1.44
C2ε = 1.92

3.2.2. Porous Media Modeling

Both volumes corresponding to the screen (the inner and the outer volumes with “t”
thickness, as shown in Figure 2) are assumed as porous media volumes by using direc-
tional pressure loss coefficients (ϕx, ϕy and ϕz) per unit length [33]. The same coefficients
(ϕx = ϕy = ϕp) were used for the “x” and “y” directions, and this value is the same for the
inner and outer volumes (ϕp int = ϕp ext = ϕp), resulting in a model with greater simplicity.
Therefore, the objective of the work is to obtain the pressure loss coefficients “ϕp”, “ϕz int”
and “ϕz ext” per unit length that define a compact model.

The modeling of a screen through the porous media approximation employs a volu-
metric hydraulic resistance defined by the previous directional pressure loss coefficients
per unit length. In the following expression, the generic strain that must be fixed for both
the inner and outer porous media volumes in each of the 81 cases from Table 2 is given:

ϕij =




ϕp 0 0
0 ϕp 0
0 0 ϕz


 (8)

This porous media approach works as a momentum sink in the momentum equation.
This sink usually has two different components: the first one is related to the viscous losses
(proportional to the velocity), and the second one is due to inertial losses (proportional to
the squared velocity). For this study, with the EMC screens, viscous loses are neglected as
the inertial losses are far higher. Therefore, the momentum sink might be defined as

Si = −
(

ϕij·
1
2
·ρ·vmag·vj

)
(9)

where vmag corresponds to the magnitude of the velocity and vj to the component of the
velocity in “y” direction.

Due to the fact that the interior walls of the pores are not modeled in the porous media,
a special treatment for the velocities is needed. For this reason, by ensuring the continuity
of the vectors through the porous media, a superficial velocity based on the volumetric
flow is employed. Therefore, the physics inside the compact model are not the same as
those that occur in reality or in the detailed models. In fact, compact models are not able to
correctly predict the jets produced by the pores (see the velocity field at the outlet of the
screen in Figure 1). This is the reason why the compact models introduced in this work
will be reliable at a certain distance from the screen once the flow has been homogenized
and the jets have disappeared.
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3.3. Boundary Conditions

The scheme of the employed boundary conditions for the compact modeling is shown
in Figure 2a, together with the established coordinate system (placed at the center of the
cross-section at the outlet of the screen, z = 0). The tangential velocity is defined as having
an origin around the x = 0 and y = 0 points.

The non-slip condition was fixed for the walls, and an outflow condition was fixed
at the outlet cross-section of the domain. For the velocity at the inlet, different constant
values of axial and tangential velocities were imposed for each of the 81 cases from Table 2.
The constant values of axial and tangential velocity for each case are such that the mean
axial velocity (V) and the swirl number (S) conditions at the inlet coincide with the values
shown in Table 2, and they are the same values employed by Bengoechea et al. [17].

The turbulence intensity also must be fixed as conducted by Bengoechea et al. [17].
Thus, at the inlet for all cases, the turbulence was fixed through the hydraulic diameter
(Dh) of the section (D, as it is a square section), and a constant turbulence intensity of 50%.
In that work, it was explained that changes in the values of turbulence intensity at the
inlet did not produce important changes in the flow pattern downstream of a screen and,
therefore, this inlet turbulence modeling strategy was validated.

4. Numerical Simulation of the Model
4.1. Geometry Meshing

Since the geometry in this compact model is very simple compared to the detailed
model employed in Bengoechea et al. [16,17], the time required to generate the geometry
and mesh it for each of the 81 cases from Table 2 did not exceed 5 min.

Before running any simulations, a mesh sensitivity study was carried out in order
to set a correct mesh size for each of the model sizes: 40, 70 and 100 mm (see values for
D in Table 1). Therefore, cases 1 and 2 from Table 2 were simulated with random values
for the pressure loss coefficients and different interval sizes (IS) for the mesh (0.2, 0.3,
0.4, 0.5 and 0.6 mm). It must be highlighted that the thickness parameter (t) for cases 1
and 2 are at different levels, and therefore, it was also necessary to check whether screen
thickness might have any influence on the mesh size requirements. The difference between
the model using an IS of 0.2 and 0.6 was less than 6% in the peak for axial or tangential
velocities at the centerline (x = 0) of a cross-section located 20 mm downstream from the
screen. Additionally, it was necessary to verify that a low thickness did not demand a
higher density for the mesh. Therefore, as the main objective of the compact model is to
reduce the time required, an IS of 0.6 mm was chosen as the mesh resolution for all the
models with a 40 mm value for parameter D.

Once this IS was established for the small size in all cases, the same study was carried
out for case 6 from Table 2, where the model size was fixed to its higher value (100 mm).
The mesh sizes simulated for this case were 0.4, 0.8, 1.0 and 1.5 mm. Similar to cases 1
and 2, because the variation was not greater than 6.7% for the peak values (in x = 0 for the
20 mm downstream cross-section), an IS of 1.5 mm was selected as the correct choice.

Finally, for the middle value of the diameter (70 mm), the growth rate was respected. For
the low value of D (40 mm) an IS of 0.6 mm was used, and for the high value (100 mm), an IS of
1.5 mm was used, and thus the growth rate was 2.5 (100 mm/40 mm = 1.5/0.6 mm). Similarly,
for the middle value of D (70 mm), an IS of 1.05 mm was employed (70/40 mm = 1.05/0.6 mm).
A sample of the mesh used is presented in Figure 3.
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4.2. Numerical Procedure

The finite volume method implemented in Ansys Fluent® 13.0 [33] was used as the
numerical discretization method. A segregated scheme using a second-order centered
scheme for the diffusion terms was used when solving the equations of the mathematical
models. A second-order upwind scheme was employed to discretize the convection terns
of the RANS equations and the transport equations for the turbulence quantities k and
epsilon. The SIMPLE pressure–velocity–coupling algorithm was employed to solve the
continuity equation by using a momentum interpolation method to calculate velocities at
cell faces.

4.3. Convergence Criterion and Computational Time

In order to set an adequate level of convergence, the guidelines proposed by the
European Research Community on Flow, Turbulence and Combustion [34] were followed.
This way, when stating that a case was converged, the scaled residuals of all the variables
were always less than 1.1 × 10−5. Different flow magnitudes were monitored in a cross-
section located 20 mm downstream from the screen in each case, and it was verified that
there was no change in the 4th significant digit when stopping the simulations.

To perform the simulations, an HP Proliant DL 585 G7 server (DL 585 G7, HP, Leon,
Spain, 2013) that had 32 processors at 2.8 GHz, 64 GB of shared RAM memory and ran
the Linux operating system was used. The communication library used was Platform
MPI, and the required CPU time for the simulation was below one minute. It must be
highlighted that for the simulations by Bengoechea et al. [17], the computational time with
the same server oscillated between 66 and 360 h. Moreover, even using a not very powerful
computer, no more than 10 min (less than 0.25% of the detailed model computation time)
is needed in order to reach a correct convergence.

5. Iterative Process to Obtain the Pressure Loss Coefficients per Unit Length

The objective of the iterative process is to obtain the values for the pressure loss coeffi-
cients for each of the 81 cases introduced in Table 2. As such, the same iterative process is
applied to each of the 81 cases.

The process for each of the cases starts with 5 initial simulations with randomized and
different values for “ϕp”, “ϕz int” and “ϕz ext”. This way, the response of the model (which
could be described as a response surface of the coefficients) to coefficient values changes is
captured. From each of the 5 simulations, values are obtained for the area weighted average
of the tangential velocity “vt”, the swirl number “S” and the minimum and the maximum
axial velocities “Vmin” and “Vmax” from the outlet cross-section (z = 40 mm in Figure 2).
These magnitudes are the flow magnitudes that Bengoechea et al. [16] defined in order to
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correctly define a flow pattern with an annular shape. Therefore, it might be said that the
values of the flow magnitudes in each of the 5 simulations correctly define the different
flow patterns (as a result of the different pressure loss coefficients) at the outlet cross-section
of the model. The next step is to find a function that represents the response surface model.
That function can be described by obtaining the values A, B, C and D in Equation (10). This
equation represents the relationship between the pressure loss coefficients (ϕp i, ϕz int i and
ϕz ext i) used for the five initial simulations and the result obtained for φi in the five cases,
where φi is one of the flow magnitudes (vt, S, Vmin and Vmax):




φ1
φ2
φ3
φ4
φ5



− (A B C)




ϕp 1 ϕp 2 ϕp 3 ϕp 4 ϕp 5
ϕz int 1 ϕz int 2 ϕz int 3 ϕz int 4 ϕz int 5
ϕz ext 1 ϕz ext 2 ϕz ext 3 ϕz ext 4 ϕz ext 5


− D = 0 (10)

Thus, for each of the flow magnitudes, a group of values for A, B, C and D is obtained.
With these values, a new step is carried out to search for the values for ϕp, ϕz int and
ϕz ext that minimize Equation (11) according to the response surface (A, B, C and D) that
has been obtained for each of the flow magnitudes. In other words, a combination of
pressure loss coefficients that create a flow pattern and pressure drop like that obtained
in the detailed model is sought. Equation (11) consists of a summary of the differences
(Equations (12)–(15)) obtained when comparing the flow magnitudes obtained with the
detailed model from Bengoechea et al. [16] and those obtained with the compact model
whose coefficients are being determined. The solution that is obtained (ϕp i, ϕz int i and
ϕz ext i) is the one that minimizes Equation (11) according to the response surface (A, B, C
and D) obtained in the previous step.

F =
Abs(∆ vt) + Abs(∆S) + Abs(∆vmax) + Abs(∆vmin)

4
(11)

∆ vt =

(
1− vtcompact

vtdetailed

)
× 100 (12)

∆S =

(
1− Scompact

Sdetailed

)
× 100 (13)

∆vmax =

(
1− vmax compact

vmax detailed

)
× 100 (14)

∆vmin =

(Abs(vmin compact − vmin detailed)

V

)
× 100 (15)

With the new values obtained for ϕp i, ϕz int i and ϕz ext i, a new simulation is run using
these values for the pressure loss coefficients. Thus, the values for the flow magnitudes
in this new simulation are obtained, and a new row is added to the system in (10), and
then, the response surfaces are recalculated (A, B, C and D) in such a way that a higher
accuracy is achieved based on the new additional case. Subsequently, new values for the
coefficients are determined, and then the response surfaces are recalculated, thus beginning
the iterative process. The break point of the iterations is when the variation in the values
for the pressure loss coefficients between two iterations is negligible.

6. Correlations for the Pressure Drop Coefficients per Unit Length and Reliability of
the Compact Model
6.1. Different Trends for the Behavior of the Value for ϕz ext

The iterative process was completed for the 81 cases in Table 2. Once the values for
the coefficients per unit length were obtained for all cases, it was possible to distinguish
three different trends in the values of the pressure loss coefficients among the 81 cases. The
first trend includes only two cases, for which a correct adjustment between the compact
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and the detailed models was obtained using a value for ϕz ext that was higher than 0 and
lower than ϕz int. An example of this is presented in Figure 4, where the results for case 40
(ϕz ext = 3533 and ϕz int = 100, 000) from Table 2 are shown. As the figure illustrates, the
approach of the velocity field that was obtained presents a satisfactory adjustment with
that obtained by the detailed modeling from Bengoechea et al. [17].
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In the second trend, negative values for ϕz ext are needed to achieve a correct adjust-
ment. Using a negative value for this coefficient does not make any physical sense, as it
means a momentum is generated instead of a sink, which is what it should be. However,
there is some similarity with what actually happens in the detailed models, as they show
that the flow by the hub zone is deviated towards the annulus side when crossing a screen
in a certain way (as can be seen in Figure 5). In other words, the annulus side receives
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momentum from the hub side. The only way to generate this effect for compact modeling
through porous media is by using a negative value for ϕz ext.

Appl. Sci. 2021, 11, 1999 13 of 22 
 

 
Figure 5. Velocity magnitudes contour plots (m/s) at different distances from the outlet of the screen for case 2 in Table 2. Figure 5. Velocity magnitudes contour plots (m/s) at different distances from the outlet of the screen for case 2 in Table 2.

The rest of the cases belong to the third trend, which includes all those cases where a
very good adjustment is not achieved for the minimum and maximum axial velocity. As
the ϕz ext coefficient is reduced further, a correct adjustment is achieved for the maximum
velocity but not for the minimum one, for which the value of ϕz ext should be even smaller.
An example of this trend is shown in Figure 6, which shows the second case in Table 2.
The adjustment presented between both models in the figure indicates that the approach is
good even for the difference in the minimum velocity value. The maximum axial velocity
zone and the tangential velocity field are well approximated.

It must be highlighted that the values for the coefficients were obtained by comparing
the flow magnitudes at the outlet cross-sections of the domain for all cases. However, the
approaches of the flow pattern obtained by this compact modeling were verified as being
reliable once the jets produced by the holes disappeared.
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6.2. Correlations for the Coefficients as a Function of the Geometric and Operational Parameters

The previous section explained the different trends among the cases. Because the trends
establish different behaviors for the parameters, obtaining correlations for the pressure loss
coefficients as a function of the geometric and operational parameters is not easy. In order to
obtain the correlations, certain restrictions were imposed on the coefficient values, in spite
of knowing that the quality of the adjustment was going to be slightly reduced. Thermal
designers will be interested in obtaining the values for the pressure loss coefficients for their
geometric parameters on their own, which is why the correlations are more imperative
than the values obtained by the iterative process.

The first restriction is to impose the value of zero on ϕz ext for the cases that had a
value of ϕz ext greater than zero after the iterative process. As explained above, only two
of the 81 cases turn out to have a positive value for ϕz ext. These two cases with a positive
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coefficient reduce the adjustment of the coefficient values predicted by the correlation to
those obtained with the iterative process.

The second restriction is related to the value of ϕz int. It was verified that for the
cases where ϕz ext is smaller than zero (nearly all cases), the influence of the value for
ϕz int is strongly reduced, which makes it difficult for the iterative process to achieve good
results for both coefficients. However, the shape of the flow pattern depends on the relation
between ϕz ext and ϕz int. For this reason, if one of the coefficients is fixed, it is possible to
obtain a correct adjustment for the flow pattern through an adequate value for the other
coefficient. Therefore, the value of ϕz int is fixed to 100,000 (which is the value that this
coefficient had for the two cases where ϕz ext was originally greater than zero). This way,
once the value of ϕz int is fixed, it is easier for the iterative process to achieve a correct value
for ϕz ext, and at the same time, the error for those two cases is minimized, as they have
their original values for ϕz int. Eventually, the complexity of the model is also reduced from
a compact model with three unknown pressure loss coefficients to a model with only two
unknown coefficients.

With the above restrictions imposed on the values, the iterative process was applied
again, this time only looking for ϕz ext and ϕp, such that expression 10 was reduced to
the following:




φ1
φ2
φ3
φ4
φ5



− (A B)

(
ϕp 1 ϕp 2 ϕp 3 ϕp 4 ϕp 5

ϕz ext 1 ϕz ext 2 ϕz ext 3 ϕz ext 4 ϕz ext 5

)
− D = 0 (16)

With the new pressure loss coefficients, two correlations (one for ϕp and the other for
ϕz ext) were obtained using DoE techniques [18]. Before they are presented, it is necessary
to explain how they were used. The values of the parameters for the models had to be
within the range shown in Table 1, and at the same time, their values had to be entered in
a coded way. This means that instead of using the real value, it had to be transformed to
the (−1, 1) range according to expression 17 [18], where the real center value and the real
low value are those that appear in Table 1 for the middle value (0) and for the minimum
value (-):

Coded Value =
Real Value− Real centre value

Real centre value− Real low value
(17)

The generic expression for both correlations can be written in a general form as [18]:

Y = b0 + ∑k
i=1 bixi + ∑k

i=1 biix2
i + ∑ ∑i<j bijxij (18)

where Y is the value obtained for the pressure loss coefficient through each correlation;
xi is the coded values for the geometric and operational parameters obtained through
expression 17; and b0, bi, bii and bij for each correlation are the regression coefficients
obtained through the DoE technique for the independent term, for each of the main effects,
for the quadratic effects and for the significant interactions, respectively. k for each model
is the number of main effects, quadratic terms or main interactions that must be included
in order to attain a good fit for the regression models.

The correlations for ϕp and ϕz ext are presented in Tables 4 and 5, respectively. The
values of the regression adjusted coefficients (R2) are 79% and 95%, respectively.
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Table 4. Terms of the correlation for ϕp.

Factor β0 D Dh/D S V a t

Value 445.48 −159.30 −52.03 22.94 −122.42 −22.02 257.08

Factor ε ξ D-V D-t D-ε D-ξ S-Dh/D

Value −307.91 230.03 84.87 155.50 61.81 53.03 −56.22

Factor V-t a-t ε-t ξ-t ε-ξ

Value 107.62 −60.56 −175.56 127.28 −127.16

Table 5. Terms of the correlation for ϕz, ext.

Factor β0 D Dh/D S V a t

Value −771.53 519.09 142.53 −26.18 26.55 284.48 557.85

Factor ε ξ D-Dh/D D-t D-ξ a-Dh/D t-Dh/D

Value −74.12 175.85 75.16 −425.94 86.75 −116.31 −125.81

Factor S-ε V-ε V-ξ a-t a-ε t-ξ t-t

Value 88.50 55.91 −53.75 −108.91 −57.81 −108.34 −193.59

6.3. Reliability of Compact Modeling

Having presented the correlations, the next step is to observe the results that are
obtained through the use of the coefficients that are predicted by the correlations. With this
aim, the flow magnitudes (vt, S, Vmin and Vmax) at the outlet cross-section of the domain
are compared. On the one hand, the flow magnitudes obtained by the simulations with the
pressure loss coefficients from the second iterative process are compared with those ob-
tained by the simulations using the coefficients predicted by the correlations. On the other
hand, the magnitudes obtained by the coefficient predictions of the correlations are com-
pared with the magnitudes obtained by the detailed models in Bengoechea et al. [17] that
are used as a reference. It must also be noted that the detailed model was experimentally
validated in Bengoechea et al. [16].

The results for the first comparison are shown in Figure 7. From the figure, it can be
concluded that using the values for ϕp and ϕz ext obtained by the correlations from the
compact model do not produce a big difference in the flow magnitudes with respect to
using the coefficients obtained just after the iterative process. There are few samples that
escape the ±20% of difference.

Once it was shown that the employed correlations had a reasonable influence on the
flow magnitude predictions, these were compared with the flow magnitudes obtained by
the detailed models in Bengoechea et al. [17]. This comparison is shown in Figure 8. From
this figure, it can be seen that the flow magnitudes obtained by the compact model are
satisfactory for vt, S and Vmax. For these magnitudes, nearly all samples are inside the±20%
difference. However, for Vmin, it seems that a considerable error is produced. Nevertheless,
this error is not very significant if the velocity contours are analyzed. Figure 6 shows that in
spite of there being a great difference between the minimum axial velocity values obtained
by the compact model and those obtained by the detailed model, the approach to the
velocity fields is excellent. Therefore, the results from the minimum axial velocities values
are not significant. Moreover, in order to estimate whether the minimum velocity should
be smaller, the reduced model presented in Bengoechea et al. [17] can be used.
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There is also interest in comparing how using the compact model improves the results
that thermal designers attain without this model. Nowadays, thermal design is a challenge
that is tackled by using pressure loss coefficients obtained from different handbooks, such
as that by Idelchick [20]. The problem is that thermal designers use only one pressure
loss coefficient. In order to show the improvements provided by the compact model, this
pressure loss coefficient was calculated from Idelchick [20] for each of the 81 cases in
Table 2. The geometries for each of the cases in Figure 2 were simulated by imposing
the corresponding value of the calculated pressure loss coefficient on ϕz ext and ϕz int,
and ϕp = 0, which is the process used most frequently by thermal designers. In Figure 9,
the flow magnitudes obtained via simulation for the outlet cross-section are compared
with those obtained from the detailed models in Bengoechea et al. [17]. This figure shows
that the predictions for each of the flow magnitudes (vt, S, Vmin and Vmax) made by using
handbooks are much worse than the predictions obtained by the compact model presented
in this work. In fact, the values for R2 are clearly lower (unless for the maximum velocity).
Furthermore, it is important to highlight that the correlation line is far from the ideal case
of y = x, which means that in spite of having a good value for R2 (as is the case for Vmax),
the error produced with respect to the detailed models is high for nearly all samples. As
the figure indicates, for Vmax, most of the samples are in the ±20% range of difference, in
spite of having an R2 of 0.93.
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6.4. Application of the Compact Model with a Random Case

In order to check the correct working of the compact model and that the correlations
are able to supply coefficients that approximate the flow pattern correctly, a simulation
of a new detailed model case was performed. The modeling strategy is the same as that
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presented in Bengoechea et al. [17]. The geometric and operation parameters corresponding
to this new case are presented in Table 6. Figure 10 presents the results obtained by the
compact model (employing the pressure loss coefficients given by the correlations), by
the detailed model, and by the coefficients provided by the Idelchick handbook [20]. As
the figure shows, the prediction given by the compact model is closer to the detailed one
than the prediction using the Idelchick handbook. The fit for the minimum and maximum
axial velocities is better with the compact model that is introduced in this work, as is the
adjustment for the tangential velocity. As the Idelchick handbook does not include pressure
loss coefficients perpendicular to the flow direction, more tangential flow passes the screen
when solving the flow by the coefficients given in this handbook. Therefore, the compact
model presented in this work that consists of three directional pressure loss coefficients
logically approximates a three-dimensional flow better.

It is necessary to note that the new case is supposed to be between those cases for
which the Idelchick handbook is expected to provide a solution, as the level of the porosity
of the screen is fixed to its higher value (see Table 6). This way, the value for the coefficient
perpendicular to the flow direction tends towards a lower value. Therefore, through this
new case, apart from showing that the compact model functions well, it was demonstrated
that even for cases with high porosity, these correlations work better than the modeling
currently employed.

Appl. Sci. 2021, 11, 1999 19 of 22 
 

6.4. Application of the Compact Model with a Random Case 
In order to check the correct working of the compact model and that the correlations 

are able to supply coefficients that approximate the flow pattern correctly, a simulation of 
a new detailed model case was performed. The modeling strategy is the same as that 
presented in Bengoechea et al. [17]. The geometric and operation parameters 
corresponding to this new case are presented in Table 6. Figure 10 presents the results 
obtained by the compact model (employing the pressure loss coefficients given by the 
correlations), by the detailed model, and by the coefficients provided by the Idelchick 
handbook [20]. As the figure shows, the prediction given by the compact model is closer 
to the detailed one than the prediction using the Idelchick handbook. The fit for the 
minimum and maximum axial velocities is better with the compact model that is 
introduced in this work, as is the adjustment for the tangential velocity. As the Idelchick 
handbook does not include pressure loss coefficients perpendicular to the flow direction, 
more tangential flow passes the screen when solving the flow by the coefficients given in 
this handbook. Therefore, the compact model presented in this work that consists of three 
directional pressure loss coefficients logically approximates a three-dimensional flow 
better. 

It is necessary to note that the new case is supposed to be between those cases for 
which the Idelchick handbook is expected to provide a solution, as the level of the porosity 
of the screen is fixed to its higher value (see Table 6). This way, the value for the coefficient 
perpendicular to the flow direction tends towards a lower value. Therefore, through this 
new case, apart from showing that the compact model functions well, it was demonstrated 
that even for cases with high porosity, these correlations work better than the modeling 
currently employed. 

 
Figure 10. Axial and tangential velocity fields (m/s) for the outlet cross-section of the domain for the new case obtained by
the compact model, by the detailed model and by Idelchick.

98



Appl. Sci. 2021, 11, 1999

Table 6. Real and coded values for each parameter in the new case.

Parameter D(mm) Dh/D S a(mm) ε (%) ξ(1/mm) t (mm) V(m/s)

Real value 67 0.42 0.7 16 0.75 0.26 1.4 1.68

Coded value −0.10 0.13 0.00 0.10 1 −0.66 −0.11 −0.09

7. Conclusions

A methodology for obtaining the pressure loss coefficients per unit length that define a
compact model of an EMC screen based on a porous media approach was defined for a case
in which the approaching flow is a fan-induced one. In addition, correlations predicting
the values of the directional pressure loss coefficients as a function of the geometric and
operational parameters were introduced. It is concluded that using this compact model
offers thermal designers the following advantages with respect to using a detailed model
or the modeling proposed by the various handbooks on pressure loss coefficients.

One advantage is that there is a very significant reduction in the time needed to create
the geometry and the mesh, as it is not necessary to generate the geometries of the pores.
Between 4 and 24 h is needed to create a detailed model, while no more than 10 min (less
than 4% of the initial time) is required to create the compact model.

A second advantage is that as a consequence of the decrease in the number of elements
that the mesh has, the time needed to converge the simulations is drastically reduced. For
a detailed model, depending on the geometry, anywhere between 5 h and several weeks is
needed to achieve a good level of convergence, whereas with a compact model, thermal
designers have a reliable approximation of the flow pattern in 5 min (less than 1.7% of the
initial time).

Therefore, the compact model presented in this work provides a quick and reliable
approximation of the flow pattern that is superior to the approximations obtained by the
modeling proposed in various handbooks. This approach permits electronic components
to be placed into the 3D domain in such a way that a good prediction of the flow close to
each component will be obtained quickly.
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Nomenclature

a distance between the fan and the EMC screen (mm)
A area (m2)
D diameter of the fan and size of the channel (mm)
Dh hub diameter (mm)
k turbulent kinetic energy (m2/s2)
Lc characteristic length (m)
P pressure (N/m2)
S Swirl number (-)
t thickness of the screen (mm)
Ui,j velocity components (m/s)
v velocity(m/s)
vt area weighted average of the tangential velocity (m/s)
V mean axial velocity (m/s)
Va local axial velocity (m/s)
Vt mean tangential velocity (m/s)
Greek symbols
β regression coefficient (-)
ε porosity of the screen (%)
ε rate of dissipation of the turbulent kinetic energy (m2/s3)
ϕ directional pressure loss coefficient (-)
µ dynamic viscosity (N·s/m2)
µt turbulent viscosity (N·s/m2)
ρ density (kg/m3)
ξ ratio of perimeter to area of the pores of the screen (1/mm)
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Abstract: Flow diverters (FDs) for the endovascular treatment of intracranial aneurysms are effective
for sidewall aneurysms, but their use at a bifurcation is problematic because FDs only partially
cover the aneurysm neck and impede flow into a daughter branch; they are thus not employed
routinely in this anatomy. eCLIPs was developed as a non-tubular implant to completely cover
the neck of an aneurysm and serve as a coil retention device necessary for the adequate treatment
of wide-neck bifurcation aneurysms. eCLIPs has shown some flow diversion effects in bifurcation
anatomy but not equal to those exhibited by clinically accepted flow diverters in sidewall anatomy.
A new generation of eCLIPs implant, the eCLIPs bifurcation flow diverter (eBFD), with higher metal
coverage, was developed to achieve a similar flow diversion as a Pipeline Embolization Device (PED),
a prototypical FD. Particle image velocimetry was used to capture the fluid dynamics and velocity
reduction within silicone aneurysm replicas. A circulatory mimicking loop was developed to circulate
the flow through the silicone models. All generations of eCLIPs implants had some flow-diverting
effect, with increasing metal coverage density of the implant proportionately increasing the flow
diversion effect. The eBFD, with a metal density of 35%, showed greater flow diversion than PED,
with 30% metal density, for bifurcation anatomy. The eBFD showed similar reduction of flow in a
bifurcation anatomy to PED in a sidewall, both sufficient to permit early thrombosis of the aneurysm.
Thus, the eBFD can potentially provide sufficient flow diversion for the treatment of bifurcation
aneurysms to avoid adjunctive coiling.

Keywords: particle image velocimetry; flow diverter; aneurysm; bifurcation; hemodynamic; velocity
reduction; coil

1. Introduction

A brain aneurysm is a localized enlargement of an intracranial artery, usually due to damaged
smooth muscle cells and elastin in the arterial layers [1] but often exacerbated by localized perturbation
of blood flow. The Brain Aneurysm Foundation reported that the worldwide annual mortality due to
intracranial aneurysms is 500,000, with approximately 50% of these patients being younger than 50 years
old [2]. Common treatments for intracranial aneurysms include embolic coiling and stent-assisted
coiling, but these are associated with frequent recurrence, especially for wide-neck aneurysms [3,4].
Stent-assisted coiling prevents coil protrusion into the parent artery lumen, a particular problem with
wide-neck aneurysms, and reduces the recurrence risk [5]. Intra-aneurysmal coils act by initiating and
propagating thrombus that ultimately cause the aneurysm to heal by thrombotic occlusion.
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An emerging method to treat brain aneurysms is the use of flow diverter (FD) devices. Typically,
FDs are tubular stents made of high-density braided mesh that minimizes blood perfusion through the
stent wall into the aneurysm, producing blood stasis within the aneurysm that facilitates thrombus
and thereby mitigates the need for coils [6]. All available FD devices in the market are designed for the
treatment of sidewall aneurysms, but many aneurysms occur at a bifurcation. Y stenting is occasionally
performed at a bifurcation to secure the coil and provide better neck coverage by deploying one
stent from the parent artery to one daughter branch and then telescoping a second stent to the other
(contralateral) branch [7,8]. FDs are not well suited to this anatomy because delivery methods preclude
complete bridging of the neck. A FD is implanted from the parent artery to one daughter branch,
providing a “neck narrowing” function to retain coils while also partially redirecting flow away from
the aneurysm. Both Y stenting and FDs result in only partial coverage of the neck of the bifurcation,
impede access to side branches, and, in the case of FDs, reduce the flow into contralateral side branches
with the risk of hypoperfusion [9]. Another method for treating intracranial bifurcation aneurysms is
with intrasaccular devices (e.g., WEB, Woven EndoBridge, Microvention, Aliso Viejo, CA, USA) [10].
While these devices disrupt intrasaccular flow to initiate thrombus, they do not reduce flow entering
the neck of the aneurysm, a factor that can result in shape modification and compaction of intrasaccular
contents [11,12].

eCLIPs (eCLIPsTM, eVasc Neurovascular, Vancouver, BC, Canada) implants are semi-
circumferential but non-tubular devices with two sections (Table 1): an anchor segment that is
placed into one branch, and a leaf segment that crosses the neck of a bifurcation from one side branch
to the other (contralateral) to effect coil retention without blocking the flow to the branches [13].
Peach et al. [14] demonstrated the FD characteristics of the eCLIPs leaf section using computational
flow dynamics (CFD). They compared the eCLIPs flow diversion against that of clinically accepted
FDs, e.g., the Pipeline Embolization Device (PED, Medtronic, Minneapolis, MN, USA), in a bifurcation
geometry. They concluded that eCLIPs is 10% less effective than braided mesh in reducing the inflow
and the jet into the aneurysm, possibly due to the larger pore size, but does not impede flow into either
side branch. Different numerical and experimental hemodynamic studies had shown that reducing the
pore size leads to a greater flow diversion effect [15–17]. Particle image velocimetry (PIV) is an optical
measurement technique that has been widely used for in vitro assessment of the intracranial aneurysm
hemodynamics and flow diversion effect [16–18].

The current state of the art in the endovascular treatment of intracranial aneurysms does not offer
a universally reliable and safe method to treat bifurcation aneurysms but suggests that FDs in some
form may offer a solution. The eCLIPs implant has had three iterations: an early “proof of principle”
stainless steel version [19] and two nitinol versions, the earlier (eCLIPs bifurcation remodelling system,
eBRS) having FD characteristics as described by Peach et al. [14] and the later having improved
deliverability (eCLIPs electrolytic bifurcation, eB) [20]. A fourth generation of eCLIPs implant (eCLIPs
bifurcation flow diverter, eBFD) was developed with increased metal coverage (density) to enhance the
flow diversion effect of the eCLIPs implants at a bifurcation. The objective of this study was to use PIV
to assess the degrees of flow diversion of the successive generations of eCLIPs implant, particularly
the fourth generation (eBFD), and to compare the results against those of a clinically accepted FD,
PED (Table 1), which was tested in a sidewall and bifurcation aneurysm configuration. Enhanced
flow diversion by the eBFD may be sufficient for healing a bifurcation aneurysm without the need for
adjunctive coiling.
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Table 1. Illustration and general characteristics of the three versions of eCLIPs and Pipeline studied
using particle image velocimetry (PIV) analysis; the Pipeline device image was adapted from
Dholakia et al. [21].
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Inc. Midland, MI, USA) at room temperature (23 °C) (Figure 1c). The lost core casting method 
developed by Yazdi et al. [22] was used for phantoms manufacture; the details of the moulding 
process can be found in their study. It was reported that the Sylgard-184 has a Young`s modulus of 
1.32 MPa if it is cured at room temperature [23,24]; thus, it was not measured in this study. 
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2. Materials and Methods

Two arterial phantoms were used in this study. First, an idealized 1:1 scale compliant phantom of
the basilar artery with posterior cerebral branches was designed with an aneurysm at the bifurcation
(Figure 1a). Another 1:1 scale model of the basilar artery with a sidewall aneurysm was designed
(Figure 1b). The phantoms were manufactured from Silicone Sylgard-184 (Dow Corning Inc. Midland,
MI, USA) at room temperature (23 ◦C) (Figure 1c). The lost core casting method developed by
Yazdi et al. [22] was used for phantoms manufacture; the details of the moulding process can be found
in their study. It was reported that the Sylgard-184 has a Young‘s modulus of 1.32 MPa if it is cured at
room temperature [23,24]; thus, it was not measured in this study.

In total, 7 experiments were conducted and 4 implants were tested. Cases 2 and 3 (generations 2
and 3) were eCLIPs coil assisting implants commercially available on the market. Case 4 (generation 4)
was a revision developed with higher metal coverage. A schematic view of an eCLIPs implant
in bifurcation configuration is shown in Figure 2a. Since the PED implant is the prototypical FD,
its measure of flow diversion was used as a reference to compare the eCLIPs’ results. The PED was
implanted in both bifurcation (Case 5) (Figure 2b) and sidewall (Case 7) configurations (Figure 2c).
Cases 1 and 6 were the silicone models without any implant and served as baselines to assess the flow
diversion effect.
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Figure 1. (a) Bifurcation aneurysm model drawing, (b) sidewall model drawing, and (c) sample image
of the manufactured silicone model; length units are in mm.

A fluid circuit was developed to run the flow through the phantoms (Figure 3). A solution of
47.38% water, 36.94% glycerine, and 15.68% sodium iodide was used as a blood analogue [25]. The
circuit consisted of a steady pump, magnetic-inductive flowmeter (SM 4000, IFM Inc., Daimlerring,
Germany), phantom box, reservoir, and header tank. The header tank was used to mimic the impedance
of the smaller arteries and capillaries. To eliminate the vibration in the fluid line and aneurysm due to
the pump propulsion, the fluid was pumped to a reservoir (Figure 3) and gravity-fed to the model.
A weir was designed in the reservoir to keep the fluid level constant. To eliminate optical distortion
during the PIV experimentation, the working fluid should have the same refractive index as the silicone
phantoms. The phantom box was also filled with the same working fluid to mimic the surrounding
tissue. This solution matched the refractive index of the silicone Sylgar-184 (n = 1.414), which was
verified by placing a checkerboard behind the phantom and capturing images to check for distortion
of the grids. The solution had dynamic viscosity of 4.31 cP, which is in the range of human blood
viscosity [25]. The volumetric flow rate in the basilar artery can reach up to 300 mL/min at peak
systole [17,26]. Since it was expected to see the highest velocity and blood protrusion into the aneurysm
at peak systole, all the experiments were conducted at a 300 mL/min steady flow. Since there are no
published data on the shear rate threshold for successful flow diversion and thrombosis formation in
a bifurcation aneurysm, the current study only mapped the velocity field in the aneurysm sac and
discussed the flow diversion based on the velocity reduction.
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Figure 2. Schematic views of the deployed implants in different configurations: (a) eCLIPs in bifurcation,
(b) PED in bifurcation, and (c) PED in sidewall configuration.
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Figure 3. Schematic view of the fluid circuit and PIV setup: (a) steady pump, (b) magnetic-inductive
flowmeter, (c) phantom box, (d) LED light source, (e) header tank, (f) PIV camera, (g) reservoir (header
tank with weir), (h) control platform.

Planar PIV was used to capture the fluid dynamics within the aneurysm dome. A high-power LED
(ILA-5150 GmbH, Aachen, Germany) light source was used to illuminate the region of interest. Fiber
optics connected to the LED head transferred the illumination to the light sheet generator composed of
cylindrical lenses. The adjusted light sheet had a thickness of 1 mm and was aligned with the central
coronal plane of the aneurysm for which all the results were captured. An ILA µEYE PIV camera
(ILA-5150 GmbH, Aachen, Germany) with 2048 × 2048 pixels was used to capture the particle images.
The camera was equipped with a 35 mm lens installed on a 40 mm C-mount extension. This allowed
the lens to focus on objects at shorter distances than would be possible without a spacer, thus increasing
the magnification of the image on the camera sensor. The flow was seeded polyamide particles with a
nominal diameter of 5 µm. An ILA network synchronizer was used to fire the LED in double-pulsed
mode and synchronize the illumination and capture events.

Light reflection from the silicone model wall and stationary objects can cause an error in
displacement vector calculation. Thus, to increase the signal-to-noise ratio before cross-correlation,
the average intensity background was subtracted from the images. Gaussian window weighting was
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applied to images prior to the correlation. Preprocessing of the images eliminated the peak-locking effect,
which is a cause of bias in the PIV analysis and increases the velocity uncertainty. Cross-correlation
was used to compute the displacement vector field. For all analyses, 100 image pairs were captured
and used for the analysis of the ensemble-averaged vector field. Almost no interpolated vector was
observed in the ensemble averaged vector field. A combination of the mentioned conditions ensured
low uncertainty of the calculated velocity field. Iterative window refinement was used for grid
generation with start and final window dimensions of 225 × 225 and 48 × 48 pixels, respectively, with
50% grid overlapping. Normalized median testing of the 8 neighboring grids was used to validate the
computed vector field. PIVview2C software was used for the analysis of the images. The mapped
velocity data were plotted using Tecplot 360 software.

3. Results

Figure 4 shows the velocity contour plots of all cases with and without implants in bifurcation
and sidewall configurations. Due to the difference in peak velocity between the control case and the
cases with implants, a logarithmic scale color map was used to enhance the comparison. In general, the
figures show the effect of higher metal coverage on flow diversion by progressively reducing velocity
within the aneurysm.
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Figure 4. Velocity colour mapping and flow streamlines for different implants in sidewall and
bifurcation geometry; note that logarithmic color mapping was used to enhance the comparison of
contours. (a) Case 1, bifurcation, no implant, (b) Case 2, bifurcation, eBRS, (c) Case 3, bifurcation, eB,
(d) Case 4, bifurcation, eBFD, (e) Case 5, bifurcation, PED, (f) Case 6, sidewall, no implant, (g) Case 7,
sidewall, PED.

Table 2 shows the mean and maximum velocity measurements for each case and the percentage
of reduction compared with the control case. As the metal coverage density increases, the mean and
maximum velocities are reduced. The highest velocity reduction was observed in Case 4, the eCLIPs
fourth-generation eBFD, which had the highest density.

Table 2. Peak and average aneurysm velocities and the percentage of reduction for each case at
300 mL/min volumetric flow rate.

Case Density% Max. Velocity
(m/s)

Max Velocity
Reduction (%)

Mean Velocity
(m/s)

Mean Velocity
Reduction (%)

Bifurcation

Case 1, no implant N/A 0.320 N/A 0.127 N/A
Case 2, eBRS (Generation 2) 26 0.0172 95 0.0049 96

Case 3, eB (Generation 3) 21 0.0260 92 0.0077 94
Case 4, eBFD (Generation 4) 35 0.0100 97 0.0014 98

Case 5, PED 3.75 mm × 18 mm 30 0.0380 88 0.0075 94

Sidewall

Case 6, no implant N/A 0.0500 N/A 0.0096 N/A
Case 7, PED 3.75 mm × 18 mm 30 0.0144 84 0.0013 86

Figure 4a shows the bifurcation aneurysm without an implant (control case). A jet was observed
that entered the aneurysm predominantly from the distal end of the neck. The maximum velocity
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obtained was 0.32 m/s, which is significantly close to the theoretical velocity of 0.39 m/s calculated in
the parent artery given the volumetric flow rate and model dimensions stated earlier. A considerable
recirculation can be seen in the velocity map, with the core located near the top of the dome. For
the eBRS implant (Figure 4b), the velocity was reduced across the dome, and there was no evidence
of recirculation. The eB implant (Figure 4c) showed a similar flow pattern to the eBRS. However,
a recirculation was observed, relatively weaker than that in the control case. The recirculation was
counter-clockwise in the control case, while a clockwise recirculation was observed in the eB case.
Amongst all the implants in the bifurcation configuration, the eBFD showed the best flow diversion
performance and velocity reduction (Figure 4d). The maximum and mean velocity were reduced by
97% and 98%, respectively (Table 2). The velocity was significantly reduced at the dome, with no
evidence of recirculation, and the highest velocity was observed at the sides of the neck.

The PED in the bifurcation geometry (Figure 4e) showed a lesser level of flow diversion than the
eBFD, and the mean velocity reduction was the same as that of eB (Table 2). The flow entered the
aneurysm from the distal end of the neck with a relatively high core velocity.

In the sidewall geometry without an implant, flow entered the aneurysm from the distal end
of the neck, and a jet with a core velocity of 0.05 m/s was observed (Figure 4f). The flow circulated
at the center of the aneurysm. Of note is that the velocity entering the aneurysm at the bifurcation
location (0.32 m/s, Table 2) was markedly higher than that entering at the sidewall location (0.05
m/s, Table 2). Deployment of the PED in the sidewall configuration (Figure 4g) led to a considerable
reduction of the velocity in the aneurysm sac, particularly at the top of the dome. The velocity color
mapping showed that the eBFD at a bifurcation (Case 4) resulted in a greater reduction in inflow
velocity—mean and maximal velocity reductions of 97% and 98%, respectively—than did the PED at a
sidewall (Case 7)—mean and maximal velocity reductions of 84% and 86%, respectively.

4. Discussion

Flow diverters have been accepted as standalone implants for the treatment of intracranial
aneurysms in lieu of other conventional treatment methods, including clipping, embolic coil, and
stent-assisted coiling, in particular for wide-neck aneurysms [27]. However, effective flow diversion
by the implant for aneurysm healing is considerably dependent on the velocity reduction within the
aneurysm sac [28]. The current study used a PIV optical fluid dynamics measurement technique to
evaluate the flow diversion effect of a new generation of the eCLIPs flow diverter and compare the
results to those of previous eCLIPs coil retaining implants and the PED flow diverter.

The deployment of all devices caused a flow-diverting effect in the aneurysm dome. However,
the level of flow diversion and reduction of aneurysmal velocity compared with the baseline were
different across the implants and configurations. The results showed that there is a strong correlation
between metal coverage density and flow reduction. This finding was in agreement with previously
published studies [15–17]. For instance, the eBRS and eB implants both reduced the velocity within the
aneurysm, with metal densities of 26% and 21%, respectively.

Yu et al. [29] experimentally investigated the effect of stent porosity in reducing cerebral sidewall
aneurysm flow using PIV. They reported that to effectively dampen the flow in an aneurysm, the
stent porosity should be kept around 60% (40% metal coverage), and for a porosity of 64% (36% metal
coverage), the velocity decreased by 98% in the aneurysm [29]. The eBFD was manufactured with 35%
metal coverage. It had the highest flow reduction amongst the implants, with a mean flow reduction
of 98%, concordant with results by Yu et al. [29]. Their observation that a 26% density yielded a mean
velocity of 0.0048 m/s in the aneurysm is comparable to the mean velocity of 0.0049 m/s observed for
the eBRS (also 26% density). Thus, Yu’s data provide a measure of validity to the results obtained in
this report.

A jet and large recirculation was observed in the sidewall anatomy (Figure 4f) with no device
across the neck. A computational study by Castro et al. [30] showed similar fluid dynamics in a cerebral
bifurcation without an implant at peak systole. As expected, the PED implant in sidewall configuration
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significantly reduced the flow in the aneurysm dome (Figure 4g)—a result of the high density of
the braided mesh influencing the fluid dynamics in the aneurysm dome. The PED has been widely
accepted as an effective flow diverter for the treatment of sidewall intracranial aneurysms. A review by
Wong et al. [6] of PED flow diverters’ clinical outcomes reported that the PED is an effective implant to
treat wide-necked, fusiform, large, and giant unruptured aneurysms, with 5% of patients experiencing
permanent major morbidity and mortality. However, they emphasized a lack of understanding of the
flow diverter’s effect at bifurcations.

While the PED has 30% metal coverage, as reported in the device’s instruction for use, the PED in
the bifurcation configuration showed higher velocity entering the aneurysm (mean velocity 0.0075 m/s)
than either the eBRS (0.0049 m/s) or eBFD (0.0014 m/s) and effectively the same as the eB implant
(0.0077 m/s) with 21% density (Table 2). The higher PED mean velocity in the bifurcation geometry over
a device that fully bridges the neck, such as eCLIPs implants, may be explained by the PED bending at
the transition between the parent artery and daughter branch, leading to mesh stretching and higher
porosity. In addition, the PED in the bifurcation configuration only partially covers the aneurysm
neck, potentially leading to a Venturi effect and high velocity at the neck. While not quantified, visual
inspection showed an obvious, and expected, reduction of the outflow into the contralateral branch.
This observation was highlighted by Tang et al. [9], who computationally modelled the blood flow in a
bifurcation geometry pre- and post-implantation of a PED and showed a reduction of the flow rate
into the contralateral branch, leading to hypoperfusion post stenting.

The velocity entering the aneurysm at the bifurcation location is markedly higher than that entering
at a sidewall location, as might be expected due to the flow perturbation unique to a bifurcation
geometry [11], comporting with the clinical observation that a water jet phenomenon at a bifurcation is
the likely cause of the higher rate of recurrence at a bifurcation [31].

The eBFD flow diverter in the bifurcation shows a reduction of mean velocity of 98%, whereas
the PED has a mean reduction of mean velocity of 86% in a sidewall configuration. Possibly more
importantly, the mean velocity is 0.0014 m/s within a bifurcation aneurysm with an eBFD implant
and is 0.0013 m/s for a PED implant at a sidewall. Mut et al. [28], using CFD simulation, studied the
association of hemodynamic conditions and occlusion times after flow diversion in cerebral aneurysm.
Their study reported that the threshold for early occlusion of the aneurysm (thrombosis at 3 months) is
a reduction of aneurysm velocity to 0.013 m/s. Both the eBFD and PED exceeded this threshold in the
bifurcation and sidewall locations, respectively, by a factor of 10. Recognizing that the PED is accepted
in clinical use as a FD in sidewall applications with a mean velocity of 0.0013 m/s, the eBFD, with an
aneurysm mean velocity of 0.0014 m/s, should provide the same security of early thrombus formation
in a bifurcation aneurysm as PED confers in a sidewall aneurysm. The successful flow-diverting effect
of the eBFD in a bifurcation aneurysm, however, would occur without obstructing the flow into either
side branch.

While wall shear stress (WSS) is an important parameter in the analysis of aneurysm flow diversion
effects, it was not calculated in this study due to aliasing and light reflection at the lumen wall that
may lead to error in the cross-correlation algorithm. CFD analysis can be implemented in the future
to calculate the WSS in three dimensions and high resolution. Kim et al. [32] numerically showed
that the placement of the stents reduced the velocity and vortices in the aneurysm sac, which caused
a reduction of the wall shear stress and shear rate. In the current study, we also observed velocity
and recirculation area reductions in the aneurysm after implantation. Since the shear rate and WSS
are directly proportional to the velocity gradient, it is expected that the shear rate and WSS stress are
reduced, similar to the results by Kim et al. [32].

While blood exhibits non-Newtonian behavior for a shear rate lower than 100 1/s, the working
fluid used in this study was Newtonian. Najjari et al. [33] reported that the refractive index of
xanthan-gum-based non-Newtonian fluid cannot be matched easily by varying NaI as it considerably
changes the fluid viscosity. Failing to perfectly match the refractive index causes optical distortion
in PIV analysis and bias in the cross-correlation algorithm, leading to inaccurate results. Thus, a
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Newtonian fluid was chosen as a blood analogue. Using a non-Newtonian blood analogue might
yield improved outcomes. However, different experimental and numerical hemodynamic studies have
used a Newtonian model and proved that it provides a good estimation of flow characteristics [34,35].
Valencia et al. [35] numerically investigated the effect of the non-Newtonian fluid assumption on
blood flow dynamics in the internal carotid artery with a saccular aneurysm. The study reported
that the non-Newtonian effect on wall shear stress was only important in high-velocity-gradient
areas. However, both Newtonian and non-Newtonian models showed similar wall shear stress in the
aneurysm area. Blood flow has pulsatile characteristics. The current study employed a steady flow
for analysis, but this model should not mitigate the value of the results shown herein since different
studies have shown that steady flow provides a strong indication of fundamental hemodynamic trends
that are present under both steady and pulsatile conditions in the aneurysm [36,37].

All the results presented were captured for only the central coronal plane (XY plane) of the
aneurysm. Planar PIV was used in this study to capture the fluid dynamics and could not capture the
out-of-plane component of the velocity. While it was expected to observe a complex flow in the XZ
plane, the out-of-plane behavior of the flow remains ambiguous for future studies. If the out-of-plane
velocity and transverse secondary flow development are deemed necessary, stereo-PIV, tomographic
PIV [38,39], or three-dimensional phase-contrast MRI can be utilized [40]. These may be employed in
future studies to help verify the results presented herein.

5. Conclusions

eCLIPs has undergone three iterations for the treatment of intracranial bifurcation aneurysms,
the first never achieving clinical uptake due to the delivery impediments associated with its
balloon-expandable stainless steel design. The second generation, the eCLIPs eBRS, with self-expanding
nitinol, showed a calculable flow diversion effect at a bifurcation. A third generation has improved
delivery characteristics and compatibility with smaller catheters. A fourth generation, the eBFD, was
developed to build upon these improvements and also to try to achieve a sufficient flow diversion
effect to obviate the need for adjunctive coiling. This study used PIV to measure the flow-diverting
hemodynamics, implied by reducing the velocity in the aneurysm sac, in successive eCLIPs versions in
comparison with a clinically recognized flow diverter, the PED, used as a reference predicate. The
results showed that for various eCLIPs iterations, increasing metal coverage density was proportional
to a reduction of the mean and maximum velocity in the aneurysm sac. The PED was not only less
effective as a flow diverter in the bifurcation configuration than the eBFD, but also less effective at
a bifurcation than in a sidewall configuration. The eBFD (fourth generation) showed equivalent
flow diversion at a bifurcation to PED in sidewall anatomy. Thus, it was concluded that the eBFD
has the potential for sufficient flow diversion and thrombosis in a bifurcation aneurysm without
the need for adjunctive coiling. This thesis must be validated by clinical studies. The study also
demonstrated the efficacy of the PIV measurement technique in assessing implant flow diversion and
associated hemodynamics.

Author Contributions: Conceptualization, S.G.Y., D.M., R.B., A.T., and D.R.R.; methodology: S.G.Y.; software,
S.G.Y.; validation, S.G.Y., D.M.; investigation, S.G.Y.; writing—original draft preparation, S.G.Y.; writing—review
and editing, S.G.Y., D.M., R.B., A.T. and D.R.R.; visualization, S.G.Y.; supervision, D.M., A.T., and D.R.R. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jung, K.-H. New Pathophysiological Considerations on Cerebral Aneurysms. Neurointervention 2018, 13,
73–83. [CrossRef] [PubMed]

111



Appl. Sci. 2020, 10, 8639

2. Foundation, B.A. Statistics and Facts—Brain Aneurysm Foundation. Available online: https://
bafound.org/about-brain-aneurysms/brain-aneurysm-basics/brain-aneurysm-statistics-and-facts/ (accessed
on 9 October 2020).

3. Shapiro, M.; Becske, T.; Sahlein, D.; Babb, J.; Nelson, P.K. Stent-supported aneurysm coiling: A literature
survey of treatment and follow-up. Am. J. Neuroradiol. 2012, 33, 159–163. [CrossRef] [PubMed]

4. Johnston, S.C.; Dowd, C.F.; Higashida, R.T.; Lawton, M.T.; Duckwiler, G.R.; Gress, D.R. Predictors of
rehemorrhage after treatment of ruptured intracranial aneurysms: The Cerebral Aneurysm Rerupture After
Treatment (CARAT) study. Stroke 2008, 39, 120–125. [CrossRef] [PubMed]

5. Wanke, I.; Forsting, M. Stents for intracranial wide-necked aneurysms: More than mechanical protection.
Neuroradiology 2008, 50, 991–998. [CrossRef]

6. Wong, G.K.C.; Kwan, M.C.L.; Ng, R.Y.T.; Yu, S.C.H.; Poon, W.S. Flow diverters for treatment of intracranial
aneurysms: Current status and ongoing clinical trials. J. Clin. Neurosci. 2011, 18, 737–740. [CrossRef]

7. Jankowitz, B.T.; Thomas, A.; Jovin, T.; Horowitz, M. Y stenting using kissing stents for the treatment of
bifurcation aneurysms. J. Neurointerv. Surg. 2012, 4, 16–21. [CrossRef]

8. Darkhabani, Z.M.; Lazzaro, M.A.; Zaidat, O.O. Pericallosal artery aneurysm treatment using Y-configuration
stent-assisted coil embolization: A report of four cases. J. Neurointerv. Surg. 2012, 4, 459–462. [CrossRef]

9. Tang, A.Y.S.; Chung, W.C.; Liu, E.T.Y.; Qu, J.Q.; Tsang, A.C.O.; Leung, G.K.K.; Leung, K.M.; Yu, A.C.H.;
Chow, K.W. Computational Fluid Dynamics Study of Bifurcation Aneurysms Treated with Pipeline
Embolization Device: Side Branch Diameter Study. J. Med. Biol. Eng. 2015, 35, 293–304. [CrossRef]

10. Arthur, A.S.; Molyneux, A.; Coon, A.L.; Saatci, I.; Szikora, I.; Baltacioglu, F.; Sultan, A.; Hoit, D.;
Almandoz, J.E.D.; Elijovich, L. The safety and effectiveness of the Woven EndoBridge (WEB) system
for the treatment of wide-necked bifurcation aneurysms: Final 12-month results of the pivotal WEB
Intrasaccular Therapy (WEB-IT) Study. J. Neurointerv. Surg. 2019, 11, 924–930. [CrossRef]

11. De Vries, J.; Boogaarts, H.D.; Sørensen, L.; Holtmannspoetter, M.; Benndorf, G.; Turowski, B.; Bohner, G.;
Derakhshani, S.; Navasa, C.; van Zwam, W.H. eCLIPs bifurcation remodeling system for treatment of wide
neck bifurcation aneurysms with extremely low dome-to-neck and aspect ratios: A multicenter experience. J.
Neurointerv. Surg. 2020. [CrossRef]

12. Caroff, J.; Mihalea, C.; Ikka, L.; Ozanne, A.; Gallas, S.; Chalumeau, V.; Moret, J.; Spelle, L. O-009 WEB shape
modification during follow-up: The bicêtre experience. J. Neurointerv. Surg. 2020. [CrossRef]

13. Chiu, A.H.; De Vries, J.; O’Kelly, C.J.; Riina, H.; McDougall, I.; Tippett, J.; Wan, M.; De Oliveira Manoel, A.L.;
Marotta, T.R. The second-generation eCLIPs Endovascular Clip System: Initial experience. J. Neurosurg.
2018, 128, 482–489. [CrossRef] [PubMed]

14. Peach, T.W.; Ricci, D.; Ventikos, Y. A Virtual Comparison of the eCLIPs Device and Conventional
Flow-Diverters as Treatment for Cerebral Bifurcation Aneurysms. Cardiovasc. Eng. Technol. 2019, 10,
508–519. [CrossRef] [PubMed]

15. Augsburger, L.; Farhat, M.; Reymond, P.; Fonck, E.; Kulcsar, Z.; Stergiopulos, N.; Rüfenacht, D.A. Effect
of flow diverter porosity on intraaneurysmal blood flow. Clin. Neuroradiol. 2009, 19, 204–214. [CrossRef]
[PubMed]

16. Liou, T.M.; Li, Y.C. Effects of stent porosity on hemodynamics in a sidewall aneurysm model. J. Biomech.
2008, 41, 1174–1183. [CrossRef] [PubMed]

17. Roszelle, B.N.; Gonzalez, L.F.; Babiker, M.H.; Ryan, J.; Albuquerque, F.C.; Frakes, D.H. Flow diverter
effect on cerebral aneurysm hemodynamics: An in vitro comparison of telescoping stents and the Pipeline.
Neuroradiology 2013, 55, 751–758. [CrossRef]

18. Dennis, K.D.; Rossman, T.L.; Kallmes, D.F.; Dragomir-Daescu, D. Intra-aneurysmal flow rates are reduced by
two flow diverters: An experiment using tomographic particle image velocimetry in an aneurysm model. J.
Neurointerv. Surg. 2015, 7, 937–942. [CrossRef]

112



Appl. Sci. 2020, 10, 8639

19. Marotta, T.R.; Gunnarsson, T.; Penn, I.; Ricci, D.R.; McDougall, I.; Marko, A.; Bourne, G.; Da Costa, L. A
novel endovascular clip system for the treatment of intracranial aneurysms: Technology, concept, and initial
experimental results: Laboratory investigation. J. Neurosurg. 2008, 108, 1230–1240. [CrossRef]

20. O’Kelly, C.; Rempel, J.L.; Diestro, J.D.B.; Marotta, T.R. Letter to the Editor: Pandemic (COVID-19) Proctoring
for eCLIPs Neurointervention. World Neurosurg. 2020, 142, 575. [CrossRef]

21. Dholakia, R.; Sadasivan, C.; Fiorella, D.J.; Woo, H.H.; Lieber, B.B. Hemodynamics of flow diverters. J. Biomech.
Eng. 2017, 139, BIO-16-1270. [CrossRef]

22. Yazdi, S.G.; Huetter, L.; Docherty, P.D.; Williamson, P.N.; Clucas, D.; Jermy, M.; Geoghegan, P.H. A Novel
Fabrication Method for Compliant Silicone Phantoms of Arterial Geometry for Use in Particle Image
Velocimetry of Haemodynamics. Appl. Sci. 2019, 9, 3811. [CrossRef]

23. Geoghegan, P.H.; Buchmann, N.A.; Spence, C.J.T.; Moore, S.; Jermy, M. Fabrication of rigid and flexible
refractive-index-matched flow phantoms for flow visualisation and optical flow measurements. Exp. Fluids
2012, 52, 1331–1347. [CrossRef]

24. Johnston, I.D.; McCluskey, D.K.; Tan, C.K.L.; Tracey, M.C. Mechanical characterization of bulk Sylgard 184
for microfluidics and microengineering. J. Micromech. Microeng. 2014, 24, 35017. [CrossRef]

25. Yousif, M.Y.; Holdsworth, D.W.; Poepping, T.L. A blood-mimicking fluid for particle image velocimetry with
silicone vascular models. Exp. Fluids 2011, 50, 769–774. [CrossRef]

26. Blanco, P.J.; Watanabe, S.M.; Dari, E.A.; Passos, M.A.R.F.; Feijóo, R.A. Blood flow distribution in an
anatomically detailed arterial network model: Criteria and algorithms. Biomech. Model. Mechanobiol. 2014,
13, 1303–1330. [CrossRef] [PubMed]

27. Briganti, F.; Leone, G.; Marseglia, M.; Mariniello, G.; Caranci, F.; Brunetti, A.; Maiuri, F. Endovascular
treatment of cerebral aneurysms using flow-diverter devices: A systematic review. Neuroradiol. J. 2015, 28,
365–375. [CrossRef]

28. Mut, F.; Raschi, M.; Scrivano, E.; Bleise, C.; Chudyk, J.; Ceratto, R.; Lylyk, P.; Cebral, J.R. Association between
hemodynamic conditions and occlusion times after flow diversion in cerebral aneurysms. J. Neurointerv.
Surg. 2015, 7, 286–290. [CrossRef]

29. Yu, C.H.; Matsumoto, K.; Shida, S.; Kim, D.J.; Ohta, M. A steady flow analsys on a cerebral aneurysm model
with several stents for new stent design using PIV. J. Mech. Sci. Technol. 2012, 26, 1333–1340. [CrossRef]

30. Castro, M.A.; Putman, C.M.; Cebral, J.R. Computational fluid dynamics modeling of intracranial aneurysms:
Effects of parent artery segmentation on intra-aneurysmal hemodynamics. Am. J. Neuroradiol. 2006, 27,
1703–1709.

31. Fiorella, D.; Arthur, A.S.; Chiacchierini, R.; Emery, E.; Molyneux, A.; Pierot, L. How safe and effective are
existing treatments for wide-necked bifurcation aneurysms? Literature-based objective performance criteria
for safety and effectiveness. J. Neurointerv. Surg. 2017, 9, 1197–1201. [CrossRef]

32. Kim, Y.H.; Xu, X.; Lee, J.S. The effect of stent porosity and strut shape on saccular aneurysm and its numerical
analysis with lattice Boltzmann method. Ann. Biomed. Eng. 2010, 38, 2274–2292. [CrossRef] [PubMed]

33. Najjari, M.R.; Hinke, J.A.; Bulusu, K.V.; Plesniak, M.W. On the rheology of refractive-index-matched,
non-Newtonian blood-analog fluids for PIV experiments. Exp. Fluids 2016, 57, 96. [CrossRef]

34. Frolov, S.V.; Sindeev, S.V.; Liepsch, D.; Balasso, A. Experimental and CFD flow studies in an intracranial
aneurysm model with Newtonian and non-Newtonian fluids. Technol. Health Care 2016, 24, 317–333.
[CrossRef] [PubMed]

35. Valencia, A.; Zarate, A.; Galvez, M.; Badilla, L. Non-Newtonian blood flow dynamics in a right internal
carotid artery with a saccular aneurysm. Int. J. Numer. Methods Fluids 2006, 50, 751–764. [CrossRef]

36. Babiker, M.H.; Gonzalez, L.F.; Albuquerque, F.; Collins, D.; Elvikis, A.; Zwart, C.; Roszelle, B.; Frakes, D.H.
An in vitro study of pulsatile fluid dynamics in intracranial aneurysm models treated with embolic coils and
flow diverters. IEEE Trans. Biomed. Eng. 2012, 60, 1150–1159. [CrossRef] [PubMed]

37. Nair, P.; Chong, B.W.; Indahlastari, A.; Ryan, J.; Workman, C.; Babiker, M.H.; Farsani, H.Y.; Baccin, C.E.;
Frakes, D. Hemodynamic characterization of geometric cerebral aneurysm templates treated with embolic
coils. J. Biomech. Eng. 2016, 138, 021011. [CrossRef]

38. Nguyen, Y.N.; Kabinejadian, F.; Ismail, M.; Kong, W.K.F.; Tay, E.L.W.; Leo, H.L. Ex vivo assessment of
bicuspidization repair in treating severe functional tricuspid regurgitation: A stereo-scopic PIV study. Sci.
Rep. 2019, 9, 11504. [CrossRef]

113



Appl. Sci. 2020, 10, 8639

39. Medero, R.; Ruedinger, K.; Rutkowski, D.; Johnson, K.; Roldán-Alzate, A. In Vitro Assessment of Flow
Variability in an Intracranial Aneurysm Model Using 4D Flow MRI and Tomographic PIV. Ann. Biomed. Eng.
2020, 48, 2484–2493. [CrossRef]

40. Yamashita, S.; Isoda, H.; Hirano, M.; Takeda, H.; Inagawa, S.; Takehara, Y.; Alley, M.T.; Markl, M.; Pelc, N.J.;
Sakahara, H. Visualization of hemodynamics in intracranial arteries using time-resolved three-dimensional
phase-contrast MRI. J. Magn. Reson. Imaging Off. J. Int. Soc. Magn. Reson. Med. 2007, 25, 473–478. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

114



applied  
sciences

Article

Thermal Accelerometer Simulation by the
R-Functions Method

Mikhail Basarab 1,* , Alain Giani 2 and Philippe Combette 2

1 Computer Science and Control Systems Department, Bauman Moscow State Technical University,
105005 Moscow, Russia

2 Institut d’Electronique et des Systèmes (IES), Université de Montpellier, 34095 Montpellier, CEDEX 05, France;
alain.giani@ies.univmontp2.fr (A.G.); philippe.combette@ies.univ-montp2.fr (P.C.)

* Correspondence: bmic@mail.ru; Tel.: +7-903-760-5499

Received: 1 November 2020; Accepted: 23 November 2020; Published: 25 November 2020 ����������
�������

Abstract: As well as many modern devices, thermal accelerometers (TAs) need a sophisticated
mathematical simulation to find the ways for their performance optimization. In the paper, a novel
approach for solving computational fluid dynamics (CFD) problems in the TA’s cavity is proposed
(MQ-RFM), which is based on the combined use of Rvachev’s R-functions method (RFM) and the
Galerkin technique with multiquadric (MQ) radial basis functions (RBFs). The semi-analytical RFM
takes an intermediate position between traditional analytical approaches and numerical methods,
such as the finite-element method (FEM), belonging to the family of the so-called meshless techniques
which became popular in the last decades in solving various CFD problems in complex-shaped
cavities. Mathematical simulation of TA by using the MQ-RFM was carried out with the purpose
to simulate the temperature response of the device and to study and improve its performance.
The results of numerical experiments were compared with well-known analytical and numerical
benchmark solutions for the circular annulus geometry and it demonstrated the effectiveness of the
MQ-RFM for solving the convective heat-transfer problem in the TA’s cavity. The use of solution
structures allows one to take a relatively small number of expansion terms to achieve an appropriate
accuracy of the approximate solution satisfying at the same time the given boundary conditions
exactly. The application of the MQ-RFM gives the possibility to obtain semi-analytical solutions to the
diffusion-convection problems and to identify the main thermal characteristics of the TA, that allows
one to improve the device performance.

Keywords: natural convection; Galerkin method; R-functions method; multiquadric RBF;
thermal accelerometer; cylindrical annulus

1. Introduction

Many modern devices, in particular, sensors based on microelectromechanical systems (MEMS),
need a sophisticated mathematical simulation to find the ways of their optimization. Among them
are thermal accelerometers (TAs) [1] which principle of operation is based on the effect of fluid or gas
convection in closed cavities under the influence of external forces of inertia. It is very important to
estimate the scale factor and bias stabilities of TAs under an external thermal slope, and to test different
types of cavity geometry (cylindrical, rectangular, hexagonal, etc.) to achieve the best performance of
the device.

To solve the aforementioned problems, it is necessary to simulate diffusive and convective heat
and mass transfer in arbitrarily shaped enclosures, which in turn is a problem of great importance due
to a large number of its practical applications. Since analytical solutions exist for a very narrow class of
simple-shaped domains only, a majority of modern computational fluid dynamics (CFD) techniques
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were developed which are based mainly on the use of the finite-difference and finite- element methods
(FDM and FEM) [2–4], boundary-element methods [5], and spectral element methods [6]. Their main
drawback is the cumbersome representation of grid solutions in complex- shaped domains, as well as
the difficulties connected with the approximation of boundary conditions. For the function of
pressure or for the vorticity function in dimensionless form, boundary conditions are not specified at
all and require special approximations. In addition, sometimes it is difficult to interpret analytically
the solutions obtained at a number of mesh knots and to evaluate errors.

Recently, a number of meshless (or mesh-free) techniques were proposed for solving convection-diffusion
problems with arbitrarily shaped cavities [7–9]. They became popular due to their simplicity, flexibility,
and independence from a complicated domain geometry. One of the most effective meshless techniques
is the Rvachev’s R-function method (RFM) [10]. It allows the given boundary conditions to be satisfied
exactly at all boundary points by means of the appropriate transformation of the basic functions.
With R-functions, it became possible to construct the functions with prescribed values and derivatives at
specified locations. Furthermore, the constructed functions possess desired differential properties and
may be assembled into a solution structure for the posed boundary value problems. The semi-analytical
method of R-functions takes an intermediate position between traditional analytical approaches and
numerical tools. Many practical problems in different areas of mathematical physics, in particular,
heat conductivity [11], are being solved effectively by using RFM.

Application of the RFM in combination with the Galerkin technique for solving CFD problems
in arbitrarily shaped domains was investigated earlier [12–14]. Different bases were applied in these
works, both spectral (polynomial) and local (B-splines), and good results were achieved for fields
evaluated in domains of simple geometry without localized inhomogeneities. In [15], an approach
combining the RFM and the Petrov–Galerkin method with bases of algebraic polynomials was presented
and applied to the simulation of thermal convection fields inside a closed rectangular cavity.

However, when applying the RFM, if a domain consists of two parts, for example, “inner” and
“outer”, which characteristic dimensions are not comparable, one needs to take either a large higher
power of approximating polynomials (in spectral methods) that worsens computational stability, or a
very small regular or irregular mesh width for bases of compactly supported functions. Therefore, in the
latter case, the RFM loses its main benefits and can be practically considered as a conventional grid
method such as FDM or FEM.

Here, a novel technique is proposed (MQ-RFM), based on the RFM with multiquadric (MQ) radial
basis functions (RBFs) [16,17]. These functions are very popular as “building blocks” in different
meshless methods intended for solving CFD problems [18,19]. Multiquadrics have a simple algebraic
representation and, like algebraic or trigonometric polynomials, are spectral ones, i.e., not compactly
supported. On the other hand, the basis of MQs can be simply formed on a usual regular mesh in
the way similar to the bases of compactly supported bilinear or high-order splines. For the first time,
the idea of using the RFM in combination with RBFs for solving linear boundary value problems for
partial differential equations (PDEs) was proposed in [20], where irregular mesh was constructed on
the base of the Voronoi diagrams.

In this work, the standard model of circular annulus geometry is studied which earlier was extensively
investigated experimentally [21–23], analytically [24,25], and numerically [26–33]. This model is the
basic one for studying the TA behavior and performance [34–36]. The distance between the heater
and detectors was found providing an optimum sensitivity of the sensor.

The results of numerical experiments confirm the effectiveness of RFM applied for solving the
convective heat-transfer problem in the TA’s cavity and also demonstrate good accordance with the
results obtained experimentally, analytically, and numerically with the help of FEM simulation [34,36].
The use of RFM solution structures and MQ-RBFs defined on a simple regular mesh allows one to take
a relatively small number of expansion terms to achieve an appropriate accuracy of the approximate
solution satisfying the given boundary conditions exactly. The application of the MQ-RFM gives a
possibility to obtain the semi-analytical solutions to the diffusion-convection problems and identify
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main thermal characteristics of the TA of more complicated geometry [37], that allows one to improve
the device performance.

2. Thermal Accelerometer and Its Principle of Operation

The principle of operation of a TA is based on the effect of fluid or gas convection in a closed
cavity under the influence of external forces of inertia. The device (Figure 1) includes a heating element
H that creates around itself a symmetrical thermal field. The thermal sensors are located on opposite
sides of this element.
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Figure 1. The general scheme (a) and microstructure design (b) of a thermal accelerometers (TA).

In the absence of an external acceleration along the sensitive axis X, the system is balanced
and the heat detectors generate the same signal (Figure 2a). In presence of an external acceleration,
the temperature profile changes, which results in the temperature difference dT between the sensors S1
and S2, depending on the amplitude of the acceleration (Figure 2b). Nonzero temperature difference
between the heat sensors converts the input impedance to the output electrical signal.
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Figure 2. The principle of operation of a TA. (a) without acceleration, (b) with acceleration.

This type of accelerometer has several important advantages over conventional sensors for
acceleration based on microelectromechanical systems (MEMS). In particular, due to the absence of
moving mechanical parts, convective accelerometers have high reliability, low cost of production, as well
as the ability to withstand and measure high loads caused, for example, by shock action.

To find the optimal parameters of the device: the type of gas and its pressure, the size and geometry
of the cavity, the material and the size of the heating element and heat sensors, etc., it is necessary to
solve the boundary value problem described by a system of the Navier–Stokes differential equations.
This problem can be solved analytically only for a limited class of simple regions (cylinder, sphere),
and in the general case, a numerical simulation is required.
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3. Statement of the Problem and Governing Equations

Usually, the temperature distribution inside the 3D cavity of the device is almost uniform in
the direction along the heater and sensors. Thus we need to solve the 2D heat-transfer problem in
the middle cross-section of the cavity. One of the most important models of the TA is the circular
annulus model (Figure 3a) [34,36] because for such a domain the analytical solution to the heat diffusion
problem is known as well as the asymptotic solution of the diffusion-convection problem [24,25].
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Figure 3. Convection-diffusion problem in a circular annulus (a) and geometry of a common
boundary-value problem (b).

We consider the Boussinesq approximation with the assumption of the steady state incompressible
flow inside an arbitrary 2D closed cavity Ω ⊂ R2 (Figure 3b), when all constants, except density, do not
depend on temperature. Without loss of generality, we take the domain with boundary composed
of two parts: ∂ΩC, ∂ΩH, with given constant temperatures TC and TH on each of them respectively.
Let external acceleration Γ be applied towards the positive direction of sensitivity axis OX.

The dimensionless governing equations for the two-dimensional convective heat and mass transfer
inside Ω have the following form:

1
Pr∇2θ−

(
U ∂θ
∂X + V ∂θ

∂Y

)
= 0;

∇2ζ−
(
U ∂ζ
∂X + V ∂ζ

∂Y

)
= −Gr ∂θ∂Y ;

∇2ψ = −ζ; U =
∂ψ
∂Y , V = − ∂ψ∂X ,

(1)

where θ = (T − TC)/(TH − TC) is the dimensionless temperature; T is the temperature; ψ is the stream
function; ζ is the vorticity; X = x/L, Y = y/L are dimensionless coordinates; L is the specific dimension;
U = uL/ν; V = vL/ν are dimensionless components of velocity; u, v are horizontal and vertical
components of velocity; ν is the kinematic viscosity; Gr = Γβ(TH − TC)L3/ν2 is the Grashof number;
Γ is the acceleration; β is the temperature volume expansion coefficient; Pr = cpµ/λ is the Prandtl
number; µ is the dynamic viscosity; λ is the heat conductivity; cp is the specific heat at constant pressure.

Therefore, on ∂Ω the following dimensionless boundary conditions are given:

∂ΩC : θ = 0;
∂ΩH : θ = 1;

∂Ω : ψ =
∂ψ
∂n = U = V = 0,

(2)

where n is the outward normal to boundary ∂Ω.
Boundary conditions for the vorticity function ζ are not defined explicitly and are usually

approximated by its Taylor series expansion in the neighborhood of the boundary.
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4. Generalized Numerical Procedure

First of all, before applying common variational techniques considered in [38,39], we should pass
from inhomogeneous boundary conditions (2) to homogeneous ones by introducing the new function:

θ̃ = θ−Φ, (3)

where Φ is a continuous function which is equal to unity on the part ∂ΩH and vanishes on ∂ΩC.
Function Φ can be constructed in the way similar to that for the traditional Lagrange interpolation
polynomial but here instead of interpolation points we take corresponding segments of the boundary.
This technique also is called the transfinite interpolation [40].

Hereinafter, to avoid cumbersome designations, we shall denote:

θ ≡ θ̃.

Thus, we get:
1
Pr∇2θ−

(
U ∂θ
∂X + V ∂θ

∂Y

)
= − 1

Pr∇2Φ + U ∂Φ
∂X + V ∂Φ

∂Y ;

∇2ζ−
(
U ∂ζ
∂X + V ∂ζ

∂Y

)
= −Gr ·

(
∂θ
∂Y + ∂Φ

∂Y

)
;

∇2ψ = −ζ; U =
∂ψ
∂Y , V = − ∂ψ∂X ;

(4)

∂Ω : θ = ψ =
∂ψ

∂n
= U = V = 0. (5)

Equations of System (4) can be solved iteratively:

1
Pr∇2θ(k) −

(
U(k−1) ∂θ(k)

∂X + V(k−1) ∂θ(k)
∂Y

)
= − 1

Pr∇2Φ + U(k−1) ∂Φ
∂X + V(k−1) ∂Φ

∂Y ;

∇2ζ(k) −
(
U(k−1) ∂ζ(k)

∂X + V(k−1) ∂ζ(k)
∂Y

)
= −Gr

(
∂θ(k)

∂Y + ∂Φ
∂Y

)
;

∇2ψ(k) = −ζ(k); U(k) =
∂ψ(k)

∂Y , V(k) = −∂ψ(k)

∂X ; (k = 1, 2, . . .).

(6)

Initial approximations ζ(0), ψ(0), U(0), V(0) must be given. If ζ(0) = ψ(0) = U(0) = V(0) = 0,
then after the first step (k = 1) we obtain the solution to the stationary heat diffusion problem
without convection.

The iterative process (6) stops when some convergence conditions are fulfilled, for example,
∣∣∣
∣∣∣θ(k+1) − θ(k)

∣∣∣
∣∣∣
L2(Ω)∣∣∣

∣∣∣θ(k+1)
∣∣∣
∣∣∣
L2(Ω)

≤ ε << 1. (7)

In a number of variational and projection techniques [6,38,39], approximations to θ(k) at each
iterative step are found in the form of truncated generalized Fourier series with respect to functions of
some basis

{
fn
}N
n=0:

θ(k) ≈
N∑

n=0

c(k)n fn, (8)

where c(k) = (c(k)0 , c(k)1 , . . . , c(k)N ) are undefined coefficients.
In addition to their differentiability, all functions fn must vanish on the boundary, i.e.,

∂Ω : fn = 0, n = 0, . . . , N. (9)

From Equation (9) it follows that approximation (8) at any iterative step will also satisfy the
homogeneous boundary condition (5) for θ exactly.
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Leonid Kantorovich [38] proposed the following technique for constructing a functional basis
satisfying Equation (9). First we should take an arbitrary basis system of functions {χn}Nn=0. There may
be algebraic or trigonometric polynomials, splines, etc. Then a functionω(X, Y) is constructed such that
ω > 0 inside Ω; ω < 0 outside Ω ∪ ∂Ω; ω = 0 and |∇ω|2 , 0 on ∂Ω. For simple domains, for example
circular, these functions are trivial, but the common approach to obtaining analogous expressions for
arbitrary domains was developed by V. Rvachev [10]. This approach (the R-functions method—RFM)
will be considered in the next section.

Then we take the new system of functions

fn ≡ ωχn, n = 0, . . . , N, (10)

which, due to the properties of the function ω, satisfy the conditions (9).
Taking into account Equation (9), Equation (8) can be written as:

θ(k) ≈
N∑

n=0

c(k)n fn = ω
N∑

n=0

c(k)n χn. (11)

To strictly obey conditions (5) for the stream function, we must take another basis
{
ω2χn

}N

n=0
with

undefined coefficients e(k) = (e(k)0 , e(k)1 , . . . , e(k)N ):

ψ(k) ≈
N∑

n=0

e(k)n ω fn = ω2
N∑

n=0

e(k)n χn. (12)

Then the velocity components will be expressed as

U(k) =
N∑

n=0

e(k)n
∂(ω fn)
∂Y

, V(k) = −
N∑

n=0

e(k)n
∂(ω fn)
∂X

. (13)

Substituting Equation (12) into the left-hand side of the third equation of system (4), we obtain a
vorticity function expansion:

ζ(k) ≈
N∑

n=0

d(k)n ∇2(ω fn). (14)

The latter expression may be considered as a representation of the vorticity function with respect
to the set of basic functions ∇2(ω fn) with a set of unknown coefficients d(k) = (d(k)0 , d(k)1 , . . . , d(k)N ):

d(k)n = −e(k)n , n = 0, . . . , N. (15)

Thus, it is necessary to solve recurrently only two equations of System (6) to find coefficients c(k)n

and d(k)n . It should also be noted here that Equation (14) provides us an expression for the vorticity
functions without the necessity to approximate additionally its boundary values.

At each iteration, the realization of various numerical techniques requires different procedures of
reducing an original problem to a corresponding system of linear algebraic equations (SLAE) with
respect to unknown vectors c(k) and d(k). Here we propose to use an approach on the base of the
Petrov–Galerkin procedure [6].

At the first step, we find the components c(k)n by the Galerkin technique. Substituting Equation (11)
into the first equation of (6), we obtain the residual:

δ
(k)
θ

=
N∑

n=0

c(k)n

(
1
Pr
∇2 fn −U(k−1) ∂ fn

∂X
−V(k−1) ∂ fn

∂Y

)
− F(k−1)

θ
. (16)
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Here the right-hand part is

F(k−1)
θ

= −
(

1
Pr
∇2Φ −U(k−1) ∂Φ

∂X
−V(k−1) ∂Φ

∂Y

)
.

One must choose the set of coefficients c(k)n minimizing residual (16). In the Galerkin scheme,
the orthogonality of δθ to all functions of the system

{
fn
}N
n=0 in space L2(Ω) is required, i.e.,

∫

Ω

δ
(k)
θ

fmdσ = 0, m = 0, . . . , N, (17)

where dσ ≡ dXdY.
Substituting Equation (16) in Equation (17), we get the SLAE with respect to elements of the

vector c(k):

(A +
^
A
(k−1)

)c(k) = b +
^
b
(k−1)

, (18)

where components of matrices A,
^
A
(k−1)

and vectors b,
^
b
(k−1)

are determined respectively as:

am,n = 1
Pr

∫

Ω
fm∇2 fndσ = − 1

Pr

∫

Ω
∇ fm∇ fndσ,

^
a
(k−1)
m,n = −

∫

Ω
fm

(
U(k−1) ∂ fn

∂X + V(k−1) ∂ fn
∂Y

)
dσ;

bm = − 1
Pr

∫

Ω
fm∇2Φ dXdY = 1

Pr

∫

Ω
∇ fm∇Φ dσ,

^
b
(k−1)

m = −
∫

Ω
fm

(
U(k−1) ∂Φ

∂X + V(k−1) ∂Φ
∂Y

)
dσ;

m, n = 0, . . . , N.

(19)

Some optimization of Equation (19) can be done to decrease the time for computations.
Then we pass to finding coefficients of expansion (14). Analogously to the previous case, we write

the corresponding residual for the second equation of the System (6) as:

δ
(k)
ζ

=
N∑

n=1

d(k)n

(
∇2∇2(ω fn) −U(k−1) ∂

∂X
∇2(ω fn) −V(k−1) ∂

∂Y
∇2(ω fn)

)
− F(k)

ζ
, (20)

where

F(k)
ζ

= −Gr ·
(
∂θ(k)

∂Y
+
∂Φ
∂Y

)
.

To find coefficients d(k)n , we make an orthogonal projection of the residual (20) to all functions of
the basis

{
fn
}N
n=0 that is the main idea of the Petrov–Galerkin method [6]:

∫

Ω

fmδ
(k)
ζ

dσ = 0, m = 0, . . . , N. (21)

Finally we obtain the following SLAE for d(k):

(W +
^
W

(k−1)
)d(k) = z +

^
z
(k)

, (22)
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where
wm,n =

∫

Ω
fm∇2∇2(ω fn)dσ;

^
w
(k−1)
m,n = −

∫

Ω
fm

(
U(k−1) ∂

∂X∇2(ω fn) + V(k−1) ∂
∂Y∇2(ω fn)

)
dσ;

zm = −Gr
∫

Ω
fm ∂Φ

∂Y dσ;

^
z
(k)
m = −Gr

∫

Ω
fm ∂θ(k)

∂Y dσ, m, n = 1, . . . , N.

(23)

Integrals in Equations (19) and (23) can be evaluated numerically, and differential operators are
approximated with their finite-difference analogs.

5. R-Functions Method and Transfinite Interpolation

The RFM [10] allows all prescribed boundary conditions to be satisfied exactly at all boundary
points. The R-functions are real-valued functions that behave as continuous analogs of logical Boolean
functions. With R-functions, it became possible to construct functions with prescribed values and
derivatives at specified locations. Furthermore, the constructed functions possess desired differential
properties and may be assembled into a solution structure that is guaranteed to contain solutions to the
posed boundary value problems. For example, the homogeneous Dirichlet conditions may be satisfied
exactly by representing the solution as the product of two functions: (i) a real-valued R-function that
takes on zero values at the boundary points; and (ii) an unknown function that allows one to satisfy
(exactly or approximately) the differential equation of the problem.

A function f (x, y) is called an R-function if its sign is completely determined by the signs (but not
magnitudes) of its arguments.

The most popular system of R-functions is the system with R-operations (R-conjunction,
R-disjunction, and R-negation) defined in the following way:

x∧ y ≡ x + y− √
x2 + y2,

x∨ y ≡ x + y +
√

x2 + y2,
x ≡ −x.

(24)

The above R-functions correspond to the Boolean logic functions ∧, ∨, ¬ in a piecewise sense
and allow constructing normalized implicit functions for complex-shaped geometric objects. Let the
geometric domain Ω = B(ΩC, ΩH) be constructed as a Boolean (union and intersection) combination
of primitive regions ΩC, ΩH, defined by real-valued functional inequalities ωC(x, y) > 0, ωH(x, y) > 0
respectively. If f is an R-function corresponding to the Boolean function B, then the implicit function of
the resulting geometric domain is immediately given by Ω = [ f (ωC,ωH) > 0]. The function f (ωC,ωH)

is negative outside of Ω and the equation f (ωC,ωH) = 0 defines the boundary ∂Ω of the domain Ω.
It is known that the equation of the boundary ∂Ω ( f = 0) is called normal if the value of f (x, y)

is equal to the Euclidean distance from the point (x, y) to the boundary ∂Ω. Similarly a function f
that coincides with the normal function only on the boundary ∂Ω is called normalized and has a
property that:

∂ f
∂n

∣∣∣∣∣
∂Ω

= −1. (25)

If both implicit functions, ωC,ωH, are normalized on the boundaries ΩC, ΩH respectively then
all of the R-functions above preserve this property, and the function f (ωC,ωH) is normalized on the
whole boundary ∂Ω.
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With the help of R-functions, it is possible to make the transfinite interpolation, i.e., to construct a
continuous expression satisfying different conditions on boundary parts∂ΩC, ∂ΩH. Here, the “bonding”
operation for boundary conditions must be used. For example, the function:

Φ =
θHωC + θCωH

ωC +ωH
(26)

satisfies the conditions
Φ|∂ΩC = θC, Φ|∂ΩH = θH. (27)

The latter expression is a generalized analog of the Lagrange interpolation formula and allows us
to pass from inhomogeneous boundary conditions to homogeneous ones.

The detailed justification of the RFM with Galerkin technique in connection with solving the
natural convection problem in enclosure regions is presented in [12,41,42]. In particular, the natural
convection in presence of local heat is investigated in [12]. This justification is based on variational
principles [43] and is appropriate for the wide class of bases composed of both spectral and compactly
supported functions.

It is convenient to take normalized functions due to the fact that with them it is easier to evaluate
some important differential characteristics of the solution, in particular, the Nusselt number, Nu. The local
Nusselt number at a point of boundary ∂Ω is expressed as:

Nu|∂Ω = −∂θ
∂n

∣∣∣∣∣
∂Ω

. (28)

Taking into account Equations (3) and (11) and properties of the normalized function ω, we can
write that:

Nu|∂Ω = − ∂
∂n

(
ω

N∑
n=0

c(k)n χn + Φ
)∣∣∣∣∣∣
∂Ω

= −
(
∂ω
∂n

N∑
n=0

c(k)n χn +ω
N∑

n=0
c(k)n

∂χn
∂n + ∂Φ

∂n

)∣∣∣∣∣∣
∂Ω

=

(
N∑

n=0
c(k)n χn − ∂Φ

∂n

)∣∣∣∣∣∣
∂Ω

. (29)

Substituting Equation (26) into Equation (29) and taking into account properties of the normalized
functions ωC,ωH, we get:

∂Φ
∂n

∣∣∣∣∣
∂Ω

=
∂
∂n

(
θHωC + θCωH

ωC +ωH

)∣∣∣∣∣∣
∂Ω

=
1

ωC +ωH

[(
θH
∂ωC
∂n

+ θC
∂ωH

∂n

)
−Φ

(
∂ωC
∂n

+
∂ωH

∂n

)]∣∣∣∣∣∣
∂Ω

.

Therefore on each part of the boundary ∂Ω we have the simple expressions:

∂Φ
∂n

∣∣∣∣∣
∂ΩC

= (θC − θH)
1
ωH

∣∣∣∣∣
∂ΩC

,
∂Φ
∂n

∣∣∣∣∣
∂ΩH

= (θH − θC)
1
ωC

∣∣∣∣∣
∂ΩH

, (30)

and

Nu|∂ΩC =
N∑

n=0

c(k)n χn|∂ΩC
+ (θH − θC)

1
ωH

∣∣∣∣∣
∂ΩC

, Nu|∂ΩH =
N∑

n=0

c(k)n χn|∂ΩC
+ (θC − θH)

1
ωC

∣∣∣∣∣
∂ΩH

. (31)

Average Nusselt numbers on boundaries ∂ΩC, ∂ΩH are found by integration of local Nusselt
numbers along corresponding contours:

Nu
∣∣∣
∂ΩC

=
1
|∂ΩC|

∫

∂ΩC

Nuds, Nu
∣∣∣
∂ΩH

=
1
|∂ΩH |

∫

∂ΩH

Nuds. (32)
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6. Numerical Experiment

Consider the model boundary value problem in circular annulus (Figure 3a) with boundary conditions:

X2 + Y2 = Ri : θ = 1, ψ =
∂ψ
∂n = U = V = 0;

X2 + Y2 = Ro : θ = ψ =
∂ψ
∂n = U = V = 0.

(33)

The common way to obtain a function describing the boundary of the domain shown in Figure 3b
is the use of R-conjunction operation:

ω = ωC ∧ωH = ωC +ωH −
√
ω2

C +ω2
H. (34)

For the circular annulus, expressions for “hot” and “cold” parts of the boundary can be written
as follows:

ωH(X, Y) = − 1
2Ri

(
R2

i −X2 −Y2
)
, ωC(X, Y) =

1
2Ro

(
R2

o −X2 −Y2
)
. (35)

Here, the normalizing terms 1/(2Ri/o) are taken to provide the normalized functions ωC,ωH

whose values, as well as values of ω, are close to the distances to corresponding boundaries at points
located in their vicinity.

At first glance, for such a simple domain as shown in Figure 3a, by analogy with the approach
proposed in [38,39], one would take instead of Equation (34) another expression:

ω = ωCωH = −
(
R2

i −X2 −Y2
)(

R2
o −X2 −Y2

)
. (36)

However, this way of constructing the function ω is restricted by the narrow class of domains
(eccentric circular annuli, elliptic annuli, etc.) and it is inappropriate, for example, for annular domains
with more complicated inner boundaries (triangular, rectangular, et al. [44,45]). Additionally, due to
the fact that the function (36) is not normalized, namely,

∂ω
∂n

∣∣∣∣∣
∂ΩC

= ωH |∂ΩC ,
∂ω
∂n

∣∣∣∣∣
∂ΩH

= ωC|∂ΩH
,

we shall obtain more complicated formulae for the local Nusselt numbers than Equation (31) while the
application of functions (35) yields the following expressions:

Nu|∂ΩC =
N∑

n=0
c(k)n χn|∂ΩC

+ 2Ro
θH−θC
R2

o−R2
i

, Nu|∂ΩH =
N∑

n=0
c(k)n χn|∂ΩH

+ 2Ri
θC−θH
R2

o−R2
i

;

Nu
∣∣∣
∂ΩC

=
N∑

n=0
c(k)n

∫

∂ΩC

χnds + 2Ro
θH−θC
R2

o−R2
i

, Nu
∣∣∣
∂ΩH

=
N∑

n=0
c(k)n

∫

∂ΩH

χnds + 2Ri
θC−θH
R2

o−R2
i

.

With the help of the transfinite interpolation (26), we pass to the problem with homogeneous
boundary conditions:

Φ =
ωC

ωH +ωC
. (37)

In this work, we take the basis of multiquadric RBF (MQ-RBF) which is often used in various
meshless techniques [18,19]:

χn(X, Y) =

√(
X −Xi(n)

)2
+

(
Y −Y j(n)

)2
+ α2, (38)

where
(
Xi(n)Y j(n)

)
are the centers of functions χn and α is their shape parameter. For simplicity we

take
(
Xi(n)Y j(n)

)
as knots of a regular two-dimensional square mesh with widths hX = hY = α.
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Instead of the latter representation we may construct 2D MQ-RBF by means of the tensor product:

χn(X, Y) =

√(
X −Xi(n)

)2
+ α2 ·

√(
Y −Y j(n)

)2
+ α2. (39)

We used both formulae, (38) and (39), and numerical experiments demonstrated that from the
point of view of computation costs and accuracy they are almost equivalent.

To define the appropriate parameters of our technique, we tested it on the problem of the stationary
heat diffusion problem in the annulus cavity, whose stationary axisymmetric analytical solution is:

T(r) = TC + (TH − TC)


1−

ln
(
R−1

i

)

ln
(
RoR−1

i

)

. (40)

Figure 4 illustrates temperature isolines for stationary heat transfer problem in circular annulus with
differentratiosbetweeninnerandouterradii, whichare ingoodaccordancewiththesolution(40). Only36basic
functions were taken with centers in knots of the square regular mesh. Numerical integration was
realized by the two-dimensional method of trapezoids on the regular rectangular mesh of 32 × 32 nodes.
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Figure 4. Temperature isolines for different ratios: Ri = Ro/2.6 (a); Ri = Ro/10 (b).

The geometrical and thermophysical parameters were as follows:

Ro = 1.5 mm; TH = 535 K, TC = 300 K;

ρ = 0.54 kg/m3, cp = 1000 J/(kg ·K), ν = 3.2 · 10−5 m2/s, β = 1.5 · 10−3 K−1.

Relative errors between approximate and exact solutions in L2-norm were ε ≈ 4 · 10−4 for
Ri = Ro/2.6 and ε ≈ 7 · 10−3 for Ri = Ro/10. Table 1 presents the relative error as a function of the
number of mesh nodes. The same resuls are shown in Figure 5 in logarithmic scale.

Table 1. Relative errors between approximate and analytical solutions as a function of the number of
mesh nodes along each direction (Ri = Ro/10).

Number of Nodes 2 4 6 8 10 12

Relative error 0.019 0.012 7.3 × 10−3 4.3 × 10−3 2.6 × 10−3 1.5 × 10−3
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Then we studied the stationary convective-diffusive heat transfer. For this set of parameters,
we have Pr ≈ 0.67. In the case of a circular annulus, the characteristic length L in the expression for the
Grashof number is equal to Ri, i.e., Gr = Γβ(TH − TC)R3

i /ν2.
To increase the accuracy, instead of an expression (37) for “bonding” function Φ, we can take

immediately the stationary heat diffusion distribution (40):

Φ(X, Y) = TC + (TH − TC)


1−

ln
(
R−1

i

√
X2 + Y2

)

ln(RoR−1
i )


.

Figures 6 and 7 illustrate temperature and streamfunction isolines for both configurations
respectively. Temperature distributions along the symmetry axis OX are shown in Figure 8.
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Our results were compared with a well-known asymptotic solution obtained by Hodnett [24] and
Mack and Bishop [25]:

T(r,ϕ) = T(r) + (TH − TC)Ra f
(

r
Ri

)
sinϕ. (41)

Here the first, “diffusive”, term is defined by Equation (40) and the second, “convective”, term is
expressed by a rather cumbersome formula for function f with a set of coefficients presented, for example,
in [24].

It observed a good correspondence between the results obtained by means of our semi-analytical
approach on the base of MQ-RFM and representation (41) (within the restrictions imposed on the
asymptotic solution: the inner cylinder radius Ri and the temperature difference (TH − TC)/TC should
be small enough). Our method demonstrated a very high rate of convergence. For example, in the case
Ri = Ro/2.6, the relative error between approximate and analytical solutions became less than 1 · 10−2

after only two iterations. Here, Nu
∣∣∣
∂ΩC
≈ 242.5, Nu

∣∣∣
∂ΩH
≈ 238.6, with relative errors between 1 · 10−2

and 3 · 10−2 respectively as compared with those evaluated with using expression (41) which gives us
Nu

∣∣∣
∂ΩC

= Nu
∣∣∣
∂ΩH

= 245.9.
The obtained temperature profiles are also in good accordance with both experimental and

numerical results obtained in the work of Garraud [36]. However, in her work, to obtain an appropriate
accuracy, either a uniform finite-element grid must be used with 11,000 nodes or an adaptive
non-uniform grid with 2000 nodes. At the same time, our approach provides a semi-analytical solution
with the same accuracy in the form of a series of 36 terms only with respect to very simple 2D MQ-RBFs (38).

Beside temperature profiles, the temperature difference between two opposite points along the
sensitivity axis OX was evaluated (Figure 9) to find an optimum relative position X∗ = X(∆Tmax) of
sensors of a TA with respect to the inner radius. The relative position is as follows:

X∗ −Ri
Ro −Ri

≈ 0.375.

The sensitivity S was evaluated as a function of temperature difference ∆Tmax from external
acceleration Γ = Γ(g), where g is acceleration of gravity (g ≈ 9.8 m/s2) (Figure 10). A linear part of
these dependence between Γ = 0 and Γ = 1000 g corresponds to the range of “small” and “medium”
accelerations and shortens as Ri decreases.
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It does not depend on Ra number and almost coincides with the theoretical estimation according
to Hodnett’s model (41) as well as to numerical and experimental data [36].
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Figure 10. Plot of ∆Tmax vs. external acceleration Γ = Γ(g) (Ri = Ro/10 ); the sensitivity S on the linear
part between 0 and 1000 is about 0.128 ◦C/(m/s2).

The same shape of the plots, with the steep linear slope in the range of “small” accelerations,
maximum achieved at “medium” accelerations, and smooth deceleration at “high” accelerations,
was observed experimentally [36]. In that work, the sensitivity S = 0.157 ◦C/g was measured in the
interval between Γ = 0 and Γ = 500 g for the sensor with Ro = 750 µm, Ri = 50 µm. It should be
noted that increase of acceleration to the values greater than some hundred g yields the turbulence
phenomenon [46] which can explain partially the behavior of S(Γ) plot. However, the simplified
RFM-Galerkin scheme proposed in this article has low accuracy for such case and requires further
modification to simulate turbulent flows. The results shown in Figure 10 and corresponding to values
Γ > 1000 g can only be considered qualitatively.

7. Conclusions

The new modification of the Galerkin method for solving stationary convection-diffusion problems
in arbitrarily-shaped domains was proposed. It is based on the combined use of the RFM with Boolean
representation of the domain boundary and the Petrov-Galerkin iteration procedure with multiquadric
RBFs. Numerical experiments showed the high accuracy and high rate of convergence of the novel
approach. The semi-analytical solution was obtained in a closed form of the series with respect to
MQ-RBFs and it satisfied the boundary conditions exactly. The technique was applied to the
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well-studied benchmark problem of convection in the circular annulus, which is the simplest model
of the thermal accelerometer. The obtained results were in good accordance with experimental data,
numerical and asymptotic solutions. MQ-RFM can be applied directly for evaluation of thermal fields
in more complicated domains and easily generalized to the case of other types of boundary conditions
including mixed ones in different parts of the boundary. For analytical investigation of bandwidth,
a transient study based on a combination of MQ-RFM and the Rothe method can be realized by analogy
with [11]. As for solving 3D problems, it should be noted that, with the help of RFM it is possible to
describe any 3D object geometry. However, we cannot directly transfer the technique described in the
article to 3D problems due to difficulties in extending the vorticity-stream function formulation to the
multidimensional case [47].
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Abstract: The flow of driftwood and soil into drainage from agricultural areas accelerates
sedimentation and inflicts overflow damage after rainfall events due to insufficient discharge capacity,
causing flooding on agricultural land. However, there have been few efforts to develop a driftwood
capture trellis for agricultural drainage ditches, except for some suggested design criteria. In this study,
we developed a driftwood capture trellis to capture driftwood in agricultural drainage ditches and
evaluated its performance based on hydraulic characteristics. The facility was designed considering
criteria for drainage and driftwood control barriers, as well as the properties of driftwood found near
agricultural drainage ditches. Performance evaluation was conducted through hydraulic experiments.
Driftwood capture trellises were installed in 400 mm drainage pipes and a total of 216 experimental
runs were conducted: six runs each in six different velocity variations and six water depth variations.
The results showed that the driftwood capture efficiency of the facility exceeded 60% at a velocity
of 0.144 m3/s. Limited conditions for hydraulic experiments should be considered. The driftwood
capture trellis for agricultural drainage ditches developed in this study could contribute to a reduction
in overflow damage caused by driftwood sedimentation.

Keywords: agricultural drainage ditches; driftwood; driftwood capture trellis; capture efficiency;
hydraulic experiment; hydrodynamics

1. Introduction

Sedimentation of soil and debris into drainage pipes in urban and mountainous areas caused by
local and sporadic rainfall may cause overflow damage if the discharge capacity of the drainage pipes
is insufficient. The increased soil moisture resulting from drainage overflow increases the possibility
of a disaster related to the flow of debris, thus increasing the risk of damage to life and property.
A driftwood capture trellis or design standard for drainage facilities that protects against such damage
should be considered; however, reduction measures related to drainage have not yet been established,
domestically or internationally. Drainage systems are used in agricultural, urban, and mountainous
areas that vary in size depending on intended use. Sudden local downpours of rain tend to occur more
frequently in recent years due to climate change, and cause continuous damage despite various disaster
prevention and reduction measures [1–6]. Design criteria for drainage systems have been established
both domestically and internationally, but little research has been conducted on the development of
driftwood capture trellises, as these facilities are mostly small-scale [7–10]. From 2009 to 2018 in the
Republic of Korea, climate change increased rainfall, flooding 22,323 ha of farmland and inflicting
damage on a 0.61 ha to 13,154 ha area. The main culprit of the farmland flooding was overflow caused
by a lack of discharge capacity because of the sedimentation of driftwood and soil in the drainage
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system [11]. Therefore, formulation of measures to develop and maintain effective driftwood capture
trellises and increase the discharge capacity of agricultural drainage ditch systems is an urgent concern.

Drainage research has mostly been centered around hydraulic experiments or numerical modeling.
Empirical equations have been suggested to calculate the amount of discharge flowing through drainage
systems, which take into account the longitudinal slopes of roadways, transverse slopes, local constants,
and changes in interception capacity [12–15]. As for road drainage, hydraulic experiments were
conducted to analyze the interception efficiency and the effects of sediment concentration and bed slope
on driftwood flow deposition and runoff reduction [16–20]. Some researchers calculated nonuniform
flow in drainage systems through numerical modeling or assessed the safety of installing driftwood
capture trellises [21,22]. Previous research on drainage mostly focused on the calculation of inflow
considering discharge, sedimentation, and flow characteristics, but the efficacy of drainage driftwood
capture trellises and the effect of a lack of discharge capacity have not been adequately addressed.

Previous studies on driftwood capture trellises have been concentrated on hydraulic experiments
or design methods for large-scale facilities related to landslide hazards, rather than on smaller
drainage systems. The research has covered hydraulic characteristics, including design methods for
bridges or culverts that aim to reduce driftwood, analysis of capture efficiency based on the size of
driftwood, and regression equations for design improvements [23–30]. Some researchers have explored
the characteristics of driftwood sedimentation locations and capture efficiency based on structural
changes and screen spacing in permeable driftwood control barriers [31–34]. The capture efficiency of
debris fins, screens, and deflector screens, among other debris control tools suggested by the Federal
Highway Administration (FHWA [35]), have been analyzed; all except debris fins were found to be
highly effective in reducing debris flow [36].

An examination of the drainage design criteria of different nations revealed that they only provide
installation criteria, not standards for the operation of facilities to mitigate disasters. In large-scale
drainage systems which have high-frequency designations, driftwood capture trellis debris control
facilities or retention ponds can be established, but this is not common for most smaller drainage
systems located in agricultural and mountainous areas. The U.S. Department of Transportation Federal
Highway Administration (FHWA [35]) and the Ministry of Land, Infrastructure, and Transport of Korea
recommend the installation of debris control facilities to keep debris out of storm drains connected to the
drainage system [35,37]. Debris control structures are structures placed across well-defined channels
to form basins which impede drainage flow. Practices that reduce the quantity of floating debris
include directional felling uphill with a tree-pulling system and providing a buffer strip of undisturbed
vegetation along the drains. Debris control structures are divided into six groups according to type of
debris, as shown in Figure 1.
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Debris can be grouped based on size into the following categories: light floating debris (LFD),
medium floating debris (MFD), heavy floating debris (HFD), floating debris (FD1), fine detritus (FD2),
coarse detritus (CD), and boulders (Table 1). Debris in the drainage from agricultural lands or plains is
expected to include smaller twigs, dead leaves, grit, and sand; it is difficult to classify or define clear
standards for the classification of such debris. According to the standards of the FHWA [35], LFD can
be defined as debris found in drainage from plains and agricultural areas, while other types are found
in mountainous areas and near streams [35]. The debris control structures suggested in the past were
mostly for large-scale disaster mitigation facilities in mountainous areas and near streams. There is an
urgent need for the development of debris driftwood capture trellises in small-scale drainage systems
in plains and agricultural lands.

Table 1. Type of debris.

Debris Classification Type

Light Floating Debris (LFD) small twigs, wood chips, cloth
Medium Floating Debris (MFD) twigs, big wood chips
Heavy Floating Debris (HFD) log, timber

Floating Debris (FD1) fluent substances, including clay, silt, sand, pebble, wood chips

Fine Detritus (FD2) homogeneous silt, sand, and gravel without suspended solids deposited where
flow is slow

Coarse Detritus (CD) coarse gravel, rack fragments
Boulders (B) boulder, large rock fragment in the event of a flood

Many researchers have studied large-scale facilities, including permeable driftwood control
barriers or facilities, in an attempt to alleviate the damage produced by sediment-related disasters.
However, driftwood reduction methods in large-scale facilities, which mostly deal with logs, not twigs,
in drainage systems, are of limited applicability to smaller facilities. In general, too little attention
has been paid to driftwood capture trellises for agricultural drainage ditches, both domestically
and internationally.

This study intends to develop a driftwood capture trellis that captures driftwood from agricultural
drainage ditches. Using a hydraulic experiment, the study estimates driftwood capture efficiency
under a variety of experimental conditions and establishes installation standards for agricultural
drainage ditches. In addition, it aims to determine whether design discharge is installed and estimate
the capture efficiency in various areas, by developing formulas that estimate discharge conditions and
capture efficiency.

2. Materials and Methods

2.1. Drainage Design Criteria

Drainage refers to ditches created to drain water. Drainage is applicable to various facilities
and is installed according to the recommended frequency (not based on size). Drainage systems are
used as complementary facilities to culverts, roads, streets, and slopes. Different drainage design
criteria exist depending on location and expected frequency, from a 2-year frequency to a maximum
100-year frequency (Table 2). The United States divides drainage systems into natural, major, and minor
drainage methods, and plans around the occurrence of 2- to 100-year events [38,39]. Japan plans around
20- to 50-year events, based on its geographical characteristics and climate conditions [40]. In Canada,
drainage design plans for a 2- to 100-year event depending on the geographical characteristics of
the terrain in which drainage systems are installed [41]. In Australia, the frequency varies from 3 to
40 years depending on the purpose of the specific drainage system [42]. Korea classifies drainage
systems into mountainous areas, plains, and agricultural lands and sets the frequency as 20 to 50 years
for mountainous areas, 10 to 30 years for plains, and 20 years for agricultural lands. Additionally,
it has been suggested that at least 20% of these systems should be adjusted based on estimated flood
likelihood and in consideration of the sedimentation of driftwood and soil in drainage [7–9].
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Table 2. Frequency for drainage by country.

Nation Target Areas Frequency

U.S. All 2 to 100 years
Canada All 2 to 100 years

Australia All 3 to 40 years
Japan All 20 to 50 years

Korea
Mountain Area 20 to 50 years

Plain 10 to 30 years
Agricultural Land 20 years

Drainage systems can be installed in a wide range of locations, including mountainous areas,
plains, and farmlands. The recommended frequency is higher for drainage systems in agricultural
and mountainous areas compared to plains and roads. This is because the probability of driftwood
and soil inflow into the drainage is higher in agricultural and mountainous areas than in plains
and roads. However, no adequate guidelines have been provided for installing and managing
driftwood capture trellises to alleviate the damage from insufficient discharge capacity due to this
increased driftwood flow. Against this backdrop, it is necessary to create guidelines for development
and management of driftwood capture trellises in agricultural drainage ditch systems.

2.2. Definition of Driftwood in Agricultural Drainage Ditches

Regarding debris in agricultural drainage ditches, there are no clear standards for size or type
except the suggestions of the FHWA [35], which classifies small twigs and wood chips as LFD [35].
This study presents a definition of driftwood in agricultural drainage ditches in order to help develop
a driftwood capture trellis. The study looks at agricultural drainage ditches in the plains region in
Chungcheongnam-do, Korea. Topographically, Chungcheongnam-do is the lowest area in Korea,
with an average altitude of less than 100 m. It has an average annual temperature of 11–13 ◦C,
and average annual rainfall of 1100–1350 mm. The basin area of agricultural drainage ditches where
driftwood is collected is 3.67 ha. Agricultural drainage ditches located in the target region are
square-shaped with a width of 400 mm and are installed in concrete. The circumference of the target
region is about 1 km, and agricultural drainage ditches are installed around 600 m. For this study,
twigs and wood chips were collected within 1 km of the agricultural area, in and around the location
of agricultural drainage ditches (Figure 2).

In the agricultural drainage ditches area, driftwood from various plants and crops were collected
that fell within a size range that would be able to flow into the agricultural drainage ditches. A total of
350 pieces of driftwood were collected that were 1 to 25 mm in diameter and 100 to 500 mm in length.
More than 60% of the pieces of driftwood were within 2 to 6 mm in diameter. In addition, 90% of the
collected driftwood specimens were 12 mm or less in diameter, and only about 10% were between
12 mm and 25 mm in diameter. The driftwood entering agricultural drainage ditches was confirmed to
be mostly light floating driftwood (LFD). The details of the driftwood collected are shown in Table 3.
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Table 3. Driftwood found near agricultural drainage ditches.

Diameter (mm) Count Ration (%) Diameter (mm) Count Ration (%)

1–2 16 4.6 12–13 6 1.7
2–3 46 13.1 13–14 5 1.4
3–4 65 18.5 14–15 6 1.7
4–5 59 16.8 15–16 2 0.6
5–6 44 12.6 16–17 1 0.3
6–7 34 9.7 17–18 3 0.9
7–8 16 4.6 18–19 2 0.6
8–9 16 4.6 19–20 1 0.3

9–10 9 2.6 20–25 4 1.1

10–11 7 2.0
Sum 350 100.011–12 8 2.3

2.3. Development of Driftwood Capture Trellis for Agricultural Drainage Ditches

Few researchers have paid attention to the development of driftwood flow of driftwood
capture trellises for agricultural drainage ditch systems. Most previous research has focused on
large-scale damage mitigation facilities, including driftwood control structures or ring net barriers;
smaller agricultural drainage ditch systems have not received sufficient attention. In this study,
we examine drainage design criteria, driftwood control structures, and the characteristics of driftwood
in order to develop a driftwood capture trellis for agricultural drainage ditches.

The study incorporated diverse standards for the driftwood flow of driftwood capture trellises,
as follows. First, the installation of a driftwood capture trellis in agricultural drainage ditches was
assumed to cause overflow damage due to the deposition of driftwood. To prevent overflow, we set
the overflow height at 20% of the drainage height, as suggested in established design criteria. Second,
the standard for the driftwood to be reduced in agricultural drainage ditches was established at
12 mm or less in diameter. Third, the opening, which accounts for 80% of the drainage height in
an agricultural drainage ditch system (the remainder is overflow), was designed with grates similar
to those in driftwood flow of driftwood capture trellises. The horizontal and vertical net distance
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standards followed those of the design criteria for permeable driftwood barriers in Japan as there
are no relevant existing criteria for general driftwood control facilities [43]. Permeable driftwood
barriers are installed to capture driftwood flow and driftwood in sediment disasters, and the design
criteria for the opening of the facility is set at 1.0 times the maximum diameter for the horizontal
and vertical net distance. However, driftwood control barriers, which are large structures designed
to capture driftwood or rocks, can be blocked by driftwood when used in smaller facilities such as
agricultural drainage ditch systems. Thus, smaller facilities set the design criteria at 1.0 to 2.0 times the
maximum diameter for the horizontal and vertical net distance. Since the driftwood collected around
the agricultural drainage ditches had a maximum diameter of 25 mm, the horizontal and vertical net
distance of the opening was set from 25 to 50 mm.

As mentioned above, the driftwood capture trellis for agricultural drainage ditches suggested
in this study was developed considering various design criteria. The parameters of the agricultural
drainage ditch system are as follows: drainage width (B), drainage height (H), opening height (h),
overflow height (y), horizontal net distance (d1), and vertical net distance (d2). A schematic design of
the driftwood capture trellis is shown in Figure 3.
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2.4. Manning Equation

The Manning equation is used to estimate the average velocity in open channels and pipe conduits.
The roughness coefficient determined by the quality of riverbeds was applied by eliminating the depth
effect of the Chezy coefficient. In addition, n is the roughness coefficient of the Manning equation,
which is often determined by the quality and forms of riverbeds, but is rarely affected by flow
characteristics. The Manning equation is shown in Equation (1).

V =
1
n

Rh
2/3SO

1/2 (1)

where, V is average velocity, n is the roughness coefficient, Rh is hydraulic radius, and So is the slope of
the hydraulic grade line. The depth estimated by the Manning equation is called the normal depth,
and the riverbed slope at the normal depth is called the normal slope.

2.5. Froude Number

The Froude number refers to the inertial force ratio relative to the gravity of flow or the surface
velocity ratio relative to the average velocity of flow. Flow states are divided into ordinary, critical, and
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supercritical flow, depending on the ratio of inertial force to gravity. The formula used to estimate the
Froude number is shown in Equation (2).

Fr =
V√
gh

(2)

where, V is the local flow velocity, g is the gravitational acceleration, and h is the average depth of the
channel section. If Fr < 1, the flow state is ordinary, and flow is dominated by gravity rather than by
inertial force; such a flow, with relatively high depth and low velocity, seems to be normal. If Fr> 1,
the flow state is supercritical, and is dominated by inertial force rather than by gravity; such a flow,
with a relatively low depth and high velocity, seems to be non-normal.

3. Results

3.1. Characteristics of the Agricultural Drainage Ditches Hydraulic Lab

In prior studies, the specifications used for and the foundations of experiments in hydraulic
laboratories were generally referenced, but details about the experimental set-up were limited.
Furthermore, most hydraulic labs adopted scaled models to examine the hydraulic characteristics
of large-scale facilities, which can confirm qualitative influences but are limited in their ability to
show quantitative influences. In this study, a lab was built to conduct hydraulic experiments on an
agricultural drainage ditch system at a scale of 1:1 to the actual drainage, as shown in Figure 4, so as to
most clearly reveal the hydraulic characteristics of the drainage.
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Figure 4. Hydraulic lab used to study agricultural drainage ditches: (a) water tank; (b) pump station;
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(g) plan view.
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The hydraulic laboratory has a total area of approximately 306.25 m2 (17.5 m wide and long).
Water from the water tank is transferred to the head tank through the pump, and water is supplied to
the drainage through the rectifying tank to ensure a stable supply of water. The available discharge
was used at a rate of 0.32 m3/s with a width of 400 mm, a depth of 400 mm, and velocity of 2.0 m/s to
model agricultural drainage ditches. The water used in the experiment was designed as a looping
supply, since water is supplied to the water tank through the return tank. The entire system stores
around 114 m3 of water (in the water tank, head tank, and rectifying tank). The maximum supply
of water was maintained for five minutes in the hydraulic experiment. The width of the agricultural
drainage ditches was 400 mm, which was the average size of the drainage troughs in the surveyed
agricultural areas. The amount of stored water was sufficient to supply the water flow for the hydraulic
experiment. The specifications of the hydraulic experiment for each facility in the laboratory are shown
in Table 4.

Table 4. Specifications for hydraulic laboratory.

No. Facilities Dimension
(Width × Depth × Height) Capacity

(a) Water Tank 11,000 mm × 6850 mm × 700 mm 52.8 m3

(b) Pump Facilities 15 HP × 2ea, 10 HP × 1ea 0.33 m3/s
(c) Head Tank 4000 mm × 6000 mm × 2000 mm 48.0 m3

(d) Rectifying Tank 5000 mm × 4000 mm × 700 mm 14.0 m3

(e) Drainage 4000 mm × 8750 mm × 400 mm 1.4 m3

(f) Return Tank 14,000 mm × 1500 mm × 200 mm 4.2 m3

3.2. Experimental Conditions

The conditions of the hydraulic experiment for agricultural drainage ditches were set for driftwood
capture trellis, driftwood, and experimental conditions. Driftwood capture trellises for agricultural
drainage ditches are areas that have not yet been studied at the domestic and international level. It is
difficult to apply the same design criteria for large-scale driftwood capture trellises because design
criteria for driftwood capture trellises for agricultural drainage ditches have not been established.
Therefore, it is necessary to review additional experiments after preliminary application to existing
unestablished research fields.

As mentioned above, the driftwood flow of the driftwood capture trellis designed in this study
was developed considering various design criteria. A 400 mm wide agricultural drainage ditch was
installed in the hydraulic laboratory along with a driftwood capture trellis with overflow height,
opening height, and horizontal and vertical net distance as suggested in the design plan. The driftwood
capture trellis was a square 400 mm in length, 80 mm in overflow height, 320 mm in opening height,
46 mm in horizontal net distance, and 35 mm in vertical net distance, with barriers 5 mm in diameter.
The barriers were designed in an 8 × 8 grid, with horizontal and vertical net distances in the range of
1.0 to 2.0 times the maximum diameter of the driftwood, or between 25 and 50 mm. The driftwood
capture trellis for agricultural drainage ditches developed in this study is shown in Figure 5.

It is difficult to apply driftwood collected in the vicinity of agricultural drainage ditches to various
hydraulic experiments. In order to carry out many hydraulic experiments, it is necessary to apply the
same sized driftwood in each. However, realistically, it is difficult to collect the same sized driftwood.
Therefore, it is necessary to select an experimental tool that can provide the same size of driftwood
and set it up according to the experimental conditions. Therefore, in this study, circular construction
materials with various diameters were used. The opening of the agricultural drainage ditch pipe,
excluding the overflow height, was 400 mm wide, 320 mm high, and had an area of 128,000 mm2.
In the experiment, 50% of the total opening area, or 64,000 mm2, was applied as the size of one load of
driftwood to test various velocity and water depth conditions. The length of the driftwood was set at
160 mm, or 50% of the opening height, and the driftwood had the shape of a round bar, similar to the
twigs that were collected. The diameter of the driftwood was set at 12 mm or less, which represented
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90% of the collected twigs, and there were 10 to 12 pieces of driftwood in one load with diameters of 3,
5, 7, 10, and 12 mm. The specifications of the driftwood used in the hydraulic experiments are shown
in Table 5.Appl. Sci. 2020, 10, x FOR PEER REVIEW 9 of 17 
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Table 5. Driftwood types and specifications.

Driftwood Length (mm) Diameter
(mm) Count Effective Cross-Sectional

Area (mm2)
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3 12 5760

5 12 9600

7 12 13,440

10 10 16,000
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Sum 41 64,000

In the hydraulic experiments, the range of the discharge that can be supplied by the pump station
was determined by the depth and velocity of the flow. The maximum discharge of the pump of the
hydraulic laboratory was 0.33 m3/s, assuming a pump efficiency of 80%, so the experimental conditions
were set at 0.26 m3/s or less, depending on the depth and velocity of the flow. As a result, six variations
of the velocity (0.3, 0.6, 0.9, 1.2, 1.5, and 1.8 m/s) and six variations of the depth (0.08, 0.12, 0.16, 0.20,
0.24, and 0.28 m) were used. The discharge range was set at 0.01 to 0.20 m3/s to meet the pump
capacity based on the efficiency of the hydraulic laboratory. A total of 216 runs of the experiment were
conducted in this study. The experimental conditions were as follows: one variation for agricultural
drainage ditches, one variation for driftwood capture trellis, six variations for velocity, six variations
for water depth, and six repetitions of driftwood drops, as shown in Table 6.
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Table 6. Experimental conditions for agricultural drainage ditches.

Agricultural Drainage
Ditches (Width(m))

Driftwood
Capture Trellis Velocity (m/s) Depth (m) No. of Drops No. of Driftwood Drops

0.4 8 × 8 grid

0.3 0.08

6 drops
1 drop of driftwood = 41
pieces, ø3 mm ~ ø 12 mm

in diameter

0.6 0.12
0.9 0.16
1.2 0.2
1.5 0.24
1.8 0.28

Number of experiment runs 216

A digital point gauge (PH-355) was used to observe depth and a one-dimensional electronic
hydrometer (FLO-MATE 2000) was used to observe velocity under the hydraulic experiment conditions
(Figure 6). The depth was measured by observing the distance at which the needle at the lowest part of
the point gauge reached the surface of the water. The total length of the observer was 600 mm and
the valid measurement length was 400 mm, with an accuracy of ± 0.01 mm and a margin of error
of ± 0.04 mm. Velocity was measured by observing the potential difference between two sections of
fluid flow. The measurable velocity ranged from 0 to 2 m/s, and 1 directional characteristic of velocity
was observed.
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3.3. Driftwood Capture Efficiency of the Driftwood Capture Trellis

Out of the 216 runs of the experiment, six runs were conducted for each of six variations of
velocity and six variations of water depth—36 different variations in total. During the experiment,
overflow damage was observed in three runs: when the water depth was 240 mm and the velocity was
1.8 m/s, and when the water depth was 280 mm and the velocity was 1.5 m/s and 1.8 m/s. Overflow
damage was attributable to insufficient discharge capacity. The results from the experiments on
minimal and maximal velocity at which driftwood is captured according to depth condition are shown
in Appendix A. The driftwood capture efficiency of the driftwood capture trellis was between 50
and 100%, as shown in Figure 7: 80–100% at 80 mm water depth; 60–100% at 120 mm water depth;
50–100% at 160 mm water depth; 50–95% at 200 mm water depth; 70–95% at 240 mm water depth;
and 80–97% at 280 mm water depth.

The average capture efficiency observed during the six runs of the hydraulic experiment for each
of the 33 conditions is shown in Table 7. The observed capture efficiency, which ranged from 50.88 to
100%, tended to decrease as the velocity increased at the same water depth. Capture efficiency increased
with increasing velocity, and there was a difference of less than 20% to more than 50% depending on
the water depth condition. This is most likely due to fluctuations in capture efficiency according to
flow and location of the driftwood capture trellis grid. The flow effect changed to a supercritical flow
at velocities greater than 1.2 m/s, and the capture efficiency rapidly decreased. In order to consider the
flow effect on both depth and velocity, the installation conditions of the driftwood capture trellis are
presented in terms of discharge and Froude number.
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Figure 7. Capture efficiency of the driftwood capture trellis according to depth: (a) H = 80 mm;
(b) H = 120 mm; (c) H = 160 mm; (d) H = 200 mm; (e) H = 240 mm; (f) H = 280 mm.

Table 7. Capture efficiency of the driftwood capture trellis by experimental conditions.

Velocity (m/s)

Water Depth (mm) Unit (%)

80 120 160 200 240 280

0.3 100.00 100.00 99.44 94.69 95.44 97.31
0.6 96.81 95.94 90.44 86.13 87.63 94.31
0.9 94.69 93.13 81.00 86.50 89.81 93.94
1.2 89.50 87.75 82.19 75.31 84.81 81.70
1.5 86.13 84.38 75.88 71.69 67.94 overflow
1.8 80.50 62.00 50.88 52.25 overflow overflow

3.4. Hydraulic Performance Evaluation of the Driftwood Capture Trellis

Design standards for hydraulic structures are created depending on the design discharge and
the characteristics of the region in Korea. In addition, the size of an agricultural drainage ditch is
set so that a stable flow occurs at the design discharge. In order to consider various discharge and
flow conditions, an equation for calculating discharge and Froude number was proposed. Given the
capture efficiency obtained for the velocity and depth of the flow, discharge capture efficiency curves
and Froude number were estimated using the continuity and Manning equations (Figure 8).
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efficiency by discharge; (b) capture efficiency by Froude number.

The size of agricultural drainage ditch systems is planned considering various discharge rates.
Therefore, in order to install a driftwood capture trellis for agricultural drainage ditches, a regression
equation was calculated using the estimated curve to consider the effect of capture efficiency according
to flow rate and flow state. The regression equation used to estimate the capture efficiency of the
driftwood capture trellis was CE = 101.6− 243.8×Q for flow and CE = 98.4− 15.6× Fr for Fr. Here,
CE is capture efficiency, Q is discharge, and Fr is Froude Number. According to the estimation curve,
within the discharge range of 0.01 to 0.144 m3/s, the capture efficiency of the driftwood capture trellis
was ≈ 60% or greater. The less the rate of discharge, the higher the capture efficiency: 80% capture
efficiency was maintained at 0.10 m3/s or lower. As for the Froude number, the capture efficiency was
estimated at ~80% or higher when Fr < 1, which represents a subcritical flow, and ≈ 60% or higher if
1 < Fr < 2.1, which represents a supercritical flow.

The driftwood capture trellis was found to capture approximately 60% of the driftwood in
agricultural drainage ditches according to discharge rate and Froude number. However, when the flow
rate in the drainage was 0.144 m3/s or greater, overflow occurred due to a reduction in the opening
area caused by the captured driftwood. Based on these findings, the driftwood capture trellis in the
agricultural drainage ditch system developed in this study would guarantee over 60% capture efficiency
at a flow rate of 0.144 m3/s or less. Moreover, using such hydraulic characteristics as flow rate and
Froude number, it is possible to establish installation standards for driftwood capture trellis according
to the target capture efficiency. The capture efficiency of the regression equation proposed in this
study is based on data obtained in various experiments. Although qualitative results were calculated
using the regression equation, as discharge and increase, the volatility of the capture efficiency greatly
increases. It is necessary to install driftwood capture trellises in consideration of this uncertainty.

4. Discussion

Most existing driftwood capture trellises for capturing driftwood are large-scale, such as erosion
control facilities in mountainous areas or deflectors that prevent driftwood from entering sewer systems;
small facilities such as those designed for agricultural drainage ditches have not yet been developed.
In Korea, damage has continuously occurred from 2009 to 2018 due to a lack of discharge capacity
in agricultural drainage ditches [11]. In spite of this continuous damage, effective smaller driftwood
capture trellises have not been developed, in part due to the insufficient effects of the small-scale
facilities that do exist and, therefore, incessant maintenance issues.

Most previous studies studied the effects of driftwood capture trellises by using hydraulic
experiments, according to size and form [12,13,16–20]. This study developed a driftwood capture trellis
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for agricultural drainage ditches and suggested the normal discharge rate as less than 0.144 m3/s. The
results of the hydraulic experiment showed that overflow damage occurred along with the capture of
driftwood if the discharge rate exceeded 0.144 m3/s after the installation of the driftwood capture trellis.
A formula for estimating the driftwood capture efficiency according to discharge conditions was
proposed for the hydraulic experiment, and a capture efficiency of 60–100% was estimated at a discharge
rate of less than 0.144 m3/s. The estimated capture efficiency in this study is higher than those seen in
other studies based on hydraulic experiments [31–34].

It should be acknowledged that the facilities developed in this study have certain limitations. For
example, they target driftwood flow without considering the influence of soil sedimentation. However,
when driftwood and soil are combined, it is difficult to conduct hydraulic experiments or numerical
modeling for driftwood capture trellises. Further studies are required to investigate the applicability
of this type of agricultural drainage ditch facility and to assess the measures that must be taken to
manage and maintain such facilities. In addition, the safety of the impact force of the driftwood
capture trellis due to the inflow of driftwood must be considered. It is necessary to monitor actual
rainfall events by installing the developed driftwood capture trellis at a test site. This will allow for
establishment of maintenance standards considering the capture effect and impact force of driftwood
from rainfall events.

It should be possible to maintain the effectiveness of driftwood capture trellises in continuous use.
In addition, since the current study was limited to driftwood reduction, the influence of soil deposits
in agricultural drainage ditches should be analyzed with numerical modeling in order to incorporate it
in the development of future driftwood capture trellises for agricultural drainage ditches.

5. Conclusions

In this study, we developed a driftwood capture trellis to prevent overflow damage caused
by the sedimentation of driftwood flowing into agricultural drainage ditches and evaluated the
performance of the system through hydraulic experiments. According to the hydraulic experiment,
a capture efficiency of 50.88–100.00% for driftwood in ditches in laboratory conditions was observed.
Under several experimental conditions (i.e., discharge greater than 0.144 m3/s), overflow damage was
observed. The driftwood capture trellis developed in this study is thus expected to be installed at sites
with rates of discharge less than 0.144 m3/s.

The discharge was calculated according to the experimental conditions of water depth and
velocity, and a regression equation for estimating the discharge condition and capture efficiency was
proposed. The regression equation used to calculate the capture efficiency of the driftwood capture
trellis considering discharge is CE = 101.6 − 243.8 × Q. At a flow rate of 0.01 to 0.144 m3/s, the capture
efficiency was higher than 60% on the estimation curve, and the lower the flow rate, the higher
the capture efficiency. The capture efficiency regression equation of the driftwood capture trellis
considering Fr is CE = 98.4 − 15.6 × Fr. The capture efficiency was estimated at about 80% or higher if
Fr < 1, which represents a subcritical flow, and about 60% or higher if 1 < Fr < 2.1, which represents a
supercritical flow.

Based on the results of this study, the driftwood capture trellis will be useful in mitigating
overflow damage by capturing driftwood in agricultural drainage ditches before it is deposited or
flows into the drainage. Of course, there were limitations in terms of the number of experimental
conditions used to develop the driftwood capture trellis, application of driftwood, and topographical
characteristics. In addition, proper maintenance is required after installation of the driftwood
capture trellis. Future research would greatly benefit from testing varying grid sizes to suit various
topographical conditions and design facilities to meet a specific target capture efficiency.

Author Contributions: Conceptualization, Y.S. and M.P.; methodology, Y.S. and M.P.; validation, Y.S.;
formal analysis: Y.S.; resources, Y.S. and M.P.; data curation, Y.S. and M.P.; writing-original draft preparation, Y.S.;
writing-review and editing, M.P.; visualization, Y.S.; supervision, Y.S. and M.P.; project administration, M.P.
All authors have read and agreed to the published version of the manuscript.

144



Appl. Sci. 2020, 10, 5805

Funding: This work was funded by the Korea Meteorological Administration Research and Development Program
under Grant KMI (2018-03010).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Appl. Sci. 2020, 10, x FOR PEER REVIEW 14 of 17 

Author Contributions: Conceptualization, Y.S. and M.J.; methodology, Y.S. and M.J.; validation, Y.S.; formal 

analysis: Y.S.; resources, Y.S. and M.J.; data curation, Y.S. and M.J.; writing-original draft preparation, Y.S.; 

writing-review and editing, M.J.; visualization, Y.S.; supervision, Y.S. and M.J.; project administration, M.J. All 

authors have read and agreed to the published version of the manuscript. 

Funding: This work was funded by the Korea Meteorological Administration Research and Development 

Program under Grant KMI (2018-03010). 

Conflicts of Interest: The authors declare no conflict of interest. 

Appendix A 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure A1. Cont.

145



Appl. Sci. 2020, 10, 5805

Appl. Sci. 2020, 10, x FOR PEER REVIEW 15 of 17 

  

(g) (h) 

  

(i) (j) 

  

(k) (l) 
 

Figure A1. Capture efficiency of the driftwood capture trellis by experimental condition: (a) B400mm-

H80mm-V0.3; (b) B400mm-H80mm-V1.8; (c) B400mm-H120mm-V0.3; (d) B400mm-H120mm-V1.8; (e) 

B400mm-H160mm-V0.3; (f) B400mm-H160mm-V1.8; (g) B400mm-H200mm-V0.3; (h) B400mm-

H200mm-V1.8; (i) B400mm-H240mm-V0.3; (j) B400mm-H240mm-V1.5; (k) B400mm-H280mm-V0.3; 

(l) B400mm-H260mm-V1.2. 

 

References 

1. Chen, S.Y.; Xue, Z.C.; Li, M.; Zhu, X.P. Variable sets method for urban flood vulnerability assessment. Sci. 

China Technol. Sci. 2013, 56, 3129–3136. 

2. Zhu, Z.; Chen, Z.; Chen, X.; He, P. Approach for evaluating inundation risks in urban drainage systems. 

Sci. Total Environ. 2016, 553, 1–12. 

3. Yin, J.; Yu, D.; Yin, Z.; Liu, M.; He, Q. Evaluating the impact and risk of pluvial flash flood on intra-urban 

road network: A case study in the city center of Shanghai, China. J. Hydrol. 2016, 537, 138–145. 

Figure A1. Capture efficiency of the driftwood capture trellis by experimental condition: (a) B400mm-
H80mm-V0.3; (b) B400mm-H80mm-V1.8; (c) B400mm-H120mm-V0.3; (d) B400mm-H120mm-V1.8;
(e) B400mm-H160mm-V0.3; (f) B400mm-H160mm-V1.8; (g) B400mm-H200mm-V0.3; (h) B400mm-
H200mm-V1.8; (i) B400mm-H240mm-V0.3; (j) B400mm-H240mm-V1.5; (k) B400mm-H280mm-V0.3;
(l) B400mm-H260mm-V1.2.

References

1. Chen, S.Y.; Xue, Z.C.; Li, M.; Zhu, X.P. Variable sets method for urban flood vulnerability assessment.
Sci. China Technol. Sci. 2013, 56, 3129–3136. [CrossRef]

2. Zhu, Z.; Chen, Z.; Chen, X.; He, P. Approach for evaluating inundation risks in urban drainage systems.
Sci. Total Environ. 2016, 553, 1–12. [CrossRef] [PubMed]

146



Appl. Sci. 2020, 10, 5805

3. Yin, J.; Yu, D.; Yin, Z.; Liu, M.; He, Q. Evaluating the impact and risk of pluvial flash flood on intra-urban
road network: A case study in the city center of Shanghai, China. J. Hydrol. 2016, 537, 138–145. [CrossRef]

4. Pachauri, R.K.; Allen, M.R.; Barros, V.R.; Broome, J.; Cramer, W.; Christ, R.; Church, J.A.; Clarke, L.; Dahe, Q.;
Dasgupta, P.; et al. Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the
Fifth Assessment Report of the Intergovernmental Panel on Climate Change; Core Writing Team, Pachauri, R.K.,
Meyer, L.A., Eds.; IPCC: Geneva, Switzerland, 2014; p. 151.

5. Du, J.K.; Qian, L.; Rui, H.Y.; Zuo, T.H.; Zheng, D.P.; Xu, Y.P.; Xu, C.Y. Assessing the effects of urbanization on
annual runoff and flood events using an integrated hydrological modeling system for Qinhuai River basin.
China. J. Hydrol. 2012, 464, 127–139. [CrossRef]

6. Yin, J.; Yu, D.; Yin, Z.; Wang, J.; Xu, S. Modelling the anthropogenic impacts on fluvial flood risks in a
coastal mega-city: A scenario-based case study in Shanghai, China. Landsc. Urban Plan. 2015, 136, 144–155.
[CrossRef]

7. Ministry of Land, Transport and Maritime Affairs. Urban Roadway Design Guideline, 1st ed.; Ministry of Land,
Transport and Maritime Affairs: Goyangsi, Korea, 2012.

8. Korea Expressway Corporation. Design Criteria for the Roads in Mountain Area, 1st ed.; Korea Expressway
Corporation: Sejong-si, Korea, 2006.

9. Ministry of Land, Infrastructure and Transport. Slope Drainage Design Guideline, 1st ed.; Ministry of Land,
Infrastructure and Transport: Jinjusi, Korea, 2016.

10. AASHTO. AASHTO Highway drainage guidelines. In Task Force on Hydrology and Hydraulics; American
Association of State Highway and Transportation Officials: Washington, DC, USA, 1999.

11. Park, M.S.; Jo, J.H.; Yun, D.K.; Han, K.H. A Study on the improvement of rural drainage system to cope
with climate change. In Proceedings of the Korea Water Resources Association Conference, Daegu, Korea,
20 May 2011; Korea Water Resources Association: Daegu, Korea, 2011.

12. Wong, T.S.W. Kinematic wave method for determination of road drainage inlet spacing. Adv. Water Resour.
1994, 17, 329–336. [CrossRef]

13. Wong, T.S.W.; Moh, W.H. Effect of maximum flood width on road drainage inlet spacing. Water Sci. Technol.
1997, 36, 241–246. [CrossRef]

14. Tu, M.-C.; Traver, R.G. Optimal Configuration of an Underdrain Delivery System for a Stormwater Infiltration
Trench. J. Irrig. Drain. Eng. 2019, 145, 05019007. [CrossRef]

15. Zhang, H.; Wang, X.; Wang, L. An Analytical Solution of Partially Penetrating Hydraulic Fractures in a
Box-Shaped Reservoir. Math. Probl. Eng. 2015, 2015, 726910. [CrossRef]

16. Burgi, P.H.; Gober, D.E. Bicycle-Safe Grate Inlets Study: Hydraulic and Safety Characteristics of Three Selected Grate
Inlets on Continuous Grades, 1st ed.; Federal Highway Administration, U.S. Department of Transportation:
Washington, DC, USA, 1977.

17. Pugh, C.A. Bicycle-Safe Grate Inlets Study: Hydraulic Characteristics of Slotted Drain Inlets, 4th ed.; Federal
Highway Administration, U.S. Department of Transportation: Washington, DC, USA, 1980.

18. Brown, S.A.; Stein, S.M.; Warner, J.C. Urban Drainage Design Manual: Hydraulic Engineering Circular No. 22,
1st ed.; Federal Highway Administration, U.S. Department of Transportation: Washington, DC, USA, 1996.

19. Young-Il, K.; Jung-Cheol, B. Experimental investigation of effects of sediment concentration and bed slope
on debris flow deposition in culvert. J. Korean Soc. Civ. Eng. 2011, 31, 467–474.

20. Shin, H.J.; Won, C.H.; Choi, Y.H.; Kim, T.Y.; Choi, J.D. Study of installation of sediment trap drain channel to
reduce soil erosion from storm water runoff. J. Korean Soc. Agric. Eng. 2010, 52, 95–100.

21. Liu, J.; Nakatani, K.; Mizuyama, T. Effect assessment of debris flow mitigation works based on numerical
simulation by using Kanako 2D. Landslides 2013, 10, 161–173. [CrossRef]

22. Hye-Jin, K.; Gyeong-su, J. Varied flow analysis for linear drainage channels, Korea Water Resources
Association. J. Korea Water Res. Assoc. 2008, 41, 773–784.

23. Johnson, P.A.; Hey, R.D.; Horst, M.W.; Hess, A.J. Aggradation at Bridges. J. Hydraul. Eng. 2001, 127, 154–157.
[CrossRef]

24. Schmocker, L.; Hager, W.H. Probability of Drift Blockage at Bridge Decks. J. Hydraul. Eng. 2011, 137, 470–479.
[CrossRef]

25. Schmocker, L.; Hager, W.H. Scale Modeling of Wooden Debris Accumulation at a Debris Rack. J. Hydraul.
Eng. 2013, 139, 827–836. [CrossRef]

147



Appl. Sci. 2020, 10, 5805

26. Chin, D.A. Hydraulic analysis and design of pipe culverts: USGS versus FHWA. J. Hydraul. Eng. 2013, 139,
886–893. [CrossRef]

27. Dasika, B. New approach to design of culverts. J. Irrig. Drain. Eng. 1995, 121, 261–264. [CrossRef]
28. Hager, W.H. Generalized culvert design diagram. J. Irrig. Drain. Eng. 1998, 124, 271–274. [CrossRef]
29. Meselhe, E.A.; Hebert, K. Laboratory Measurements of Flow through Culverts. J. Hydraul. Eng. 2007, 133,

973–976. [CrossRef]
30. Guven, A.; Hassan, M.; Sabir, S. Experimental investigation on discharge coefficient for a combined broad

crested weir-box culvert structure. J. Hydrol. 2013, 500, 97–103. [CrossRef]
31. Shrestha, B.B.; Nakagawa, H.; Kawaike, K.; Baba, Y.; Zhang, H. Driftwood deposition from debris flows at

slit-check dams and fans. Nat. Haz. Earth Sys. Sci. 2012, 61, 577–602. [CrossRef]
32. Lim, Y.H.; Chun, K.W.; Kim, M.S.; Yeom, J.J.; Lee, I.H. Capture effect of slit dam for debris flow and woody

debris with hydraulic model experiment -Focusing on A and D type. In Proceedings of the 2008 Annual
Summer Conference of the Korean Society of Forest Science, Jeonju-si, Korea, 21 August 2008; Korean Society of
Forest Science: Jeonju-si, Korea, 2008.

33. Geun-woo, J.; Young-hyeop, L.; Su-Yeon, N.; Su-Jin, J.; Yu-Seok, J.; Sang-yup, Y. Sediment and woody debris
trap effect of h-type slit dam with model experiment. In Proceedings of the 2010 Annual Summer Conference of
the Korean Society of Forest Science, Seoul, Korea, 14 September 2010; Korean Society of Forest Science: Seoul,
Korea, 2010.

34. Jin-hak, K.; Geun-woo, J.; Jung-il, S.; Joo-woong, Y.; Se-myung, K.; Yong-rae, K. Effects of float-board
screen for catching drift woods and debris flows in urban areas. In Proceedings of the 2013 Conference of the
Korean institute of Forest Recreation, Seoul, Korea, 11 April 2013; Korean Institute of Forest Recreation: Seoul,
Korea, 2013.

35. Douglas County. Storm Drainage Design and Technical Criteria Manual, 1st ed.; Douglas County: Englewood,
CO, USA, 2008.

36. Kim, S.J.; Kang, J.G.; Kim, J.T. An experimental study on debris reduction system for culvert. J. Korea Acad.
Indust. Coop. Soc. 2017, 18, 696–706.

37. Bradley, J.B.; Richards, D.L.; Bahner, C.D. Debris Control Structures: Evaluation and Countermeasures, 3rd ed.;
U.S. Department of Transportation: Washington, DC, USA, 2005.

38. Ministy of Agriculture, Forestry and Flsheries. Land Improvement Project Plan Design Standard Plan, 1st ed.;
Ministy of Agriculture, Forestry and Flsheries: Tokyo, Japan, 2019.

39. Ministry of Land, Infrastructure and Transport. Road Design Manual of Mountain Area, 1st ed.; Ministry of
Land, Infrastructure and Transport: Sejong-si, Korea, 2007.

40. Town of Castle Rock. Storm Drainage Design and Technical Criteria Manual, 1st ed.; Town of Castle Rock: Castle
Rock, CO, USA, 2019.

41. Department of Water Govement of Western Australia. Stormwater Management Manual for Western
Australia, 1st ed.; Department of Water Govement of Western Australia: Perth, Australia, 2007.

42. National Institute for Land and Infrastructure Management. Manual of Technical Standard for Designing Sabo
Facilities against Debris Flow and Driftwood, 1st ed.; National Institute for Land and Infrastructure Management:
Sabo, Japan, 2016.

43. City of Toronto Technical Services Metro Hall. Design Criteria for Sewers and Watermains, 1st ed.; City of
Toronto Technical Services Metro Hall: Toronto, ON, Canada, 2009.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

148



applied  
sciences

Article

Influence of the Ion Mass in the Radial to Orbital
Transition in Weakly Collisional Low-Pressure
Plasmas Using Cylindrical Langmuir Probes

Guillermo Fernando Regodón 1 , Juan Manuel Díaz-Cabrera 2,* ,
José Ignacio Fernández Palop 1 and Jerónimo Ballesteros 1

1 Departamento de Física, Campus Universitario de Rabanales, Universidad de Córdoba,
14071 Córdoba, Spain; z62rehag@uco.es (G.F.R.); fa1fepai@uco.es (J.I.F.P.); fa1bapaj@uco.es (J.B.)

2 Departamento de Ingeniería Eléctrica y Automática, Campus Universitario de Rabanales,
Universidad de Córdoba, 14071 Córdoba, Spain

* Correspondence: el1dicaj@uco.es

Received: 15 July 2020; Accepted: 17 August 2020; Published: 19 August 2020
����������
�������

Abstract: This paper presents an experimentally observed transition from the validity of the radial
theories to the validity of the orbital theories that model the ion current collected by a cylindrical
Langmuir probe immersed in low-pressure, low-temperature helium plasma when it is negatively
biased with respect to the plasma potential, as a function of the positive ion-neutral collision mean
free path to the Debye length ratio Λ = λ+/λD. The study has been also conducted on argon and
neon plasmas, which allows a comparison based on the mass of the ions, although no transition has
been observed for these gases. As the radial or orbital behavior of the ions is essential to establish the
validity of the different sheath theories, a theoretical analysis of such a transition not only as a function
of the parameters Λ and β = T+/Te, T+ and Te being the positive ion and electron temperature,
respectively, but also as a function of the ion mass is provided. This study allows us to recognize the
importance of the mass of the ion as the parameter that explains the transition in helium plasmas.
Motivated by these theoretical arguments, a novel set of measurements has been performed to study
the relationship between the Λ and β parameters in the transition that demonstrate that the effect of
the ion mean free path cannot be completely ignored and also that its influence on the ion current
collected by the probe is less important than the effect of the ion temperature.

Keywords: plasma surface technology; cold plasma; ion temperature; ion-neutral charge-exchange
collisions; ion mean free path; plasma diagnosis; Langmuir probe; sheath theories

1. Introduction

In low-pressure, low-temperature plasmas, the study of the positive ion current collected by the
Langmuir probe is very important, as the smallness of the positive ion current collected by the Langmuir
probe when it is polarized negatively with respect to the plasma potential allows local diagnosis of the
plasma parameters with very low disturbance to the plasma. In other words, the positive ion sheath
that is formed around the probe shields out the influence of the probe, which in plasmas with low
plasma density is crucial [1–7]. On the other hand, many surface technological processes that use
plasmas depend on the ion current that reaches the surface, and thus the control of the ion current
is essential in this kind of technology. Among these processes, we have plasma-assisted chemical
vapor deposition (PACVD), ion implantation, etching, surface coating, thin films, nanotechnology,
etc. [8–13]. In the semiconductor industry, which is a major application of PACVD, the properties
of the plasma must be closely examined in order to control the energy and the frequency of the ion
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impacts against the surface, so that the optimal conditions for ion implantation are obtained [8,10].
Therefore, both theoretical analysis and experimental studies of the ion sheath surrounding the surface
to be treated are important.

The ion current collected by a Langmuir probe has been extensively studied from a theoretical
point of view. There are two main groups of theories to explain the fall of the ions towards the probe.
The orbital theories, of which orbital motion limited (OML) is the most frequently used, study the
movement of the ions in orbits around the probe that are calculated using the applicable laws of
conservation. Some ions have a trajectory that does not intersect with the probe surface and orbit
back to the plasma, so that not all of the ions are collected by the probe [14–16]. The radial theories,
the first being the Allen–Boyd–Reynolds (ABR) theory for a spherical Langmuir probe, study the
plasma as a fluid, so that all the ions fall radially towards the probe and therefore all the ions that
enter the sheath are collected by the probe [17]. The Allen–Boyd–Reynolds theory, which was soon
adapted to cylindrical Langmuir probes by Chen [18], is valid for ions that have an ion temperature
that is negligible when compared to the electron temperature, so that the parameter β = T+/Te,
with T+ and Te as the positive ion and electron temperature, respectively, can be given a value of β = 0.
The cylindrical radial model has been extended by the authors to β , 0 [1,2,19–24].

Both orbital and radial theories are used to diagnose plasmas to obtain plasma parameters such
as plasma density. However, the values obtained using the two theories can be very different, the one
predicted by the radial theory being up to an order of magnitude higher than the one predicted by the
orbital theory. When the values of the plasma parameters deduced from these theories are compared
to the values of the plasma parameters obtained using the much higher electron current in the electron
saturation zone, depending on the plasma conditions, it is found that either the radial or the orbital
theories are consistent with the well-established electron saturation zone theory. This implies a paradox
when the ion current is used in plasma diagnosis, given that the appropriate theory that should be used
is not known a priori before it is used in plasma diagnosis [1,4,25]. Actually, in many situations which
depend on the plasma discharge power and the pressure, values for the ion current collected by the
probe between the two theories are measured in experiments [5,26–28]. In two previous papers [26,28],
the authors showed an experimentally observed transition in the positive ion current values that are
derived from the radial theories and the orbital ones, as a function of the β parameter. The transition
takes place only for helium plasmas. Similar experiments on argon and neon plasmas [1,2,19–24] show
that the radial theory developed by the authors that takes into account the temperature of the ions,
but does not take into account the mass of the ions or the ion mean free path, is successful in predicting
the positive ion current.

Neither radial nor orbital models consider collisions in the calculation of the positive ion current
of a negatively biased cylindrical Langmuir probe relative to the plasma. The most frequent collision
of the ions in their fall towards the probe in low-pressure, low-temperature plasmas is the ion-neutral
charge-exchange collision (INCEC) with the neutral atoms of the background gas [29,30]. In INCEC,
an electron transitions from the neutral atom to the ion, effectively interchanging the moment between
them. In radial models, this loss of moment is similar to a friction force in the fluid, so that the
positive ion current is reduced. In the orbital models, the ions may lose their orbital velocity, so that,
after the last collision, the ions will lose their angular momentum and fall radially towards the
probe [1,2,5,7,17,18,26,28], increasing the positive ion current collected by the probe. The effect of
collisions is opposed in both models and will affect not only surface technology but plasma diagnosis
methods, both depending on the positive ion current.

Electropositive plasmas can be studied by means of three parameters—that is, the ion to electron
temperature ratio, the ion mean free path to Debye length ratio and the ion mass [22,31]. The effect of
the ion to electron temperature ratio was studied in previous works [4,22,24,26,28]. The INCEC mean
free path is recognized as an important parameter to discriminate between the ABR and the OML
behavior in recent theoretical works [29–32]. This article shows an experimentally observed transition
from the ABR to the OML behavior as a function of the INCEC mean free path, λ+, to the Debye length,
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λD, ratio Λ = λ+/λD [26,28]. This study allowed us to recognize the mass of the ion, m+, as the critical
parameter in the presence of the observed transition in helium plasmas. A theoretical justification of
the transition as a function of the β, Λ and ion mass parameters is proposed.

In the Section 2, after this introduction, the experimental setup and measurement method are
briefly cited. The Section 3 states the experimental measurement conditions and the methodology.
The Section 4 presents the results. In the Section 5, supported by a set of novel measurements,
a theoretical discussion about why the transition takes place only for the helium plasmas is proposed.
Finally, the Section 6 is an exposition of the conclusions.

2. Experimental Setup and Measurement Method

A high-voltage DC discharge has been chosen for these experiments. The gas is introduced in
a large Pyrex cylinder, 40 cm high and with an inner diameter of 31 cm, where two stainless steel
electrodes are held 15 cm from each other, each electrode having a diameter of 8 cm. The anode is
connected to the ground. The electrodes are supplied a high DC voltage by means of the low ripple/low
noise-to-signal ratio KEPCO BHK 2000-0.1MG high-voltage DC power supply. The DC power supply
is configured as a current supply, given that the discharge current is related to the electron density
and it better serves to characterize the discharge compared to the DC voltage or the discharge power.
The entering gas flow is controlled by a mass gas flow controller, MKS 247. A tungsten cylindrical,
6 mm long, 0.1 mm diameter Langmuir probe is placed in the diffuse afterglow of the plasma discharge.
In this zone, the plasma is spatially homogeneous and the electron temperature is found to be the
lowest, so that the effect of the ion temperature cannot be neglected and the ion to electron temperature
ratio, β, is not negligible [1,2,4,7,26,28]. The neutral and positive ions are supposed to be thermalized.
As the electrodes are very hot during the measurements, the ion and neutral atom common temperature
is estimated to be 350 K [1,2,5,7,24,26,28,33,34].

The current-voltage characteristic of the cylindrical Langmuir probe can be used to obtain an
indirect measurement of the parameters that characterize the plasma in the zone of the discharge
where it is placed. The plasma potential, Vplasma, the floating potential, V f loat, and the electron energy
distribution function, EEDF, can be measured [1,2,4,6,26,34–41]. Regarding the measured EEDF, it is
checked that, in every measurement, the EEDF can be considered as following the distribution of
Maxwell–Boltzmann [1,4,6,26,28], which is essential since the assumption of a Maxwellian EEDF is
made in both radial and orbital theories. The EEDF is used to perform the calculation of the electron
temperature, Te, and the electron density, ne, which is equal to the ion density, n+, by means of the
quasi-neutrality condition, ne ≈ n+. These values for ne and Te have been used as in all further
calculations since they do not depend on the radial or orbital theory used to obtain the results.
The discharge and the measurements are controlled, and the initial calculations are performed, using a
LabView Virtual Instrument [1,4,6,7].

The experimental device has been designed with the objective of obtaining a low electron
temperature plasma, so that the ion temperature, in the range of the ambient temperature,
becomes non-negligible when compared to the electron one [1]. This property of the DC discharge
allowed us to check the validity of the radial theory developed by the authors, which takes into account
the temperature of the ions in argon and neon plasmas in the conditions of the discharge [1,2,19–24].
On the other hand, the size of the probe was chosen to be small enough so that the small-radius
OML theory would be of applicability in the cases in which the orbital theories are applicable, as was
found in the helium plasma in some conditions of the discharge. The LabView-controlled measuring
system makes fast measurements, each taking only 4 ms, so that the temperature of the probe does
not change during the measurement of the current-voltage characteristic. In order to make sure that
the measurements are quick enough, the current-voltage characteristics were measured, starting both
in the electron saturation zone and in the ion saturation zone, making no difference to the results of
the measurements.
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3. Experimental Measurement Conditions and Methodology

The high-voltage DC power supply has an upper limit of 2000 V and 100 mA. The discharge
currents are typically much lower, so that the voltage limitation is the relevant one. For argon, neon and
helium plasmas, the discharge DC current is always lower than 12.5 mA. The pressure range for the
argon plasma is p(Pa) ∈ [2, 10]; for the neon plasma, it is p(Pa) ∈ [10, 35], and for the helium plasma,
it is p(Pa) ∈ [13, 37]. Given that the transition in the validity of the orbital and radial theories is
found in the helium plasma, a total of 448 current-voltage characteristics were measured, while in
argon and neon plasmas, for which no transition was found, a total of 171 and 111 current-voltage
characteristics, respectively, were measured. This set of measurements includes the measurements
already published [26,28] together with additional measurements in which we explored the higher
electron temperature range in the three kinds of plasmas, although no new insight was gained, as
the measurements followed the same trend as the rest of the measurements, albeit extending the
range in which the trend was observed. The measured electron density, ne, gives values in the
range from 9 × 1014 to 7 × 1015 m−3, while the electron temperature, Te, ranges from 1000 to 4400 K,
corresponding to β values which vary from 0.08 to 0.35. The Λ = λ+/λD parameter is obtained from
the following expression.

λ+ =
1

n+σ+−n
, (1)

with σ+−n being the cross-section for positive ion-neutral collision [10,42], and λD =
√
ε0kBTe

e2ne
[10].

For each of the plasmas, the following apply.

• For argon plasmas, the cross-section for positive ion-neutral collision, under our experimental
conditions, is σ+−n = 7.84 × 10−15 cm2 [10,42]. Therefore, the ion mean free path for argon is the
following:

λ+ =
133

218·p(Pa)
(cm). (2)

Therefore, the Λ values vary from 3.98 to 29.71 for the argon discharges studied in this article.
• For neon plasmas, the cross-section for the ion-neutral collision is σ+−n = 4.25 × 10−15 cm2 [10,42].

Therefore, the ion mean free path for neon is the following:

λ+ =
133

118·p(Pa)
(cm). (3)

Therefore, the Λ values vary from 1.52 to 24.27 for the neon discharges studied in this article.
• For helium plasmas, the cross-section for the ion-neutral collision isσ+−n = 3.99 × 10−15 cm2 [10,42].

Therefore, the ion mean free path for helium is the following:

λ+ =
133

111·p(Pa)
(cm). (4)

Therefore, the Λ values vary from 2.27 to 14.29 for the helium discharges studied in this article.

Note that the upper limit for the ion mean free path to Debye length ratio Λ for the three gases
decreases with decreasing ion mass, such that for argon, the upper limit is Λmax,Ar = 29.31, close to the
double the helium Λ upper limit, Λmax,He = 14.29. It is also interesting to compare these Λ ranges with
the sheath edge, which has values always lower than k·λD. The k value depends on the sheath edge
criteria used, usually considered to be 4 < k < 8 [20,34,36], but regardless of the criteria used, there is a
range in which the ion mean free path is comparable to the size of the sheath.

Two novel series of measurements were performed in the helium plasma, one for constant
background pressure P = 20.2 Pa and one for constant discharge current Id = 5.0 mA.
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The methodology that is followed in this work is based on the use of the Sonin plot [1,2,4,26,28],
which uses the positive ion current per unit length collected by the probe, I+ , when it is biased at
a fixed electric potential, Vp in kBTe/e units, e being the elementary charge and kB the Boltzmann
constant, referring to the plasma potential, Vplasma [43]. In the Sonin plot, the ordinate of the plot is the
non-dimensional ion current,

ySonin = I′(ySP) =
I+(ySP)

erpn+

√
m+

2πkBTe
, (5)

where rp is the probe radius and ySP is defined as the non-dimensional probe potential ySP = −eVp/kBTe.
The abscissa of the plot has the following expression:

xSonin = xp
2I′(ySP) =

I+(ySP)erp

ε0

√
m+

2πkB3Te3 , (6)

which does not depend on the ion density, with xp being the non-dimensional probe radius xp = rp/λD.
The Vp value must be chosen carefully, so that it is negative enough to ensure that the current collected
by the probe is almost exclusively positive ion current, and the electron current can be neglected.
Regarding the other extreme, if the difference between the plasma potential and the probe potential is
too high, the emission of secondary electrons from the probe would be accounted for as an increase in the
positive ion current collected by the Langmuir probe [1,2,4,5,26,28]. As in other articles, we have chosen
ySP = −eVp/kBTe = 25 [1,2,4,26,28], which accounts for Vp values in the range Vp(V) ∈ [2.15, 9.48]
for the given range of electron temperatures Te(K) ∈ [1000, 4400]. A single point in the Sonin plot is
obtained for each set of plasma conditions—that is, for each set of experimental values for I+

(
Vp

)
,

ne and Te [1,4,5,26,28]. The experimental Sonin plot point is placed in the Sonin plot and its position
relative to the theoretical orbital and radial curves is analyzed. The plasma conditions are studied in
relation to the position of the experimental Sonin plot points.

4. Results

The experimental points are plotted for the different plasmas in Figures 1–3. The experimental
Sonin plot points are grouped in terms of the INCEC mean free path to Debye length ratio Λ,
which allows a comparison between the three plasmas in which the scale of the sheath varies with
the Debye length. We show the Sonin plot that includes the theoretical curves that correspond to the
orbital and the radial theories in Figures 1–3. The complete solution by Laframboise [16] for the orbital
theory is used, calculated from the fitting curves obtained by Peterson and Talbot [44]. The radial
model developed by the authors for several β values, which converge to the Allen–Boyd–Reynolds
model adaptation to cylindrical Langmuir probes by Chen for negligible ion temperature with
respect to the electron temperature [19,21,22]. In Figure 1, we also show the experimental Sonin plot
points corresponding to different ranges in the Λ parameter for argon plasmas. The results of the
measurements show that the radial theory describes appropriately the positive ion current collected by
a cylindrical Langmuir probe immersed in an argon plasma, in the conditions of the DC discharge
used in the measurements.

Figure 2 shows the experimental Sonin plot points obtained from the different neon plasma
discharge conditions measured. Figure 2 also includes the experimental points colored and symbolized
as a function for the Λ parameter. As can be seen in Figures 1 and 2, the Λ parameter shows an
evolution in the Sonin plot points—that is, the points for which the ion mean free path is longer are
grouped to the right, while the points for which the ion mean free path is short are grouped to the
left. These points are located over the radial model theoretical curves for β , 0 and fit well with the
experimental β values for each point. Therefore, the influence of Λ is not very important in terms of
the ions’ behavior in this range for argon and neon plasmas.
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Figure 1. Argon plasma Sonin plot for the normalized probe potential ySP = 25. Experimental data for
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Figure 3. Helium plasma Sonin plot for the normalized probe potential ySP = 25. Experimental data for
the helium plasma: green circles for 2.27 ≤ Λ ≤ 6.69, red crosses for 6.72 ≤ Λ ≤ 11.09 and blue squares
for 11.11 ≤ Λ ≤ 14.29. In solid lines, the orbital and radial theoretical curves are shown. In purple bold
line, the fitting curve for the experimental helium plasma Sonin plot points is shown.

As in Figures 1 and 2, Figure 3 shows the Sonin plot for the experimental points colored and
symbolized as a function of the Λ parameter. On one hand, those points corresponding to the lower Λ
values (green circles for 2.27 ≤ Λ ≤ 6.69) are mainly placed in the radial zone or close to it, and none of
them are placed in the orbital zone. On the other hand, those points corresponding to the higher Λ
values (blue squares for 11.11 ≤ Λ ≤ 14.29) are mainly placed in the orbital zone or close to it, and none
of them are placed in the radial zone. Finally, those points corresponding to intermediate Λ values
(red crosses for 6.72 ≤Λ ≤ 11.09) are mainly placed in the intermediate zone, where none of the theories
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are verified, and only a few of them are placed in the other zones. Nevertheless, Figures 1–3 show
that the dependence on Λ does not seem to be so critical than that on β [26,28], since the Λ parameter
depends not only on T+ and Te but also on ne ≈ n+ and p through λ+ and λD. Finally, Figure 3
also shows a fitting curve that may be used to diagnose this helium plasma in these conditions of
pressure and discharge current, and that converges with OML in the range of abscissa of the Sonin plot,
xSonin, of [70, 100]. However, although it is of great theoretical interest, the transition range of plasma
conditions for the helium plasma should be avoided in plasma diagnosis by means of the Sonin plot,
and the plasma conditions should be used in which one of the two theories, ABR or OML, is valid.
The fitting curve, in purple bold line in Figure 3, follows the following formula:

ySonin He,exp = ae−b(xSonin He,exp)
c
+ d, (7)

with a = 32.11693, b = 0.13901, c = 0.77237 and d = 3.56418.

5. Discussion

The finiteness of the ion mean free path and the experimental observation of its influence in the
transition from radial to orbital behavior can be justified theoretically. After the last collision, the ions
lose their orbital motion, so, for small β and Λ values, the OML theory cannot appropriately describe
the ion current collected by the probe. For higher ion temperatures, after the last collision, the ions have
a non-negligible velocity in a random direction. For the ions that have a direction that is predominantly
in the azimuthal direction of cylindrical coordinates, the mean thermal velocity is important enough so
that the trajectory of the ion will not intersect the probe and the ion will orbit around the probe back
to the plasma. The mass of the ion thus becomes an essential parameter, since the mass of the ion is
inversely proportional to the square of the thermal velocity.

v+,th =

√
2kBT+

m+
, (8)

where m+ is the mass of the ion. This fact explains why the transition is only found in the helium
plasma but not in neon or argon plasmas.

The most frequent ion collision in this kind of plasma is INCEC, which removes an accelerated
ion and results in a new ion with the temperature of the background gas [45,46]. It is interesting to
note that the effect of INCEC in both radial and orbital models is the opposite: on one hand, in orbital
models, usually the new ion created after an INCEC has a lower orbital kinetic energy, so the ion is
more likely to be collected by the probe. If the orbital motion limited model is used, the exact potential
profile of the sheath can be ignored, and the probability of the ion being collected can be calculated
using the conservation laws. Therefore, the positive ion current collected by the probe is increased
when INCEC is taken into account [47–49]. On the other hand, the effect of collisions in radial models
is to reduce the mean velocity of the fluid particle, which is composed by many ions, in its fall towards
the probe. That is, the positive ion current collected by the probe is reduced, having an effect similar to
that of the transition from radial to orbital behavior. This effect can be estimated using the radial model
that takes into account the ion temperature and the collisions of ions with neutral atoms developed
by the authors [31] and proved to be opposite to the effect of the positive ion temperature in radial
models, which increases the positive ion current [1,2,4,5,19,21,22,26,28]. It is interesting to note that,
in neon and argon plasmas, the points in the Sonin plot shift up into regions of higher theoretical β
values with increasing Λ, as can be seen in Figures 1 and 2, which is consistent with this development
for radial theories—that is, less collisions in the ion sheath and a higher ion to electron temperature
ratio have a similar effect in radial theories of increasing the current both in neon and argon plasmas,
in the range of discharge parameters studied.
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In the helium plasmas, the same increase in the ion mean free path to Debye length ratio Λ and
in the ion to electron temperature ratio β has a very different influence on the movement of the ions
in their fall towards the probe. The effect of collisions in the helium plasma can be studied with the
available experimental data of the discharge. If the discharge current is decreased while maintaining
the background pressure, the plasma and the electron density decrease [40,41]. Therefore, the Debye
length increases, and the ion mean free path to Debye length ratio—that is, the Λ parameter—is
decreased. We note in Equation (1) that the λ+ parameter is constant if the background pressure is
kept constant. Moreover, the measurements show that the electron temperature is higher when the
discharge current is lower [40,41], so that the effect of a decrease in the discharge current is to cause a
decrease in the β parameter value and a decrease in the Λ parameter (Figure 4). We have performed
a series of novel measurements at constant background pressure, changing the discharge current,
which show that the predicted trend is correct. This does not allow us to distinguish between the effect
of the ion to electron temperature ratio β and the effect of the ion mean free path to Debye length ratio
Λ in the experiments. However, if the discharge current is kept constant, the plasma density remains
constant and so does the electron density [40]. Moreover, if the background pressure is decreased,
the measurements show that the electron temperature, Te, increases [40,41], causing a decrease in β.
Accordingly, regarding the Λ parameter, we predict two opposite influences: (a) the Debye length
increases with Te, and thus the Λ parameter decreases; (b) the collisions are less frequent, increasing
λ+, and so the Λ parameter increases. Therefore, the trend that the Λ parameter will follow with
changing background pressure alone cannot be predicted for a constant discharge current. We have
also performed a series of novel measurements at constant discharge current to verify the influence
of the background pressure on both the β and Λ parameters. Figure 5 shows that a decrease in the
β parameter and an increase in the Λ parameter are experimentally found when the gas pressure
decreases, according to argument (b) above. As the transition is found for decreasing background
pressure, this proves that the most relevant parameter in the transition between radial and orbital
behavior of the ions in the helium plasma is the positive ion to electron temperature ratio, β.
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6. Conclusions

In plasma diagnosis experiments, when measuring the ion current collected by a cylindrical
Langmuir probe, it is found that sometimes the orbital theories correctly predict the ion current and,
at other times, the radial theories are found to be valid. Therefore, a transition from the validity of the
orbital theories towards the validity of the radial theories is expected, depending on the experimental
conditions of the plasma—that is, the ion temperature to electron temperature ratio, β, and the ion
mean free path to Debye length ratio, Λ.

The transition has been theoretically justified in the context of INCEC, so that positive ions lose
their translation kinetic energy in collisions with the neutral atoms of the background gas. Therefore,
for small β and Λ values, after the last collision, the ions lose their orbital motion and the OML model
is no longer valid to describe the ion current collected by the probe. This way, when collisions are
included, the OML model provides higher positive ion current collected by the probe, i.e., approaching
the values predicted by the ABR model. Alternatively, for higher Λ values, after the last collision, the
ions are far away from the probe, and the orbital component of the ion thermal motion is high enough
for those ions to fall towards the probe, following an orbital trajectory, diminishing the ion current
collected by probe, i.e., approaching the OML model.

The aforementioned transition has been experimentally observed only for helium plasmas and
not for argon and neon plasmas, and it has been justified due to the lower mass of the helium ions,
which makes the helium thermal velocity higher for the same ion temperature. Therefore, only for
higher Λ and β values in helium plasmas, the transition has been observed. Moreover, as an extreme
case comparison, for electrons of even lower mass, the OML theory always predicts well the electron
current collected when the probe is positively biased with respect to the plasma potential. Although it
has been proven that the positive ion to electron temperature ratio, β, is a more relevant parameter
than the INCEC mean free path to Debye length ratio Λ in the transition between radial and orbital
behavior of the ions, the ion mass is crucial, since it determines the existence of the transition.

In view of these experimental results and theoretical arguments, the positive ion thermal motion
and the collisions must be included in the sheath models, since they influence the radial or orbital
behavior of the positive ion current to the substrate/probe, even though the collisions included in this
article mainly take place outside of the sheath. This fact also explains that the β parameter has a more
definite influence on the transition than the Λ one, as shown in Figures 4 and 5, but the influence of the
ion mean free path to Debye length ratio Λ cannot be altogether ignored.
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Abstract: A two-stage light gas gun driven by gaseous detonation was newly constructed, which can
make up for the disadvantages of the insufficient driving capability of high-pressure gas and the
constraints of gunpowder. The performance of the gas gun was investigated through experiments
and a quasi-one-dimensional modeling of it was also developed and described in detail. The model
accounts for the friction and heat transfer to the tube wall for gases by adding a source term.
An improved model has been established to consider the inertial loads in the piston or projectile
and model the friction force with the tube wall. Besides, the effects of pump tube pressure on the
performance of the gas gun are also investigated numerically. Simulations of the pressure histories
in the pump tube and the piston and projectile velocities were conducted. A good agreement was
observed between the computational predictions and experimental results. The results showed that
the friction between the piston and wall had only small influence on the piston velocity. The proposed
numerical approach is suitable for the development of two-stage light gas guns and tests of the
operating conditions.

Keywords: two-stage light gas gun; detonation; quasi-one-dimensional; piston; projectile

1. Introduction

A gasdynamic gun is a kind of test facility in which the test models or projectiles are launched at
desired velocities and the aerodynamic properties of the flying models are measured during its flight,
or shock and damage of the targets are measured upon the projectile impact [1]. With the invention of
two-stage light gas gun by Crozier in 1946 and Hume in 1950s [2], especially hypervelocity ballistic
range, was widely used in the fields of hypervelocity aerothermodynamics and hypervelocity impact
effects as the results of development of hypervelocity reentry vehicles, protection of structures/shields
against space debris, and kinetic energy weapons [3–8]. Although there are several other kinds of
hypervelocity launchers, such as the electro-magnetic rail gun and coil gun, the two-stage light gas
gun remains the most reliable and frequently used device in laboratories. Relative to other launchers,
the two-stage light gas gun has advantages in considerable versatility, maturity of technology, low cost,
and capability of launching test models of different shapes at hypervelocity.
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Regardless of the driving method, the energy of the projectile depends on the energy that is stored
in the driver section. Therefore, the driving method is of critical significance to the two-stage light gas
gun. The simplest method is to utilize the high-pressure gas filled in driver section as the driver gas
directly [9]. However, the driving capability of this method is not often sufficient, i.e., the available
speed or energy of projectile is often not high enough to meet the experimental requirements within
the range of operable pressure. This driving method is therefore mainly limited to situations requiring
relatively low speed or energy for the projectile. To improve the driving capability, gunpowder is often
used. Owing to the release of chemical energy, the driving capability of gunpowder is much more
powerful than that of high-pressure gas. For example, the largest two-stage light gas gun in the world,
the Arnold Engineering Development Complex (AEDC) Range-G, is capable of launching a projectile
of 10 kg to speeds higher than 4 km/s [10]. Many studies of this driving method have been conducted,
and relevant theories and numerical methods have been developed [6,11–13].

Although most large-scale two-stage light gas guns are currently driven by gunpowder, this
driving method also has disadvantages. First, the transport, storage, and use of gunpowder are
highly specialized activities and are restricted to strictly qualified organizations; therefore, the use of
gunpowder is often out of reach for many research institutes. Second, it is a cumbersome task to clean
the gunpowder residue after each run. Therefore, it is necessary to develop an alternative driving
method that not only makes up the deficiency of driving capability of the high-pressure gas but also is
more available and convenient compared to methods requiring gunpowder.

Gas guns driven by the combustion of flammable and explosive gases have been investigated as
an alternative driving method. The combustion light gas gun that uses H2, O2, and He mixture gas as
the driving gas was first developed by the UTRON Company [14]. It is capable of launching a projectile
of 0.2 kg to speeds higher than 2.8 km/s. The China Aerodynamics Research and Development Center
(CARDC) and McGill University also developed combustion two-stage light gas guns capable of a
speed of 5.6 km/s [15]. Deng has developed an interior ballistics model of combustion light gas gun
and found that the combustion process could be successfully controlled by adding the proper quantity
of diluents. Pressure oscillation and average temperature of the chamber were also reduced [16–18].
However, the combustion light gas gun has difficulty in getting uniform and predictable ignition or
muzzle velocities.

The detonation, a rapid and violent form of combustion, could serve as a high performance
driver due to its rapid energy release in explosions. The detonation driver, which was first proposed
by Bird [19] and has been applied to shock tunnels successfully [20], has also been suggested as the
concept of “detonation products gun” [21]. The combustion products behind the detonation wave
have much higher pressure and temperature than those of the initial state of the combustible mixture
because of the strong compression produced by the leading shock wave with a Mach number range
of 4 to 7. Subsequently, a single-stage gas gun driven by gaseous detonation was developed by
Batchelor; the gas gun achieved velocities exceeding 3 km/s [22]. Li [23] discussed the internal ballistic
process of a single-stage gas gun and verified its practical feasibility through experiments. Li also
estimated the driving capability of a detonation driver for a two-stage light gas gun by solving the
quasi-one-dimensional Euler equations; it was found that the detonation driver was sufficient to
obtain projectile velocities of up to 8 km/s in a two-stage light gas gun. Unfortunately, experimental
demonstrations and discussion of a two-stage gas gun driven by gaseous detonation are limited to
date, nor its detailed numerical modeling. Obviously, numerical simulation is a simple method for the
identification and assessment of new operating parameters of the test conditions without risk to the
facility and hardware, as well as for the validation of new design concepts. It is also important for a
detonation facility operating under the conditions of high temperature, high pressure, and presence of
flammable and explosive gases.

In the present research, a two-stage light gas gun driven by gaseous detonation was
newly constructed and is described in detail, including its piston and projectile measurements.
A quasi-one-dimensional code is also developed to simulate the internal ballistics process. Viscous effects
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are incorporated by the well-known skin friction correlations for pipe flow. The friction force between
the tube wall and the piston or projectile is considered by establishing an improved model that accounts
for the inertial loads of the piston or projectile. Typical experiments are performed to validate the
numerical method. Good agreements are obtained between the experimental and simulation results,
including the piston/projectile velocity and pressure histories. The effect of parameters such as the
pump tubes pressures on performance of the gun is also evaluated numerically.

2. Facility Description

2.1. Facility

This paper concerns the modeling and simulation of a particular newly built facility, namely the
DBR30 two-stage light gas gun facility at the Institute of Mechanics Chinese Academy of Sciences (CAS).
The facility consists of a detonation tube, a pump tube, a launch tube, and a target chamber, as shown
in Figure 1. These components have inner diameters of 150 mm, 108 mm, 30 mm, and 1800 mm,
respectively. The lengths of each section are shown in Figure 1.
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Diaphragm I separates the detonation tube and the pump tube, and diaphragm II separates
the pump tube and the launch tube; both are scored steel diaphragm. The grooves in the form of a
cross with different depths are designed to adjust the critical rupture pressure of the diaphragm and
minimize fragmentation. Diaphragm II is designed to have a rupture pressure of 45 MPa or 75 MPa in
the present study. An ignition tube is placed at the upstream end wall of the drive tube. The mixture
in the ignition tube is initially ignited by electrical sparks. A high-temperature jet is formed and
propagating into the driving section, thereby igniting the detonable gas directly. This will lead to a
stable detonation wave traveling downstream in the detonation tube, behind which a Taylor wave
follows and the products are at high temperature and pressure.

Piezoelectric pressure transducers (CY-YD-211, made by SINOCERA PIEZOTRONICS, INC
(Yangzhou, Jiangsu, China)), with a resonant frequency of more than 100 kHz, are mounted on the
tube sidewall to record the pressure histories. The signals from the sensors are acquired by a signal
conditioner and are processed on a PC-based data acquisition system at a sampling rate of 2 MHz.
The transducers are labeled as P1 to P9 in the present study. P1 is located in the detonation tube and
the others are placed in the pump tube. The origin of the coordinate system is located on the left side
of the facility, and x-axis is in the longitudinal direction of the device. Thus, the coordinates of P1–P9
are x1 = 8.21 m, x2 = 10.55 m, x3 = 12.65 m, x4 = 18.65 m, x5 = 24.65 m, x6 = 28.25 m, x7 = 28.54 m,
x8 = 30.54 m, and x9 = 30.83 m, respectively.

2.2. Piston and Projectile

The schematic drawing of the piston is shown in Figure 2. The front and rear part are made of
polytetrafluoroethene (PTFE), which can prevent abrasion of the pump tube and minimize friction
losses. The diameter of the piston at positions a, b, and c in Figure 2 is 108 + (0.1–0.2) mm at room
temperature before the experiments. The diameter at position d is manufactured to be 108 + (0.5–0.9)
mm, which can prevent gas leakage from the pump tube to the detonation tube and make full use of the
compressed light gas. Although the piston will freeze before the experiments, the diameter at position
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d can still satisfy a close fit with the pump tube. To further minimize friction losses, the diameter of
the piston is locally reduced as shown in Figure 2. The deformable front and rear parts of the piston
have a weight of 4.114 kg and 0.774 kg, respectively, and they are replaced after each test. The PTFE
surrounds a steel metallic weight, with a diameter of 105 mm. The length of the steel weight is selected
in order to change the weight of the piston and influence the compression process. In the present study,
a steel weight of 5.552 kg is selected. Thus, the total weight of the piston is 10.44 kg, with a total length
of 680 mm.

Appl. Sci. 2020, 10, x 4 of 16 

of the piston have a weight of 4.114 kg and 0.774 kg, respectively, and they are replaced after each 
test. The PTFE surrounds a steel metallic weight, with a diameter of 105 mm. The length of the steel 
weight is selected in order to change the weight of the piston and influence the compression process. 
In the present study, a steel weight of 5.552 kg is selected. Thus, the total weight of the piston is 10.44 
kg, with a total length of 680 mm. 

Due to the geometric variation in the longitudinal direction as the piston moves past the 
piezoelectric transducers, the pressure around the sensors and the voltage of the piezoelectric 
transducers change. Typical pressure periods as the piston move past the sensors P3 and P8 are 
shown in Figure 3. Points d, e, and f in Figure 3 represent time when the corresponding point on the 
piston passes the sensor. In Figure 3 (a), the rising of the pressure at point d indicates the passing of 
the piston, as well as the arrival of the high pressure detonation gas. For the pressure sensors at the 
right section of the pump tube, they are already exposed to the high pressure light gas at the arrival 
of the piston. There are significant pressure changes due to the geometric variation in the longitudinal 
direction of the piston, as shown in Figure 3(b). Thus, the pressure histories can be used to calculate 
the piston velocities at different positions. 

 
Figure 2. Schematic diagram of the piston (not to scale, units in mm). 

 
Figure 3. Pressure periods in the pump tube during the piston movement passing through the sensor. 
(a) P3 sensor; (b) P8 sensor. 

Different shapes and weights of projectile can be used in the gas gun. However, only the muzzle 
velocity value and the measuring method are described here. A laser diagnostic system and high-
speed photography were used to measure the projectile velocity. The laser diagnostic system can 
measure the projectile muzzle velocity directly, while the high-speed photography is an auxiliary 
method to verify the accuracy of the results of the laser diagnostic system results. The photography 
optical window is 3320 mm away from the launch tube exit. The snapshots in Figure 4 demonstrate 
the high-speed photography results processed by a script written in Python that incorporates edge 
detection and shape fitting methods. The velocity of the projectile is calculated using Equation (1): 
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Due to the geometric variation in the longitudinal direction as the piston moves past the
piezoelectric transducers, the pressure around the sensors and the voltage of the piezoelectric
transducers change. Typical pressure periods as the piston move past the sensors P3 and P8 are shown
in Figure 3. Points d, e, and f in Figure 3 represent time when the corresponding point on the piston
passes the sensor. In Figure 3a, the rising of the pressure at point d indicates the passing of the piston,
as well as the arrival of the high pressure detonation gas. For the pressure sensors at the right section
of the pump tube, they are already exposed to the high pressure light gas at the arrival of the piston.
There are significant pressure changes due to the geometric variation in the longitudinal direction of
the piston, as shown in Figure 3b. Thus, the pressure histories can be used to calculate the piston
velocities at different positions.
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Different shapes and weights of projectile can be used in the gas gun. However, only the muzzle
velocity value and the measuring method are described here. A laser diagnostic system and high-speed
photography were used to measure the projectile velocity. The laser diagnostic system can measure the
projectile muzzle velocity directly, while the high-speed photography is an auxiliary method to verify
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the accuracy of the results of the laser diagnostic system results. The photography optical window
is 3320 mm away from the launch tube exit. The snapshots in Figure 4 demonstrate the high-speed
photography results processed by a script written in Python that incorporates edge detection and
shape fitting methods. The velocity of the projectile is calculated using Equation (1):

vpro =
∆d
∆t

Rpro

Rred
(1)

where ∆d is the distance between the center of the red circle in two images, ∆t is the time interval
between two sequential frames, i.e., 13.3 µs in the present case; Rpro and Rred are the radius of the
actual projectile and the radius of the red circle in the image, respectively. Rred and ∆d have the
unit of pixel and their values are related to the resolution of the high-speed camera. However, their
values are detected from the images and have no influence to the actual projectile velocity calculation.
The projectile in the present is a cylinder with a spherical head, as shown in Figure 4, and the diameter
of the sphere is 30 mm.

Appl. Sci. 2020, 10, x 5 of 16 

pro
pro

red

Rdv
t R

Δ=
Δ

 (1)

where Δd is the distance between the center of the red circle in two images, Δt is the time interval 
between two sequential frames, i.e., 13.3 μs in the present case; Rpro and Rred are the radius of the actual 
projectile and the radius of the red circle in the image, respectively. Rred and Δd have the unit of pixel 
and their values are related to the resolution of the high-speed camera. However, their values are 
detected from the images and have no influence to the actual projectile velocity calculation. The 
projectile in the present is a cylinder with a spherical head, as shown in Figure 4, and the diameter of 
the sphere is 30 mm. 

 

Figure 4. Results of high-speed photography with a time interval of 13.3 μs; the projectile has a 
diameter of 30 mm and the velocity is 2481 m/s; the pressure in the target chamber is 5000 Pa. The 
optical window was 3320 mm away from the muzzle exit. 

3. Numerical Modeling 

3.1. Governing Equations 

Numerical simulations are necessary to understand the gas-dynamic processes and piston or 
projectile movement, and they are straightforward and provide detailed information. A simulation 
is also a simple method to identify and assess new operating parameters of the test conditions without 
risk to the facility and hardware, as well as for the validation of new design concepts. The two-stage 
gas gun driven by detonation involves detonation, flow of gas, motion of the piston and projectile, 
energy dissipation, and other complex chemical and physical phenomena. A two-dimensional 
axisymmetric investigation of the tube flows by solving the unsteady Navier-Stokes equation coupled 
with the heat conduction equation would be a more appropriate method. However, modeling all 
phenomena in detail is unrealistic in this method. For example, it is challenging to simulate the strong 
interactions between the detonation waves and the main diaphragm. In addition, the computer 
resources and simulation time are extensive, even for simple shock tube cases, not to mention the 
detonation tubes where complicated chemical reactions occur. Thus, a quasi-one-dimensional code 
is more attractive for the engineering design in the present study. 

The flow of gas is modeled by the quasi-one-dimensional equations, and the detonation process 
in the drive gas is described by the two-step chemical reaction model modified by Sichel et al. [24]. 
The equations, written in conservation form, are 

0c w
U AF AA H S AS
t x x

∂ ∂ ∂+ − − − =
∂ ∂ ∂

 (2)

where the state vector U = (ρ, ρu, e, ρα, ρβ)T, the flux vector F = (ρu, ρu2+p, (e+p)u, ραu, ρβu)T, the 
chemical reaction source term Sc = (0, 0, 0, αω , βω )T, the wall pressure source term H = (0, p, 0, 0, 0)T, 

and the wall-friction and heat-transfer source term Sw = (0, τ, q, 0, 0)T; where ρ, u, e, p, and A are the 
density, velocity, total energy, and pressure of the gas, and the cross-sectional area, respectively. τ is 
the wall shear stress and q is the wall heat flux. α and β, which are associated with the two-step 
chemical reaction model describing the detonation process, are the process parameter of the chemical 

Figure 4. Results of high-speed photography with a time interval of 13.3 µs; the projectile has a diameter
of 30 mm and the velocity is 2481 m/s; the pressure in the target chamber is 5000 Pa. The optical window
was 3320 mm away from the muzzle exit.

3. Numerical Modeling

3.1. Governing Equations

Numerical simulations are necessary to understand the gas-dynamic processes and piston or
projectile movement, and they are straightforward and provide detailed information. A simulation is
also a simple method to identify and assess new operating parameters of the test conditions without
risk to the facility and hardware, as well as for the validation of new design concepts. The two-stage gas
gun driven by detonation involves detonation, flow of gas, motion of the piston and projectile, energy
dissipation, and other complex chemical and physical phenomena. A two-dimensional axisymmetric
investigation of the tube flows by solving the unsteady Navier-Stokes equation coupled with the heat
conduction equation would be a more appropriate method. However, modeling all phenomena in
detail is unrealistic in this method. For example, it is challenging to simulate the strong interactions
between the detonation waves and the main diaphragm. In addition, the computer resources and
simulation time are extensive, even for simple shock tube cases, not to mention the detonation tubes
where complicated chemical reactions occur. Thus, a quasi-one-dimensional code is more attractive for
the engineering design in the present study.

The flow of gas is modeled by the quasi-one-dimensional equations, and the detonation process
in the drive gas is described by the two-step chemical reaction model modified by Sichel et al. [24].
The equations, written in conservation form, are

A
∂U
∂t

+
∂AF
∂x
− ∂A
∂x

H − Sc −ASw = 0 (2)

where the state vector U = (ρ, ρu, e, ρα, ρβ)T, the flux vector F = (ρu, ρu2 + p, (e + p)u, ραu, ρβu)T,
the chemical reaction source term Sc = (0, 0, 0,

.
ωα,

.
ωβ)T, the wall pressure source term H = (0, p, 0, 0, 0)T,
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and the wall-friction and heat-transfer source term Sw = (0, τ, q, 0, 0)T; where ρ, u, e, p, and A are the
density, velocity, total energy, and pressure of the gas, and the cross-sectional area, respectively. τ is the
wall shear stress and q is the wall heat flux. α and β, which are associated with the two-step chemical
reaction model describing the detonation process, are the process parameter of the chemical induction
and the chemical transformation, respectively;

.
ωα and

.
ωβ are the rates of the chemical induction and

the chemical transformation, respectively. For the details of this model, please refer to Ref. [24]. For the
oxyhydrogen detonation, eight components, H2, O2, HO, H2O, H2O2, HO2, O, and H, are taken into
account in the computations, and for the methane-oxygen detonation, CH4, CO2, and CO are added.
Based on this chemical reaction model and the dispersion controlled dissipation scheme proposed by
Jiang [25], a code has been developed and successfully applied to the simulations of detonation-driven
shock tubes [26].

The situation of the two-stage gas gun differs from that of the shock tube due to the presence of
the piston and projectile. To account for the effect of the piston or projectile on the gas flow, the motion
of it is treated as the moving boundary conditions for the governing Equation (2). The acceleration
of the piston or projectile is calculated from its mass and the applied force. Since the acceleration of
the gas at the base and front of the piston or projectile is the same as the piston or projectile itself,
and the disturbance resulting from the motion of the piston or projectile to the gas is isentropic if the
displacement of the piston or projectile is small enough within each time step, the equations along
characteristics and isentropic process still hold [11]. Thus, the sound speeds and pressures at these
locations are obtained. The other state quantities are calculated in terms of the equations of state and
of sound speed. Provided that the boundary condition is determined, Equation (2) can be solved as
routinely as that for the detonation-driven shock tube.

The piston or projectile is assumed to have a fixed mass, length, and cross-section area. Their states
are given by a flag whether they are constrained, its tail positions xp, xm, and velocities vp, vm.
Subscript “p” represents the piston, and “m” represents the projectile throughout this paper. Since the
process of the piston and projectile are described using the same method, only the governing differential
equations are displayed here.

dvp

dt
=

1
mp

(
Ap(pB − pF) − F f

)
(3)

dxp

dt
= vp (4)

where pB and pF are the pressures acting on the back and front faces of the piston, respectively.

3.2. Gas-Phase: Friction and Heat Transfer Terms

Although the boundary layer along the tube wall is not completely modeled in the formulation
of the gasdynamic equations, its effects are modeled by the addition of a wall shear stress in the
momentum equation and heat transfer in the energy equation.

The wall-skin stress on the gas is given by: τ = −0.5fρπu|u|D. The skin friction coefficient for the
pipe flow is then computed as [12]:



f ′ = 0.049
(
Re′D

)−0.2
Re′D ≥ 5507

f ′ = 0.00875 5507 ≥ Re′D ≥ 1828

f ′ =
16

Re′D
1828 ≥ Re′D

(5)

f = f ′ T
T′ is evaluated at the reference temperature as follows: T′ = 0.9T + 0.03M2T + 0.46Tw, where

T is the cell temperature and Tw is the specified wall temperature, M is the Mach number. The Reynolds
number is calculated as: Re′D =

ρ′uD
µ′ , where u is the cell velocity and D is the tube diameter of the cell.

ρ′ and µ′ are evaluated at the reference conditions: ρ′ = ρ T
T′ , µ

′ = µ′(T′,ρ′).
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The heat transfer from the gas to the walls is given by: q = hπD(Tw − T′), where the heat transfer
coefficient is h = ρCp|u|St and the Stanton number is given by the modified Reynolds analogy for pipe
flows [27]:

St =
f
8

Pr−
2
3 (6)

In the treatment of the viscous gas mixture, Wilke’s mixture rule is applied with Maxwell’s Power
Law to calculate the dynamic viscosity of the gas [28]:

µ = µ0

(
T

Tre f

)n

n = 0.76 (air) or 0.83 (detonation gas) (7)

According to Ref. [27], the Prandtl number is given approximately as:

Pr =
20γ

39γ− 15
(8)

where γ is the ratio of the specific heat for gases.

3.3. Friction between Piston and Wall

The implementations in the L1d code assume that the friction force is simply proportional to the
pressure exerted either at the back or the front of the piston, and that the piston is a perfectly elastic
body [27]. However, this method is specified not from physical considerations, but to produce the
best agreement between the calculated and experimental values of object velocity or gas pressure.
An improved model with a physical basis has been implemented for the Longshot by accounting for
the inertia loads within the piston [29]. Since different types of pistons are used in different facilities;
modifications were made based on the Longshot method to obtain a better agreement in the present
study. Details are described below.

The longitudinal stresses σx of a moving piston are obtained by considering successive static
stresses (due to equal pressures applied on both ends of the piston) and dynamic stresses (due to the
remaining pressure difference and the corresponding acceleration of the piston). The longitudinal
stresses within a piston in arbitrary motion are then obtained by summing the static contribution and
the dynamic one, as expressed by Equation (9).

σx = min
(
pb, p f

)
+

4Finertia

πD2 (9)

where D is the diameter of the piston, Finertia = mp|ap| are the piston inertia forces during the acceleration.
According to Hook’s law generalized to cylindrical coordinates, the strain–stress relationship in

an isotropic medium are:

εr =
1
E
(σr − ν(σθ + σx)) (10)

εθ =
1
E
(σθ − ν(σr + σx)) (11)

where E is Young’s modulus of the material, σx and εr are the radial stresses and strain, σθ and εθ are
the azimuthal stresses and strain.

For the specific case where the piston is bounded by the tube, only axial and radial deformations
are allowed. As long as the diameter of the piston is larger than that of the tube, differences in the
diameter ∆r exist between the piston and tube, and then the radial and angular strains are obtained
as follows:

εr =
∂ur

∂r
≈ ∆r

Rp
=

2∆r
Dp

(12)
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εθ =
ur

r
+

1
r
∂uθ
∂θ
≈ ∆r

Rp
=

2∆r
Dp

(13)

where Rp is the radius of the piston, and Dp is the diameter.
Thus, the radial stress can be obtained from Equations (9)–(13). Besides, an upper limit for the

local stresses σr may be associated to the maximum stresses allowable before yield would take place.

σr = min


σyield,

2E∆r
Dp(1− ν) +

ν
1− ν


min

(
pb, p f

)
+

4Finertia

πD2
t





 (14)

The normal force FN corresponding to the radial stresses applied on all friction surfaces of the
piston is defined as:

FN = σr πDpLf (15)

where Lf is the length of the piston in contact with the tube. The friction force Ff is then assumed to be
proportional to the normal force FN:

Ff = µf FN (16)

The piston consists of PTFE and its Poisson’s ratio ν is 0.4; the sliding friction coefficient µf of
steel-PTFE is in the range of 0.04–0.05. Young’s modulus is about 0.5 GPa, and the yield stress is about
20 MPa [30].

At room temperature, the diameter of the piston is manufactured to be larger than that of the tube.
However, freezing of the piston at 0 ◦C for at least four hours before the experiments is required to be
able to insert the piston into the tube. Since time is needed to pump the tubes and fill them with the
initial gas, the experiments are usually finished 30 to 50 minutes after the piston has been inserted.
Figure 5 shows the changes in the piston diameter during the thawing process at room temperature.
Positions a to d on the piston are illustrated in Figure 2. A positive ∆r indicates a tight fit between the
piston and pump tube, and a negative ∆r means a loose fit. Positions a, b, and c still have negative ∆r
values after 60 minutes, while position d has positive values. Thus, only the rear end of the piston
contacts with the pump tube; hence, Lf is set to 30 mm in the computation. Since the diameter of the
rear part changes gradually, as shown in Figure 2, the diameter at its center position is used to deduce
∆r. The diameter at position d is 108 + (0.5–0.9) mm. Thus, ∆r is set to 0.25–0.45 mm in the calculation.
It will become evident in the following discussion that these values do not have a significant influence
on the modeling results.
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4. Results and Discussion

Three particular test cases were selected from the available data, and the key parameters are listed
in Table 1, including the projectile velocity from the experimental and computational fluid dynamics
(CFD) results. Initial gas temperature was 293 K. However, in case 3, the system failed to capture the
projectile velocity. The projectile velocity was measured at an optical window 3320 mm downstream of
the launch tube exit. Since the pressure in the target chamber was usually set to a low pressure in the
order of several kilo Pascal. It is assumed that the projectile speed has no significant attenuation.

Table 1. Operating conditions in the experiments and simulation.

Case 1 2 3

Detonation tube
Mixing molar ratio, H2:O2 3:1

Pressure (MPa) 1.5 2.0 2.7

Pump tube

Gas H2
Pressure (MPa) 0.8 0.8 0.45

Piston mass (kg) 10.44
Rupture pressure (MPa) 45 45 75

Launch tube Projectile mass (g) 19 100 31

Exp. Projectile velocity (m/s) 2481 2260
CFD 2839 2601 4854

Relative error (%) 14.4 15.1

4.1. Grid Independence Study

A grid convergence study was conducted using the above numerical method with three different
grid resolutions (40,000, 60,000, and 80,000). The simulations were performed for Case 1. Figure 6
shows the velocity and pressure at the base of the piston over time for three grid resolutions. As shown
in Figure 6, there are negligible differences for the piston base pressure and velocity between the three
grid resolutions. Eventually, the resolution with 60000 grids was used in the present study.
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4.2. Comparison of Simulation and Experimental Results

Figure 7 shows the piston speed versus the travel distances for the three cases, including
the experimental and numerical results. The numerical results agree well with the corresponding
experimental ones using the above models; and the differences are within ± 10%, which is acceptable
for the two-stage gas gun simulation. The numerical result without the piston-wall friction term for
Case 1 is also shown in Figure 7. The results that include the piston friction are only 5% lower than
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those that do not include the piston friction. Thus, the values of Lf and ∆r (defined in Section 3.3) have
only small influences on the piston speed in the simulation.
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Unlike a gas gun that is driven by high-pressure gases, which results in smooth changes in the
piston speed, the detonation-drive gas gun produces fluctuations in the piston speed, as shown in
Figure 7. This result is attributed to the complex interior ballistic process in the gas gun driven by
detonation. The direct ignition at the upstream end in the detonation tube leads to a stable detonation
wave traveling downstream. The detonation wave reflects from the base of the piston, generating
a shock wave, and the motion of the piston generates compression waves. This shock wave then
reflects several times between the end of the detonation tube and the base of the piston, which subjects
the piston to a series of impulse loads, leading to fluctuations in the piston speed. The pressure at
the base of the piston and projectile are shown in Figure 8; fluctuations also exist due to the shock
wave reflections. The fluctuations are extensive in the initial stage and gradually weakened over time.
However, it should be noted that the pressure at the base of the projectile was actually the pressure on
diaphragm II before 82.8 ms. Since the projectile was placed close to diaphragm II, we use this pressure
to monitor the pressure on diaphragm II or the pressure histories at the base of the projectile at the
same time.
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Figure 8. Simulated pressure and temperature at the base and front of the projectile or piston for Case 1.

In the simulation of Case 1, diaphragm II ruptures at 82.8 ms, and the projectile exits the launch
tube at 88.2 ms; the corresponding times are 56.7 ms and 59.8 ms for Case 3, respectively. Thus,
the pressure histories from 0 to 90 ms for Case 1 and 0 to 60 ms for Case 3 are chosen in the present
discussion. Figures 9 and 10 show the experimentally measured and computed pressure histories at the
monitoring points in the pump tube. In Figure 9, the pressure histories of P3 are displayed for Case 1
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and Case 3. The first significant pressure increase was due to the passing of the piston or the arrival of
the high-pressure detonation gas. The pressure changes following the increase indicate the complicated
gas-dynamic processes between the piston base and the left wall of the facility. The simulation results
show a similar trend as the experimental results. Additionally, the pressure value of the experiment
agrees well with that of the simulation in the initial stage. However, the differences increase over time.
It is believed that this result is attributable to a transducer problem rather than a code problem and is
related to the influence of the high-temperature gas on the piezoelectric pressure transducers, which are
supposed to operate at a temperature of 353 K. However, the temperature of the detonation gas is
higher than 3000 K, and the temperature of the light gas also increases as it is compressed, as shown in
Figure 8. The temperature of the light gas at the front of the piston exceeds 400 K at 60 ms for Case 1,
and the maximum temperature exceeds 800 K. The temperatures are even higher for Case 2 and Case 3
because of higher piston speeds. Thus, the pressure transducer is exposed to high-temperature gases.
Pressure differences occur and increase after a specific time. This phenomenon is also observed in
Figure 10. More suitable high-temperature pressure sensors will be used in the future to validate the
numerical results.
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The pressure changes due to the geometric variation in the longitudinal direction of the piston
(see Figure 3b) are difficult to simulate. Thus, the pressure between the period of piston front and
piston rear in the simulation is set equal to the initial pressure in the pump tube, i.e., 0.8 MPa for
Case 1, as shown in Figure 10a between the time moment of 68.8 ms to 70.7 ms. However, they do not
participate in the calculation and have no influence to the simulated results. Additionally, it can be
found that there are larger discrepancy between CFD and Exp for P6 and P9 sensor after the passing of
the piston. The reason may attribute to the inaccurate estimation of the energy exchange between the
high temperature detonation gas (exceeds 3000 K) and the tube wall. This influence may go greater as
time increases.
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The launch tube has a relatively small diameter, and it would be complicated to measure the
projectile velocity along the tube wall. Thus, only the muzzle velocity value is measured in the
experiments; the results for Case 1 and 2 are listed in Table 1. However, in the simulation, we can
obtain the projectile speed versus the projectile travel distance, as shown in Figure 11. The friction
between the projectile and the wall is considered to be similar to that between the piston and the wall,
as described in Section 3.3. The simulated projectile velocities at the exit of the launch tube are 2481 m/s,
2260 m/s, and 4854 m/s for Case 1, Case 2, and Case 3, respectively. The measured projectile velocities
(Table 1) are 2481 m/s and 2260 m/s for Case 1 and Case 2, respectively. These values are about 14%
lower than the numerical results. One reason for the difference is the rough estimate of the rupture
pressure of diaphragm II. Scored diaphragms are used, and their rupture pressures are challenging to
obtain experimentally under such a high pressure. The influence of the high-temperature light gas
on the rupture pressure is also difficult to determine. Thus, only a semi-empirical formula is used
to estimate the rupture pressure. The rupture pressure is 45 MPa for Case 1 and Case 2 and 75 MPa
for Case 3. The influence of the rupture pressure on the projectile velocity is shown in Figure 12.
Rupture pressures of 30 MPa, 45 MPa, and 75 MPa are considered for diaphragm II, and the other
parameters are the same as in Case 1. A higher rupture pressure delays the rupture of diaphragm II,
resulting in higher gas compression of the light gas; hence, the light gas provides a higher driving
capability. The muzzle projectile velocities are 2553 m/s, 2601 m/s, and 2742 m/s for the three cases,
respectively. In a future study, we will use simulations to model the rupture process of the diaphragm
and improve the present method.
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values of diaphragm II.

Other reasons for the differences may be the roughness of the launch tube wall, the melting of
the landing surface of the projective, improper data on the high strain rate deflection and yielding
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behavior of the projectile material, and that the viscous dissipation term between the high temperature
light gas and tube wall are not completely accurate. However, the present simulation is acceptable for
the identification and assessment of new operating parameters of the test conditions.

4.3. Effects of the Pump Tube Pressure

For any particular gun with a fixed geometry, the operating parameters or loading condition
that can be adjusted to achieve the desired velocity include the initial gas conditions in the pump
tube, the piston mass, the rupture pressure of diaphragm II, and the projectile mass. However, it is
desirable to minimize the maximum base pressures to obtain the most uniform base pressure history
and maintain gas reservoir pressures that are within the strength capabilities of the gun. Generally,
the initial pressure of the pump tube and detonation tube is the easiest parameter to adjust.

The influence of the initial pump tube pressure on the gas gun was investigated; the operating
conditions for Case 4 are listed in Table 2. Figure 13 shows the piston and projectile speed as a function
of the pump tube pressure. Since the pump tube pressure tends to limit the acceleration of the piston,
the piston speed decreases as the pump tube pressure increases at different detonation pressures.
However, the pump tube pressure has little influence on the maximum piston speed, and the detonation
pressure is the dominant influence. The projectile velocity has an optimal value at different pump tube
pressures. For example, at a detonation pressure of 3.0 MPa, the maximum projectile speed occurs at a
pressure of 0.4 MPa. The projectile base pressure in the launch tube is presented in Figure 14. When the
initial pump tube pressure is lower than 0.4 MPa, the projectile has a relatively high base pressure of
more than 130 MPa, indicating high acceleration in the early stages. However, the density decreases
rapidly due to the lower initial pressure after the projectile has traveled about 2 m in the launch tube,
leading to a significant decrease in the base pressure of the projectile. When the initial pump tube
pressure is higher than 0.4 MPa, the peaks of the pressure of the projectile are much lower, and the
curves are smooth due to stable acceleration. For the other different detonation pressures, the maximum
projectile speed occurs at different initial pump tube pressure. At a detonation pressure of 1.5 MPa,
an optimal projectile speed is not observed at the pump tube pressure range of 0.2 to 1.2 MPa.

Table 2. Operating conditions in the simulation of Case 4 and Case 5.
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We estimated the maximum capabilities of the gaseous detonation-driven two-stage light-gas
gun. We increased the rupture pressure of diaphragm II to 150 MPa and maintained the maximum
piston velocity at less than 900 m/s to protect the high-pressure section of the barrel. An appropriate
set of calculation parameters was chosen (Case 5). The projectile velocity and base pressure are shown
in Figure 15. The projectile muzzle velocity is more than 7100 m/s, and the maximum base pressure
is close to 250 MPa, which is lower than the strength of the metal. Therefore, if we further optimize
the launch parameters, the muzzle velocity of the projectile with a mass of less than 20 g can reach
6–8 km/s.
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5. Conclusions

Due to strict controls of gunpowder, the use of traditional two-stage light-gas guns has limitations.
Therefore, it is necessary to develop a new driving method for two-stage light-gas guns in laboratory
conditions. In the present study, a two-stage light-gas gun driven by gaseous-detonation was
developed, and its performance was evaluated. An accurate and rapid computational method was also
implemented to simulate the flow or piston/projectile movement in the light-gas gun. The proposed
method explains the wave propagation process in the tubes and provides a detailed piston/projectile
trajectory. This type of model is required because different tests are conducted frequently in experimental
facilities, and simulations are needed. The proposed quasi-one-dimensional model provides accurate
simulation results of the internal ballistic process of the light-gas gun.
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The results under different test conditions show that the quasi-one-dimensional modeling
of the two-stage light-gas gun driven by gaseous detonation provides reliable performance data.
The maximum muzzle velocity of the current design is 6–8 km/s. Although this study has focused on
the DBR30 gas gun, the modeling is generic and may be applied to other facilities.
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