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Preface

With the rapid development of the Internet of Things (IoT) and cloud computing in the past few

years, a huge amount of data is being collected for various applications. Studies show that the modern

world is increasingly dependent on data processing technologies. The collected data can be applied

to effectively address a wide range of engineering and commercial demands. However, intelligent

processing of this data is an enormous challenge that frequently confronts formidable obstacles. The

main drawbacks of conventional data processing techniques originate in their limitations in extracting

useful information from massive amounts of data. A feasible approach to efficient and intelligent

processing is employing machine learning techniques. This approach involves gathering data from

various sources, including networks, databases, applications, and sensors monitoring user activities.

Appropriate algorithms are then utilized to analyze the collected data and extract useful information

with reasonable performance.

Various systems with a huge amount of data and interconnected variables have been developed

in communities and enterprises. Generally, conventional methods encounter significant limitations in

processing and handling this amount of data, as well as complex processing algorithms. Furthermore,

real-time monitoring and modifications are essential prerequisites for optimizing complex systems,

achieving appropriate responses to changing circumstances, and obtaining accurate results based on

reliable data. In order to continually enhance performance and enable automated and intelligent

system optimization, machine learning models have been widely employed for data analysis,

processing data streams in real time, and automatically adapting the system to changing conditions.

This approach is also applicable to system optimization in various fields, including brain computing,

smart cities, and smart businesses.

In summary, machine learning-assisted intelligent processing and optimization of complex

systems have a great potential to significantly enhance the performance of processes, thereby affecting

applications and industries. It should be indicated that machine learning techniques can learn from

data and have a significant impact on the development of AI-driven systems.

As the Special Issue’s Guest Editor, I would like to thank the authors of the papers for their

excellent contributions and the reviewers for their insightful comments, which have helped to

improve the work continuously. I would also like to express my gratitude to the MDPI Publications

office personnel for their help with this endeavor. A special thank you to Dr. Luo Xiong, Managing

Editor of the Special Issue, for his superb performance and important support throughout our

collaboration.

Xiong Luo and Manman Yuan

Editors
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1. Introduction

Complex systems and their various characteristics have been widely considered in eco-
nomic and industrial systems. With the growth of studies in the field of artificial intelligence
(AI), traditional methods that relied on prior knowledge and experiences cannot satisfy the
accuracy and speed requirements of current complex systems in diversified environments.

Due to the increasing popularity of big data and AI technologies, these have become
crucial types of monitoring data in fields such as finance, industry, and medicine. People
can predict future trends, monitor irregularities, and categorize collected data by analyz-
ing raw data from complex networks. For instance, according to Corceiro et al. [1], new
developments have been studied in deep learning models and approaches to identify
and categorize weeds, in order to enhance crops’ sustainability. Although many complex
systems cannot be directly observed, their internal relations and optimization can be con-
structed by analyzing the relevant data, which is crucial for controlling the corresponding
complex systems. Thus, the processing and optimization of complex systems from big data
has become a prominent and challenging issue.

Learning is the most fundamental property of any intelligent system, and machine
learning (ML) is emerging as one of the most profound research areas in AI, which focuses
on acquiring, transferring, regenerating, and utilizing potential information from complex
systems. However, ML faces challenges when analyzing systems with strong uncertainty,
randomness, redundancy, or imperfect characteristic information. In this context, Alves
et al. [2] underline that human centricity should strengthen human beings and industrial
operators to enhance their proficiencies and merits in collaborating or cooperating with
digital devices. Focusing on ML as the critical problem in processing and optimization, this
dissertation systematically discusses important and unsolved topics, including intelligent
processing, system identification and optimization, malware detection and classification,
intelligent modeling algorithms, etc.

Considering the data-driven capabilities and assisted-intelligent processing for com-
plex systems, ML could revolutionize various applications and industries, which is crucial
in AI-driven systems. The ultimate objective of such assistance is to execute an environ-
mentally friendly procedure, prosperously yielding economic and health benefits.

The current Special Issue on “Machine-Learning-Assisted Intelligent Processing and
Optimization for Complex Systems” (https://www.mdpi.com/journal/processes/special_
issues/Machine_Learning_Intelligent, accessed on 20 May 2023) compiles new research by
prominent scholars in the fields of modeling, ML, intelligent processing, and optimization
of some relevant complex systems. Therefore, it provides innovative and illustrative
examples, potential applications, and possible solutions to enhance the mentioned systems.
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2. Intelligent Processing of Complex System

Some articles utilize ML approaches to solve practical problems from complex systems.
Yin et al. [3] proposed a novel framework to effectively extract industrial safety knowledge,
which summarizes the knowledge concept entities of machine and model description
languages by combining the asset management shell. Dai et al. [4] presented a task-
offloading and resource-allocating technique in multidomain cooperation (TARMC) for
the industrial Internet of Things (IIoT) in response to the non-uniform distribution of task
allocation between different cluster domain networks and the stability of conventional
industrial wireless network architecture. The results indicate the superior performance of
the Gaussian process technique, due to its lower error bandwidth.

In order to locate the source of gas leaks in several engineering areas, Ishigami et al. [5]
investigated the practical applicability of adopting a convolutional neural network (CNN)
to predict the location of gas leaks based on captured infrared images. The study found that
a single learner trained with a sufficient number of images achieved an inference precision
higher than 85%. Considering the problem of fault diagnosis accuracy, Liu et al. [6]
integrated adaptive multi-threshold segmentation with a subdomain adaptation to propose
a deep transfer fault diagnosis technique, exhibiting a higher diagnostic accuracy than and
superiority to other diagnostic methods. ML methods were proposed to assess flexural
strength by Li et al. [7]. Compared to other methods, the results illustrated the lower error
bandwidth of the Gaussian process technique, which results in superior performance.

The striped rice stem borer (SRSB), Chilo suppressalis, has significantly alleviated
the yield and quality of rice in China. Proper and precise forecasting of the rice pest
population may assist in determining a pest control approach. Tan et al. [8] utilized weather
parameters and time series of relevant pests to apply multiple linear regression (MLR),
gradient boosting decision tree (GBDT), and deep auto-regressive (DeepAR) models to
dynamically predict the SRSB population incidence within the crop season from 2000
to 2020 in the Hunan Province, China, and the results can achieve the most accurate
dynamic forecasting.

3. Controlling of Complex Systems

Additionally, another article demonstrates the combination of ML methods and control
strategies from the perspective of intelligent control. Hydraulic fracturing is crucial to
improve oil and gas production. Nevertheless, traditional approaches cannot directly
control the nozzle diameter, leading to ‘sand production’ in the flowback fluid, thus
influencing the hydraulic fracturing application. The nozzle should be appropriately
adjusted to prevent ‘sand production’ in the flowback fluid. A new augmented residual
deep learning (DL) neural network (AU-RES) was presented by Sharma et al. [9] in order to
detect the features of multiple one-dimensional time series signals and efficiently forecast
the nozzle diameter.

4. Optimization of Complex Systems

Many studies verify particular processes to enhance the efficiency of particular models
by extracting more information from specific environments. With the growth of Internet
cloud technology, the data scale is extending. Conventional processing approaches cannot
solve the problem of data extraction from big data. Thus, ML-assisted intelligent processing
should be employed for extracting data to solve optimization problems in complex systems.
The relevant works will be presented in the following.

Hong et al. [10] presented the discrete artificial bee colony cache strategy of UENs
(DABCCSU). The simulations indicated that the precision of DABCCSU in content pop-
ularity forecasting exceeded 90%, attaining an excellent forecasting impact. Text data is
essential data that immediately describes semantic data. Therefore, Yang et al. [11] demon-
strated that topic-modeling- and transfer-learning-based text vectorization (TTTV) obtain
superior outcomes when computing the similarity of texts with a similar topic, indicating

2
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that it can more precisely distinguish whether the two particular texts’ contents belong to a
similar topic.

The drop effect on a dry substrate can be observed in natural and industrial pro-
cesses. In contrast to the conventional method through scaling rules and analytical models,
Tembely et al. [12] proposed a data-driven technique to estimate the maximum spreading
parameter via supervised ML approaches. This research facilitates the establishment of a
general model to adjust the droplet effect, which can optimize various industrial systems.

Moreover, one article deals with the relationship between COVID-19 risk and the
rate of wearing masks in public places. The prevalence of COVID-19 worldwide has
resulted in a universal safety disaster associated with economic outcomes. As per the
World Health Organization (WHO), the mentioned destructive crisis can be alleviated by
utilizing facemasks in public locations. Nevertheless, COVID-19 can be prevented only by
proper nose and mouth coverage. An automatic mask-wearing system is required for these
situations, in accordance with the work of Waziry et al. [13], whose experimental work
indicated the superiority of InceptionV3 and EfficientNetB2 to other approaches, achieving
a total precision of about 98.40%.

Regarding the economic effects of complex systems with ML assistance, optimization
approaches have been utilized to enhance production flows, cold storage management, and
fruit center distribution. Proença et al. [14] optimized the production rules and management
logistics to improve productivity, energy efficiency, human resources distribution, and food
quality, while alleviating food waste.

5. Conclusions

We believe that the articles in this Special Issue reveal several advantages in intelligent
processing and optimization for complex systems based on ML assistance. Expertise in ML,
as well as numerical analysis and applications of complex networks, should be demanded
for in pursuing research in this field. We hope that this issue promotes integration among
different communities, as artificial intelligence becomes increasingly indispensable.

Finally, we sincerely thank all the authors, editorial staff, and reviewers for their
enthusiastic effort and valuable contributions to this Special Issue.

Author Contributions: Writing—original draft preparation, X.L. and M.Y.; writing—review and
editing, X.L. and M.Y. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partly funded by the Beijing Natural Science Foundation under Grant L211020.

Conflicts of Interest: The authors declare no conflict of interest.
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An Artificial Intelligence Method for Flowback Control of
Hydraulic Fracturing Fluid in Oil and Gas Wells
Ruixuan Li, Hangxin Wei *, Jingyuan Wang, Bo Li, Xue Zheng and Wei Bai

Mechanical Engineering College, Xian ShiYou University, Xi’an 710065, China; liruixuan106@163.com (R.L.);
m15191764635@163.com (J.W.); libo@xsyu.edu.cn (B.L.); 19893318643@163.com (X.Z.);
17391826659@163.com (W.B.)
* Correspondence: weihangxin@xsyu.edu.cn; Tel.: +86-152-9118-4063

Abstract: Hydraulic fracturing is one of the main ways to increase oil and gas production. However,
with existing methods, the diameter of the nozzle cannot be easily adjusted. This therefore results in
‘sand production’ in flowback fluid, affecting the application of hydraulic fracturing. This is because
it is difficult to identify the one-dimensional series signal of fracturing fluid collected on site. In order
to avoid ‘sand production’ in the flowback fluid, the nozzle should be properly controlled. Aiming
to address this problem, a novel augmented residual deep learning neural network (AU-RES) is
proposed that can identify the characteristics of multiple one-dimensional time series signals and
effectively predict the diameter of the nozzle. The AU-RES network includes three parts: signal
conversion layer, residual and convolutional layer, fully connected layer (including regression layer).
Firstly, a spatial conversion algorithm for multiple one-dimensional time series signals is proposed,
which can transform the one-dimensional time series signals into images in high dimensional space.
Secondly, the features of the images are extracted and identified by the residual network. Thirdly,
the network hyperparameters are optimized to improve the prediction accuracy of the network.
Simulations and experiments performed on the field data samples show that the RMSE and LOSS
when training the AU-RES network are 0.131 and 0.00021, respectively, and the prediction error
of the test samples is 0.1689. In the gas field experiments, fracturing fluid sand production could
be controlled, thus demonstrating the validity and reliability of the AU-RES network. By using
the AU-RES neural network, sand particles will not be present in the flowback of fracturing fluid,
thus improving the efficiency of hydraulic fracturing and reducing the cost of hydraulic fracturing.
In addition, the AU-RES network can also be used in other similar situations.

Keywords: artificial intelligence; deep learning neural network; process control; hydraulic fracture

1. Introduction

Artificial intelligence has become a research hotspot, and will come to be widely used
in various industries [1,2], especially in the oil and gas industry [3–6]. In the process of oil
and gas recovery, hydraulic fracturing technology is widely used to increase production. In
the context of hydraulic fracturing technology, flowback control of the fracturing fluid is an
aspect belonging to process control, and is achieved by controlling the opening or closing of
the nozzle at the wellhead according to the downhole fluid parameters. This results in the
diameter of the nozzle being adjusted. In this way, no sand is produced in the fracturing
fluid. However, conventional control methods are inefficient and sand particles in the
formation can easily be discharged with the flowback of fracturing fluid, resulting in a
‘sand production’ problem. Therefore, the introduction of artificial intelligence technology
into the flowback control process of fracturing fluid is necessary, as it will be able to solve
this problem.

When considering the use of artificial intelligence in the flowback control of fracturing
fluid, research has been performed evaluating a number of different methods, including

5
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fuzzy control [3], shallow artificial neural network control [7], deep artificial neural network
control [8–10] (such as CNN, LetNet, VGG16, Alexnet), and so on. However, because the
flowback control of fracturing fluid is characterized by strong nonlinearity, and some of
the downhole parameters are difficult to obtain, it is necessary to use the deep learning
neural network, which can achieve good results. The conventional deep neural networks,
i.e., the CNN, LetNet, VGG16, Alexnet networks, are often used in image classification.
Although they can output a continuous value if their last layer (the activation function
Softmax) can be substituted by a regression layer, the accuracy will be low. Therefore, these
neural networks should be modified to adapt their prediction of continuous values [11]
such as the nozzle diameter. In essence, the fracturing fluid flowback control identifies
multiple one-dimensional signals in oil and gas wells using a deep learning neural network,
then performs high-level feature transformation, and outputs a continuous signal (nozzle
diameter). Therefore, its structure is similar to that of the long short-term memory (LSTM)
network [12,13] and certain kinds of temporal convolutional network (TCN) [14].

To date, LSTM, TCN and other similar methods have been studied by many researchers.
Hu Xiaodong [7] proposed a shale gas production prediction model with a fitting function
neural network. The model, consisting of a fitting function, LSTM and a DNN neural
network, predicts the parameters according to time domain signals. Zhang Lei et al. [12]
proposed a time-domain convolutional neural network TCN model to solve the problem of
time-domain signal prediction. Sagheer A [13] proposed a kind of deep LSTM recurrent
network for predicting production. BAI S J et al. [14] evaluated convolutional networks and
recurrent networks for time sequence signal modeling. In addition, they proposed a com-
bination of convolutional networks with recurrent networks. Gu Jianwei [15] introduced
an LSTM network to predict oil production. Huang R J [16] used an LSTM network to
forecast the production performance of a carbonate reservoir. Wang J [17] studied a hybrid
network of CNN and LSTM to forecast the production of fractured wells, overcoming the
shortcomings of the traditional method, which relies on personal experience. In essence,
LSTM is used to predict future values according to historical data. However, for the con-
trol of the flowback of fracturing fluid (or nozzle diameter prediction), it is necessary to
determine the current value (nozzle diameter) according to multiple kinds of current signal
and the historical signal. Therefore, the above methods still present challenges in terms of
processing these unstructured data and processing multiple one-dimensional time series
signals, such as those related to the flowback of fracturing fluid. In addition, the inclusion
of a CNN layer in LSTM or TCN results in degradation when the training epoch increases.
Therefore, the accuracy of the LSTM or TCN network will decrease.

From the above discussion, it is clear that the neural networks described above cannot
be directly applied in the flowback control of fracturing fluid, due to the complexity of the
fracturing flowback process. In this case, the nozzle diameter needs to be predicted based
on multiple one-dimensional time series signals. In addition, it is necessary to consider
not only the dynamical factors affecting the nozzle diameter, but also the static factors
affecting the nozzle diameter. Therefore, an augmented residual deep learning neural
network (AU-RES) structure is proposed to control the fracturing flowback process. Firstly,
the spatial transformation of multiple one-dimensional time series signals of fracturing
flowback is carried out. Then, the conventional residual neural network structure [18]
is modified to form a new AU-RES neural network to control the flowback of fracturing
fluid. Next, the AU-RES neural network is used to identify and judge the input signal, and
outputs a nozzle diameter. Finally, the performance of the AU-RES network is verified by
simulation and experiment.
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2. Problem Description and Solution
2.1. Problem Description

The principle of fracturing flowback control is shown in Figure 1a, and includes two
steps. First step: the fracturing fluid containing sand is firstly injected underground at high
pressure from the ground surface. The high-pressure fluid creates cracks in the rock. Sand
particles in the fluid support cracking, so that oil or gas from the rock will permeate into
the well. Second step: after a crack or fracture has been formed in the rock, the fracturing
fluid needs to flow back to the surface. Fracturing fluid flows through the well via the
oil tube, and then flows out through the surface nozzle. During this process, the sand
needs to remain in the fracture, otherwise it will close again. In order to prevent sand
in the fracture from flowing out of the well, it is necessary to control the ground nozzle.
Therefore, methods for determining an optimal nozzle diameter constitute a core problem
of fracturing flowback control.
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Figure 1. Principle of hydraulic fracturing and intelligent control scheme. 1—Fluid pressure;
2—flow rate; 3—viscosity; 4—temperature; 5—sand rate; 6—pressure in reservoir; 7—permeability;
8—porosity; 9—Poisson’s ratio of rock; 10—fracture length; 11—fracture height; 12—inner diameter
of oil tube; 13—inner diameter of casing; 14—depth of gas well. (a) Principle of hydraulic fracturing.
(b) Intelligent control scheme.

In the past, the method for determining the diameter of the nozzle usually involved
analyzing the hydrodynamic formula of flowback fluid, on the basis of which an approx-
imate solution for the nozzle diameter was obtained. For example, in Figure 1a, when
the diameter of the nozzle changes, the inlet pressure (at the left side of the nozzle) pd
will also change. In addition, the fluid in the oil tube transmits the pd to the bottom well.
Therefore, the pressure pr at the bottom well will also change. pd is the inlet pressure of the
nozzle, which reflects the fluid pressure in the oil tube before the nozzle. pr is the formation
pressure, which reflects whether the fracturing particles can leave the rock fractures (cracks).
The pressure pd and pr can be written as:

7
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pd(t) = ϕ(d, po, t) (1)

pr(t) = f (pd, t, x1, x2, x3, . . . , xn) (2)

In Equations (1) and (2), t is time. x1, x2, x3, . . . , xn parameters related to the flowback
fluid in the oil tube. d is the nozzle diameter. Po is the outlet pressure of the nozzle
(at the right side of the nozzle). Because ϕ ( ) and f ( ) are nonlinear functions and
Equations (1) and (2) involve multiple hydrodynamic differential equations, it is diffi-
cult to obtain a precise solution. The prediction error of the nozzle diameter using the
traditional method is large. Therefore, a problem to be solved is to predict the nozzle
diameter according to the nonlinear function relationship in the variable x1~xn simulation
Equations (1) and (2).

2.2. Solution

In order to solve the problem of the large error when predicting the nozzle diameter
using traditional methods, a new artificial intelligence method is proposed for predicting
nozzle diameter. The scheme is shown in Figure 1b. The intelligent controller in Figure 1b
is the deep learning neural network. In this paper, we introduce a novel augmented
residual deep learning neural network (AU-RES) that is able to identify time series signals
of flowback fluid on the basis of the characteristics of fracturing flowback fluid signals,
thus allowing accurate prediction of the nozzle diameter.

The principle of Figure 1b is as follows: firstly, fracturing fluid flowback parameters
are collected and fed into the AU-RES neural network. Secondly, the AU-RES neural
network extracts the features of the input data (x1~x14) and recognizes it according to the
self-learning algorithm. Thirdly, the AU-RES neural network outputs the diameter of the
nozzle. Because AU-RES neural networks can simulate the complex nonlinear functional
relationships in Equations (1) and (2), when trained with field data, the neural networks
can learn from the experience of the operator. Therefore the AU-RES neural network can
achieve good control effect.

In Figure 1b, x1~x5 change over time. Therefore, they need to be collected with sensors.
x1 is the oil pressure in the flowback fluid. x2 is the casing pressure. x3 is the flow rate. x4 is
viscosity. x5 is the temperature of the flowback fluid. The signals for x6~x14 generally do
not change with time. Therefore, they can be obtained from the database. x6 is the pressure
of the formation. x7 is permeability. x8 is porosity. x9 is crack half-length. x10 is crack height.
x11 is the Poisson’s ratio of the rock. x12 is the inner diameter of the casing. x13 is the inner
diameter of the oil tube. x14 is the depth of the oil/gas well.

Focusing on the characteristics x1~x14, the AU-RES neural network was designed as
shown in Figure 2. The input data for the AU-RES neural network are the time series signals,
and the output is the diameter of the nozzle. The network includes a signal conversion
layer, a residual connection layer, and a fully connected layer (including regression layer).
The function of the signal conversion layer is to transform the one-dimensional time series
signals into a two-dimensional image so that the neural network can identify it better.
For the first layer, x1~x14 are time series signals, as shown in Figure 1. These signals are
input into the signal conversion layer. The function of the residual connection layer is to
extract the high-level features from the inputted images to identify the different time series
signals. In order to distinguish the differences in time series signals, the sublayers Stem,
Incept-A, Incept-B, Incept-C, and Incept-D are used, which have different convolutional
nodes. The function of convolution is to extract information from the input image. The role
of pooling is to perform feature selection, thereby reducing the number of features, and
thus the number of parameters. In this paper, the residual connection layer is transferred
directly from the Res-incept-V2 neural network, which absorbs the transfer learning neural
network [19]. The fully connected layer transforms the high-level features (matrices) into
large one-dimensional vectors that can identify images and output a continuous value (i.e.,

8
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nozzle diameter). The regression layer must be located at the end of the AU-RES neural
network. Because the AU-RES neural network outputs a continuous value, it is a regression
problem, rather than a classification problem.
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3. Algorithm of AU-RES Neural Network
3.1. Signal Conversion in the Time Domain

The data collected in Figure 1b include x1~x14. However, in practice, these data have
different effects on nozzle diameter. x1~x5 denote real-time data collected during fracturing
fluid flowback. These data change frequently, and are the main factor affecting nozzle
diameter, while x6~x14 are data measured off-line, and are generally stored in the database.
They rarely change, and are minor factors affecting the nozzle diameter. In addition, there
are other parameters, but because these parameters have very little influence on nozzle
diameter, they are ignored, and their influence is implied in the weight of the AU-RES
neural network. Therefore, the data transformation algorithm is designed according to the
characteristics of these data.

We can define one-dimensional time series signals x1 = [x11, x12, . . . , x1M], x2 = [x21,
x22, . . . , x2M], . . . , x5 = [x51, x52, . . . , x5M], where x1~x5 are shown in Figure 1b. M is the
sample number. Therefore, they can be written as:

xI = [ xi1, xi2, . . . , xiM], i = 1~5 (3)

We can also define another one-dimensional signal, as follows:

~
xj = [xj, xj, xj] j = 6 ∼ 14 (4)

In Equation (4), we want to extend x6~x14 in Figure 1b as vectors, so that variations in
nozzle diameter can be reflected.

Definition 1. We define a multi-variant time series and non-time series signal:

X = [x1, x2, x3, x4, x5, x1, x2, x3, x4, x5,
~
x6,

~
x7, . . . ,

~
x14] (5)

where x1~x5 are time series signals, and x̃6 ∼ x̃14 is a single data point, in which x1~x5 ∈ RM,
x̃6 ∼ x̃14 ∈ R3. Therefore, X is a column vector and X ∈ R10M+27, and we merge all the data
in Figure 2 to X. When M = 28, the length of X is 307. Because the signals x1~x5 contain noise,
we need to filter the signals, as shown in Figure 3. In Figure 3, the input signals include x1~x5
and x̃6 ∼ x̃14. The process of data merging is shown in Figure 4. Since the amplitude of the
input signals are inconsistent, it needs to be normalized to convert its amplitude to [0–1]. The
normalization equation is:

9



Processes 2023, 11, 1773

X̂i = (Xi − Xmin)/(Xmax − Xmin) (6)

where Xi is the ith element of X. X̂i is the normalized result. The normalized data can meet the
requirement of neural network. In the next module, all the components of X̂i are combined to form a
column vector with dimensions of 10M + 27. Finally, a matrix, namely a two-dimensional image, is
formed by the algorithm presented as Equation (8).

Definition 2. We also define a dataset:

D = {(X1,Y1), (X2,Y2), . . . , (XN,YN)} (7)

D is taken as the training sample and testing sample for the AU-RES network. Y is the
diameter of the nozzle, which is a continuous number. Therefore, the task of the AU-RES network
is to find the map between the time series signal X and the nozzle diameter. Note that this is a
regression problem, which is different from the problem of time series classification.

Next, we create a mapping relationship, X→I, which converts X into a two-dimensional matrix
(image) using the following equation:

I =




cos(X1 + X1) cos(X1 + X2) cos(X1 + X10M+27)
cos(X2 + X1) cos(X2 + X2) cos(X2 + X10M+27)

cos(X10M+27 + X1) cos(X10M+27 + X2) cos(X10M+27 + X10M+27)


 (8)

where I ∈ R(10M+27)×(10M+27), which is similar to the GAF transformation [20–23].
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The matrix I can be drawn as an image, as shown in Figure 4. Figure 4a is a clear
image that includes many square lattices. Every lattice reflects the relationship between
xi and xj. Therefore, this image can represent the characteristics of x1~x14. The blue color
(dark color) represents low signal amplitude (the lowest value is 0), and the yellow color
(bright color) represents high signal amplitude (the highest value is 1). Therefore, the color
of the image reflects the distribution of the original signal amplitude. In order to improve
the generalization ability of the neural network, it is necessary to convert clear images into
fuzzy images. Therefore, Figure 4a is blurred, and the fuzzy image is shown at Figure 4b.
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3.2. Residual Neural Network

In the course of our research, we compared different networks, such as Lenet, Alexnet,
VGG16, residual network Inception V2, etc., and we found that the residual network [24–26] had
the best performance, so the residual network was used to predict the nozzle diameter. The
residual network was proposed by Kaiming HE [18,24], and consists of different residual
modules; the basic residual module is shown in Figure 5.
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In Figure 5, it can be seen that the residual neural network includes 4 kinds of residual
module, with each module having a different function. Different module combinations are
designed in the residual network to sense different visual fields in the image, that is, to
extract different features of the image. In addition, there is a phenomenon in deep learning
neural networks whereby if the number of network layers is small, the training error will
be large, but if the number of network layers is too large, a “degradation” phenomenon can
easily occur, that is, the network accuracy will decrease instead of increasing. Therefore, a
direct channel is added to the residual network, the main purpose of which is to retain the
image information (after many convolutional layers have been transformed, the original
information of the image may disappear, resulting in network degradation). By employing
this setting, the residual network can not only obtain higher precision, but the degradation
phenomenon can also be avoided.

Figure 5a shows the residual module of Incept-A, which has 4 channels to convert the
input signal. From left to right, in the first channel, the image is converted through 1 × 1,
3 × 3, and 3 × 3 convolutional layers. Where ‘1 × 1 conv 32′ means the kernel size is 1 ×
1, and the depth is 32. Every ‘conv’ includes a convolutional layer, a batch normalization
(BN) layer and an activation function (ReLu), as is shown in Figure 5e. Similarly, in the
second channel, the image is converted through 1 × 1 and 3 × 3 convolutional layers. In
the third channel, the image is converted through a 1 × 1 convolutional layer. The first
layer, the second layer and the third layer are all connected to a 1 × 1 convolutional layer.
This layer plays the role of changing the image dimensions so that the dimensions are the
same as those of the fourth channel. If the input image is 64 × 64, the output O1 is 60 × 60,
the output O2 of the second channel on the left is 62 × 62, and the output O3 of the third
channel on the left is 64 × 64, since the dimensions of the three images are inconsistent, it is
necessary to perform a transformation in the 1 × 1 convolutional layer to obtain an output
image with dimensions of 64 × 64. The fourth channel is the direct channel of the image,
which reflects the ‘identity mapping’. This channel is very important for the residual neural
network, and can reserve the information in the image during signal conversion. Therefore,
network degradation during training can be avoided, and the precision of the network can
be improved. Because of the existence of the identity mapping layer, the error of image
recognition can be reduced.

In the same way, Figure 5b shows Incept-B, which consists of three channels. Figure 5c
shows Incept-C, which consists of three channels. In addition, Figure 5d shows Incept-D,
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which consists of four channels. These modules contain different numbers of convolutional
layers. Compared with Incept-A and Incept-D, the third channel on the left of Incept-A
has only one convolutional layer, while the third channel on the left of Incept-D has two
convolutional layers. Therefore, the output O3 of Incept-A is different from that of Incept-D.

3.3. AU-RES Neural Network

Based on the structure of the residual network, we added a data feature transformation
layer and a fully connected layer to form a new AU-RES neural network. The structure
of the AU-RES neural network is shown in Figure 6. Layer 1 is the signal conversion
layer in Figure 2. It can convert multiple one-dimensional time series signals into a two-
dimensional image. Layer 2 is the residual connection layer in Figure 2, which can extract the
high-level features of the input image. In layer 2, the ‘stem’ includes 12 convolutional layers,
12 batch normalization layers, 12 activation functions (ReLu), a max-polling layer, and an
average-pooling layer. Since the structure of ‘stem’ in layer 2 is the same as that of Res-Inception-
V2, the detailed structure of the ‘stem’ is not drawn here. Layer 3 is the fully connected layer,
and the last part is the regression layer, which outpus a value for nozzle diameter.
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3.4. Loss Function

Since the AU-RES network outputs continuous values, the mean square error MSE is
used as the loss function, as follows:

Loss(Ŷt, Yt) =
1
n

n

∑
i=1

(Ŷi
t−Yi

t )
2 (9)

where Ŷt is the expected output. Yt is the actual output. n is the number of training samples.
Loss reflects the difference between the actual output and the expected output.

3.5. Training Algorithm

The training algorithm is shown in Figure 7, and can be described as follows:

Step 1: Data are collected on site. Then, unreasonable data are filtered out and deleted.
Finally, samples are made using the processed data. The input to the residual model in
the AU-RES neural network is the two-dimensional image of the data transformation,
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including flow, pressure, and temperature. In addition, the output of the AU-RES neural
network is the label (Y in Equation (6)).
Step 2: The finite element difference method is used to calculate the downhole fluid
dynamics model, supplementing the simulated sample.
Step 3: The neural network hyperparameters and initial values are set.
Step 4: 80% of samples are selected as the training set to train the neural network.
Step 5: Whether the AU-RES neural network training process converges is observed.
Step 6: 20% of the sample set is used as the test set to study the influence of different
hyperparameters on the prediction accuracy and optimize the AU-RES neural network
structure. Here, we introduce an index of prediction error E for AU-RES.

E =
√
‖ye − ya‖2 (10)

where ‖ ‖2 represents the norm of Euclidean space vectors.
Step 7: Training process finished.
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4. Simulation and Experiment
4.1. Training Sample

Training samples for the AU-RES network come in two types: samples collected on
site, and simulated samples calculated using the finite element difference method. The flow
rate, fluid pressure, fluid temperature, fluid viscosity, and sand content in the fluid are collected
at 1 min intervals at the gas well site. When the AU-RES neural network is trained, the training
sample is input to the AU-RES neural network, and the label is added to the output end of the
neural network. Here, the label is nozzle diameter (Yi in Equation (6)).

These samples (one-dimensional time series signals) are transformed into images
in the signal conversion layer. Images are shown in Figure 8 that correspond to nozzle
diameters from 3 mm to 13 mm. In Figure 8, the blue color (dark color) represents low
signal amplitude (the lowest value is 0), and the yellow color (bright color) represents high
signal amplitude (the highest value is 1). Different color distributions in the image represent
changes in the amplitude of the input one-dimensional time series signals. Therefore, the overall
color of the image reflects the nozzle diameter corresponding to the time series signal.
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4.2. Training Process

The training samples are input into the AU-RES neural network to train the AU-RES
neural network. The parameters corresponding to node number and convolutional kernels
in the convolutional layer and the pooling layer in the AU-RES network are the same as
those of Res-Inception-V2. The initial bias value of each node in the convolutional layer
is set as [0.001, 0.001, . . . , 0.001], the weight as [0, 0, . . . , 0], and the initial learning rate
is 0.0001. The parameter update method for the AU-RES neural network is Adam. When
training the neural network, the computer configuration was as follows: the CPU was an
AMD Ryzon 3 3100, and the memory (RAM) size was 24 GB. The computer graphics card
was an NVIDIA GeForce GTX 1050Ti. It took 26 h to train the AU-RES neural network.
However, the testing time was only 0.20 s. Therefore, the AU-RES neural network can
be used in engineering applications. The AU-RES neural network was trained for 150
epochs, and its convergence was observed, as shown in Figure 9. Figure 9a represents
the training RMSE, which reflects the Root Mean Square Error between the actual output
and the expected output of the training sample. Figure 9b represents the training loss,
which reflects the loss function in Equation (8) between the actual output and the expected
output of the training sample. When training the AU-RES neural network, loss can often
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be used to calculate the gradient and update the weight value of each node. As can be
seen from Figure 9, after 150 epochs of training, the RMSE value converges stably to 0.131,
and the loss value converges to 0.00021, which indicates that the AU-RES neural network
parameters have reached their optimal values. The AU-RES neural network training
process is concluded.
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Figure 9. AU-RES neural network training process. (a) Training RMSE. (b) Training Loss.

4.3. The Influence of Hyperparameters on AU-RES Network Performance

AU-RES neural network hyperparameters include internal node number, convolution
kernel size, learning rate, and gradient update method. In this paper, since the number of
nodes and the convolutional kernel of the convolutional layer are the same as those of the
residual network Res-Inception-V2, these parameters are fixed. When training the AU-RES
network, the change in network performance was observed when changing the learning
rate, gradient update method, and the number of nodes in the fully connected layer.

After changing the learning rate of the AU-RES neural network, we observed the
change in the performance of the network, with results as shown in Table 1. As can be seen
from Table 1, the AU-RES neural network performance was best when the learning rate
was 0.0001.

Table 1. The effect of using different learning rates on the performance of the neural network.

Number Learning Rate Loss E

1 0.001 0.0512 0.4601
2 0.0001 0.00021 0.1689
3 0.00001 0.0020 0.2015

The gradient update method is changed, with Sgdm, Adam and RMSprop being
employed, respectively. The test error of the different methods after network training was
observed, with results as shown in Table 2. It can be seen that when the Adam method was
adopted, the test sample prediction error E was the lowest, which means that the accuracy
of the network was the highest.

Table 2. The effect of update method of hyperparameters on the performance of the neural network.

Number Gradient Updating Methods Loss E

1 Adam 0.00021 0.1689
2 RMSprop 0.00137 0.3358
3 Sgdm divergence divergence
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4.4. The Influence of the Fully Connected Layer on AU-RES Network Performance

The number of nodes in the fully connected layer can be changed, and the correspond-
ing changes in AU-RES network performance can be observed, as shown in Figure 10. The
fully connected layer of the AU-RES network is divided into three layers, among which the
number of nodes in the third layer must be consistent with the dimensions of the output
signal. Since the output of the AU-RES network is a one-dimensional continuous value,
the number of nodes in the third layer (i.e., the regression layer) network can only be 1.
However, we can change the number of nodes in layer 1 and layer 2 to find the best fully
connected layer structure. Here, the number of nodes is adjusted from 16 to 64. If the
number of nodes is too great, the computing speed will decrease, and overfitting will occur.
As can be seen from Figure 10, the RMSE reaches its lowest value of 0.1605 when fc1 = 24
and fc2 = 32. Therefore, the performance of the AU-RES neural network is the best.
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4.5. Comparison of AU-RES Network with Other Networks

The AU-RES neural network was compared with other deep learning neural networks,
and the simulation results are shown in Figure 11. In the past, the experience control method
has often been used for fracturing flowback control, but there were no artificial intelligence
methods available. Therefore, there are no articles comparing their results. In this paper,
we only compared the results of the AU-RES neural network with those of other deep
learning neural networks. The selected deep learning neural networks include LetNet5,
AlexNet, VGG16, etc. When training the networks, the learning rate of the networks was
0.0001, and the hyperparameter update method was Adam. The number of epochs for
neural network training was 150. Then, the same test sample was input into different neural
networks, and the output of each neural network was observed, as shown in Figure 11 and
Table 3. As these deep learning neural networks are often used for image recognition, the
RegressionLayer for the final layer needs to be changed to ClassficationLayer, so that the
networks can output continuous values.

In Figure 11, the blue line ‘TestLabel’ is the output label of the neural network, which
is equivalent to the expected output of the neural network. The orange line ‘LeNet5′

represents the actual output of LeNet5 neural network. The green line ‘AlexNet’ represents
the actual output of the AlexNet neural network, the black line ‘VGG16′ represents the
actual output of the VGG16 neural network, and the purple line ‘AU-RES’ represents the
actual output of the AU-RES neural network proposed in this paper. The values of these
curves range from 3 to 13. If a curve is far from the blue line, it has a large error. As can
be seen from Figure 11, the LeNet5 network exhibited the largest error. The reason for
this is that the network has a simple structure and can only recognize the characters 0–9,
so it has difficulty recognizing complex continuous one-dimensional time series signals.
AlexNet is a mature transfer learning neural network with increased network depth, so its
recognition accuracy is higher than LeNet5 network. VGG16 is a deeper neural network, so
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its recognition accuracy is further improved. The AU-RES network studied in this paper is
an augmented residual neural network. Because the data transformation layer is added
and the residual layer and the fully connected layer are improved, the prediction accuracy
is the highest. The total error of the output signal of the AU-RES neural network is 0.1689,
which indicates the superiority of the AU-RES neural network.
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Figure 11. Comparison of the AU-RES network with other networks.

Table 3. Performance of the different neural networks.

Number Network RMSE Loss E

1 LeNet5 0.183 0.0065 2.1032
2 AlexNet 0.162 0.0013 0.8875
3 VGG16 0.157 0.0010 0.8023
4 AU-RES 0.131 0.00021 0.1689

4.6. Experiment

On the basis of the AU-RES neural network algorithm studied in this paper, control
software was developed. We installed the software on an intelligent controller, so as to
produce a prototype of the intelligent control device for fracturing fluid flowback. The
prototype of the intelligent control device is shown in Figure 12.
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The prototype was applied to a gas field experiment. During the experiment, the
main parameters of the fracturing fluid in the oil tube were collected once an hour, and the
results are shown in Table 4. In Table 4, the data in the first column represent time, and the
data in the second to fourth columns correspond to the main fracturing fluid parameters
in the oil tube, and the data in the seventh column indicate the nozzle diameter predicted
by the AU-RES neural network. Through the experiment, it was found that there was no
sand present in the fracturing fluid, indicating that the AU-RES neural network was able to
correctly predict the diameter of the nozzle, and the experiment was successful.

Table 4. The main data collected during the experiment.

Time Oil Pressure Casing Pressure Flow Rate Viscosity Temperature Nozzle Diameter
Hour:Minute MPa MPa m3/h mPas ◦C mm

6:00 3.5 4.1 4.50 1 39 6
7:00 3.5 4.1 4.50 1 39 6
8:00 3.5 4.1 4.50 1 39 6
9:00 3.5 4.1 4.50 1 39 6
10:00 3.0 3.8 3.85 1 39 6
11:00 3.0 3.8 3.85 1 39 6
12:00 3.0 3.8 3.85 1 39 6
13:00 3.0 3.4 3.85 1 38 6
14:00 2.6 3.4 3.18 1 38 6
15:00 2.6 3.4 3.18 1 38 6
16:00 2.6 3.4 3.18 1 38 6
17:00 2.6 3.4 3.18 1 38 6

When training the AU-RES neural network, it is necessary to collect a lot of data from
the oil and gas field. This is a potential limitation or challenges for the application of the
AU-RES neural network. Sometimes, these data are difficult to obtain due to data privacy.
However, the AU-RES neural network is often used in industrial enterprises. Because they
have a lot of data, they are able to easily train the AU-RES neural network.

5. Conclusions

Through the research of this paper, the following conclusions can be drawn:
In the process of hydraulic fracturing flowback control, it is difficult for traditional

methods to achieve good results due to a variety of nonlinear and uncertain factors, leading
to the problem of ‘sand production’. An artificial intelligence method consisting of the
AU-RES neural network can solve this problem well, and the field experiment results
were good.

The AU-RES neural network was based on an existing residual network, adding a sig-
nal conversion layer to transform one-dimensional time series signals into two-dimensional
images that can better adapt to the characteristics of the residual network, thus improving
the prediction accuracy.

In the AU-RES neural network, the performance of the neural network can be im-
proved by optimizing the hyperparameters (learning rate, gradient update method, number
of nodes in the fully connected layer, etc.) After optimization, the learning rate was 0.0001.
The gradient update method used was ‘Adam’. The fully connected layer had 3 sublayers,
i.e., Fc_1, Fc_2 and Fc_3, among which Fc_1 had 24 nodes and had Fc_2 32 nodes. The
RMSE and loss of AU-RES network training were 0.131 and 0.00021, respectively, and the
prediction error of the test samples was 0.1689.

The AU-RES neural network can effectively predict multiple one-dimensional time
series signals and explore their signal features. It can be applied not only to tight gas frac-
turing fluid flowback control, but also to other industries, where one-dimensional timing
signals need to be identified and predicted. Therefore, this study provides a theoretical
basis for the application of artificial intelligence technology in various industries.
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With the development of new materials and new processes, hydraulic fracturing flowback
technology has developed rapidly. The use of new nanomaterials, new proppants, new hydraulic
fracturing flowback design models, and artificial intelligence to control the flowback process
have greatly improved the efficiency and quality of hydraulic fracturing flowback.
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Abstract: The rapid growth of the world’s population has put significant pressure on agriculture
to meet the increasing demand for food. In this context, agriculture faces multiple challenges, one
of which is weed management. While herbicides have traditionally been used to control weed
growth, their excessive and random use can lead to environmental pollution and herbicide resistance.
To address these challenges, in the agricultural industry, deep learning models have become a
possible tool for decision-making by using massive amounts of information collected from smart
farm sensors. However, agriculture’s varied environments pose a challenge to testing and adopting
new technology effectively. This study reviews recent advances in deep learning models and methods
for detecting and classifying weeds to improve the sustainability of agricultural crops. The study
compares performance metrics such as recall, accuracy, F1-Score, and precision, and highlights the
adoption of novel techniques, such as attention mechanisms, single-stage detection models, and new
lightweight models, which can enhance the model’s performance. The use of deep learning methods
in weed detection and classification has shown great potential in improving crop yields and reducing
adverse environmental impacts of agriculture. The reduction in herbicide use can prevent pollution
of water, food, land, and the ecosystem and avoid the resistance of weeds to chemicals. This can
help mitigate and adapt to climate change by minimizing agriculture’s environmental impact and
improving the sustainability of the agricultural sector. In addition to discussing recent advances, this
study also highlights the challenges faced in adopting new technology in agriculture and proposes
novel techniques to enhance the performance of deep learning models. The study provides valuable
insights into the latest advances and challenges in process systems engineering and technology for
agricultural activities.

Keywords: weed detection; deep learning; weed classification; support decision-making algorithm;
fruit detection; disease detection; CNN; performance metrics; agriculture

1. Introduction

The world population began growing rapidly during the industrial revolution, mainly
due to medical advances and increases in agricultural productivity. Currently, it is estimated
that the population increases dramatically, by an average of 80 million per year. With any
type of projection, there is a degree of uncertainty; however, the United Nations predicts
that there will be 8.1 billion people on the planet by 2025 [1–3].

In this era, the highest rates of population growth occur mainly in developing countries
reflecting their higher fertility rates and an increase in longevity. Furthermore, urbanization
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has been increasing, and by 2050 over 70% of the world’s population will live in urban
areas, dependent on food produced by others [2].

Given the increasing demand for food, the level of production should increase by
70% [1,3]. However, agriculture faces tremendous challenges including climate change,
drought, pests, weeds, diseases, pollution, soil deterioration, pump irrigation costs, rising
groundwater, the switch from a fuel-based to a bio-based transition economy, and finally,
the decreasing availability of freshwater as demand rises [4].

According to [4], weeds directly compete with fruit or vegetable crops for water,
growing space, nutrients, and sunlight, leaving the crops susceptible to insects and diseases,
which results in productivity losses of 34% on average.

Water is one of the most important resources in crop growth. Amongst other issues,
weeds can steal water from the field and prevent crop growth. Furthermore, climate change
is directly connected with the changes in average global temperature. This contributes
to the reduction of available water and, therefore, producers need to adopt water-saving
practices, and keep the fields free of weeds [5].

One of the most essential factors in agricultural yield is weed management, and hand
weeding is the oldest method. However, it has a high labor cost, and is inefficient and
time-consuming. Mechanical weeding techniques are far more effective and labor-saving
than hand weeding; however, they can easily cause crop damage [4].

One of the solutions for weed control is the application of herbicides. Although these
chemicals can eliminate weeds efficiently, they can also pollute water supplies or food.
Thus, to neutralize these problems, many European nations have started to restrict the use
of pesticides in farming [6].

Due to these problems, weed management must become more environmentally
friendly. Precision agricultural technology needs to be used to minimize the negative
effects of herbicides on the environment and to optimize their usage [7,8].

Precision agriculture (PA) is the most favorable key to these problems. Using a
variety of cutting-edge information, communication, and data analysis approaches, PA is
a management strategy that aids in improving crop output while minimizing water and
fertilizer losses, as well as enabling a better environmental impact [9].

The development of decision-making algorithms has placed a lot of emphasis on artifi-
cial intelligence (AI). AI includes any method that allows robots to learn from experience,
adjust to new inputs, and emulate human behavior [10]. The sub-field of artificial intelli-
gence known as machine learning (ML) employs computational algorithms to transform
data from the real world into usable models and decision-making guidance. Finally, deep
learning (DL) is a section of machine learning [11].

Remote sensing has been used frequently to map weed patches in agricultural fields
for Site-Specific Weed Management (SSWM). Weeds can be identified or separated from
cultivated plants based on their distinctive spectral signatures. Over the past few years,
picture categorization using machine learning methods has proven to be very accurate and
effective for weed mapping [9].

Convolution Neural Networks (CNNs) are now the most widely used deep learning
method for the agriculture industry. Convolutional neural networks belong to a class of
deep neural networks, usually employed to analyze visual imagery [12].

It is expected that these technologies will change agribusiness since they allow for
decision-making in days rather than weeks. Additionally, they guarantee a significant drop
in expenses and an increase in productivity [13].

In conclusion, to identify new approaches, difficulties, and potential fixes for employ-
ing deep learning in agriculture, this study will evaluate published studies. The objective
of this paper is to give an overview of current work and to point out difficulties in the
collection and preparation of data for deep learning models; to review the current DL
model methods used in agriculture; to emphasize the challenges in model training; to
evaluate the novel edge devices utilized to implement the trained models, as well as the
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difficulties involved in using them in the real world. This review will not cover vegetation
recognition methods based on radar/microwave sensors.

The remainder of this paper is structured as follows. Materials and methods, including
information about the eligibility of the articles reviewed, are presented in Section 2. Section 3
gives an overview of deep learning as well as a review of the papers. The major challenges
in this research are detailed in Section 4, while Section 5 concludes the article.

2. Materials and Methods

Since the evolution of weeds and the uncontrolled use of herbicides are hot and rising
topics of the present times, a comprehensive literature review was conducted to collect,
verify, analyze, and describe the scientific facts on the goals, difficulties, and constraints
of weed detection and categorization, while putting people at the center of productive
processes and systems.

As a result, the purpose of this systematic review is to research the philosophies of
and approaches to deep learning in agriculture for purposes of detection and classification,
with a focus directed to the problem of weeds.

Finally, this study was carried out using a four-phase flow diagram and PRISMA’s
standards, also known as a systematic review and meta-analysis statement.

2.1. Focus Questions

Deep learning emerges as a complement to agricultural production as a resource cen-
tered on the human being, where fruit and vegetable production is prioritized, to maintain
productive and sustainable performance in respect of the supply of healthy foods [10].

This technique, due to its benefits, including strong feature extraction ability and
excellent identification accuracy, is commonly employed in image recognition.

Future prospects for food generation are to reduce the number of plants that emerge by
themselves in regions where the population maintains their crops. However, the objective
is to do this sustainably and efficiently, contributing to the reduction of the uncontrolled
use of herbicides.

That said, it is important to research and evaluate the deep learning approaches,
introducing and evaluating the ideas and philosophies behind weeds, their detection, and
classification, to achieve a sustainable and resilient system, especially for the worker. This
led us to our research questions:

(1) What types of models can be applied for deep learning for detection or classification
in agriculture?

(2) Which model is better for detection and/or classification?
(3) What type of metrics can be used to evaluate the model?

2.2. Sources of Information and Methods Used to Obtain Data

Initial data screening and collection for this systematic literature review article began in
September 2022, and for the bibliographic study, three electronic databases, Science Direct,
ResearchGate, and Google Scholar, were employed. Pre-determined keywords connected
to the study’s main emphasis were utilized for the database search: weed detection and
weed classification. The keywords were chosen to be comprehensive and not to condition
or restrict the study.

Therefore, all information and data that would be pertinent to the inquiry were in-
cluded. The screening titles’ keywords included “deep learning” together with one of
the following keywords: “agriculture”, “weeds”, “precision agriculture”, “weeds detec-
tion”, “weeds classification”, and “crop classification”. The language search was always
conducted in English.
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2.3. Eligibility Criteria

In this analysis, the evolution of distinct strategies for weed, disease, and fruit detection
and classification are explored, as well as their classification employing performance metrics.
Based on article titles and abstracts, the writers initially performed a preliminary selection
and exclusion process. For eligibility, the following inclusion and exclusion criteria were
used. Only research published in English with text available, including research articles
and review articles, was included. Furthermore, given the recent development of the
technologies for weed detection and classification under consideration here, a study period
between 2015 and 2022 was chosen.

In addition to these inclusion factors, articles should describe and explore at least one of
the two focus subjects of the study: artificial intelligence and weeds detection/classification.
Moreover, other features were added such as results, sustainability, and the algorithms
associated with deep learning for detection or classification. Additionally, some of the other
applications include the detection of plant and leaf diseases and detection and classification
of fruits or vegetables were introduced. Articles before 2015, with a non-exclusive focus on
classification or detection, and those not considering deep learning were excluded. The
following aspects were considered while analyzing the articles:

• The process used to gather the dataset and the difficulties encountered when using it
to train the model.

• The performance of the models and the DL models/architectures employed in the paper.
• The measures that were used for the model’s evaluation.
• The model’s inference time (if specified), as this is a crucial factor in the use of the

model in real-time applications.
• The examination of the model’s failure prediction.
• Whether the trained model was deployed using a low-cost device developed by

the authors.

3. Review of Extracted Research
3.1. Principal Findings

To perform this review, a four-phase flow diagram PRISMA were applied. Thus, the
procedure employs four phases, of which the first is the identification of the papers. The
second phase is the screening. Following this, the eligibility is considered, and the number
of papers is determined.

This literature research obtained an aggregate of 175 articles: 35 from Science Direct,
53 from ResearchGate, and 87 from Google Scholar. Of these articles, 12 were not available
for full-text reading and 59 were duplicates or triplicates among the three databases, and
for that reason were excluded.

Thus, when the non-eligible articles were excluded, 104 articles remained. Upon
reviewing the titles and abstracts of the papers, 62 papers were eliminated in the following
stage, leaving 42 articles. The 42 publications were then subjected to a full-text analysis to
determine their eligibility, during which 9 were disqualified since they did not match the
current study’s objectives (Figure 1).

This literature study comprised analysis of the remaining 33 publications.
Dates and numbers of papers were the focus of the first examination. As can be seen

in Figure 2, despite the publications’ recent publication dates (from 2015 to 2022), there has
been a marked increase in research into the notion of deep learning for weed categorization
and detection.

The second study goal was to validate the genre of recently themed articles that were
being written and distributed. Among the 33 articles, four dealt with plant diseases, four
with fruit detection, fourteen with weed detection, and eleven with weed categorization.
This is represented in Figure 3.

25



Processes 2023, 11, 1263

 

Figure 1. Diagram created using PRISMA that shows the systematic research’s findings.

Processes 2023, 11, x FOR PEER REVIEW 5 of 43 
 

 

 

Figure 1. Diagram created using PRISMA that shows the systematic research’s findings. 

Dates and numbers of papers were the focus of the first examination. As can be seen 

in Figure 2, despite the publications’ recent publication dates (from 2015 to 2022), there 

has been a marked increase in research into the notion of deep learning for weed catego-

rization and detection. 

 

Figure 2. Number of articles published by year (Year; Number of publications). 

The second study goal was to validate the genre of recently themed articles that were 

being written and distributed. Among the 33 articles, four dealt with plant diseases, four 

with fruit detection, fourteen with weed detection, and eleven with weed categorization. 

This is represented in Figure 3. 

Figure 2. Number of articles published by year (Year; Number of publications).

Processes 2023, 11, x FOR PEER REVIEW 6 of 43 
 

 

 

Figure 3. Papers published by application area. 

3.2. An Overview of Deep Learning 

The brain’s neural networks in humans served as an inspiration for DL models. The 

phrase “deep” refers to how many covert levels the data is converted through. To produce 

predictions, the models pass the input across a deep network with several layers, each of 

which employs a hierarchy to extract certain characteristics from the data at various sizes 

or resolutions and combine them into a higher-level feature [11]. DL models are broken 

down into three categories: reinforcement learning, unsupervised learning, and super-

vised learning. The process of learning a function using labelled training data is known as 

supervised learning. In supervised learning, each pair of data in the dataset represents the 

intended output value and an input item. The purpose of reinforcement learning (RL) is 

to determine how an agent should behave in each environment to maximize rewards. 

A model of supervised learning is the CNN model, created primarily for segmenta-

tion, classification, and detection. 

Convolutional layers, pooling layers, nonlinear operations, and fully linked layers 

make up a CNN model. A convolutional layer is a method for obtaining characteristics 

from inputs and has a series of kernels, the parameters of which must be learned. The dot 

product between each kernel entry and each point in the input is calculated as each kernel 

is moved over the input’s height and width [11]. 

A nonlinear activation function is utilized to include nonlinear characteristics in the 

model after each convolutional layer. Rectified Linear Units (ReLU) are the most popular 

activation function in DL models since they are state-of-the-art. Between two convolu-

tional layers, a pooling layer is typically employed to decrease the number of parameters 

and prevent overfitting [11]. The subsequent layers are made up of completely intercon-

nected layers that use the features that the preceding layer retrieved to provide class prob-

abilities or scores. All the neurons in these layers are linked to this layer [11]. 

3.2.1. Segmentation by CNN 

CNN models can also be used to complete the segmentation task. Segmentation is 

the division of an image into groups of pixels and the assignment of a class to each group. 

DeepLab, Mask R-CNN, and Fully Convolutional Networks (FCN) are DL models for seg-

mentation [11]. 

3.2.2. Detection by CNN 

The CNN model may also be used for object detection. You Only Look Once (YOLO), 

Single Shot Multi-box Detector (SSD), and LedNet are examples of single-stage detectors. 

Current object detection algorithms come in two varieties. Two-stage detectors include R-

CNN, Fast R-CNN, and Faster R-CNN, for instance. The first stage of the two-stage detec-

tor establishes regions of interest using the Region Proposal Network (RPN). The sug-

gested regions are then put to the test for item classification using bounding box 

Figure 3. Papers published by application area.

3.2. An Overview of Deep Learning

The brain’s neural networks in humans served as an inspiration for DL models. The
phrase “deep” refers to how many covert levels the data is converted through. To produce

26



Processes 2023, 11, 1263

predictions, the models pass the input across a deep network with several layers, each of
which employs a hierarchy to extract certain characteristics from the data at various sizes
or resolutions and combine them into a higher-level feature [11]. DL models are broken
down into three categories: reinforcement learning, unsupervised learning, and supervised
learning. The process of learning a function using labelled training data is known as
supervised learning. In supervised learning, each pair of data in the dataset represents the
intended output value and an input item. The purpose of reinforcement learning (RL) is to
determine how an agent should behave in each environment to maximize rewards.

A model of supervised learning is the CNN model, created primarily for segmentation,
classification, and detection.

Convolutional layers, pooling layers, nonlinear operations, and fully linked layers
make up a CNN model. A convolutional layer is a method for obtaining characteristics
from inputs and has a series of kernels, the parameters of which must be learned. The dot
product between each kernel entry and each point in the input is calculated as each kernel
is moved over the input’s height and width [11].

A nonlinear activation function is utilized to include nonlinear characteristics in the
model after each convolutional layer. Rectified Linear Units (ReLU) are the most popular
activation function in DL models since they are state-of-the-art. Between two convolutional
layers, a pooling layer is typically employed to decrease the number of parameters and
prevent overfitting [11]. The subsequent layers are made up of completely interconnected
layers that use the features that the preceding layer retrieved to provide class probabilities
or scores. All the neurons in these layers are linked to this layer [11].

3.2.1. Segmentation by CNN

CNN models can also be used to complete the segmentation task. Segmentation
is the division of an image into groups of pixels and the assignment of a class to each
group. DeepLab, Mask R-CNN, and Fully Convolutional Networks (FCN) are DL models
for segmentation [11].

3.2.2. Detection by CNN

The CNN model may also be used for object detection. You Only Look Once (YOLO),
Single Shot Multi-box Detector (SSD), and LedNet are examples of single-stage detectors.
Current object detection algorithms come in two varieties. Two-stage detectors include R-
CNN, Fast R-CNN, and Faster R-CNN, for instance. The first stage of the two-stage detector
establishes regions of interest using the Region Proposal Network (RPN). The suggested
regions are then put to the test for item classification using bounding box regression and
convolutional layers. In contrast, bounding boxes and object categorization are instantly
provided by a single feed-forward convolutional network in single-stage detectors [11].

3.2.3. Classification by CNN

Regression or classification problems can be resolved using the CNN model. When
performing classification or regression tasks, the last layer of the model is chosen as a
completely connected layer with a SoftMax activation function, and as a fully connected
layer, frequently with a linear function. AlexNet, GoogleNet, VGG, and ResNet are among
the most often used CNN designs for classification, along with more contemporary, lighter
models such as MobileNet and EfficientNet [11].

3.2.4. Vegetation Index

In precision agricultural applications involving remote sensing, vegetation indices
(VIs) are frequently utilized. In both qualitative and quantitative vegetation analysis,
they are regarded as being particularly useful for tracking the development and health of
crops. Vegetation indices are based on the vegetation’s ability to absorb electromagnetic
radiation [13]. There are modifications in the mathematics of electromagnetic spectrum
scattering and absorption in various bands depending on the type of vegetation. and
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these parameters can be determined using data from either each individual shot or after
the creation of orthophotos showing the whole crop. Several factors, including plant
biochemical and physical characteristics, ambient factors, soil background characteristics,
and moisture content impact the reflectance in different bands. Differences in reflectance can
provide accurate temporal and geographical information on the crops being monitored [13].

There are two primary categories for vegetation indices: vegetation indices created
on hyperspectral or multispectral data and those based on information from the visible
spectrum [13]. The capacity to identify bands of radiation of green (G), healthy vegetation
has been greatly enhanced by the development of simple vegetation indicators that can
integrate RGB (Red-Green-Blue) data with various spectral bands, such as NIR (Near-
infrared), and RE (Red Edge) [13].

The Ratio Vegetation Index (RVI), and Normalized Difference Vegetation Index (NDVI),
which are based on the NIR and bands of radiation of Red (R) channels of radiation, are
intended to give more pronounced contrast between the plant and the soil. The RVI, shown
in Equation (1), is one of the multispectral plant indices, which highlights the difference
between soil and vegetation. It is also susceptible to the visual characteristics of the ground.
The NDVI, shown in Equation (2), is a development of RVI and is determined by the visible
and near-infrared light reflected from the vegetation. It is the most well-known and often
used vegetation index. It provides a simple way to monitor the development and health of
many agricultural crops, since unhealthy or sparse vegetation reflects more visible light
and less near-infrared radiation [13].

The ratio of NIR to RE radiation is normalized by the Normalized Difference Red
Edge (NDRE), shown in Equation (3). The Green Normalized Difference Vegetation Index
(GNDVI) with NIR and Green (G) bands, is shown in Equation (4).

The most used indices when analyzing the VIs generated from RGB photos are Excess
Greenness Index (ExG) and Normalized Difference Index (NDI). ExG is predicated on the
idea that plants exhibit a superior level of greenness, and that soil is the only background
component. It is determined by the doubling the radiation in G channels minus the
radiation in Red (R) and Blue radiation (B) channels, as shown in Equation (5). The NDI
was suggested to use just green and red channels to differentiate plants from background
pictures of dirt and debris, as shown in Equation (6). Table 1 provides a selection of the
most used vegetation indices [13].

Table 1. Most applied vegetation indices.

Vegetation Index Abbreviation Formula Nº

Vegetation Indices derived from multispectral information

Ratio Vegetation Index RVI NIR
R (1)

Normalized Difference Vegetation Index NDVI NIR−R
R+NIR (2)

Normalized Difference Red Edge Index NDRE NIR−RE
RE+NIR (3)

Green Normalized Difference Vegetation Index GNDVI NIR−G
NIR+G (4)

RGB-based Vegetation Indices

Excess Greenness Index ExG 2·G-R-B (5)

Normalized Difference Index NDI G−R
G+R (6)

3.2.5. Data Acquisition

A large amount of labelled data is necessary for DL-based weed identification and
classification approaches. In the first step, it is important to acquire a useful quantity of
data for further analysis. Image acquisition can be defined as the act of obtaining an image
from different sources. Hardware systems such as cameras, encoders, and sensors can be
used for this. Different images can be captured depending on the type of camera, and
the type of sensor embedded. The sensors’ job is to take pictures with great temporal
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and spatial resolution, which can help with identifying a variety of vegetation-related
characteristics [14]. Different types of sensors deployed on a range of platforms are used
to capture various modalities of data. These pictures can be captured through unmanned
aerial vehicles (UAV), field robots (FR), all-terrain vehicles (ATV), micro aerial vehicles
(MAV), cameras, satellite images, and public datasets [7].

Datasets can also be obtained from free internet sources, such as the Broadleaf Dataset,
DeepWeed [15], Oilseed image, and Sugar Beets [16]. Each type of sensor can monitor
many aspects of the plant, including its color, texture, and geometric shape. Some sensors
can measure specific wavelengths of radiation. The information gathered by these sensors
may be further processed to track critical agricultural properties during the various growth
stages, including soil moisture, plant biomass, and vegetation health [13].

Nowadays, for agriculture, there are four types of sensors entrenched in cameras: hyper-
spectral, multispectral, RGB, and thermal sensors. Visible light sensors are the most popular
sensors for PA applications. They are economical, easy to use, and can capture high resolution
photographs. In addition, the information obtained needs straightforward processing [13].

RGB sensors are frequently adjusted to obtain information on radiation in other bands,
most commonly the Infrared (IR) or RE band. This is created by changing one of the original
optical filters for one that allows the perception of NIR [13].

In addition to collecting data using wavelengths that are visible, multispectral devices
also gather data using wavelengths that are invisible to the human eye, such as near-infrared
radiation, short-wave infrared radiation (SWIR), and others [3].

Hyperspectral sensors analyze a wide spectrum of light instead of just assigning
primary colors to each pixel, using wavelengths with a range of 400 to 1100 nm in steps
of 1 nm. Both multispectral and hyperspectral sensors can obtain data regarding the
vegetation’s spectral absorption and reflection on numerous bands [13].

Thermal infrared sensors detect the temperature of the materials and produce pictures
using this information instead of their visible properties. Thermal cameras employ infrared
sensors and an optical lens to collect infrared energy. In these cases, warmer items are
frequently shown as yellow and cooler ones as blue. However, this type of sensor is used
for very specific applications, for example, irrigation management [13]. Other types of
sensors, described in the literature, can be employed in addition to the ones indicated
above, such as light detection and range (LiDAR) sensors. These devices are also known as
“distance sensors”, and when used in conjunction with other sensors they could be used by
vehicles (such as robots) to navigate in the field [13].

3.2.6. Performance Metrics

The quality or efficiency of the model is assessed using measurement techniques
referred to as performance metrics or evaluation metrics. With the help of these performance
indicators, how well the simulation processed the given data can be assessed. It is feasible
to improve the performance of the model by changing the hyper-parameters [17]. The most
used metrics to determine the excellence of the model are shown in Table 2.

Table 2. Principal performance metrics used to evaluate the models.

Performance Metric Formula Nº

Precision TP
TP+FP (7)

Recall TP
TP+FN (8)

True Negative Rate TN
TN+FP (9)

F1-Score 2 P·R
P+R (10)

Kappa Coefficient Pa−Pr
1−Pr

(11)

Normalized mutual information I(X,Y)√
H(X)·H(Y)

(12)

29



Processes 2023, 11, 1263

The confusion matrix is a tabular representation of the ground-truth labels and model
predictions [18]. In the matrix, columns correspond to the predicted values, and rows
specify the actual values. Both ground truth and predicted values have two possible classes,
positive or negative. An assessment factor is represented by each cell in the confusion
matrix: True Positive (TP) denotes the number of positive class samples that the model
correctly predicted; True Negative (TN) is the number of negative class samples that the
model properly predicted; False Positive (FP) is the number of negative class samples that
the model erroneously predicted, while False Negative (FN) denotes the number of positive
class samples that the model incorrectly predicted [7,19].

Accuracy (ACC) corresponds to a percentage of correctly predicted events divided by
all predicted events; this means that it is the degree of closeness to the true value [7].

Precision (P) is the degree to which an instrument or process will repeat the same
value. It is the number of TP values, from all relevant findings, divided by the total number
of TP and false positives (FP), as shown in Equation (7) [7,17].

Recall (R), Positive Rate (TPR) or sensitivity, is fundamentally the percent of real
positives compared to all the ground truth’s positives. It is the number of TP values,
divided by the sum of TP and FN values, as shown in Equation (8) [17,20].

Specificity or True Negative Rate (TNR) is a test’s capacity accurate to identify negative
results. It is the number of TN values, divided by the sum of TN and FP values, as shown
in Equation (9) [19,20].

The F1-score is the harmonic mean between recall and precision. It is the fraction
given by the multiple of P and R divided by the sum of P and R, multiplied by two, as
shown in Equation (10) [19,20].

The Kappa Coefficient (k) measures the degree to which the projected values and the
real values accord [7]. Cohen’s Kappa is calculated as the probability of agreement (Pa)
minus the chance of random agreement (Pr) and then divided by one minus the probability
of random agreement, as shown in Equation (11), [7].

The area under the receiver operating characteristic curve (AU-ROC or AUC) rep-
resents a graph displaying a classification model’s effectiveness at different threshold
levels. The sensitivity and false-positive rate (FPR) are shown on a probability curve called
the ROC. The AUC calculates the performance across the thresholds and provides an
aggregate measure [21].

Intersection over union (IoU) is a metric used to estimate how well a predicted mask
or bounding boxes match the ground truth data, by dividing the area of overlap by the area
they cover as a union [17].

Mean Intersection over Union (mIoU) is the dataset’s average IoU for each class of
an item [7].

Normalized mutual information (NMI) is the accepted metric for assessing clustering
outcomes [15]. This statistic may be used to trade off the number of clusters vs the quality
of the clustering. Using two random variables (X and Y), the NMI is determined by
Equation (12). In this equation, H is entropy, and I is the mutual information metric.
This measurement is done by contrasting the labels assigned to the clusters with actual
labels [15]. Table 2 provides a selection of the most used performance metrics [7,11].

3.3. Brief Review of Papers
3.3.1. Disease Detection

Crop diseases reduce agriculture production and compromise global food security. A
deep learning system that clearly identifies the specific timing and location of crop damage,
leading to the spraying of herbicides only in affected areas can contribute to the moderation
of resource use and environmental impacts [11].
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Disease Detection in Individual Fruits

Afonso et al. [22] intended to categorize blackleg-diseased or healthy potato plants
using deep learning techniques. An industrial RGB camera was employed to capture color
pictures. Two deep convolutional neural networks (ResNet18 e ResNet50) were trained with
RGB images with diseased and healthy plants. A model that had already been trained on
the ImageNet dataset was employed to transfer learning for network weight initialization,
and the Adam optimizer for weight optimization. Both networks were trained with a mini-
batch size of 12 over a period of 100 epochs. The network ResNet18 was experimentally
superior, with 94% of the images classified correctly. In contrast, only 82% of the ResNet50
classifications were correct. Precision was 85% and recall was 83% for the healthy class. The
classifier used a rectified linear unit (RELU) activation to redefine the fully connected (FC)
layer after linearly aggregating the output of the FC layer into a vector of size. The final
network layer included a two-class linear classifier that enabled our binary classification
utilizing logarithmic SoftMax activation (healthy versus blackleg).

Assunção et al. [23] presented a deep convolutional network to operate on mobile
devices to categorize three peach disorders and healthy peach fruits (healthy, rot, mildew,
and scab). In this research, the authors used transfer learning, data augmentation, and
CNN MobileNetV2, which was trained on the ImageNet dataset to evaluate the outcomes
of the disease classification in our comparatively small dataset of peach fruit disorders.
The peach dataset was arranged with RGB images stored in the open website platform
Forestry Images, Appizêzere, PlantVillage, University of Georgia, as well as from the
Pacific Northwest Pest Management Handbooks, Utah State University. The ImageNet
dataset was used to train the model initially (source task). Scab disease had the highest
F1-score of 1.00, followed by the Rot and Mildew classes, each of which had a 0.96 F1-score.
The classification for the Healthy class was an 0.94 F1-Score. The average F1-score for
the model’s overall performance was 0.96. No disease class was incorrectly classified by
the model, which is crucial for disease study for control and infection. These successes
highlight the promise of CNN for classifying fruit diseases with little training data. The
model was also made to work with portable electronics.

According to Azgomi et al. [24], a low-cost method was created for the diagnosis of
apple disease in four different types, scab, bitter rot, black rot, and healthy fruits. The
investigation employed a multi-layer perceptron (MLP) neural network. This technique was
called Apple Diseases Detection Neural Network (ADD-NN). The images were captured
with a digital camera. For picture clustering, the k-means technique was utilized in the
study. Semi-automatic support vector machine (SVM) classification was carried out. After
that, the disease was found by analyzing the attributes of the chosen clusters. A neural
network was employed to enhance the procedure, make it completely automatic, and
test the viability of increasing the created system’s accuracy. Furthermore, the network
was trained with the Levenberg–Marquardt algorithm. The accuracy of the procedure
using various architectures for the neural network trained with 60% of the data was then
evaluated. The implementation of a two-layer formation with eight neurons in the first
layer and eight in the second layer produced a maximum accuracy of 73.7%, according to
the data. Figure 4 presents an input of an apple fruit, with both healthy and infected parts.
After processing, the affected area is shown as orange in the middle picture, and the healthy
area is then painted in yellow and the affected area in black, in the right-hand photo.

Disease Detection in Areas of Crops

Table 3 describes the features of research works in the field of disease detection.
In Kerkech et al. [25], the method proposed used a deep learning segmentation al-

gorithm on UAV photos to identify the mildew disease in vines. The data was collected
utilizing a UAV equipped with two MAPIR Survey2 camera sensors, comprising an infrared
sensor and a RGB sensor configured for automated lighting. The SegNet architecture was
used to divide visible and infrared pictures into four classes: symptomatic vine, ground,
shadow, and healthy. When a symptom is seen in both the RGB and infrared pictures, it is
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considered that the disease has been discovered, and this was named “Fusion AND”. In the
second scenario, referred to as “fusion by the union”, the symptom is declared identified
if it is visible in either the infrared or RGB picture and is denoted by the sign “fusion
OR”. The model trained with RGB images outperformed the model trained with infrared
images, with an accuracy of 85.13% and 78.72%, respectively. Moreover, the model fusion
OR outpaced the fusion AND with an accuracy of 92.23% and 82.80%, in that order. For
visible and infrared photos, SegNet’s runtime on a UAV image was estimated to be 140 s.
Less than 2 s are required for the merging of the two segmented pictures.
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Figure 4. Example of the input fruit, showing the separated infected and healthy parts [24].

Figure 5 shows an example of segmentation by SegNet, and the fusion compared with
the ground truth (GT). The first set of images (a–h) does not show examples of the symptom
class, so it is healthy; it can be shown that the visible and infrared estimates and the fusion
are similar. However, in the second set (i–p), it can be observed that the ground truth in
both spectra, which depicts a region that is almost entirely polluted by mildew, is the same
except for the distinct color code.
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Figure 5. An illustration of segmenting and fusing a healthy region. Images in the following order:
(a) visible image, (b) infrared image, (c) visible GT, (d) infrared GT, (e) fusion GT, (f) visible SegNet
estimate, (g) infrared SegNet estimation, and (h) fusion of segmentation findings. An example of
segmenting and fusing a mold-infested region. For example, (i) stands for visible image, (j) for
infrared image, (k) for visible ground truth, (l) for infrared ground truth, (m) for fusion ground
truth, (n) for visible segmentation net estimation, (o) for infrared segmentation net estimation, and
(p) fusion of segmentation results (adapted from [25]).
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3.3.2. Weed Detection

In addition to disease, weeds are seen as a common danger to food production. The
technologies described in this study may be used to power weed-detecting and weed-
eating robots [11].

Weed Detection in Individual Plants

In accord with Sujaritha et al. [26], fuzzy real-time classifiers were used to find weeds
in sugar cane fields. Using a Raspberry Pi microcontroller and appropriate input/output
subsystems including two different cameras, motors with power supplies, and tiny light
sources, a robotic prototype was created for weed detection. During the movement of
the robot, a divergence in the established course might occur due to obstacles in the field.
An automatic image classification system was constructed, and it used a fuzzy real-time
classification method and extracted leaf textures.

Among nine distinct weed species, the proposed robot prototype accurately recognizes
the sugarcane crop. With a processing time of 0.02 s, the system identified weeds with an
accuracy of 92.9%.

Milioto et al. [27] developed a new methodology for crop-weed classification using
data taken with a 4-channel RGB and NIR camera, which depends on a modified encoder-
decoder CNN. Three separate inputs were used to train the networks: RGB, RGB and near-
infrared (NIR) images, and 14 channels including vegetation indices RGB, Excess Green
(ExG), Excess Red (ExR), Color Index of Vegetation Extraction (CIVE), and Normalized
Difference Index (NDI). To supplement the CNN with additional inputs, the authors
first computed various vegetation indices and alternative interpretations that are often
employed in plant categorization.

The authors found that the model performed better when additional channels were
added to the input to the CNN. The network using RGB was 15% quicker to converge to
95% of the final accuracy than the network using the NIR channel. In terms of object-wise
performance, the model achieved an accuracy of 94.74%, a precision of 98.16% for weeds,
and 95.09% for crops. For recall, the system accomplished 94.79% for weeds and 94.17% for
crops. The intersection over the union was 80.8%.

Lottes et al. [28] designed a sequential model encoder-decoder FCN for weed identifi-
cation in sugar beet fields. The dataset was collected using a field robot, namely, BoniRob,
with a 4-channel RGB+NIR camera. The processing model used 3D convolution to analyze
five images in a series, creating a sequence code that was then used to learn sequential infor-
mation about the weeds in the five images in a series. With the help of an addition known
as the sequential module, it was possible to use picture sequences to implicitly encode
local geometry. Even if the optical appearance or development stage of the plant changes
between training and test time, this combination improves generalization performance.

The results indicated that, in comparison to the encoder-decoder FCN, the encoder-
decoder with a sequential model raised the module’s F1-score by around 11 to 14%. The
suggested model outperformed encoder-decoder FCN without a sequential model, with an
F1-score of 92.3.

Ma et al. [29] proposed an image segmentation procedure with SegNet for rice
seedlings and weeds at the seedling stage in the paddy field based on fully convolu-
tional networks (FCN). The model was then compared with another model, namely, U-Net.
In this study, RGB color images were captured in seedling rice paddy fields. SegNet was
developed using a symmetric structure for encoding and decoding, which was utilized to
extract multiscale features and increase feature extraction accuracy. This AI method can
directly extract the characteristics from the original RGB photos as well as categorize and
identify the pixels in paddy field photographs that belong to the rice, background, and
weeds. The primary goal of this study was to evaluate how well the suggested strategy
performed in comparison to a U-Net model.

The proposed method worked effectively in classifying the pixels in pictures of weeds
and shaped rice seedlings found in paddy areas. The U-Net and FCN techniques had an
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average accuracy rate of 89.5% and 70.8%, respectively. Figure 6 shows the experimental re-
sults for the FCN based on SegNet and U-Net compared with the original and ground truth
images; blue represents rice, brown represents weeds, and the grey scale is the background.
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Ferreira et al. [15] analyze the performance of unsupervised deep clustering algorithms
in real weeds datasets (Grass-Broadleaf dataset, and DeepWeeds), for the identification of
weeds in a soybean field. Deep Clustering for Unsupervised Learning of Visual Features,
and Joint Unsupervised Learning of Deep Representations and Image Clusters (JULE) are
two contemporary unsupervised deep clustering techniques (DeepCluster).

The DeepCluster model was built using AlexNet and VGG16 as a baseline to obtain
features, and K-means were implemented as the clustering algorithm.
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Analyzing the two clustering algorithms evaluated, JULE performed more poorly
than DeepCluster, in terms of the normalized mutual information (NMI), and accuracy. In
JULE, for the first dataset, the results of MNI and ACC were 0.28% and 65.6%, respectively,
for 80 clusters. In the second dataset, the results of MNI and ACC were 0.08% and 25.9%,
respectively, for 160 clusters. On the other hand, in DeepCluster for the first dataset, the
results of MNI and ACC were 0.41% and 87%, respectively, for 160 clusters. For the second
dataset, the results of MNI and ACC were 0.26% and 51.6%, respectively, for 320 clusters.

In Wang et al. [16], pixel-wise semantic segmentation of weed and crop was examined
using an encoder-decoder deep learning network. The two datasets used in the study,
specifically, sugar beet and oilseed, were collected under quite varied illumination condi-
tions. Three picture improvement techniques, Histogram Equalization (HE), Auto Contrast,
and Deep Photo Enhancer, were examined to lessen the impacts of the various lighting
situations. To improve the input to the network, several input representations, including
different color space transformations and color indices, were compared. The models were
trained with YCrCb and YCgCb color spaces and vegetation indices such as NDI, NDVI,
ExG, ExR, ExGR, CIVE, VEG, and MExG. The results demonstrated that while the inclusion
of NIR information significantly increased segmentation accuracy, images without NIR
information did not improve segmentation results, demonstrating the value of NIR for
accurate segmentation in low light conditions. The segmentation results for weed detection
obtained by applying deep networks and image enhancement techniques in this work
were encouraging. The model trained using NIR pictures attained a mIoU of 87.13% for
the sugar beetroot dataset. For the oilseeds’ dataset, the models were trained with RGB
images only, and outperformed the other models with a mIoU of 88.91%. The best accuracy
was 96.12%.

Kamath et al. [30] applied semantic segmentation models, namely, UNet, PSPNet, and
SegNet in paddy crops and two types of weeds. The paddy field image collection was
compiled from RGB photographs from two separate sources using two digital cameras.
Two datasets were then created; only weed plants were included in Dataset-1, whereas
paddy crop and photos of weeds were included in Dataset-2. A segmentation architecture
using the ResNet-50 base model was built in PSPNet. A feature map for PSPNet was
produced from the base network. On these pooled feature maps, convolution was used
before feature maps were upscaled and concatenated. The use of a final convolution
layer results in segmented outputs. The encoder-decoder framework used by the UNet
design was constructed using the ResNet-50 base model. This model used skip connections
which are additional connections that join down sampling layers with up sampling layers.
The rebuilding of segmentation boundaries with the aid of skip connection after down
sampling results in a more accurate output image. The VGG16 network and the encoder
network used by the SegNet model are topologically identical. Each encoder layer has a
matching decoder layer, and then each pixel receives class probabilities from a multi-class
SoftMax classifier.

Using the playment.io program, photos were annotated, and each pixel was labelled to
a categorization from one of four categories: Background-0, Broadleaved weed-1, Sedges-2,
and Paddy-3. PSPNet outperformed SegNet and UNet in terms of effectiveness. The mean
IoU for PSPNet was 0.72 and, the frequency weighted IoU was 0.93, whereas for SegNet and
UNet, the mIoU values were 0.82 and 0.60, respectively. Finally, the frequency weighted
IoU values were 0.74 and 0.38, respectively. Figure 7 represents the results of the proposed
model using PSPNet; the images of the first row correspond to the original images, the
second row represents the predicted output, and the last one is the ground truth image. The
first line relates to the paddy, and the second characterizes the broadleaved weed. After
that, the third shows the broadleaved weed (blue) and paddy (yellow), and the fourth,
the sedge weeds. Sedge weeds were difficult to identify, whereas broadleaved weeds and
paddy were clearly identified. This loss could be explained by how sedges and paddy
are alike.
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Figure 7. The results of PSPNet, the images of the first row, correspond to the original images, while
the second row represents the predicted output, and the last is the ground truth image. The first line
is the paddy, the second one is the broadleaved weed, the third one is the broadleaved weed (blue)
and paddy (yellow), and the last, is the sedge weed, (adapted from [30]).

Mu et al. [31] developed a project to identify weeds in photos of cropping regions
using a network model based on Faster R-CNN. Beyond that, another model combining the
first one with Feature Pyramid Network (FPN) was developed for improved recognition
accuracy. Images from the V2 Plant Seedlings dataset were used; this file includes photos
in different weather conditions. The Otsu technique was applied to transform the obtained
greyscale pictures into binary images to segregate the plants. Clear photos of the plants
were obtained after processing. The convolutional features are shared using the Faster
R-CNN deep learning network model, and feature extraction is done by fusing the ResNeXt
network with FPN, to improve the model’s weed identification detection accuracy. The
experimental results show that the Faster R-CNN-FPN deep network model obtained
greater recognition accuracy by employing the ResNeXt feature extraction network and
combining it with the FPN network. Both models achieved good results; however, the
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prototype with FPN reached an accuracy of 95.61%, a recall of 87.26%, an F1-value of
91.24, an IoU of 93.7, and a detection time of 330ms. The model without FPN achieved the
following results for the same metrics, 92.4%, 85.2%, 88.65%, 89.6%, and 319 ms.

Assunção et al. [32] explored the optimization of the weed-specific semantic segmen-
tation model at model DeeplabV3 with a MobileNetV2 backbone, as well as its impacts
on segmentation performance and inference time. In this study, the experiments were
conducted with DM = 1.0 and DM = 0.5. The OS hyperparameter is the ratio of the size of
the encoder’s final output feature map to the size of the input image. Values of 8, 16, and 32
were chosen for OS to explore the trade-off between accuracy and inference time since this
hyperparameter affects segmentation accuracy and inference time. There are three sections
to this piece. There were two datasets utilized in the first one. To train and test the models,
the Crop Weed Field Image Dataset (CWFID) dataset, which includes crops (carrots) and
weeds, was employed. The second section of the process utilized crop and weed photos
for the model’s training and validation. By choosing several model hyperparameters and
using model quantization, the model was optimized both before and after training. The
primary goal is to extract the characteristics of the input image.

To obtain the performance necessary for the application, the depth multiplier (DM)
and output stride (OS) hyperparameters of the MobilinetV2 were modified (i.e., light weight
and fast inference time). The checkpoint files were then transformed into a frozen graph
using a TMG framework tool (script). Finally, using the TensorRT class converter, the frozen
graph was modified (optimized) to operate on the Tensorflow Real-Time (TensorRT) engine.

The semantic segmentation model was utilized in the most recent test of the robotic
orchard rover created by Veiros et al. (2022). In this study, the accuracy and viability of
a computer-vision framework were evaluated using a system for spraying pesticide on
weeds. A Raspberry Pi v2 camera module with an 8-megapixel Sony IMX219 sensor was
used to take the video pictures. The actuators that the Jetson Nano device controls are the
herbicide container, pressure motor, a DC motor that applies pressure to it, manipulator
motor, a stepper motor that moves the axis of the Cartesian manipulator, nozzle relay, a
relay that opens and closes the spray valve, and spray nozzle.

According to the study results of the second test, segmentation performance mean
intersection over union (mIOU) declined by 14.7% when employing a model hyperparam-
eter DM of 0.5 and the TensorRT framework compared to a DM of 1.0 and no TensorRT.
The model with the best segmentation performance has a 75% mIOU for OS = 8 and
DM = 1.0. The model with a DM of 0.5 and OS of 32 had the lowest performance, which
was 64% mIOU.

In addition, with the CWFID and weeds dataset, the outcomes were also contrasted
with the initial segmentation work. The test with OS = 8 and DM = 1.0 achieved a mIOU
of 75%, and an OS = 32 and DM = 0.5 accomplished a mIOU of 64%. Figure 8 displays
the relevant segmentation quality outcomes. Different hyperparameters for DM and OS
caused variations in segmentation performance (quality).

In Figure 9, a version of non-weeds segmentation is in the upper-left corner. The
subsequent pictures display the input weed picture along with the associated segmenta-
tion outcomes (output). In the middle of each segmented region are the green dots that
represent the weeds’ center of gravity. The findings demonstrate the method’s viability and
outstanding spraying precision. Given that the trade-off between segmentation accuracy
and inference time can be managed via the hyperparameters DM and OS, DeepLabV3
has shown to be an incredibly flexible model for segmentation tasks. Weed spraying in
real-time was also precise and practical. The system correctly positioned the nozzle at all
target weeds and sprayed the spray, as seen in the video demonstration. This outcome
demonstrates the possibility of improvements for creating compact models with high
predictive accuracy.
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Figure 9. Segmentation of weeds as result of the application in real time [32].

Weed Detection in Areas of Crops

Peña et al. [33] created a study to evaluate the effectiveness and constraints of remotely
sensed imagery captured by visible and multispectral cameras in an unmanned aerial
vehicle (UAV), for early weed seedling detection. The objectives of the work were: to choose
the best sensor for enhancing vegetation (weed and crop) and bare soil class discrimination
as affected by the vegetation index applied; to design and test an algorithm object-based
image analysis (OBIA) technique for crop and weed patch detection; and to determine the
best arrangement of the UAV flight for the altitude, the type of sensor (visible-light + near-
infrared multispectral cameras vs. visible-light), and the date of flight.

The OBIA procedure combined object-based characteristics such as spectral values,
position, and orientation, as well as hierarchical relationships between analysis levels. As a
result, the system was designed to identify crop rows with high accuracy using a dynamic
and self-adaptive classification process and to label plants outside of crop rows as weeds.

The maximum weed detection accuracy, up to 91%, was found in the color-infrared
pictures taken at 40 m and on date 2 (50 days after seeding), when plants had 5–6 true
leaves. The images taken earlier than date 2 performed significantly better than the ones
taken subsequently at this flight level. With a higher flight altitude, the multispectral
camera had superior accuracy, while the visible light camera had higher accuracy at lower
altitudes. The errors are due to the higher altitudes as a consequence of the spectral mixture
between bare soil elements and sunflowers that occurred at the perimeters of the crop-rows.
Figure 10 shows a comparison of results. The first line (A) presents on-ground photographs,
while the second line (B) shows manual categorization of observed data. The third line
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(C) shows the image classification achieved by the OBIA algorithm. The model results
were divided into four types: the number of correct frames (1); underestimated weeds (2),
namely, frames with weed infestations in which the OBIA system spotted some weed plants
but missed others; false negative frames (3), with weed-infested frames in which no weeds
were detected; and false positive frames (4), in which weeds were overestimated.
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Figure 10. Example of the four sample frames’ outcomes. (A) On-ground images; (B) manual classifi-
cation of observed data; and (C) image classification conducted by the OBIA algorithm. (1) Correct
categorization; (2) underestimation of weeds; (3) negative errors; (4) false positive errors [33].

Huang et al. [34] used photos from a UAV Phantom 4 to create an accurate weed cover
map in rice fields, to detect weeds and rice crops. The Fully Convolutional Network (FCN)
approach was proposed for preparing a weed map of the captured images. In the training
phase, the image-label pairings from the training set that correlates pixel-to-pixel are fed
into the FCN network. The network converts the input picture into an output image of the
same size, and the output image is applied to calculate the loss as an objective function
together with the ground truth label (GT label).

According to the investigational results, the performance of the FCN technology was
very effective. The general accuracy of the system reached 0.935, its weed detection accuracy
reached 0.883, and an IoU 0.752, indicating that this algorithm can provide specific weed
cover maps for the UAV images under consideration. In Figure 11, it is possible to observe
the results of the FCN with different pre-trained CNNs. In (a), the real UAV images are
presented; (b) is the ground truth representation; and images from (c) to (e) show results
obtained by FCN-AlexNet, FCN-VGG16, and FCN-GoogLeNet, respectively.

Bah et al. [35] developed a completely automated learning technique for weed detection
in bean and spinach fields using UAV photos utilizing ResNet18 with a selection of unsu-
pervised training datasets. This algorithm created super-pixels based on k-mean clustering.

A simple linear iterative clustering (SLIC) algorithm was used to construct a marker
and define the plant rows after the Hough transform was used to determine the rate
of plant rows on the skeleton. Super pixels were produced by this technique using k-
mean clustering.
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Figure 11. Classification results of the FCN with distinct pre-trained CNNs. (a) Real UAV im-
age; (b) Ground truth results; (c–e) Results acquired by FCN-AlexNet, FCN-VGG16 and FCN-
GoogLeNet, respectively [34].

Other models, namely, SVM and RF, were used to compare the model’s performance.
ResNet18 performs better overall than SVM and RF in supervised and unsupervised
learning techniques. The model achieved an accuracy of 0.945 and a kappa coefficient of
0.912. Figure 12 shows two examples of image classification with models produced by
unsupervised data in spinach fields at the top (a,b), and bean fields at the bottom (c,d). The
samples acquired using a sliding window, without a crop line or any background details,
are shown on the left (a,c). The weeds found after applying crop line and background
information are shown on the right in red (b,d). The plants are designated as being crops,
weeds, or ambiguous decisions by the red, blue, and white dots, respectively.
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Figure 12. Examples of unmanned aerial vehicle (UAV) picture categorization using unsupervised
data models in spinach, and bean fields. (a) Sample of a spinach field acquired using a sliding
window, without a crop line or any background details; (b) Sample from spinach field acquired after
applying crop line and background information; (c) Sample of a been field acquired using a sliding
window, without a crop line or any background details; (d) Sample from been field acquired after
applying crop line and background information. Crops are represented in blue, weeds in red, and
uncertain decisions in white [35].

In line with Osorio et al. [8], three different weed estimation methods were proposed
based on deep learning image processing and multispectral images captured by a drone.
An NDVI index was used in conjunction with these techniques. The first technique uses
histograms of oriented gradients (HOG) as a feature descriptor and is based on SVM. The
ground and other aspects that are unrelated to vegetation are covered by a mask that is
created by NDVI. These objects’ characteristics are retrieved using HOG and are then used
as inputs by a support vector machine that has already been trained. The SVM determines
whether the identified items fall into the lettuce class. The second approach employed a
CNN based on YOLOv3 for object detection. An algorithm removes crop samples from the
image using model’s bounding box coordinates after it has been trained to recognize the
crop. After that, a green filter binarizes the picture, turning the pixels that do not have any
vegetation into black and the ones that the green filter accepts into white. Finally, vegetation
that does not match the crop is highlighted, making it easier to calculate the percentage
of weeds in each image. The last method was to apply masks on the CNN, to obtain an
instance segmentation for each crop. RCNN extracts 2000 areas from the picture using
the “selective search for object recognition” method. They feed data into the Inception V2
CNN in this case, and it extracts characteristics used by an SVM to categorize the item into
the appropriate category. Centered on the metrics that were used, the F1-scores for crop
detection using this approach were 88%, 94%, and 94%, respectively. The accuracy was
79%, 89%, and 89%. The sensitivity was 83%, 98%, and 91%. The specificity was 0%, 91%,
and 98%. Finally, the precision was 95%, 91%, and 94%.

Considering the version of the YOLO model used, it is important to say that there
are currently more up-to-date versions. YOLOv4 is an advanced real-time object detection
model that was introduced as an improvement over the previous versions of YOLO. Devel-
oped by a team at the University of Washington, YOLOv4 boasts a significantly improved
performance in terms of accuracy and speed compared to its predecessors. It includes a
new architecture that incorporates spatial pyramid pooling and a backbone network based
on CSPDarknet53. This architecture allows for more efficient use of computing resources,
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resulting in faster processing times and improved accuracy. Additionally, YOLOv4 uses a
combination of anchor boxes and dynamic anchor assignment to improve object detection
accuracy and reduce false positives. Another notable feature of YOLOv4 is its use of a
modified loss function that includes a term to penalize incorrect classifications of small
objects. This leads to better performance on small object detection tasks [36].

YOLOv5 is a state-of-the-art object detection and image segmentation model intro-
duced by Ultralytics in 2020. It builds on the success of previous YOLO models and
introduces several new features and improvements. One of the key innovations in YOLOv5
is its use of a new, more efficient architecture based on a single stage detection pipeline. This
pipeline uses a feature extraction network combined with a detection head, which allows
for faster processing times and improved accuracy. Additionally, YOLOv5 introduces a
range of new anchor-free object detection methods, including the use of center points,
corner points, and grids [36].

YOLOv8 is an advanced object detection and image segmentation model that was de-
veloped by Ultralytics. It is an improvement over previous YOLO versions and has gained
popularity among computer vision researchers and practitioners due to its high accuracy,
speed, and versatility. One of the main strengths of YOLOv8 is its speed, which enables it
to process large datasets quickly. Additionally, its accuracy has been improved through a
more optimized network architecture, a revised anchor box design, and a modified loss
function. This results in fewer false positives and false negatives, leading to better overall
performance. Overall, YOLOv8 is an excellent tool for computer vision applications and
offers many advantages over previous models. Its speed, accuracy, and versatility make it
an ideal choice for a broad range of tasks, including object detection, image segmentation,
and image classification [37].

Islam et al. [14] used three types of approaches, namely, KNN, RF, and SVM to detect
weeds in crops. The images were acquired from an RGB camera coupled in a UAV, in an
Australian chilli farm, and then pre-processed using image processing methods. Red, green,
and blue bands’ reflectance was extracted, and from there, the authors deduced vegetation
indicators such as the normalized red band, normalized green band, and normalized blue
band. The pre-processed pictures’ features were extracted using MATLAB, which was also
utilized to simulate machine learning-based methods. The experimental findings show
that RF outperformed the other classifiers. In light of this, it is clear that RF and SVM
are effective classifiers for weed detection in UAV photos. RF, KNN, and SVM each had
accuracy results of 0.963, 0.628, and 0.94. Recall and specificity were 0.951 and 0.887, 0.621
and 0.819, and 0.911 and 0.890 with RF, KNN, and SVM, respectively. With RF, KNN, and
SVM, respectively, the accuracy, false positive rate (FPR), and kappa coefficient were 0.949,
0.057, and 0.878; 0.624, 0.180, and 0.364; and 0.908, 0.08, and 0.825.

Table 4 describes the feature of research works in the field of Weed Detection.

3.3.3. Weed Classification

Another crucial component of agricultural management is the categorization of species
(such as insects, birds, and plants). The conventional human method of classifying species
takes time and calls for subject-matter experts. Deep learning can analyze real-world data
to provide quicker, more accurate solutions [11].

Weed Classification in Individual Plants

According to Dyrmann et al. [38], a convolutional neural network was developed to
recognize plant species in color images. The images originated from six different datasets
namely, Dyrmann and Christiansen (2014), Robo Weed Support (2015), Aarhus University—
Department of Agroecology and SEGES (2015), Kim Andersen and Henrik Midtiby, Søgaard
(2005), Minervini, Scharr, Fischbach, and Tsaftaris (2014). The six datasets include all
pictures taken during lighting-controlled events and photographs taken on mobile devices
while out in the field during varying lighting circumstances.
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To identify green pixels, a straightforward excessive green segmentation was em-
ployed. After that, batch normalization makes sure that the inputs to layers always fall
within the same range. The network’s activation function (ReLu) adds non-linear decision
boundaries. Max pooling is a procedure that shrinks a feature map’s spatial extent and
gives the network translation invariance. In this study, the network’s layering was decided
upon by assessing the network’s filtering power and coverage.

The training was ended after 18 epochs to get the maximum accuracy feasible without
over-fitting the network. With an average accuracy of 86.2%, the network’s categorization
accuracy varied from 33% to 98%. With accuracy rates of 98%, 98%, and 97%, respectively,
Thale Cress (A. thaliana), Sugar Beet (B. vulgaris), and Barley (H. vulgare L.) were frequently
accurately diagnosed. However, Broadleaved Grasses (Poaceae), Field Pansy (Viola arvensis),
and Veronica (Veronica) were frequently misclassified. Just 46%, 33%, and 50% of these three
species received the proper classification. Overall, the classes with the greatest number of
species also had the greatest categorization accuracy. As a result, classes with fewer picture
samples made a smaller total loss.

Andrea et al. [39] demonstrated the creation of an algorithm capable of classifying
and segmenting images. It uses a convolutional neural network (CNN) to separate weeds
from maize plants in real-time. This discrimination was performed using four types of
CNN, namely, AlexNet, LeNet, sNet, and cNet. A multispectral camera was used to acquire
RGB and NIR images for segmentation and classification. A dataset created during the
segmentation phase was used to train the CNN. Each of the four CNN models was trained
using the same dataset and solver of type Adam after being selected.

The most successful algorithms offer great potential for real-time autonomous systems
for categorizing weeds and plants. The network that produced the best results was the cNET
of 16 filters. It had a training accuracy of 97.23% and used a dataset of 44,580 segmented
pictures from both classes.

Gao et al. [40] proposed a hyperspectral NIR snapshot camera for classifying weeds
and maize by measuring the spectral reflectance of an interest zone (ROI). The aim of this
work was to identify the relevant spectral wavelengths and key features for classification,
investigate the viability of weed and maize classification using a near infrared (NIR)
snapshot mosaic hyperspectral camera, and provide the best parameters for a random
forest (RF) model construction. In that work, 185 features were retrieved using vegetation
indices (VIs), specifically, NDVI and RVI.

According to the findings, the ideal random forest model with 30 crucial spectral properties
can successfully identify the weeds Convolvulus arvensis, Rumex, and Cirsium arvense, as well as
the crops Zea mays. It was demonstrated that Z. mays can be identified with 100% recall
(sensitivity) and 94% precision (positive predictive values). The model accomplished preci-
sion and F1 scores of 0.940 and 0.969, 0.959 and 0.866, 0.703 and 0.697, and 0.659 and 0.698,
for crop Zea mays and weeds Convolvulus arvensis, Rumex and Cirsium arvense, respectively.

Bakhshipour and Jafari [41], using shape characteristics, utilized a Support Vector
Machine (SVM) and an artificial neural network (ANN) classifier to categorize four different
species of weeds and a sugar beet crop. Pictures were captured by using a weed robot with
a camera, providing RGB images. Multi-layer feed-forward perceptron ANN was created
using the Levenberg–Marquardt (LM) back-propagation learning method and two hidden
layers. Principal Component Analysis (PCA) was employed as a feature selection method
to reduce the initial 31 feature expressions into four components. The PCA values were
then employed in SVM.

Both ANN and SVM correctly classified the sugar plants, with an accuracy of 93.33%
and 96.67%, respectively. Compared to the sugar beet crop, the weeds were correctly
identified by ANN and SVM 92.50% and 93.33% of the time, respectively. With an overall
accuracy of 92.92% and 95%, respectively, both ANN and SVM were able to detect the
shape-based patterns and categorize the weeds quite well. The results of the SBWD
algorithm at various levels are shown in Figure 13. The initial RGB image is shown in (a);
(b) shows the EXG method for segmenting plants; (c) demonstrates the image created using
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morphological techniques (noise removal, area thresholding for removing small plants,
and edge erosion for removing touching overlaps); (d) shows the SBWD algorithm for
segmenting sugar beets; (e) shows the subtraction of the result of greenness from image
(c) from image (b) showing the weeds; and, finally (f) displays the result of the SBWD
algorithm showing weeds, sugar beet, and false negatives; red pixels indicate weeds,
green pixels indicate sugar beet plants, and yellow pixels show areas that were incorrectly
identified as undesirable objects.
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Figure 13. Results from steps of the SBWD algorithm: (a) initial RGB image; (b) segmented plants
using EXG method; (c) the result after morphological filtering of small objects; (d) segmented sugar
beets with SBWD algorithm; (e) subtraction of image (c) from image (b) showing the weeds; (f) result
of SBWD algorithm showing weeds, sugar beet and false negatives [41].

Sa et al. [42] performed weed and sugar beet classification using a CNN with multi-
spectral images collected by a MAV. These images were converted to SegNet format. The
information gathered from this field was divided into photographs with only crops, pure
weeds, or a combination of crops and weeds. For improved class balance, the frequency of
appearance (FoA) for every single class is modified depending on the training dataset. With
changing input channel sizes and training settings, the authors trained six distinct models,
assessed them quantitatively using AUC and F1-scores as metrics, and then compared
the results.

The learning rate for the training model was set to 0.001, the batch size was 6, the
weight delay rate was 0.005, and the maximum iterations were 640 epochs. This model was
able to achieve an average accuracy of 80% using the test data, with an average F1-score of
0.8. However, spatiotemporal inconsistencies were found in the model due to limitations in
the training dataset.

Yang et al. [43] investigated deep learning techniques for hyperspectral image classifi-
cation. The authors designed and developed four deep learning models: a two-dimensional
CNN (2-D-CNN); a three-dimensional CNN (3-D-CNN); a region-based 2-dimensional
CNN (R-2-D-CNN); a region-based 3-dimensional CNN (R-3-D-CNN). The objective was
that a 2-D-CNN worked in the spatial context, while a 3-D-CNN worked in both spectral
and spatial factors of the hyperspectral images retrieved from six datasets, viz., Botswana
Scene, Indian Pines Scene, Salinas Scene, Pavia Center Scene, Kennedy Space Center, and
Pavia University Scene.

The patch and feature extraction and the label identification steps make up the 2-D-
CNN model. The primary distinction is that the 3-D-CNN model contains an additional
reordering step. The D hyperspectral bands are rearranged in this phase in ascending order.
A multiscale deep neural network is used by the R-2-D-CNN model to fuse numerous
shrinking patches into multilevel instances, which are then used to make predictions. The
primary distinction is that the 3-D-CNN model makes use of 3-D convolution operators
whereas the R-2-D-CNN model do so use their 2-D equivalents.
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An effective hyperspectral image classification process should consider both the
spectral factor and the spatial factor since both have an impact on the class label prediction
of a pixel. With this knowledge, the proposed deep learning models, namely the R-2-D-
CNN and the R-3-D-CNN, achieved better results. The best results of the first network,
in one of the datasets, were 99.67% and 99.89%, which correspond to values of average
accuracy of each class (AA), and overall accuracy of all classes (OA), respectively. In the
second model, the best results were 99.87% and 99.97%, for the same metrics.

Yashwanth et al. [44] implemented an image Classification System using the Deep
Learning function. KERAS API in combination with the Tensorflow backend has been
used in Python. Images of nine different crops and their respective weeds have been col-
lected (wheat-Parthenium; Soybean-Amaranthus Spinosus; Maize-Dactyloctenium Aegyptium;
Brinjal-Datura Fatuosa; Castor-Portulaca Oleracea; Sunflower-Cyperus Rotundus; Sugarcane-
Convolvulus Arvensis; Paddy-Chloris Barbata; Paddy-Echinochloa colona. In the first stage,
images that will be used to train the neural network are pre-processed. The input layer
stores the image’s pixels in the form of arrays. The “ReLU” activation function is used in
the next step to obtain the image’s corrected feature map. To accomplish edge detection,
pooling is employed. The matrix gets flattened after using this flattened function. The
thick layer receives this feeding. The object in the image is recognized by a completely
linked layer.

The model was tested using nine different types of crops and the corresponding
weeds, and the highest accuracy was found to be 96.3%. The provided photos were
correctly categorized as either plants or weeds.

Jin et al. [45] created an algorithm for robotic weed eradication in vegetable farms
based on deep learning and image processing. Images were captured in the field using
a digital camera. Bounding boxes were drawn on the vegetable in the input photos as a
manual annotation. In CenterNet, each item is represented by a single point, and object
centers are predicted using a heatmap. Estimated centers are obtained from the heatmap’s
peak values using a Gaussian kernel and an FCN. Using a Gaussian kernel and focal loss,
each ground truth key point is transformed into a smaller key-point heatmap to train the
network. A color index was established and assessed using Genetic Algorithms (GAs) in
accordance with Bayesian classification error to extract weeds from the background.

The trained CenterNet earned an F1-score of 0.953, an accuracy of 95.6%, and a recall
of 95.0.

In El-Kenawy et al. [46], a new methodology based on metaheuristic optimization
and machine learning was proposed, which aims to classify weeds based on wheat images
acquired by a drone. Three models were proposed, specifically, artificial neural networks
(NNs), support vector machines (SVMs), and the K-nearest neighbors’ algorithm (KNN).
The ANN was trained across a public dataset, through transfer learning and feature ex-
traction. According to AlexNet, a binary optimizer is further suggested to improve the
feature selection procedure and choose the optimal collection of features. A collection
of assessment criteria is used to evaluate the efficacy of the feature selection algorithm
to analyze the performance of the suggested technique. The suggested model used two
more different types of machine learning models, namely, SVM and KNN, to improve
the parameters. This classifier is improved by a brand-new optimization approach that
combines grey wolf (GWO) and sine cosine optimizers (SCA). These suggested classifiers
contribute to a creation of a hybrid algorithm.

The results demonstrate that the recommended technique works better than other
alternatives and enhances classification accuracy, with a detection accuracy of 97.70%, an
F1-score of 98.60%, a specificity of 95.20%, and a sensitivity of 98.40%.

Sunil et al. [47] analyzed the performance of a deep learning model for weed detection
in photos with non-uniform and uniform backgrounds. Four Canon digital cameras were
used to capture the weed and crop shots, namely, Palmer amaranth, horseweed, redroot
pigweed, waterhemp, ragweed, and kochia, and crop species of sugar beets and canola.
Weed classification models were developed using deep learning architectures, namely,
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Convolutional Neural Network (CNN) based on a Residual Network (ResNet50), and
Visual Group Geometry (VGG16). The uniform background scenario data, non-uniform
background scenario data, and combined-datasets scenarios created after combining both
scenarios’ data were trained using the ResNet50, and VGG16.

With an average f1-score of 82.75% and 75%, respectively, the VGG16 and ResNet50
models built from non-uniform backdrop pictures performed well on the uniform background.
The performance of the VGG16 and ResNet50 models, which were built using uniform
backdrop photos, did not fare as well, with average f1-scores of 77.5% and 68.4%, respectively,
on non-uniform background images. The f1-score value of 92% to 99% was achieved by a
model that was trained using fused information from two background circumstances.

Sunil et al. [48] compared the classification models of Support Vector Machine (SVM)
and deep learning-based Visual Group Geometry 16 (VGG16) utilizing RGB picture texture
information to categorize weeds and crop species. Six crop species as well as four weeds
(horseweed, kochia, ragweed, and waterhemp) were classified using the SVM and VGG16
deep learning classifiers (the crop species were black bean, canola, corn, flax, soybean, and
sugar beets). Gray-level co-occurrence matrix (GLCM) features and local binary pattern
(LBP) features are two different categories of texture characteristics that were retrieved
from the grayscale picture. After this, a machine learning classifier was built by operating a
SVM and VGG16.

All SVM model classifiers have fallen short in comparison to the VGG16 model
classifiers. The findings showed that the VGG16 model classifier’s average F1 results varied
from 93% to 97.5%, while the average F1-score results of SVM ranged from 83% to 94%. In
the VGG16 Weeds-Corn classifier, the corn class achieved a F1-score value of 100%.

Table 5 summarizes the features of research works in the field of weed classification.

3.3.4. Fruit Detection

Fruit quality detection is a technique for automatically evaluating the quality of fruits
based on several aspects of a picture, such as color, size, texture, and form, among others.
The main element preventing adverse health issues in people is fruit quality. In the food
business and agriculture specifically, automatic detection is crucial.

Fruit Detection in Individual Plants

Mao et al. [49] proposed a Real-Time Fruit Detection model (RTFD), a simple method
for edge CPU devices that can identify fruit, specifically strawberries and tomatoes. The
PicoDet-S model-based RTFD enhances the efficiency of real-time detection for edge CPU
computing devices by enhancing the model’s structure, loss function, and activation func-
tion. Two datasets were used with pictures taken in different conditions; the tomato dataset
was compiled using the publicly accessible Laboro Tomato dataset, while the strawberry
dataset was acquired from the publicly available StrawDI dataset. The technical path was
divided into two objectives: model training, and model quantization and deployment. In
the first, the RTFD model’s performance was improved using the CIoU bounding box loss
function, the ACON-C activation function, and the three-layer LC-PAN architecture.

The RTFD model was quantitatively trained for fruit detection. After being trans-
formed into a Paddle Lite model and integrated into a testing Android smartphone app,
the RTFD model performed extremely accurately in terms of real-time detection.

It is anticipated that edge computing will successfully implement the idea of redesign-
ing the model structure, loss function, and activation function, as well as training by
quantization, to expedite the detection of deep neural networks. The proposed RTFD
has enormous potential for intelligent picking machines. For the strawberry and tomato
datasets, PicoDet-S has an average accuracy of 94.2% and 76.8%, respectively. It is antici-
pated that edge computing will successfully implement the idea of redesigning the model
structure, loss function, and activation function, as well as training by quantization, to
expedite the detection using deep neural networks. The proposed RTFD has enormous
potential for intelligent picking machines.
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Figure 14 shows the results of strawberry and tomato detection. The picture contains
varied colored borders that reflect separate categories. The blue arrows serve as suggestive
indication symbols, and the blue circles highlight regions of faulty or missing detections.
The red, orange/yellow, and light blue correspond, respectively, to mature strawberries,
half-mature strawberries, and immature strawberries.
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Figure 14. The impact of RTFD model detection on the tomato and strawberry datasets. The blue
circles denote locations of inaccurate or missing detections, while the blue arrows act as suggestive
indicator symbols. The red, orange/yellow, and light blue corresponded, respectively to mature
strawberries, half-mature strawberries, and immature strawberries [49].

In line with Pereira et al. [50], six grape types that predominate in the Douro Region
were automatically identified and classified using a methodology based on the AlexNet
architecture and transfer learning scheme. Two natural vineyard image datasets, taken in
various parts of Douro, were called Douro Red Grape Variety (DRGV), and GRGV_2018.
For picture managing, different image processing (IP) methods were applied, such as
independent components filter (ICFs), leaf segmentation algorithm (LSA) with four-corners-
in-one, leaf patch extraction (LPE), LPE with ICF, LPE with canny edge detector (CED),
and LPE with Gray-scale morphology processing (GMP). These new datasets, with pre-
processed and augmentation pictures were then trained in the AlexNet CNN.

The suggested method, four-corners-in-one, supplemented by the leaf segmentation
algorithm (LSA), revealed success in reaching the best classification accuracy in the set
of performed experiments. With a testing accuracy of 77.30%, the experimental results
indicated the suggested classifier to be trustworthy. The algorithm took roughly 6.1 ms to
identify the grape variety in a picture.

Fruit Detection in Areas of Crops

Santos et al. [51] estimated grape wine production from RGB photos including deep
learning algorithms and computer vision models. Pictures were taken of five distinct
grape varietals, using a Canon camera and a smartphone. Mask R-CNN, YOLOv2, and
YOLOv3 models from deep learning (DL) were trained to recognize and separate grapes
in the photos. After that, spatial registration was carried out using the Structure from
Motion (SfM) image processing technique, incorporating the information produced by the
CNN-based stage. To prevent counting the same clusters across many photos, the clusters
found in distinct images were removed using the CV model’s outputs in the final phase.

While the Mask R-CNN outperformed YOLOv2 and YOLOv3 in terms of object
detection, the YOLO model outperformed it in terms of detection time. Using YOLOv3, the
poorest performance was attained. With an intersection over union (IoU) of 0.300, Mask
R-CNN achieved an average accuracy of 0.805, a precision of 0.907, a recall of 0.873, and
an F1-score of 0.890. YOLOv2 achieved an average accuracy of 0.675, a precision of 0.893,
a recall of 0.728, and an F1-score of 0.802. In last place, YOLOv3 achieved an average
accuracy of 0.566, a precision of 0.901, and a recall of 0.597, and an F1-score of 0.718.
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Figure 15 shows an example of the detection of the five grape varieties with the three
neural networks employed, viz., Mask R-CNN, YOLOv2, and YOLOv3, as well as the
ground truth images. In the image it is possible to observe several object identification
results, where the color does not indicate correlation. In this example, it is possible to
observe the difference between the models and better understand visually the results from
performance metrics.
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In Assunção et al. [52], for a real-time peach fruit identification application, a tensor
processing unit (TPU) accelerator was created with a Raspberry Pi target device, to give a
lightweight and hardware aware MobileDet detector model. Three fruit peach cultivars— Royal
Time, Sweet Dream, and Catherine—were combined into one picture dataset. A RGB
camera was used to capture the pictures. The following components make up the hardware
platform (edge device) utilized to execute inferences: a Raspberry Pi 4 microcontroller
development kit; a Raspberry Pi Camera Module 2, a Coral TPU accelerator, a DC-to-DC
converter, and three Li-ion batteries. As a detector, the single-shot detector (SSD) model
was applied. The backbones underwent SSD modifications. In this paper, a MobileNet
CNN was used as the basis for the SSD model in experiments to look at the trade-off
between detection accuracy and inference time. MobileNetV1, MobileNetV2, MobileNet
EdgeTPU, and MobileDet were the backbones that were utilized.

In comparison to the other models, SSD MobileDet excelled, achieving an average
precision of 88.2% on the target TPU device, according to the data. The model with
the least performance degradation (drop) was SSD MobileNet Edge TPU, which had a
decrease of 0.5%; the model with the most impact, SSD MobileNetV2, experienced a drop
of 1.5%. SSD MobileNetV1 has the smallest latency at 47.6 ms (average). The authors have
contributed to the field by expanding the applications of accelerators (the TPU) for edge
devices in precision agriculture. Figure 16 shows an example of detection samples of the
three cultivars, with Catherine at the left, Sweet Dream in the middle, and Royal Time at
the right.

Table 6 summarizes the features of research work in the field of fruit detection.
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4. Discussion

According to the research analyzed here, the following conclusions of each study as
well as specific challenges can be indicated.

In ref. [8], the authors employed three models, namely, SVM-HOG, Mask R-CNN,
and YOLOv3. Images were captured by a multispectral camera and used the following
performance metrics: F1-Score, accuracy, specificity, precision, and recall. The HOG-SVM
approach was shown to work quite well, and given that it requires less processing power,
it is an excellent choice for IoT systems.

In ref. [14], the authors used three models, namely, RF, KNN, and SVM. Images were
captured by a RGB camera and used the following performance metrics: accuracy, k, FPR,
precision, and recall. The findings of this study indicate that RF outperformed the other
classifiers. Furthermore, the efficiency of RF and SVM as classifiers for weed detection from
UAV pictures is noteworthy.

Another model was employed in ref. [15], with JULE and DeepCluster. In this study,
images were taken from two datasets, and the authors choose accuracy and normalized mu-
tual information. The model achieved better performance with DeepCluster. Furthermore,
the outcomes from these datasets point to a viable use of clustering and unsupervised
learning for agricultural issues.

In ref. [16], an encoder-decoder CNN was employed, with pictures from two datasets,
and working with accuracy and IoU to evaluate the model. The results demonstrate the
effectiveness of NIR information for precise segmentation under low lighting conditions,
while VIs without NIR information did not improve the segmentation results.

In ref. [22], the authors employed a deep CNN, with pictures from a RGB camera, and
used the following performance metrics: precision and recall. The findings of this study
demonstrate that a CNN, more especially ResNet18, may function as a reliable detector for
potatoes infected with the blackleg disease in the field. However, with larger datasets and
data augmentation, the performance can be increased.

In ref. [23], a CNN was used, with pictures from five datasets, and an F1-Score was
applied as a performance metric. The findings of this study demonstrate that the CNN did
not classify any disease incorrectly.

A MLP with an ANN model was developed in ref. [24], pictures were taken with a
digital camera, and the model was evaluated in terms of accuracy. The implementation of a
two-layer structure with eight neurons in the first layer and eight neurons in the second
layer produced a maximum accuracy of 73.7%.

In ref. [25], a CNN was employed, with accuracy as a performance metric. Images
were captured by a RGB sensor. The findings of this study demonstrate that the model
trained with RGB photos performed better than the model trained with infrared images.
The limited size of the training sample is one of the research study’s weaknesses.

A fuzzy real time classifier was created in ref. [26], and two digital cameras were
utilized, while accuracy was used for classifying the model. The prototype distinguished
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weed species with greater precision and a shorter processing time. However, the field
obstructions provoked the robot to diverge from the planned path while it was moving.

A Mask R-CNN was applied in ref. [27], with RGB and NIR images; the model
was evaluated through accuracy, IoU, precision, and recall. The model achieved better
performance by adding an extra channel at the input of the model.

In ref. [28], an encoder- decoder CNN was evaluated, and the authors used RGB and
NIR images, with the F1-Score as a classification metric. The suggested model was able to
robustly identify crops in all growth phases and outperformed encoder-decoder FCN.

An FCN with RGB images was developed in ref. [29]. Once again, accuracy was used
as a metric. The suggested technique successfully classified the pixels in images of weeds.

Four different models of the CNN were utilized in ref. [30], a digital camera was
used, and this model was evaluated by IoU. The results showed that in terms of efficiency,
PSPNet fared better than SegNet and UNet.

In ref. [31], two models were studied, FPN, and Faster R-CNN, where images were
from a dataset, and accuracy, recall, F1-Score, and IoU were used as metrics. The exper-
imental results show that the Faster R-CNN-FPN deep network model obtains greater
recognition accuracy by employing the ResNeXt feature extraction network and combining
the FPN network.

In ref. [32], five datasets were used in the following models: TMG, DeepLabv3, and
MobileNetv2. The results show that the trade-off between segmentation accuracy and
inference time can be managed via the hyperparameters OS and DM. DeepLabV3 has
shown itself to be an incredibly flexible model for segmentation tasks.

In ref. [33], an OBIA model was used, with images from a visible-light and multi-
spectral camera. Accuracy was used to evaluate the system. The findings of this study
demonstrate that the multispectral camera was more accurate at higher flight altitudes,
whereas the visible light one was better at lower altitudes. However, the spectrum mixing
of flowers and bare soil components caused some mistakes at higher elevations.

In ref. [34], the authors employed an FCN, with pictures from a digital camera, and
used the performance metrics of accuracy and IoU. The findings of this study demonstrate
that the FCN technology performed well in terms of accuracy and efficiency for weed
identification. On the other hand, it necessitates a great deal of manual labelling effort
because it needs a large number of labelled pictures for training and updating.

In ref. [35], a CNN was developed, images were taken from a digital camera, and the
authors used accuracy as a metric. In terms of adaptability and flexibility, this method
is attractive since a model may be simply trained on a dataset. On the other hand, it
necessitates a great deal of manual labelling.

In ref. [38], the authors used six datasets in a CNN, the model was evaluated using
accuracy. The model achieved an accuracy of 86.2%. However, classes with fewer picture
samples made a smaller total loss.

Different models of CNN were employed in ref. [39]. Images were taken by RGB and
NIR cameras, and, once again, accuracy was used as the key metric. Based on its accuracy
and processing speed, the network cNET provided the greatest training outcomes.

An RF model was developed in ref. [40]; the authors used hyperspectral images, and
evaluated the model using precision, recall, and F1-Score. The results showed that the RF
model performed well, and the vegetation indices are also useful techniques for developing
important aspects of the categorization of weeds and crops.

In ref. [41], a SVM and an ANN were created with RGB images, using accuracy as a
performance metric. The results showed that both models properly identified weeds and
sugar plants.

In ref. [42], a CNN was designed, multispectral images were used, and the model was
evaluated using accuracy, and F1-Score. The results showed that most of the weeds were
classified well. However, spatiotemporal inconsistencies were found in the model due to
limitations in the training dataset.
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Four models of CNN were employed in ref. [43], and six datasets were used, as well as
accuracy as a performance metric. The results showed that the proposed R-3-D-CNN model
frequently outperforms existing models for most of the data sets and can also converge
more quickly. However, these models require more training samples.

In ref. [44], a model with Keras API, and Tensorflow was implemented, and a digital
camera was used to take the pictures. Accuracy was the evaluation metric. The crops and
weeds were correctly detected, achieving the greatest accuracy.

In ref. [45], genetic algorithms were implemented with CenterNet. A digital camera
was used as well as, and precision, recall, and F1-Score were applied to evaluate the
model. The suggested method is suitable for ground-based weed identification in vegetable
agricultural land under various conditions, illumination, complex backgrounds, as well as
various growth stages.

In ref. [46], three models were developed, NN, SVM, and KNN, and these versions
were evaluated with the genetic algorithms, GWO, and SCA. The research showed that the
proposed technique performs better than other methods and increases classification accuracy.

A CNN model was implemented with CGG16, and ResNet50 in ref. [47]. Four digital
cameras were used to take the images, and the model was evaluated by F1-score. The results
showed that the model that was trained using combined datasets from two background
scenarios performed best. Furthermore, the models which were built using non-uniform
backdrop pictures behaved well on the uniform background. Those trained on a uniform
background functioned poorly

In ref. [48], the researchers created a model with SVM, and VGG16, where RGB images
were applied. The results showed that the VGG16 model classifiers outperformed all SVM
model classifiers.

A Mask R-CNN, with a YOLOv2, and YOLOv3 were employed in ref. [51]. In this
model, RGB images were used, and authors utilized precision, recall, and F1-Score to
evaluate the model. The results showed that the YOLO model beat the Mask R-CNN in
terms of detection time, while the Mask R-CNN outperformed YOLOv2 and YOLOv3 in
terms of object detection.

A picoDet-S CNN model was engaged in ref. [49]. Two datasets were used, and
accuracy was the performance metric. The proposed RTFD has enormous potential for
intelligent picking machines, and it is anticipated that edge computing will successfully im-
plement the idea of redesigning the model structure, loss function, and activation function,
as well as training by quantization to expedite the detection of deep neural networks.

In ref. [50], a CNN model with optimizing algorithms was developed. Two datasets
were used, as the accuracy as a performance metric. The results demonstrate that the model
classifiers are trustworthy with an accuracy of 77.30%.

In ref. [52], a MobileNet with TPU model was employed, the research used RGB
images, and the model was evaluated using precision as a performance metric. According
to the results, the TPU accelerator can be a great replacement for processing at the cutting
edge in precision agriculture.

The papers under examination highlight the following difficulties. The most critical
point involves the datasets. Even with transfer learning and data augmentation, training the
model may still need a substantial quantity of data, and an insufficient dataset for training
the model might result in substantial failures [22,25,43]. Datasets with more samples will
be able to perform better. Furthermore, the quality of the datasets is also a problem; images
with bad quality will perform worst [42]. As a result, the first and most crucial phase is
gathering real field data and photos under various circumstances.

Agricultural image datasets are also more complex due to outdoor conditions, the
fact that the object of interest typically occupies a very small and off-center portion of the
image, the similarity between objects and background, the obstruction of the object by
leaves and branches, the presence of multiple objects in one image, and a variety of other
factors. The dataset must, however, accurately reflect the condition of the environment for
it to be useful in the actual world [49,51,52]. Furthermore, datasets with LED pictures will
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have a low accuracy [38]. Data augmentation may also be useful in some circumstances,
such as fluctuating illuminance.

Another important challenge is the large amount of data that needs to be labelled. This
task is expensive and time-consuming. Moreover, some tasks can only be carried out by
experts in the industry, such as tasks involving plant diseases. Supervised learning needs a
huge number of labelled images, for training and updating the models [34,35].

Data augmentation and transfer learning, as observed in multiple works, are ap-
proaches to avoid labelling a huge dataset, although labelling a small dataset still takes
time. Unsupervised and semi-supervised learning techniques can be very beneficial but
still require further research [12].

The performance of the model is impacted by the type of input [23,24,27,28,33]. The
model’s performance is affected by background removal from images [46], using various
color spaces and vegetation indices as input [27], and crop detection at various growth
stages [45]. The altitude when images are taken is also important for the input [33]. Finding
the ideal input set for a given activity is therefore difficult.

In addition, field obstructions are a problem for the use of field robots. When robots
find some obstacle in their path, they diverge from the planned path [26]. To solve this
problem, instead of robots, drones can be applied. Another solution is that farmers can
have the field clean and plain.

Accuracy and inference time must be traded off when selecting a model for a task.
The model can be selected based on the application. In the field of agriculture, no setting is
exactly comparable to another, and each environment and problem has its unique dataset;
therefore, the DL model could not be relevant in all situations. The model performance
could suffer because of the variations in the visual quality of the photos in the training and
test datasets [38]. Retraining the already learned model using a tiny dataset from the new
environment is one technique to get around the problem [11].

Moreover, the performance of these models depends on the choice of hyperparameters,
loss functions, and optimization algorithms. Algorithms such as Bayesian optimization can
help to find the right hyperparameters [11,23].

The models’ capacity to be applied in real-time presents another difficulty. Most deep
learning models need to be trained on many parameters, and once trained, the model’s
inference is not made in real time. Time inference is crucial in some applications, such
as employing a robot for harvesting. However, there are still several issues with imple-
mentation on devices such as smartphones that must be considered, including memory
usage and performance. Deep Learning models may now be used in practical and real-
world applications because of the emergence of edge devices such as the Raspberry Pi
and Jetson Nano, lightweight categorization models such as MobileNet, and cloud com-
puting. The model size may be compressed, and the detection speed increased using the
quantization approach [11,23].

5. Conclusions

The manuscript discusses the use of deep learning in agriculture and biodiversity and
identifies certain difficulties in the field. It is suggested that reduced herbicide administra-
tion, minimal pesticide use, organic farming, suitable crop rotations, small-scale fields, and
preservation of natural gaps between agroecosystems may contribute to more sustainable
agriculture and the development of biodiversity in agricultural systems.

Additionally, the latest IoT technologies in conjunction with the most recent biodi-
versity algorithms and Artificial Intelligence models can be used to detect, classify, and
eradicate specific weed species, as well as locate and identify fruits and vegetables, detect
diseases, and boost ecosystem productivity without resorting to activities that harm the
environment. Deep learning is already employed in several aspects of agriculture, but
its application is still far from widespread. The most popular deep learning model in
agriculture is the CNN. The adoption of novel techniques, such as attention mechanisms,
new lightweight models, and single-stage detection models, can enhance the model’s
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performance. Performance metrics include accuracy, precision, recall, and F1-Score, and
usually, precision, recall, and F1-Score are used together. The type of data that researchers
employed the most is pre-existing datasets and from cameras.

In the future, crop management decision-support models for farmers may be created
or enhanced to recommend the best course of action. Digital tools could be added that can
instantly categorize weeds. The implementation of new sustainable practices backed by
deep learning models and biodiversity monitoring will aid in managing the farm more
efficiently and with less human labor.
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Abstract: The data distribution of the vibration signal under different speed conditions of the gearbox
is different, which leads to reduced accuracy of fault diagnosis. In this regard, this paper proposes
a deep transfer fault diagnosis algorithm combining adaptive multi-threshold segmentation and
subdomain adaptation. First of all, in the data acquisition stage, a non-contact, easy-to-arrange,
and low-cost sound pressure sensor is used to collect equipment signals, which effectively solves
the problems of contact installation limitations and increasingly strict layout requirements faced by
traditional vibration signal-based methods. The continuous wavelet transform (CWT) is then used to
convert the original vibration signal of the device into time–frequency image samples. Further, to
highlight the target fault characteristics of the samples, the gray wolf optimization algorithm (GWO)
is combined with symmetric cross entropy (SCE) to perform adaptive multi-threshold segmentation
on the image samples. A convolutional neural network (CNN) is then used to extract the common
features of the source domain samples and the target domain samples. Additionally, the local
maximum mean discrepancy (LMMD) is introduced into the parameter space of the deep fully
connected layer of the network to align the sub-field edge distribution of deep features so as to reduce
the distribution difference of sub-class fault features under different working conditions and improve
the diagnostic accuracy of the model. Finally, to verify the effectiveness of the proposed diagnosis
method, a fault preset experiment of the gearbox under variable speed conditions is carried out.
The results show that compared to other diagnostic methods, the method in this paper has higher
diagnostic accuracy and superiority.

Keywords: acoustic signal; fault diagnosis; adaptive multi-threshold segmentation; subdomain
adaptation; variable speed condition; local maximum mean discrepancy

1. Introduction

Due to the rapid development of industrial intelligence, data monitoring and deep
intelligence algorithms are widely used in equipment health monitoring, especially in
fault diagnosis [1–3]. The process of fault diagnosis mainly includes data acquisition, data
preprocessing, feature extraction, and classifier diagnosis. At present, in terms of data
acquisition, most of the fault diagnosis models use the vibration signal of the equipment as
the original training sample. Mariela Cerrada et al. [4] realized gearbox fault diagnosis by
extracting the time and frequency features from the vibration signal of the spur gearbox and
combining them with the genetic algorithm and the random forest classifier. Wen et al. [5]
designed a novel convolutional network, which took the vibration datasets of motor bear-
ings, self-priming centrifugal pumps, and axial piston hydraulic pumps as the original
input and then used the deep learning ability of the network to achieve fault diagnosis
of different equipment. Hou et al. [6] proposed a novel feature selection method that can
eliminate redundant and invalid interference information in the vibration signal of the bear-
ing and ensure the best feature subset with low computational complexity. Although the
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vibration signal can directly reflect vibration excitation during operation of the equipment,
in the process of data acquisition there are disadvantages, such as high requirements for the
placement of the vibration sensor, the ease with which it may fall off, and high installation
cost. As a non-destructive testing technology, the acoustic signal method can collect data
without affecting the installation of the sensor and has the advantages of low consumption
cost and easy layout while acquiring equipment fault signals. Adam Glowacz [7] analyzed
the fault acoustic signal of a single-phase asynchronous motor and developed and imple-
mented a method of acoustic signal feature extraction, with the fault diagnosis of the motor
bearing finally realized through the KNN classifier. Yao et al. [8] proposed a novel fault
diagnosis algorithm for planetary gearboxes based on acoustic signals, and the proposed
comprehensive characteristic parameters can significantly improve the accuracy of fault
diagnosis compared to single characteristic parameters. Wail M. Adaileh [9] proposed
an experimental study on the detection of engine faults using acoustic signals through
analysis of the domain parameters, such as RMS amplitude, peak amplitude, and energy
for condition monitoring, and fault diagnosis of internal combustion engines.

In terms of data preprocessing and feature extraction, because of the rapid devel-
opment of deep networks in recent years, their powerful deep self-learning capabilities
have been widely used. More and more studies use raw 1D fault signals or simple 2D
time–frequency transformed images as training samples. Gao et al. [10] used the continu-
ous wavelet transform (CWT) of complex Morlet wavelets to obtain the time–frequency
characteristics of the vibration signal through joint time–frequency analysis and obtained
the input of the deep network through normalization. Wang et al. [11] used short-time
Fourier transform (STFT) to transform the raw vibration signal of the device to obtain
the corresponding time–frequency map. The features of the time–frequency map are then
adaptively extracted using a convolutional neural network (CNN). Gu et al. [12] proposed
a hybrid fault diagnosis method for rolling bearings based on CWT and CNN, which is
suitable for small sample diagnosis. Zhang et al. [13] used STFT transform theory to obtain
input images, introduced a scaled exponential linear unit (SELU) function in the network
to avoid excessive ‘dead’ nodes during training, and used hierarchical regularization to
obtain better training results. Although the diagnosis method of time–frequency images
combined with a deep network has obtained good diagnosis results, the single signal time–
frequency conversion cannot effectively highlight the fault characteristics of the sample.
In this regard, some scholars have introduced the theory of threshold segmentation in
image preprocessing, trying to highlight the edge factors of different key components
in image samples. Threshold segmentation is a method of processing an image into a
high-contrast, easy-to-recognize image with a suitable pixel value as a boundary. Therefore,
it can effectively distinguish the target interest boundary in time–frequency image samples.
Rakoth Kandan Sambandam et al. [14] combined the dragonfly optimization algorithm and
the threshold segmentation algorithm to obtain the global optimal solution of segmentation
by effectively exploring the solution space. Shan et al. [15] segmented massive infrared
images based on chroma-saturated luminance space to distinguish defective device images
and extracted defective device regions from the images. Finally, the improved residual
network is trained for fault feature learning through an online mining method. Manikanta
Prahlad Manda et al. [16] effectively calculated the threshold for image segmentation based
on the concept of one-dimensional histogram approximation, and finally verified the excel-
lent performance of the method on various infrared images. The above research results
show that the threshold segmentation algorithm can effectively improve the boundaries of
different components in image samples, thereby improving the accuracy of classification.

In the classification stage of fault diagnosis, in recent years, fault diagnosis algorithms
based on deep learning have shown they can adaptively learn and mine the deep-level
features of data and achieve better diagnosis results than traditional feature engineer-
ing [17,18]. However, most of the deep learning diagnosis algorithms currently assume
that the training data and the test data have the same probability distribution, which is
often untenable in the actual industrial environment where the operating environment is
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changeable and the working conditions are complex. For example, changes in operating
conditions, such as equipment speed, load, normal aging, and deepening damage to faulty
parts, will lead to real-time changes in the distribution of data. At this point, when a new
data stream is entered, the diagnostic accuracy of the model trained on the historical data
will decrease. In recent years, the concept of transfer learning has been put forward to solve
the above-mentioned limitations in the fault diagnosis of industrial equipment and has
been widely used. The basic problem is how to solve new fields (target domain). Obviously,
a certain similarity between the source domain and the target domain is a major premise
of transfer learning. Therefore, the main work of transfer learning is to reduce the feature
difference between the data in the source domain and the target domain and improve
the transferability between the data so as to achieve the purpose of knowledge transfer
and reduce the amount of data participation in the target domain [19–21]. In addition,
transfer learning takes full advantage of deep learning in expressing high-dimensional
abstract features of data. Deep learning methods represented by deep networks map two
sets of data with similar but different distributions into a high-dimensional shared feature
space and use transfer methods to minimize inter-domain differences when the edge distri-
bution of the data becomes clearer [22]. Among them, domain adaptation, as one of the
subdomains of transfer learning, mainly solves the problem of knowledge transfer between
two domains with the same feature space and label space (isomorphic domain) through
distance measurement. The metrics for distance measurement include maximum mean
difference (MMD), KL divergence, and Wasserstein distance, among others. Yang et al. [23]
used conditional domain adversarial (CDA) domain adaptive networks and joint maxi-
mum mean deviation standard (JMMD) to align the source and target domains, effectively
realizing cross-domain diagnosis under different operating conditions. Xiao et al. [24]
used convolutional neural networks to extract multi-level features of the device’s original
vibration signal. Further, the maximum mean difference (MMD) can be added during
the training of the network to impose constraints on the parameters of the CNN, thereby
reducing the distribution differences in the characteristics of the source and target domain
data. Zhu et al. [25] used the Kuhn–Munkres algorithm to improve the calculation process
of the Wasserstein distance, which can better learn transferable features between labeled
and un-labeled signals from different forms of devices. Finally, the effectiveness of the
proposed method is verified under different mechanical parts and transmission scenarios.
The above research shows that transfer methods, such as domain adaptation based on the
distance metric method, can effectively reduce the feature difference between the source
domain and the target domain and realize the knowledge transfer between the same or
similar types of devices, which solves the above-mentioned key constraint of constant
data distribution in practical industrial environments. However, in practice, the data in
different domains not only have significant differences in marginal distributions, but also in
conditional distributions. By aligning the marginal distribution of data in different domains,
the invariant eigenvectors of the domain can be learned. However, if the differences in
conditional distribution between different domain data are not taken into account, the
optimal cross-domain classification hyperplane will be difficult to obtain. In response,
Wang et al. [26] built a subdomain adaptive transfer learning network by stacking two
convolutional building blocks to extract transferable features from raw data. Pseudo-label
learning is then modified and the target subdomain of each class is constructed, which
reduces the marginal and conditional distribution deviations and improves the classifica-
tion performance and generalization of the network. Tian et al. [27] used a multi-branch
network structure to respectively match the feature space distribution of each source do-
main and target domain in order to align the subdomain distributions in the same category
of different domains and diagnose the device status. Wang et al. [28] proposed a joint
subdomain adaptive network (JSAN) that reduces the difference between two domains
by jointly local maximum mean disparity, improving the diagnostic accuracy. The above
study shows that the conditional distribution difference between subdomains is also an
important factor to be considered in domain adaptive diagnosis.

64



Processes 2023, 11, 556

Inspired by the above research, we propose a gearbox acoustic signal fault diagnosis
algorithm based on adaptive multi-threshold segmentation and subdomain adaptation to
solve the problem of cross-domain adaptive fault diagnosis under the condition of variable
gearbox speed. The main innovations in this article are as follows:

(1) Signal monitoring using acoustic sensors makes it easier to collect fault signals
from gearbox equipment without contact.

(2) The combination of a gray wolf optimization algorithm (GWO) and symmet-
ric cross entropy (SCE) can realize the adaptive multi-threshold segmentation of CWT
time–frequency map samples of the gearbox, thereby enhancing the boundary of target
fault characteristics.

(3) We design a subdomain adaptive network model based on a CNN structure and
add the local maximum mean discrepancy (LMMD) metric criterion to the fully connected
layer parameter space in the deep network. At the same time, the differences in the
data distribution of sub-categories within the domain are considered before the difference
is eliminated.

Finally, we verify the effectiveness and superiority of the method with the dataset
from the gearbox variable speed experiment. The rest of the paper is organized as follows:
Section 2 introduces the relevant theories in detail. Section 3 discusses the proposed fault
diagnosis model and diagnosis process. Section 4 provides the process of preparing gearbox
fault data, and the results of the fault diagnosis experiment are analyzed and discussed.
Finally, the conclusions of this paper are elaborated in Section 5.

2. Methodology
2.1. Transfer Learning

Transfer learning is a new type of deep learning whose goal is to extract similar
components (transfer components) between different but related domains so as to transfer
knowledge from one domain to another. Among them, the original data domain and the tar-
get interest domain are called the source domain and the target domain, respectively [29,30].
To facilitate the description, the concepts of domain and task are first introduced. A domain
Ω consists of two parts, a d-dimensional feature space χ and a marginal probability distri-
bution P(X), where X is a set of n samples, and each sample corresponds to a feature vector
in the space χ, that is X = {x1, x2, · · · , xn} ⊂ χ. Therefore, a domain can be represented
by Ω = {χ, P(X)}. Further introduce the concept of tasks, a task
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T , that is, the distribution
of the source domain and the target domain is different, transfer learning will use the tasks
and knowledge of the source domain to help improve the computational performance of
the target prediction function f (·) for the target domain data (see Figure 1) [31,32].

2.2. Subdomain Adaptation

Usually, in the transfer learning fault diagnosis of mechanical equipment, the data of
the source domain and the target domain can be the data of the same equipment under
different working conditions, or the data of the same model of different equipment. The
tasks to be solved in both domains are the same, that is, both domains have the same
fault category and classification tasks. Such transfer tasks are called domain adaptation
and they are an important branch of transfer learning (see Figure 2) [33]. This paper
intends to implement migration diagnosis under different rotational speed conditions on
the same rotating mechanical equipment, that is, the feature space dimension and fault
label space of the source domain and target domain data are the same. Most of the current
diagnosis algorithms only consider the alignment of the global marginal distribution
between the source domain and the target domain. However, the lack of distinguishing
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the conditional distributions between the same subclass of faults will lead to a decrease
in the accuracy of transfer fault diagnosis (as shown in Figure 3a). On this basis, the
concept of subdomain adaptation is further proposed, that is, when the global distribution
of the source domain data and the target domain data is roughly the same, the conditional
distribution between the subdomain fault data is further aligned [34]. This will reduce the
distribution difference of sub-type fault data under different working conditions of the
equipment, thereby improving the accuracy of fault diagnosis (as shown in Figure 3b).
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2.3. Continuous Wavelet Transform (CWT)

CWT has good localized analysis ability and multi-resolution analysis ability for
equipment fault signals and has the characteristic of window adaptation compared to time–
frequency conversion methods such as STFT. It uses a limited length wavelet base with
an attenuation effect and locates the time node at which the signal frequency component
appears via telescopic transformation and translation of the wavelet. For a series of time
series, the wavelet function can move in the time dimension and compare the window
signals at different positions one by one to obtain the wavelet coefficients. The larger
the wavelet coefficients, the better the fitting degree of the wavelet and the signal. In the
calculation, the convolution of the wavelet function and the window signal are used as
the wavelet coefficient under the window. Therefore, the length of the window and the
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length of the wavelet are the same. In the frequency domain, the length and frequency of
the wavelet are changed by stretching or compressing the length of the wavelet to realize
the wavelet coefficients at different frequencies. Correspondingly, the window length also
varies with the wavelet length. Combining the wavelet coefficients at different frequencies,
the wavelet coefficient map of the time–frequency transform is obtained. The specific
calculation process is as follows [35].
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Assuming that both the input signal x(t) and the wavelet basis function ψ(t) satisfy
x(t) ∈ L2(R), ψ(t) ∈ L2(R), and L2(R) represents a square-integrable real number space,
the continuous wavelet transform of the input signal x(t) can be expressed as [36]:

WTx(a, τ) =
1√
a

∫
x(t)·ψ( t− τ

a
)dt = 〈x(t), ψaτ(t)〉 (1)

ψaτ(t) =
1√
a

ψ(
t− τ

a
) (2)

In the formula, a and τ respectively represent the scale parameter and displacement
parameter in the wavelet transformation. Further, the displacement and scale expansion of
the wavelet base in the transformation process are represented by ψaτ(t). ψ(t) represents
the complex conjugate value of ψ(t), and the symbol 〈x, y〉 represents the inner product
operation. The frequency domain form of wavelet transform can be expressed as,

WTx(a, τ) =

√
a

2π

∫
x∗(υ)·ψ∗(a, υ)·ejυtdυ (3)

In the formula, x∗(υ) represents the Fourier transform of the signal x(t); ψ∗(a, υ)
represents the complex conjugate value of the Fourier transform of the wavelet basis
function ψ(t).

2.4. Adaptive Multi-Threshold Segmentation
2.4.1. Symmetric Cross Entropy (SCE)

Cross-entropy is used in Shannon information theory to measure the difference be-
tween two probability distributions. Suppose µ(x) and σ(x) are two distributions dis-
tributed on the probability space Ω, then the cross-entropy of µ(x) to σ(x) is defined
as [37]:

M(x) = ∑
x∈Ω

µ(x) log
µ(x)
σ(x)

(4)
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where µ refers to the correct distribution and σ refers to the approximate estimated distri-
bution. Cross entropy is used to estimate the distance difference between distributions.

However, considering that it does not have distance symmetry, Brink et al. [38] de-
veloped the concept of symmetric cross entropy (SCE). SCE essentially adds the forward
Kullback divergence and the backward Kullback divergence, which makes the cross en-
tropy symmetrical and thus allows it to become a real distance measure. The expression of
symmetric cross entropy is:

D(x) =
x

∑
i=0

hi(i ln
i

µ(x)
+ µ(x) ln

µ(x)
i

) +
L−1

∑
i=t+1

hi(i ln
i

σ(x)
+ σ(x) ln

σ(x)
i

) (5)

On this basis, image adaptive multi-threshold segmentation is carried out with SCE as
the standard. Even if Formula (5) takes the minimum value of x to be the optimal threshold,

x∗ = argmin(0 ≤ x ≤ L− 1){D(x)} (6)

Generalizing at most thresholds is performed to find a set of thresholds (x0, · · · , xn)
that minimize the entropy value.

x(1, · · · , n)∗ = argmin{D0 + D1 + · · ·+ Dn} (7)

2.4.2. Gray Wolf Optimization Algorithm (GWO)

The gray wolf optimization algorithm (GWO) is a swarm intelligence optimization
algorithm that was proposed by Mirjalili et al. from Griffith University in Australia
in 2014 [39]. The algorithm is inspired by the hunting activities of gray wolves and
has the characteristics of few parameters, strong convergence performance, and easy
implementation. In recent years, the GWO algorithm has been widely and successfully
applied in parameter optimization, image classification, and other fields. The algorithm
divides the wolves into four levels (α, β, δ, and ω) according to the hierarchy of the wolf
society, as shown in Figure 4.

Processes 2022, 10, x FOR PEER REVIEW 8 of 33 
 

 

 
Figure 4. Subdomain adaptation schematic. 

The three gray wolves closest to the prey are named α , β  and δ  in order from near 
to far, corresponding to the optimal solution, the second optimal solution and the third 
optimal solution of the fitness function respectively; the remaining gray wolves are named 
uniformly as ω , corresponding to other candidate solutions. α , β  and δ  guide ω  to 
search for prey, ω  update location around α , β  and δ . The entire hunting optimization 
process is shown in Figure 5, which mainly includes: 

(1) Surrounding the prey. The behavior of surrounding the prey can be represented 
by the following computational procedure [40]: 

( ) ( )

( 1) ( )

p

p

D C X t X t

X t X t A D

 = −


+ = −

   


   


 (8)

In the formula, D


 represents the distance between the prey and the gray wolf, A


 and 

C


 are the coefficient vectors, pX


 and X


 represent the position vector of the prey and the 
gray wolf, respectively, and t is the current number of iterations. 

(2) Attacking and searching for prey. Since the locations of the wolves in relation to 
the prey is unknown, the location update of ω  during the hunting process is guided by 
α , β  and δ . The behavior of attacking prey can be described as: 

1

2

3

D C X X

D C X X

D C X X

α α

β β

δ δ

 = −

 = −

 = −

   


   


   


 (9)

In the formula, Dα


, Dβ


, Dδ


 represent the distances from ω  to α , β  and δ  respec-

tively, C


 is a random number with a value of [0, 1], Dα


, Dβ


, Dα


 and Dδ


 represent the 

current location of α , β , δ and ω : 

1 1

2 2

3 3

( ) ( )

( ) ( )

( ) ( )

X X t A D

X X t A D

X X t A D

α α

β β

δ δ

 = −
 = −


= −

   


   


   


 (10)

1 2 3( 1)
3

X X XX t + +
+ =

  
(11)

Figure 4. Subdomain adaptation schematic.

The three gray wolves closest to the prey are named α, β and δ in order from near
to far, corresponding to the optimal solution, the second optimal solution and the third
optimal solution of the fitness function respectively; the remaining gray wolves are named
uniformly as ω, corresponding to other candidate solutions. α, β and δ guide ω to search
for prey, ω update location around α, β and δ. The entire hunting optimization process is
shown in Figure 5, which mainly includes:
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(1) Surrounding the prey. The behavior of surrounding the prey can be represented by
the following computational procedure [40]:
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X(t)
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→

X(t + 1) =
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Xp(t)−
→
A·
→
D

(8)

In the formula,
→
D represents the distance between the prey and the gray wolf,

→
A and

→
C are the coefficient vectors,

→
Xp and

→
X represent the position vector of the prey and the

gray wolf, respectively, and t is the current number of iterations.
(2) Attacking and searching for prey. Since the locations of the wolves in relation to

the prey is unknown, the location update of ω during the hunting process is guided by α, β
and δ. The behavior of attacking prey can be described as:
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In the formula,
→
Dα,

→
Dβ,

→
Dδ represent the distances from ω to α, β and δ respectively,

→
C

is a random number with a value of [0, 1],
→
Dα,

→
Dβ,

→
Dα and

→
Dδ represent the current location

of α, β, δ and ω: 



→
X1 =

→
Xα(t)−

→
A1·(

→
Dα)

→
X2 =

→
Xβ(t)−

→
A2·(

→
Dβ)

→
X3 =

→
Xδ(t)−

→
A3·(

→
Dδ)

(10)

→
X(t + 1) =

→
X1 +

→
X2 +

→
X3

3
(11)

ω moves to α, β and δ according to the direction and step size specified in Formula (10),
and Formula (5) represents the final position of ω. α, β and δ predict the location of the
prey, ω randomly update the location around the prey. When the prey stops moving, the
gray wolf completes the hunting behavior by attacking the prey.
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2.4.3. Adaptive Multi-Threshold Segmentation Based on GWO-SCE

Due to the differences between different picture samples, especially in the time–
frequency pictures with changing working conditions, it is more difficult to highlight the
fault features. Therefore, the intelligent optimization algorithm can be used to optimize
the threshold value to achieve the effect of adaptively obtaining the best threshold value.
According to the SCE threshold segmentation principle in Section 2.4.1, to obtain the final
threshold, it is necessary to find the corresponding minimum entropy value. Therefore,
choose H(x) as the optimized fitness function:

H(x) = x(1, · · · , n)∗ = argmin{D0 + D1 + · · ·+ Dn} (12)

H(x) represents the image cross entropy at different thresholds, and the optimization
goal of the algorithm is to find an optimal set of thresholds so that the corresponding H(x)
values are minimized. When the GWO algorithm iteration is over, it is considered that
H(x) gets the smallest optimization value and that the fault feature boundary in the image
has been effectively highlighted. When the threshold number changes from 1 to 4, the
corresponding optimal fitness function values are constantly getting smaller: 1.0343 × 106,
4.9 × 105, 2.54 × 105, 1.78 × 105, respectively. When the threshold number is 4, the value of
H(x) is the smallest and the segmentation effect is the best.

Further, to verify the effectiveness of the GWO-SCE adaptive multi-threshold segmen-
tation method, we take the Lena image as an example (Figure 6a) and set the number of
threshold segmentations to 1, 2, 3, and 4, respectively, with the optimization boundary
set to [0, 255] (because the pixel value of the image ranges from 0 to 255). The number of
wolves is set to 50, and the maximum number of iterations is set to 100. The experimental
results are shown in Figure 6b–e.

It can be concluded from the experimental results in Figure 6 that the algorithm
quickly achieved convergence and reached the minimum value of the fitness function at
the 100th iteration, which indicates that the GWO-SCE algorithm has effective optimization
ability. When the threshold number changes from 1 to 4, the corresponding optimal
fitness function values are constantly getting smaller: 1.0343 × 106, 4.9 × 105, 2.54 × 105,
1.78 × 105, respectively. According to the entropy value theorem, the smaller the entropy
value, the more information the image contains. Therefore, after optimization, the key
information and features in the image are effectively highlighted and segmented, which is
very useful for the learning and application of transferable features of image samples using
deep networks.

2.5. Convolutional Neural Network (CNN)

The convolutional neural network is a unique neural network structure that was
discovered when the neurons for local perception and direction selection were studied
in the brains of cats. It is also a commonly used network in deep learning. It has strong
feature learning ability, can effectively avoid the loss of local information, and performs
well in the field of image classification. Its basic structure consists of an input layer, a
convolutional layer, a pooling layer, a fully connected layer, and an output layer, as shown
in Figure 7 [41,42].

Among them, the calculation formula of the convolutional layer is:

yj
z = f ( ∑

x∈X
yj−1

x ·K j
xz + bl

z) (13)

where X represents the input image set, z represents the z-th output image, j represents
the number of layers of the neural network, yj−1

x represents the input of the j-th layer, yj
z

represents the output of the j-th layer, K j
xz represents the convolution kernel, bl

z represents
the bias, f (·) represents the activation function.
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In the pooling layer, the max pooling function or the average pooling function is used
for feature mapping, thereby reducing the dimension of the feature map and the amount
of training calculations; however, this does not change the number of feature maps. The
calculation formula of the pooling layer is:

yk = f (wkdown(ymn) + bk) (14)

72



Processes 2023, 11, 556

where yk represents the k-th output image, ymn represents the feature map with output size
m× n, wk represents the weight connection coefficient, bk represents the bias, and down (·)
represents the pooling function.

In a deep network, being fully connected means that neurons in each layer establish a
weighted relationship with neurons in the previous layer.

The number of input images for the fully connected layer is l and the size is m× n.
First, the input l image matrices are expanded in columns and then connected end to

end according to the output order of the previous layer. Thus, it is spliced into l ×m× n,
a one-dimensional feature column vector that is finally mapped to the corresponding
category of the output layer. The mapping expression between the fully connected layer
and the output layer is:

yg = f (wgx + bg) (15)

where yg represents the g-th value of the output layer, x represents the feature vector, wg
represents the weight connection coefficient (weight value), bg represents the bias, and the
activation function is generally the Softmax function. Finally, the output of the fully con-
nected layer is divided into corresponding categories through the Softmax function [43,44].

2.6. Maximum Mean Difference (MMD)

The maximum difference in means is based on a nuclear two-sample test that rejects
or accepts the null hypothesis p = q for the observed sample, which is defined as a
nonparametric distance measure in the reproducing kernel Hilbert space (RKHS) that
measures the difference in the distributions of two datasets. In recent years, MMD has
been widely used in the field of domain adaptation to perform cross-domain adaptation of
features through minimization of the MMD distance between the source domain ΩS and
target domain ΩT . The square of the MMD distance between the source dataset and target
domain dataset is defined as [45,46]:
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where H is the RKHS and φ : ΩS , ΩT → H and K(·, ·) are Gaussian kernel functions.

K(Ωs, ΩT) = exp(−‖Ωs −ΩT‖/2δ2) (17)

In the formula, δ is the bandwidth of the kernel function, which can take multiple
different values to calculate the MMD and superimpose its calculation results to form the
so-called multi-core MMD.

3. CNN-Based Subdomain Adaptive Fault Diagnosis

Aiming at the inconsistency of characteristic distribution of fault state signal data
collected under the different operating conditions of gearboxes, a subdomain adaptive
depth transfer diagnosis method is proposed. The method mainly consists of two parts:
transfer fault feature extraction and subdomain adaptation. Self-designed CNNs can be
used to extract common features of samples; the subdomain adaptation uses the adaptive
layer to learn the transfer knowledge, uses the local maximum mean discrepancy (LMMD)
metric for conditional distribution difference calculation, and aligns the subdomains to
achieve gearbox transfer learning for different operating conditions.

3.1. Subdomain Adaptive Deep Network Model

Based on quantitative research on feature transferability in deep convolutional net-
works, the general feature extraction layer mainly extracts the general features of the source
domain data and the target domain data, and the difference between the two domains is
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mainly reflected in the fully connected layer (adaptive layer). Based on this theory, the
subdomain adaptive network model proposed in this paper is shown in Figure 8. The
number of layers and the network parameter settings are shown in Table 1.
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Table 1. Subdomain adaptive network structure and parameter settings.

Layers Tied Parameters Activation Functions Output Size

Input / / 224× 224× 1
Conv1 Kernels: 3× 3× 16, Bias: 16× 1 ReLU 222× 222× 16
Pool1 S: 2× 2 / 111× 111× 16
Conv1 Kernels: 3× 3× 32, Bias: 32× 1 ReLU 109× 109× 32
Pool2 S: 2× 2 / 55× 55× 32
Conv1 Kernels: 3× 3× 64, Bias: 64× 1 ReLU 53× 53× 64
Pool3 S: 2× 2 / 27× 27× 64

Flatten / / 729× 64
FC1 Weights: 7× 1, Bias: 512× 1 ReLU 512× 1
FC2 Weights: 512× 128, Bias: 128× 1 ReLU 128× 1

FC3/Classification Weights: 128× 7, Bias: 7× 1 Softmax 7× 1

After the CWT time–frequency map samples of different speeds are put into the
network, the convolutional layer extracts and learns the general features of the image.
Further, the first layer of the fully connected network is set as the adaptive layer, and the
LMMD metric is used for subdomain adaptation. Finally, a Softmax classifier performs fault
diagnosis on the target domain’s work–case dataset. The objective function f optimized
during training is:

F = min
f

1
ns

ns

∑
i=1

J( f (Xs
i ), Ys

i ) + λµ∑
l∈L

∧
dl(p, q) (18)

In the formula, J(·, ·) is the cross entropy loss function,
∧
dl(·, ·) is the subdomain

adaptation function, and the total number of adaptive layers is denoted by L. In this
paper, the LMMD metric is added to the first fully connected layer, thus L = 1. As a
nonparametric distance estimation between two distributions, MMD is mainly used to
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measure the difference between the source domain distribution and the target domain
distribution; for the subdomain adaptation problem, LMMD needs to be introduced:

∧
dH(p, q) =

1
C

C

∑
c=1
‖∑ ωsc

i φ(Xs
i )−∑ ωtc

j φ(Xt
j)‖

2
H

(19)

In the formula, ωsc
i and ωtc

j are the weights of Xs
i and Xt

j belonging to the c-th class,
respectively, which can be expressed as:

ωc
i =

yic

∑(Xj ,Yj)∈D yjc
(20)

In the formula, yic is the c-th label of the input vector Yi. Further, the ground-truth
labels are used to calculate the weights of samples in the source domain. For the samples
in the target domain, the deep neural network uses the learned probability distribution to
represent the probability that the sample is recognized as a certain category. The weights
of the target domain are therefore calculated using the predicted labels of the network. In
implementing the adaptation process of deep network layers, the activation factor ul needs
to be known. Given domains subject to probability distributions p and q, respectively, the

network will generate activations for
{

u
sl

i

}ns

i=1
and

{
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tl

j

}nt

j=1
in the adaptive layer. Therefore,

the subdomain adaptation function is:

∧
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(21)

In the formula, ul is the activation factor of the l-th layer (l ∈ L = {1, 2, · · · , |L|}). In
the network training process, the objective function that needs to be finally optimized is:

F = min
f
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(22)

3.2. Fault Diagnosis Algorithm Flow

The complete adaptive diagnosis algorithm flow from this paper is shown in Figure 9.
(1) Carry out the fault preset experiment and perform acoustic signal acquisition

under the variable speed conditions of the gearbox while preprocessing the data to obtain
digital samples.

(2) Perform CWT conversion on the signal to obtain two-dimensional time–frequency
image samples.

(3) Adaptive multi-threshold segmentation is performed on the image samples to
obtain the source domain sample and target domain sample required for the input of the
network model.

(4) The source domain sample and target domain sample are entered into the subdo-
main adaptive network model for training and diagnosis, and the diagnosis results of the
gear box target’s working condition data are obtained.
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4. Case Study
4.1. Data Preparation

In this paper, the gear and bearing fault preset experiments are carried out with the
help of a mechanical fault comprehensive simulation test bench. The experimental object is
a secondary spur gearbox (as shown in Figure 10), and the collected acoustic signal data
are used as the follow-up analysis object. The composition of the test bench includes power
and control parts, a bearing fault simulation part, a gearbox fault simulation part, and a
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data acquisition part. This paper mainly conducts the pre-fault experiment on the gearbox
part of the test bench. This part is mainly composed of a secondary reduction spur gear
box (which can realize the preset faults of gears, bearings, and composite cases), magnetic
powder brakes (providing loads), and magnetic powder brake controllers (controlling
load changes).
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Figure 10. Comprehensive fault simulation test bench.

The perspective view and internal structure diagram of the secondary reduction spur
gear box are shown in Figure 11a,b. The number of teeth on the gears, from high-speed to
low-speed shafts, are: 41, 79, 36, and 90, respectively. The preset faulty gear is gear 3, and
the faulty bearing is located at the ER-16K bearing at the end cap in Figure 11b. The size
parameters are shown in Table 2. Figure 11c shows the sound pressure sensor used in the
experiment; the sensor is a YSV5001 high-precision ICP sound pressure sensor, which is
mainly composed of an electret head and an ICP preamplifier, and its related performance
indicators are shown in Table 3. These indicators meet the requirements of IEC61672 and
GB/T3661 primary indicators. Figure 11d shows the process of acoustic signal acquisition,
and the part marked in red in the figure is the sound pressure sensor.
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Table 2. Structural parameters of the ER-16K bearing.

Number of Rolling Elements Rolling Body Diameter/inch Pitch Diameter/Inch Contact Angle/◦

8 0.3125 1.516 0

Table 3. Related technical indexes of the sound pressure sensor.

Indicator Model Pole Size/mm Polar Head
Range/dB

Output
Impedance/GΩ

Power
Supply/mA

Frequency
Response/Hz

Type YSV5001 12.7 20~146 <110 2~20 20~20 K

During the experiment, motor speed was controlled by the motor inverter controller
or the MotorControl motor control software. MotorControl can change the motor speed
by controlling the motor frequency conversion controller to realize the constant speed
and continuous variable speed of the motor. The data acquisition system consists of a
sound pressure sensor and VQ-USB4/LF data acquisition board. The board consists of the
data acquisition board itself and VibraQuest Pro signal analysis software. VibraQuest Pro
is a versatile data acquisition and condition detection system that records signal data in
real-time from data acquisition boards. Figure 12 shows the signal acquisition system and
software used in the experiment.
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In the preset fault experiment in this paper, the fault types for gear settings include
a missing tooth fault, broken tooth fault, and wear fault. The failure types for bearing
settings include an inner ring failure, outer ring failure, and single ball failure. The fault is
processed by pre-processing a deep groove with a width of 0.5 mm on the bearing outer
ring, inner ring, and ball body. The relevant components corresponding to the six fault
conditions are shown in Figure 13. Table 4 details the relevant information of the seven
states of the gearbox under a single working condition.
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Table 4. Gear and bearing fault status types.

Fault Code Fault Type

F1 Missing gear
F2 Broken gear
F3 Uniform worn gear
F4 Bearing inner fault
F5 Bearing outer fault
F6 Bearing rolling ball fault
F7 Health

In the experiment, the combined working conditions of different rotational speeds
are set, and the acoustic signals of the normal state and the six fault states of the gearbox
with different working conditions are collected respectively. In each experiment, the signal
acquisition time was 48 s and the procedure was repeated 10 times. The design of the
combined working conditions of different loads and speeds is shown in Table 4. A total
of 5000 sampling points were used as a vibration sequence sample and 120 samples were
taken for each set of fault data. Further, according to the working condition design in
Table 5, we created six transfer learning tasks, namely A→ B , A→ C , A→ D , B→ C ,
B→ D , C → D . The transfer task A→ B indicates that the data of working condition A
are the source domain, and the data of working condition B are the target domain.
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Table 5. Design of the experimental conditions.

Condition Code Rotating Speed/rpm Load Current/N·m Number of Source
Domain Samples

Number of Target
Domain Samples

A 1200 (constant) 5 120 120
B 1500 (constant) 5 120 120
C 1800 (constant) 5 120 120
D 1200~1800 (even speed change) 5 120 120

Further, we use CWT to convert the one-dimensional acoustic signal into a m ∗ n ∗ 3—
dimensional RGB color time–frequency map with three channels (m and n are the length
and width of the image, respectively, and three represents the number of primary color
channels). To reduce the amount of computation, the RGB images are converted into
m ∗ n—dimensional grayscale images. The adaptive multi-threshold segmentation method
from Section 2.4 is used to perform adaptive threshold segmentation on the gray image
samples. The specific processing process is shown in Figure 14. Due to limited article space,
only the sample preparation process for the F5 fault signals under condition A (1200 rpm
and 5 Nm) is listed here. The results of the experiments at different thresholds are shown
in Figure 15.
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Figure 15. Adaptive multi-threshold segmentation results of the F5 CWT image: (a) F5 CWT image;
(b) single threshold segmentation and GWO iteration results; (c) two threshold segmentations and
GWO iteration results; (d) three threshold segmentations and GWO iteration results; (e) four threshold
segmentations and GWO iteration results.
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From the experiment results in Figure 15, it can be seen that compared to the original
CWT time–frequency map, the boundary of the image feature components after threshold
segmentation is well highlighted, and with the increase in threshold number, the types and
levels of components are also clearer. The corresponding fitness function values become
smaller, with values of 7.907 × 106, 4.49 × 106, 2.75 × 106, 1.88 × 106, respectively. That is,
when the threshold number is four, the cross entropy of the image reaches the minimum
value and the fault classification feature information contained in the image is the greatest.
In addition, after the threshold number exceeds five, the calculation amount and calculation
time of sample processing become longer. Therefore, combined with the diagnostic effect
and timeliness, the number of threshold segments is selected as four.

Further, the threshold segmentation results of the seven types of fault signal are shown
in Figure 16. Due to limited article space, we have only listed the processing results of case
A (1200 rpm and 5 Nm). Finally, 120 grayscale samples were obtained from the data of each
fault type under the four speed conditions.

Processes 2022, 10, x FOR PEER REVIEW 23 of 33 
 

 

From the experiment results in Figure 15, it can be seen that compared to the original 
CWT time–frequency map, the boundary of the image feature components after threshold 
segmentation is well highlighted, and with the increase in threshold number, the types 
and levels of components are also clearer. The corresponding fitness function values be-
come smaller, with values of 7.907 × 106, 4.49 × 106, 2.75 × 106, 1.88 × 106, respectively. That 
is, when the threshold number is four, the cross entropy of the image reaches the mini-
mum value and the fault classification feature information contained in the image is the 
greatest. In addition, after the threshold number exceeds five, the calculation amount and 
calculation time of sample processing become longer. Therefore, combined with the diag-
nostic effect and timeliness, the number of threshold segments is selected as four. 

Further, the threshold segmentation results of the seven types of fault signal are 
shown in Figure 16. Due to limited article space, we have only listed the processing results 
of case A (1200 rpm and 5 Nm). Finally, 120 grayscale samples were obtained from the 
data of each fault type under the four speed conditions. 

 
Figure 16. Threshold segmentation processing results for different types of fault signals under case 
A: (a) F1 fault; (b) F2 fault; (c) F3 fault; (d) F4 fault; (e) F5 fault; (f) F6 fault; and (g) F7 fault. 

4.2. Experimental Results 
he source domain samples and target domain samples are entered into the subdo-

main adaptive network for training, and the parameter settings of the network during the 
training process are shown in Table 6. The average value of 10 fault diagnosis results is 
shown in Table 7. Figure 17 shows the network training and loss function curves for dif-
ferent transfer tasks. 

Table 6. Network hyperparameter settings. 

Parameter Value 
Batch size 42 
Learn rate 1 × 105 

Weight decay 0.9 
  

Figure 16. Threshold segmentation processing results for different types of fault signals under case
A: (a) F1 fault; (b) F2 fault; (c) F3 fault; (d) F4 fault; (e) F5 fault; (f) F6 fault; and (g) F7 fault.

4.2. Experimental Results

The source domain samples and target domain samples are entered into the subdomain
adaptive network for training, and the parameter settings of the network during the training
process are shown in Table 6. The average value of 10 fault diagnosis results is shown
in Table 7. Figure 17 shows the network training and loss function curves for different
transfer tasks.

Table 6. Network hyperparameter settings.

Parameter Value

Batch size 42
Learn rate 1 × 105

Weight decay 0.9

From the above experimental results, in different transfer tasks, the proposed sub-
domain diagnosis fault algorithm can obtain high diagnosis accuracy, and the average
diagnosis accuracy of the target domain reaches more than 99.84%. This shows that the
characteristic knowledge between fault data under different rotational speed conditions
has been transferred well, which proves the superiority of the algorithm in this paper. To
further verify the fault features learned from the deep parameter space of the network,
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the effectiveness of cross-domain feature learning for subdomain adaptation was assessed.
Using t-distributed stochastic neighbor embedding (t-SNE), the visualization is performed
by mapping high-level feature representations from raw feature space to 2D space [47]. The
visualized results are shown in Figure 18.

Table 7. Fault diagnosis results.

Transfer Task Source Domain Training
Accuracy/%

Target Domain Test
Accuracy/%

A→ B 99.81 99.96
A→ C 99.90 99.92
A→ D 99.79 99.89
B→ C 99.88 99.92
B→ D 99.92 99.95
C → D 99.75 99.84
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Figure 17. Network training and loss function curves under different transfer tasks: (a)transfer task
A→ B ; (b) transfer task A→ C ; (c) transfer task A→ D ; (d) transfer task B→ C ; (e) transfer task
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The left column of Figure 18 illustrates that, without subdomain adaptive training,
different types of data in the source domain are better classified but data obfuscation occurs
in the target domain. The data distribution difference between the source domain and the
target domain has not been effectively adapted to the domain, indicating that the knowledge
of fault features is not transferred between domains. This resulted in a large number of
diagnostic misjudgments. Observing the column on the right side of Figure 18 leads to the
conclusion that, after the data is adaptively trained on subdomains, the fault features of
the source and target domains are projected to the same region after deep learning and
transfer. It can be observed that not only are the classification characteristics of the source
domain data well distinguished, but the classification characteristics of the target domain
are also consistent with the distribution of the source domain, a high-precision distinction.
Therefore, the accuracy and effect of fault diagnosis have been greatly improved.
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4.3. Small Sample Performance Analysis

To verify the diagnosis effect of the proposed fault diagnosis algorithm under the small
sample diagnosis condition, the sample sizes for the source domain and target domain data
in the transfer task were set to 40, 60, 80, 100, and 120, respectively. The average of ten
experimental results is shown in Table 8 and Figure 19.

From the experimental results in Figure 19, it can be clearly concluded that the pro-
posed fault diagnosis algorithm does not experience a large decline in diagnostic accuracy
when the sample size drops sharply. On the contrary, because of the powerful feature
learning ability of the deep network and the adaptive component training in the fully
connected layer, the effective features in the sample can be learned and applied, and the
failure accuracy rate can be maintained above 59%. At the same time, the fluctuation of
diagnostic accuracy indicates that, in fault diagnosis based on deep networks, the accuracy
of fault diagnosis can be improved by increasing the sample size.

4.4. Method Performance Comparison Analysis

To further verify the effectiveness of the diagnostic algorithm proposed in this paper,
other diagnostic models are used for comparative analysis. Model 1 is the traditional
machine learning classifier support vector machine (SVM, G1) [48]. Model 2 is the network
model used in this paper but the samples are not segmented by a GWO-SCE adaptive multi-
threshold, and only the CWT time–frequency transform (G2) is performed [49]. Model 3
replaces the domain distance measurement criterion with MMD (G3) [25]. Model 4 replaces
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the domain distance measurement criterion with the Wasserstein metric (G4) [50]. Model
5 is a domain adversarial neural network (DANN) that employs a domain discriminator
to adversarially train the model to learn domain-invariant features (G5) across source
and target domains. The method in this paper is denoted by G6. The average of ten
experimental results is shown in Table 9 and Figure 20, where the training sample size
was 120.

Table 8. Diagnostic performance of the algorithm with different sample sizes.

Transfer Task Sample Size Target Domain Test Accuracy/%

A→ B

120 99.96
100 92.29
80 82.19
60 80.36
40 73.35

A→ C

120 99.92
100 94.62
80 89.54
60 76.35
40 71.62

A→ D

120 99.89
100 96.33
80 84.66
60 76.95
40 69.18

B→ C

120 99.92
100 89.55
80 85.49
60 65.95
40 59.54

B→ D

120 99.95
100 91.44
80 85.85
60 74.55
40 72.62

C → D

120 99.84
100 92.62
80 86.29
60 76.55
40 63.54
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Table 9. Diagnostic performance under different diagnostic methods.

Transfer Task Method Target Domain Test Accuracy/%

A→ B

G1 52.97
G2 86.97
G3 90.56
G4 91.09
G5 94.22
G6 99.96

A→ C

G1 51.57
G2 85.11
G3 91.92
G4 91.93
G5 95.64
G6 99.92

A→ D

G1 50.68
G2 87.55
G3 91.94
G4 90.32
G5 95.01
G6 99.89

B→ C

G1 52.82
G2 87.80
G3 91.87
G4 90.97
G5 96.31
G6 99.92

B→ D

G1 50.62
G2 87.04
G3 91.60
G4 90.28
G5 94.52
G6 99.95

C → D

G1 53.12
G2 84.27
G3 90.84
G4 91.83
G5 93.85
G6 99.84
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The following conclusions can be drawn from the above experimental results: (1) As a
machine learning method, SVM cannot learn the deep-level features of image samples and
cannot maintain high diagnostic accuracy when the data distribution of samples changes.
(2) The CWT time–frequency map without threshold segmentation is used in the training
process of the G2 model, and the diagnosis result is lower than that of the G6 model.
This shows that GWO-SCE adaptive multi-threshold segmentation can better highlight
the fault feature boundary of image samples, which can greatly improve the accuracy
of fault diagnosis. (3) The MMD and Wasserstein metric criteria are used in the G3 and
G4 models, respectively, and the conditional distribution between sub-type faults in the
field is not considered, thus the diagnostic accuracy is lower than that of the G6 model.
(4) The domain adversarial training of the G5 model also only considers the reduction
of inter-domain differences, while ignoring the elimination of intra-domain differences.
Therefore, the fault diagnosis effect of the G5 model is also weaker than that of the G6
model. In summary, the fault diagnosis algorithm proposed in this paper has outstanding
effectiveness and superiority in the face of fault diagnosis problems under cross-domain
variable working conditions.

5. Conclusions

The role of fault diagnosis theory in the health management of equipment is increasing.
Aiming at the cross-domain fault diagnosis of gearboxes under variable speed conditions,
this paper proposes a fault diagnosis algorithm for gearboxes based on GWO-SCE threshold
segmentation and subdomain adaptation. Through experimental verification, the following
conclusions are drawn.

(1) This paper uses the sound pressure sensor’s advantages of no contact, easy place-
ment, and low cost to acoustically collect the fault signal of a gearbox, which effectively
solves the problems of traditional vibration acceleration sensors, such as the limitation of
contact-based installation and increasingly strict layout requirements.

(2) The adaptive multi-threshold segmentation method based on GWO-SCE can seg-
ment and highlight the effective fault components in CWT time–frequency images, which
greatly helps the deep network learn the fault feature of the samples and then transfer them.

(3) The subdomain adaptive network adds the LMMD metric in the depth parameter
space, which not only reduces the data distribution difference between the source and
target domains, but also considers the conditional distribution between sub-class fault data.
The experimental results of fault diagnosis show that the network model can complete the
cross-domain transfer diagnosis under the condition of variable gearbox speed with high
diagnostic accuracy.

As a fault diagnosis algorithm combining time–frequency analysis and a deep network,
this research method can provide theoretical support and reference for equipment health
management technology represented by fault diagnosis. In the future, seeking more
effective time–frequency analysis technology, a greater number of targeted domain distance
metrics, and network structures with stronger learning ability should be the direction of
further research.
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Abstract: Industry 5.0 presents itself as a strategy that puts the human factor at the centre of pro-
duction, where the well-being of the worker is prioritized, as well as more sustainable and resilient
production systems. For human centricity, it is necessary to empower human beings and, respec-
tively, industrial operators, to improve their individual skills and competences in collaboration or
cooperation with digital technologies. This research’s main purpose and distinguishing point are to
determine whether Industry 5.0 is truly human-oriented and how human centricity can be created
with Industry 5.0 technologies. For that, this systematic literature review article analyses and clarifies
the concepts and ideologies of Industry 5.0 and its respective technologies (Artificial Intelligence,
Robotics, Human-robot collaboration, Digitalization), as well as the strategies of human centricity,
with the aim of achieving sustainable and resilient systems, especially for the worker.

Keywords: Industry 5.0; human-centricity; human-centred; I5.0 technologies; artificial intelligence;
robotics; cyber-physical systems; digitalization

1. Introduction

The 4th industrial revolution and the concept of Industry 4.0 presented itself as a
fourth technological wave, with an overwhelming impact on digital systems [1]. Indus-
try 4.0 promotes high production efficiency and quality levels, and it is oriented toward
innovation and industrial technology development [1,2]. Furthermore, Industry 4.0 has a
techno-economic vision, i.e., for economic development through technological advances,
and, therefore, at the industrial level, innovative technologies are used to improve value
chains and cope with changing economic transformations [1]. However, although Industry
4.0 has not been fully implemented and integrated globally, companies and industries are
faced with the arrival of the 5th Industrial Revolution, which will involve autonomous
manufacturing, but with human intelligence [3,4]. When industries started their involve-
ment and adaptation to Industry 4.0, the 5th Industrial Revolution and the concept and
ideology of Industry 5.0 emerged [3]. It can thus be said that Industry 5.0 is a prolongation
and chronological extension of Industry 4.0 [1]. Industry 4.0 has limitations with regard
to industrial sustainability and workers’ well-being, as it focuses on the efficiency and
flexibility of production through digitalization and technologies [2,3].

Industry 5.0 aims to address the human challenges of Industry 4.0 as a human-centric
solution [2], placing the worker’s well-being at the centre of the production process [3].
The ideology of Industry 5.0 emerged in 2020, after discussions and sharing of ideas
in two virtual workshops, and officially in January 2021, with its formal publication in
the European Commission (EC) document [3,5]. The focus of the EC document is to
foster transformation and drive change in companies and industries to make them more
sustainable and human-centric [5,6]. Industry 5.0 is in parallel with European societal
goals, i.e., in addition to job creation and resilient development, industrial sustainability
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needs to be ensured by respecting the limits of our planet and the well-being of industrial
workers [7].

Thus, while Industry 4.0 is an approach centred on technological digitalization, Indus-
try 5.0 is an approach centred on humans through three core pillars: resilience, sustainability,
and human centricity [8]. Industry 5.0 intends to capture the value of innovative digital
technologies [8] and their human-machine interaction. Currently, the operator works along-
side and with the assistance of machines in smart industrial environments [6]. The EC, with
the introduction of Industry 5.0 within industry, aims to make workplaces more inclusive,
as well as more resilient and sustainable ways of working [8].

In this article, a systematic review was conducted to clarify and assess the concept,
ideology, and proposals of Industry 5.0. It is also intended to analyse the main concerns
and challenges of human-centricity in future industrial environments and how Industry 5.0
technologies can help and boost the operator of the future. Hence, the study started with
data analysis and relevant information on the theme. This information is divided into three
lines of investigation: the first line of research is Industry 5.0 definition, ideas, and concepts;
the second line of research is the analysis of the Technologies of Industry 5.0; and, finally,
the third line of research focuses on Human Centricity. The discussion is also performed in
stages: Industry 5.0 from an industrial perspective and in society; the centralization of the
human being with Industry 5.0 technologies; the Industry 5.0 operator; and, finally, some
challenges, limitations, and the future research agenda are raised. Thus, it is possible to
determine whether Industry 5.0 is truly human-oriented and how human centricity can be
created with Industry 5.0 technologies.

2. Materials and Methods

As Industry 5.0 and Human-centricity are hot and rising topics of the present times, in
this work, a Systematic Literature Review (SLR) was conducted to collect, verify, analyse,
and detail the available scientific data on the ideals, constructs, challenges, and limitations
of Industry 5.0 as a strategy that places the human being at the centre of productive pro-
cesses and systems. Thus, this SLR aims to establish a literature review process that allows
the identification and interpretation of recent literature on the ideologies and strategies of
Industry 5.0, with a focus directed to the centralization of the human being and especially
to the operator in the industries. To perform this systematic review article, a four-phase
flow diagram and the guidelines for Systematic Review and Meta-Analysis Statement,
commonly known as PRISMA, were applied [9,10].

2.1. Focus Questions

Industry 4.0 turned out to be more technology oriented than human being oriented,
neglecting the human factor in productive systems. Therefore, Industry 5.0 emerges as
a complement and transitional ideology from a technological Industry 4.0 to an industry
centred on the human being, where the worker’s well-being is prioritized, but maintaining
productive performance. The future perspectives for human-centricity are to empower
humans and human operators by enhancing their individual capabilities and skills, i.e.,
human factors, and to achieve the balance and fullness of human-machine collaboration, i.e.,
to improve human-robot interaction in dynamic and complex industrial systems. Therefore,
it is important to study and analyse the human-centricity strategies, introducing and
evaluating the concepts and ideologies of Industry 5.0, Human Factors, and Industry 5.0
Technologies to achieve a sustainable and resilient system, especially for the worker, which
leads to the research questions:

(1) Is Industry 5.0 truly human-centric oriented?
(2) How can we create human-centricity with Industry 5.0 technologies?

2.2. Information Sources and Data Collection Process

For this SLR article, the initial data collection and screening were processed in Novem-
ber 2022, and three electronic databases were used for the bibliographic research, namely,
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Science Direct, Scopus, and Web of Science. For the database search, pre-determined
keywords were used that are related to the principal focus of the study: Industry 5.0 and
Human-centricity. Furthermore, Boolean operators were used to carry out this SLR. As
previously stated, being a “fresh research” theme, the keywords were chosen to be com-
prehensive research and not to condition or restrict the study. Hence, potentially relevant
data and information for the investigation would not be left out. Thus, the established
search equation was ((“Industry 5.0”) AND ((“Human-centric”) OR (“Human-centered”)
OR (“Human-centred”))), and it was used in the advanced search of Science Direct and Web
of Science. After that, the syntax was adapted for the Scopus database: TITLE-ABS-KEY
((“Industry 5.0”) AND ((“Human-centric”) OR (“Human-centered”) OR (“Human-centred”)
OR (“Human centered”))). The language search was conducted in English and without any
time restriction.

2.3. Eligibility Criteria

In this review, we analysed studies that present data about the ideologies of Industry
5.0 and strategies for human-centricity, especially for the factories of the future. The authors
first conducted the preliminary selection and exclusion based on paper titles and abstracts.
The screening process was performed by three authors. The following inclusion/exclusion
criteria were employed for eligibility: only studies with full text available, published in
English, including research articles, review articles, and conference papers that present
and explore at least one of the two focus subjects of the study: Industry 5.0 and Human-
centricity. In addition to these inclusion factors, others were added, such as sustainability,
resilience, and technologies, when associated with Industry 5.0 and Human-centricity.
Articles with an exclusive focus on technological advancement without human-centricity
or articles that only suggested Industry 5.0 as a future perspective were excluded.

2.4. Principle Findings

This systematic literature search identified a total of 227 articles: 126 from Science
Direct, 60 from Scopus, and 40 from Web of Science. Of these articles, 18 were not available
for full-text reading and 52 were duplicates or triplicates, and because of that, they were
excluded. Thus, a total of 157 articles remained after the exclusion of repeated articles. In
the next phase, exclusion was performed by reading the titles and abstracts of the articles,
excluding 85 and leaving only 72 articles. The next was to analyse the eligibility of these
72 articles by full-text reading, where 15 were excluded for not meeting the purpose of the
current study. The remaining 57 articles were analysed and included in this systematic
literature review (see Figure 1).
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The first analysis performed in this review article focused on the publication dates,
location, and article type of the articles eligible and included in the study. Although no
time restriction was applied in the search, the publication dates of the articles are very
recent (from 2019 to 2023), which demonstrates the growing research on the concepts of
Industry 5.0 and Human-centricity; specifically, there were a high number of publications
in the year 2022 (Figure 2). The second analysis was to check the type of articles that
were being produced and published on this recent theme. Of the 57 articles selected to be
included in this review study, the majority are research articles, i.e., 36 articles, followed
by 14 conference papers. In this short period of time, six reviews on different topics and
aspects of Industry 5.0 have already been conducted (Figure 3).
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Another feature evaluated was the occurrence of publications by location, as repre-
sented in Figure 4. To this end, the location of the first author or the respective affiliation
was chosen for all articles included in the review to follow a homogeneous process. The
countries with the highest number of published articles were Italy and Germany, followed
by China, Sweden, and New Zealand. These are countries with a high degree of industrial
development and, therefore, with a high potential for research and innovation.

In addition to these initial analyses and evaluations, the main keywords were verified,
as well as their main relationships and interconnections. To this end, software named
VOSviewer 1.6.17 was used to generate maps from the database information. VOSviewer is
a free and easy-to-use program that is designed to construct and visualize bibliometric maps.
This software can be applied in two ways: (1) to construct author or journal maps based on
co-citation data or (2) to construct keyword maps based on co-occurrence data. VOSviewer
allows bibliometric maps to be examined in detail through various functionalities, such as
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zooming, scrolling, and searching [11]. In the case of this review article, a VOSviewer Map
was created through the occurrence of the keywords. The software analysed the articles
included and eligible for the study and created a map with the keywords that have a higher
occurrence (Figure 5).

Processes 2023, 11, x FOR PEER REVIEW 5 of 16 
 

 

 
Figure 3. Type of articles. 

Another feature evaluated was the occurrence of publications by location, as repre-
sented in Figure 4. To this end, the location of the first author or the respective affiliation 
was chosen for all articles included in the review to follow a homogeneous process. The 
countries with the highest number of published articles were Italy and Germany, followed 
by China, Sweden, and New Zealand. These are countries with a high degree of industrial 
development and, therefore, with a high potential for research and innovation. 

 
Figure 4. Graphic representation of the number of articles published by location (Country; Number 
of publications). 

In addition to these initial analyses and evaluations, the main keywords were veri-
fied, as well as their main relationships and interconnections. To this end, software named 
VOSviewer 1.6.17 was used to generate maps from the database information. VOSviewer 
is a free and easy-to-use program that is designed to construct and visualize bibliometric 

Figure 4. Graphic representation of the number of articles published by location (Country; Number
of publications).

Processes 2023, 11, x FOR PEER REVIEW 6 of 16 
 

 

maps. This software can be applied in two ways: (1) to construct author or journal maps 
based on co-citation data or (2) to construct keyword maps based on co-occurrence data. 
VOSviewer allows bibliometric maps to be examined in detail through various function-
alities, such as zooming, scrolling, and searching [11]. In the case of this review article, a 
VOSviewer Map was created through the occurrence of the keywords. The software ana-
lysed the articles included and eligible for the study and created a map with the keywords 
that have a higher occurrence (Figure 5). 

 
Figure 5. VOSviewer map of the keywords with high occurrence. 

The keywords that had high occurrence were Industry 5.0, Industry 4.0, Robotics, 
Sustainability, Resilience, Digital Transformation, and Human-centricity, which are inter-
connected and linked to another, such as human-centric manufacturing, human-robot col-
laboration, ethics, human-cyber-physical systems, society 5.0, human factors, resilient, 
among others. They are organized by six clusters, as represented in Figure 5 through dif-
ferent colours: Industry 5.0 as purple, Industry 4.0 as blue, Robotics as red, Digital trans-
formation as yellow, Sustainability as turquoise, and, finally, Human-centricity as green. 
To guide the article toward data analysis and relevant information to answer the research 
questions, the results and discussion of the theme will be divided into three lines of inves-
tigation, grouping some of these clusters. The first line of research will be Industry 5.0 
(including Industry 4.0, Human Factors, Resilient, and Sustainability); the second line of 
research will analyse the Technologies of Industry 5.0 (incorporating Digital transfor-
mation, Artificial Intelligence, Robotics, Human-robot collaboration, Digitalization); and, 
finally, the third line of research will focus on Human Centricity (including Resilience, 
Society 5.0, Human-centric manufacturing). 

3. Review of Extracted Research 
3.1. Industry 5.0—Concept, Ideology, and Proposals 

The concept of Industry 5.0 was coined by the European Commission for the need to 
integrate European priorities with respect to social and environmental issues and drive 
companies and industries to evolve and become more sustainable, resilient, and human-
centric [3,5]. Despite this concept, some research publications reveal that the concept of 
Industry 5.0 had been introduced by Michael Rada in social media in 2015, subsequently 

Figure 5. VOSviewer map of the keywords with high occurrence.

The keywords that had high occurrence were Industry 5.0, Industry 4.0, Robotics,
Sustainability, Resilience, Digital Transformation, and Human-centricity, which are inter-
connected and linked to another, such as human-centric manufacturing, human-robot
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collaboration, ethics, human-cyber-physical systems, society 5.0, human factors, resilient,
among others. They are organized by six clusters, as represented in Figure 5 through
different colours: Industry 5.0 as purple, Industry 4.0 as blue, Robotics as red, Digital
transformation as yellow, Sustainability as turquoise, and, finally, Human-centricity as
green. To guide the article toward data analysis and relevant information to answer the
research questions, the results and discussion of the theme will be divided into three lines of
investigation, grouping some of these clusters. The first line of research will be Industry 5.0
(including Industry 4.0, Human Factors, Resilient, and Sustainability); the second line of
research will analyse the Technologies of Industry 5.0 (incorporating Digital transformation,
Artificial Intelligence, Robotics, Human-robot collaboration, Digitalization); and, finally,
the third line of research will focus on Human Centricity (including Resilience, Society 5.0,
Human-centric manufacturing).

3. Review of Extracted Research
3.1. Industry 5.0—Concept, Ideology, and Proposals

The concept of Industry 5.0 was coined by the European Commission for the need to
integrate European priorities with respect to social and environmental issues and drive
companies and industries to evolve and become more sustainable, resilient, and human-
centric [3,5]. Despite this concept, some research publications reveal that the concept of
Industry 5.0 had been introduced by Michael Rada in social media in 2015, subsequently
investigated by many researchers, and, finally, legitimized by the EC in 2021, so that the
2030 goals for the European Union could be achieved [12–14]. Industry 5.0 is an ideology
of future industrial evolution aimed at using the creativity of human beings operating in
combination with efficient, intelligent, and accurate systems [15]. These changes at the
industrial level and in relation to technological innovations require rethinking the role of
industries and their positioning and role in society [3].

With the recent COVID-19 pandemic crisis, it was possible to highlight the vulnera-
bility of companies and industries to economic, technological, and social adversities. It
was then necessary to reconsider the existing working approaches and methodologies,
improving industries in terms of resistance and resilience, as well as sustainability and
human factor centricity [16,17]. Furthermore, the turning point and starting point for the
transition from Industry 4.0 to 5.0 focuses on changing the relationship between humans
and intelligent systems [18]. While Industry 4.0 was only about automating processes with
smart digital technologies with the aim of improving efficiency and optimizing industrial
processes, neglecting the human factor, Industry 5.0 focuses on the synergy and pairing of
humans and machines, where human desire and intention will prevail [19].

However, the concept of Industry 5.0 is evolving, and, therefore, there are diverse
definitions elaborated by various industry practitioners and researchers [15]. The most
consensual definition among researchers meets the one defined by the EC, whose industrial
future is dependent on the consideration and weighting of human-centred, sustainable,
and resilient production systems [18].

Focusing on sustainability, Industry 5.0 may be the first to be human-driven, which is
based on the principle of industrial recycling, i.e., the 6R’s policy: Recognize, Reconsider,
Realize, Reduce, Reuse, and Recycle, so that it is possible to prevent waste and, at the
same time, create/produce customized products with high quality [15]. However, there
is a controversy associated with the ideology of Industry 5.0, i.e., how this strategy might
contribute to sustainable development [20]. On the contrary, Industry 5.0 can be associated
with the goal of bringing humans back into factories, where human and machines are paired
and work in full collaboration in order to increase the efficiency of the production process
through human cognitive capabilities (creativity and knowledge) and interconnecting
them with the workflows of intelligent systems [15,18,19]. It is a similar perspective, in
which professionals in industries and companies, information technicians, and researchers
are required to focus and concentrate on human factors in the implementation of new
technological systems of Industry 5.0 [15,18].

97



Processes 2023, 11, 193

On the technological side, Industry 5.0 can be considered the era of the socially smart
factory, or “Social Smart Industry”, whose social business networks converge with people
for seamless communication, namely, cyber-physical production systems interconnected
with the human factor synergistically [15,18,21]. Additionally, Industry 5.0 is a human-
centric solution, with humans and technologies, such as collaborative robots, working
together hand in hand. Machines will be used for work-intensive or repetitive tasks, while
humans will oversee personalization and critical thinking [15]. Another concept defines
Industry 5.0 as a symmetric innovation that will be used for the next generation of global
governance, whose goal is to create safe outputs for production by segregating automation
systems [15].

Industry 5.0 involves again humans in global industrial environments and intends to
empower them through the incorporation of innovative technologies. The main idea of
this strategy is the convergence of several aspects of human centrality, systems resilience,
and sustainability, through industrial harmonization between machines and humans [18].
However, the ideologies and concepts of Industry 5.0 are open, evolving, and expansive,
but always based on the three fundamental pillars described above. Thus, the goal of
Industry 5.0 is to place the well-being of workers at the centre of production processes,
maintaining a balance between humans and machine systems, and aggregating the ideals
of resilience and sustainable development at ecological, economic, and social levels.

3.2. Industry 5.0 Technologies

Industry 4.0 has led to rapid technological advances and high industrial perfor-
mance [22]. In parallel, the concept of Industry 5.0 has flourished, with the intention
to integrate physical and virtual spaces through human-centricity with technology, namely,
the application of Internet of Things (IoT), robots, and augmented reality to achieve a
smart industry and society of digital innovation [23]. Interactivity between humans and
machines is considered one of the key differences between Industry 4.0 and 5.0, as when this
interaction increases, there is an empowerment of operators’ expression in how products
and services are personalized, creating synergistic relationships between technological and
social systems [22,23].

Industry 5.0 requires human beings to undergo a socio-technical evolution, i.e., a
paradigm shift in the role of the operator as the central focus of manufacturing and pro-
duction systems through intelligent strategies and approaches underpinned by advanced
information and communication technologies [22]. Industry 5.0 ideology can be applied
to cyber-physical production systems (CPPS), from their conceptualization, learning, and
integration [24], and including a human perspective [25], to data interoperability and
information sharing [26] using 5G and 6G networks [27]; automatic identification and
traceability (Auto-ID) systems [28]; Artificial Intelligence (AI)-based systems for work
assistance, organization, and supervision [29]; industrial simulation [30]; user application
of Augmented Reality systems [31,32]; and also collaborative robots or cobots to achieve
intelligent manufacturing systems [33,34].

The introduction of robotics in production systems can increase productivity, but also
increase the well-being of workers, as well as improve the health and safety conditions of
workplaces [35,36]. Robots and their human-robot collaborative environments leverage
individual and technological capabilities together, making it possible to overcome limita-
tions in the execution of awkward, repetitive, and potentially harmful tasks and operations,
improving the workplace, as well as the repeatability and reliability of processes [35]. Thus,
collaborative robots support and reduce low-value-added operations for operators, while
workers’ potential is harnessed for advanced operations and tasks that require greater
sensitivity, mental processes, rapid self-adaptation [22,35], customization, and critical
thinking [31]. In scenarios of cooperative or collaborative sharing of workspaces between
humans and robots, it is necessary to assess human factors before, during, and after the
whole human-robot interaction, so that analysis and evaluation of working conditions can
be done [31].
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A particularity of the use of robots is the development of the Digital Twin (DT), which
represents a high-fidelity, virtual, physical entity with real-time communication [30,37].
These DT systems are technological advances identified for Industry 5.0 that, together
with simulation systems, allow production optimization and, at the same time, perform
operational safety tests [38]. Moreover, although DTs are technological models focused
on connectivity and modelling of production systems [37], they can be used to combat
educational inequality by providing learning and training through tele-operability [39],
and they can be included in educational systems [38]. Interactive productive systems with
robots can also be used to create training and learning environments [40].

With the introduction of Industry 5.0 and human-centric production systems, human-
robot interactions raise questions regarding safety [41] and ethical issues [29]. Safety
requirements are higher, and, therefore, safety strategies need to be adopted to achieve
higher degrees of reliability and production flexibility through dynamic and synergistic
measures (from both human and robotic perspectives) [41]. Ethical issues concern the use
of autonomous intelligent systems, such as robots and artificial intelligence, and should
have been taken into consideration from the very beginning of the design processes of new
digital production systems [29,42].

However, companies and industries must put human beings at the centre of production
processes by developing and applying reliable technologies that provide better working
environments and improved well-being for workers [43]. Thus, it is important to retain
and apply the organizational memory of past experiences and operators so that successful
experiences can be reused [44], making it essential to understand the experience and
knowledge of operators during work operations [43].

For companies and industries to achieve the ideologies and benefits of Industry 5.0,
they would need to draw on and make use of Industry 4.0 digital technologies, such
as cyber-physical systems; big data technologies; and human-machine interaction tech-
nologies, such as artificial intelligence, digital twins, and collaborative robots [28]. The
European Commission has identified six guidelines to be considered as Industry 5.0 tech-
nologies: individualized human-machine interaction, intelligent bio-inspired technologies,
simulation and digital twins, data transmission, storage and analysis technologies, artificial
intelligence, and technologies for ecological autonomy [28].

3.3. Human-Centricity in Future Industrial Environments

Prior to digitalization and automation, human beings were responsible for ensuring
manual jobs, including repetitive and physically demanding operations. However, with
the adoption of digital technologies, humans were considered a weak point within the
industry, as they were prone to errors and defects; therefore, they were gradually replaced
by technology [45]. In contrast, the human factor is a central resource in most companies
and industries; hence, the shift to a human-centred strategy, where human needs and
interests are placed at the centre of production processes [3]. It evolves from a technology-
centred approach to a human-centred approach, where human beings will use the power
and precision of technology as a resource that can be adaptable to the needs and diversity
of industrial workers. Thus, the flexibility and creativity of operators can be preserved and
empower them to overcome the adversities and limitations imposed by technology [3,45].

Industry focused on worker well-being is prioritized and ensured by developing
technologies that create rewarding and motivating work environments that match users’
needs [46], but mainly industries with safe and inclusive work environments that focus on
workers’ physical and mental health, well-being, autonomy, privacy, and dignity [3].

Other strategies to improve operator well-being include providing a diversity of work
schedule times; job rotation; considering the demands of getting the job done and the needs
and qualifications of operators; and ergonomic workplace exposure [43]. On the contrary,
human-centeredness can be accomplished by involving all production system stakeholders
in the processes of conception, design, and innovation [46,47]; in system planning and
control processes [48]; and in product and process design [49]. The application of lean
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management tools to put humans at the centre of production processes has also been
studied [50], such as the application of human centricity in the SMED tool (H-SMED) [51].

In the future, industrial workers need to shift from technological to socio-technological
productive systems and, consequently, continue to acquire, upgrade, and retrain their
knowledge, skills, and qualifications to create better career opportunities, balance work
and personal life, and enhance job development and polarization [3,52]. In parallel with
sustainable, resilient, and human-centred transformation, the operators of the future need
to be prepared and trained, so that they can take an active role in production systems
and promote the success of the industrial digital transformation [53]. Industry 5.0 will
have a major impact on the collaboration between humans and smart technologies, as well
as on the technological and social management of future production systems; therefore,
continuous training is needed to ensure future skilled labour through the development of
multifaceted human skills and digital education [54].

4. Discussion
4.1. Industry 5.0—Industrial Perspective and in Society

To boost the development of individual well-being and sustainable economic growth,
Industry 5.0 has emerged with the aim of making production human-centric, putting the
well-being of the worker at the centre of industrial smart production processes [55,56]. The
fifth industrial revolution associated with Industry 5.0 determines the joint work between
operators and machines to increase the productivity and efficiency of companies and
industries [57]. Operationalizing and putting into practice Industry 5.0 is a future ideology,
as industries are still in the implementation phase of Industry 4.0. However, it can be said
that the two will coexist, that is, the technological development of Industry 4.0 will be made
with the ideologies of I5.0 regarding human centering.

Industry 5.0 is also characterized by high precision and low-cost mass customiza-
tion [34], introducing sustainable and resilient thinking in a digital transformation with
human-centricity and bio-economic ideals for a future society, Society 5.0 [58]. Society and
Industry 5.0 require companies and industries capable of establishing active relationships be-
tween humans and digital technologies that target workers, becoming socially automated [59].
There are numerous definitions and concepts for Industry 5.0, and their interpretation can
distinguish key points that differentiate them. Most of them focus on the socio-technological
era, while there are others that focus only on industrial transformation [18].

4.2. Human Centricity with Industry 5.0 Technologies

Human-centred production systems are a recent and controversial topic in need of
clarification and discussion. However, the concept draws on ongoing human-focused re-
search, such as Ergonomics, Operator 4.0, and Human-Robot Collaboration [56]. Industrial
production and manufacturing will move towards Industry 5.0, which will be supported by
collaborative robots [60], artificial intelligence, and cognitive computing technologies [57].
Human-Robot Interaction is a technological enabler for the transfer from digital system-
centric to operator-centric production, in a digital production environment that considers
human and robotic characteristics equally [36]. For the interaction to be beneficial and
provide advantages for production systems, it is necessary to optimize the use of available
resources, both humans and robots [36]. Another advantage of using these collaborative
systems is the reduction of stressful and repetitive operations that can expose the worker
to potential health and safety risks, without the need to invest in other expensive and
sophisticated digital equipment [35]. Augmented Reality can be used to enhance human
and robot cognitive capabilities by integrating humans into production systems in real time
and dynamically [41]. Moreover, the evaluation of the impact of Human-Robot Interaction
is difficult to elaborate and restrictive because classical tools are based on kinematic and
static aspects, omitting relevant information. Therefore, alternatives for Human-Robot
Interaction assessment have been currently studied and used through computational and
sensor systems that allow for a more complex, advanced, and dynamic analysis [31].
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To achieve social, environmental, and economic sustainability and resilience in com-
panies and industries, engineering education will have to be reviewed and redesigned to
train future engineers with technological, data, and knowledge fluency to make industries
more resilient, sustainable, and human-centric in the era of Industry 5.0 [61]. The future
workforce should have the experience and knowledge to distinguish and understand the
different production systems to make the most appropriate decisions among the different
ways of working: only human effort, only technological effort, or a collaboration between
the two. Thus, engineering education should focus on human-technology interaction, espe-
cially on the different forms of communication and collaboration with future cyber-physical
systems [61]. In addition, human-assisted learning strategies can be applied to monitor
and control automated additive manufacturing systems, as well as manufacturing error
detection systems [62,63].

4.3. Operator of Industry 5.0

The ideology of Industry 4.0 by automated and highly efficient production systems
has put workers’ welfare in the background. As a consequence, it can be said that in
Industry 4.0, the human factor is neglected. In contrast, the Industry 5.0 operator should
strategically use technology to improve the work environment’s quality. Thus, this idea
meets the centrality of the human being in production processes, where technology supports
the human being. Hence, a synergistic effect is achieved regarding the interaction of
humans and robots, where the human factor can collaborate, integrate, and deal with new
digital technologies [45]. In parallel with the introduction of Industry 5.0, the concept
of the Operator 5.0 has also emerged, representing the Operator 4.0 of the future, that
is, more resilient against the adversities encountered in digital industrial environments,
the Resilient Operator 5.0 [64]. The Operator 5.0 can be divided according to its purpose,
i.e., a self-resilient operator that has evolved in the face of its inherent weaknesses and
adversities, and an operator focused on system resilience, i.e., resilient human-machine
systems [15]. However, it is essential to understand the complexity of future industrial
production systems that are highly volatile and imply more complex and multi-faceted
decision making for the worker. Therefore, the operators of the future must be empowered
with human-centric technology and adequate education to be able to remain in control of
production and manufacturing systems [53]. As such, it becomes important to empower
workers of different ages and with different biographies, as they are the focus of human
workforce sustainability [53], especially employed ageing workers who are associated with
high-intensity work [65].

4.4. Challenges, Limitations, and Future Agenda

In relation to the research process, the limitations of this study are related to the limited
number of real industrial cases of application of concepts and ideologies of Industry 5.0.
Moreover, given the actuality, urgency, and emergency of the human centricity theme, it
would be important not to restrict the scientific data of the research exclusively to English.
Thus, as future research perspectives, it would be crucial to use publications in different
languages to provide new and valuable insights in this study. On the contrary, a challenge
for the future will be to conduct studies in laboratory settings to accelerate the research
process. However, it should be noted that these experiments may lead to results that are
out of touch with reality.

In moving towards human-centric production and manufacturing, there are several
challenges, limitations, and opportunities from social, technological, and ethical perspec-
tives. Regarding the ethical concerns, already in Industry 4.0, ethical issues were arising.
However, just as Industry 5.0 follows on from and co-exists in parallel with Industry 4.0,
ethical problems also overlap. In this case, of even greater relevance due to human central-
ization, the human being is placed in a position where ethical issues are more pertinent.
In industrial and automated environments with digital technologies, ethical, health, and
safety issues are very important, and, because of that, a hot topic for future studies exists.
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Shifting from a strategy of high industrial performance (Industry 4.0) to a strategy
of human centricity (Industry 5.0), there will have to be a balanced equilibrium between
performance, technologies (digitalization), and human well-being. Despite human lim-
itations, there is a window of opportunity for improvement and development, namely,
leveraging human-machine interactions and developing human skills and capabilities
for this new human-digital era. One of the challenges centres on acceptance and trust in
technology, as for human-centric work environments, the technologies to be used need
to be reliable, intelligent, and friendly to work with, while always maintaining privacy
boundaries. Robot-Human Interaction becomes a limitation and a challenge for the future,
as there is a need for collaborative and cooperative technologies that help the operator
and do not replace him, and that is customizable according to each operator’s individual
characteristics and skills. In addition, these systems need to be transparent, i.e., share all
the information and data they use for their functioning in performing tasks and operations
and their decision making.

On the contrary, there are opportunities that can be achieved when overcoming some
challenges imposed by the era of human centricity, such as changes in work dynamics,
both at the team level and interaction with technologies, and the capacity and acceptance
for lifelong learning, for a constant and evolutionary adaptation of human beings to
emerging technological advances. Another major limitation of conducting studies in
industrial environments is the difficulty of openness and acceptance of operators and top
management to new ideas and technologies.

As a future research agenda, it is necessary to act and create real and achievable
strategies and methodologies to put the human factor at the centre of production, without
neglecting the human factor and implementing the ideologies of Industry 5.0. It is perhaps
too early to speak of Industry 6.0 when Industry 5.0 is in its early stages of development.
It is important to note that one of the pillars of Industry 5.0, according to the European
Commission, is sustainability, which encompasses the environmental/ecological aspects
regarding the limits of our planet. However, if Industry 5.0 is human-oriented, will
Industry 6.0 be devoted to the environmental-oriented? For now, the goal of Industry 5.0 is
to place the well-being of workers at the centre of industries and companies, maintaining
a balance between human-machine systems and developing a resilient and sustainable
work environment at ecological, economic, and social levels. Figure 6 shows our vision of a
schematic representation of how the human factor, i.e., Operator 5.0, is placed in the control
of production systems, where the well-being of the workers is a high priority. Furthermore,
the centralization of the human being through the aid of digital and robotic technologies in
sustainable and resilient smart factories in the age of Industry 5.0 is represented.
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place the well-being of workers at the centre of industries and companies, maintaining a 
balance between human-machine systems and developing a resilient and sustainable 
work environment at ecological, economic, and social levels. Figure 6 shows our vision of 
a schematic representation of how the human factor, i.e., Operator 5.0, is placed in the 
control of production systems, where the well-being of the workers is a high priority. Fur-
thermore, the centralization of the human being through the aid of digital and robotic 
technologies in sustainable and resilient smart factories in the age of Industry 5.0 is repre-
sented. 

 
Figure 6. Schematic representation of the human-centricity at the control of smart factories in the 
era of Industry 5.0. Figure 6. Schematic representation of the human-centricity at the control of smart factories in the era
of Industry 5.0.
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5. Conclusions

Industry 5.0 follows Industry 4.0 with the ideology of placing the human being at
the centre of industrial production processes. Thus, the transformation will occur from
production systems oriented towards technological advance and high productivity to
production systems oriented towards the human being and high customization. As such,
the human being is no longer commanded by technology and becomes its controller, using
it to his advantage. However, the concept of Industry 5.0 is not yet fully accepted by
companies and industries, but it is driven by researchers because, nowadays, the industrial
reality faces challenges still inherent to Industry 4.0 and the digitalization era. Thus, up
to this point, the idea of the concept of Industry 5.0 is the centralization of humans in
production systems, but the studies carried out focus a lot on technological advances and
the development of technologies for this purpose. It can be concluded that there are not
many studies that prove this human centralization, but research has been done in the sense
of applying digital technologies for human benefit in industrial environments. It can be
concluded, then, that research involving the ideologies and concepts of Industry 5.0 is
human-oriented, specifically to increase the well-being, health, and safety of humans.

Moreover, it could be said that the digital technologies of Industry 4.0 will be applied
and used as Industry 5.0 technologies, only empowering and manipulating them to create
value for the human factor. With the introduction of Industry 5.0 in smart manufacturing
systems, the operator will also have to evolve into a resilient and digital operator, always
taking into consideration the existing human capital in today’s industrial reality, specifically
the ageing workforce.
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Abstract: There are some representative reports in industrial safety engineering, such as the Hazard
and Operability Analysis and Pre-Hazard Analysis; however, a large amount of industrial safety
knowledge in the report has not been fully explored. In order to reuse and release the value of
industrial safety knowledge, this paper constructs a new industrial safety knowledge extraction
framework. The framework combines the asset management shell to summarize the knowledge
concept entities of machine description language and model description language. According to the
safety report template, the framework also constructs a new industrial safety knowledge-mapping
standard structure. Specifically, firstly, considering that the knowledge structure of safety reports is
different in different processes of the process industry, this paper innovatively proposes a general
industrial safety knowledge-mapping standard structure, which provides a practical solution for the
integration of industrial knowledge representation problems in different processes. Secondly, based
on the research progress of named entities, this paper presents an industrial named entity extraction
method (INERM) for the process industry. This method designs an entity weight model to calculate
the entity weight of each sentence, and adds part-of-speech weight to improve the entity extraction
algorithm, which alleviates the problem that the existing entity extraction methods cannot reasonably
use the semantic information and context of word. Finally, we construct a triple of industrial safety
knowledge based on the rules and store it in Neo4j. In this paper, four semantic-type templates
and five semantic relation templates are constructed based on the new industrial safety knowledge
map standardization construction process of the process industry. The comparative experiments
show that the accuracy of the INERM on the test set is improved by 17 percentage points on average
compared with other key entity extraction algorithms. A total of 1329 entities are constructed in the
directional application example of the fluid transportation process, which provides a large number of
references for the safety of the fluid transportation process and is more conducive to improving the
safety guarantee of the fluid transport process.

Keywords: knowledge graph; knowledge structuring; entity extraction methods; asset administration
shell; process industry entity relationship networks

1. Introduction

At present, many risk analysis methods are popular in the industry, such as the Hazard
and Operability Analysis (HAZOP), which can provide safety analysis decisions for any
process in the industry. HAZOP can predict the spread of dangerous events through the
potential deviation in nodes in the system and propose effective solutions. The analysis
results are eventually recorded in the HAZOP report in the form of text [1]. For example, a
prior risk analysis (PHA) can analyze the types, distribution, occurrence conditions, and
possible accident consequences of various risk factors in the project before carrying out a
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project activity, such as involving, construction, production, or maintenance [2]. It is stored
in a security report as text. The common characteristics of these risk analysis methods make
the industrial safety report contain a wealth of safety knowledge systems. However, the
existing industrial safety reports have the following shortcomings:

(1) Industrial safety reporting is an expert-driven engineering design in the form of
brainstorming [3]. It relies on the experience and real-time judgment of experts, which
makes the analysis time-consuming and laborious, and it may not be comprehensive. The
current methods such as HAZOP and FMEA, given human limitations, are not providing
confidence that these will lead to a complete inventory of all the significant possibilities [4].

(2) For the same process, various HAZOP reports appear in the analysis strategies of
different expert teams [5], making the industrial safety knowledge extraction process more
difficult.

The core of the above problem is that human factors cannot be excluded. In each stage
and step, various human factors will harm the quality of learning [6]. Previously, some
studies attempted to reuse industrial safety knowledge in a computer-aided manner. In
2013, Nicola Paltrinieri designed a tool to support the identification and assessment of
atypical potential accident scenarios related to the considered material, equipment, and
site [7]. Manuel Rodríguez introduced a tool for the semi-automatic HAZOP study of
process units. The diagnostic system used an expert system to predict behavior modeled
using d diagrams [8]. Faisal I. Khan developed an expert system for automating HAZOP
(HAZard and operability) studies [9]. With the rise of artificial intelligence, some studies
focused on introducing natural language processing technology into HAZOP reports min-
ing semantic information and industrial safety knowledge. In recent years, research at the
safety reporting level was applied by some scholars due to the rise of natural language
processing techniques. Hu proposed a fault diagnosis method that combines HAZOP
with a dynamic Bayesian network inference to reveal early deviations in the causal chain
of faults [10], which is important for emergency decision making. Feng (2021) used a
deep learning approach to classify the consequences reported by HAZOP according to
the severity of consequences [11]. Wang et al. designed a variety of novel active learning
algorithms to construct entity recognition models and mine industrial safety knowledge
in HAZOP reports, which is of great significance for improving industrial safety. Zeng
(2021) conducted a comprehensive analysis of the causal factors of a chemical park or enter-
prise explosion [12], extracted the entities and relationships in chemical safety knowledge,
stored them in Neo4j, and presented them in a visualized form. The knowledge-mapping
technology in the chemical safety field provides ideas for the follow-up. Wang proposed
HAZOP-based industrial safety knowledge mapping [13], which developed a standard-
ized framework for safety reports through deconstruction and generalization [14] and
realized the integration, sharing, and reuse of industrial safety report knowledge. The
aforementioned studies are mainly aimed at alleviating the problem of this paper and lack
in-depth research on the issue. In this study, the new knowledge graph connecting data
science and engineering design inspires [15–18], and we propose a new industrial safety
knowledge graph integrating matter of fact, which is based on industrial safety reports
and can improve the effective comprehensiveness of safety reports. First, because the
knowledge structure of different processes in different process industries is different [19],
for example, the “low-low interlock” of the oil and gas inlet process and the “open valve” of
the vaporization process are different, we analyze and summarize and creatively develop a
general safety knowledge standardization framework for industrial safety report extraction
in a top-down manner. The safety knowledge standardization framework contains safety
knowledge ontology and safety knowledge relations, which can standardize the safety
reports of different processes and unify the representation and integration of different types
of safety knowledge as a practice to broaden the research field of industrial safety engineer-
ing design. Secondly, considering the specificity of the text, a novel and reliable information
extraction model (INERM) based on deep learning and data science is selectively conceived
in safety report text, and the INERM consists of four modules: BERT, with a powerful
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linguistic representation and feature extraction capability to extract semantic features [20],
and a bidirectional long- and short-term memory network (BiLSTM) to obtain the INERM
extracts the industrial safety knowledge. Finally, the industrial safety knowledge triad is
constructed and stored in a Neo4j-based graphical database.

The INERM can extract industrial safety knowledge from safety reports based on
a standardized framework of safety knowledge. We take potential safety knowledge in
fluid transportation processes as an example to construct a knowledge graph of fluid
transportation safety, which can integrate, share, and reuse safety knowledge and also
inspire other researchers. Our main contributions are as follows:

(1) Inspired by the new knowledge graph connecting data science and engineering
design [15], we propose a new industrial knowledge graph structure with safety reports as
the carrier, which can enhance the value of industrial safety knowledge and improve the
knowledge reuse and efficiency of safety reports;

(2) A standardized framework of industrial safety knowledge based on the idea of
an asset management shell to provide digital representation for assets is proposed. Our
work is about discovering this atomized asset-based representation of the concept, or how
assets are accurately represented in the knowledge-mapping domain, and practicing this
asset representation application in the oil and gas transportation process. It can provide a
structured representation scheme for different safety reports to represent industrial safety
knowledge in a unified way with different expressions to achieve the expressibility of
industrial safety knowledge;

(3) Through the BERT-BILSTM-CRF-TFIDF model and formulating dynamic data
update rules based on the characteristics of the industrial safety knowledge in this paper,
industrial safety knowledge can be extracted effectively, which provides a structured and
logically feasible solution for the process industrial safety knowledge extraction;

(4) The application of industrial knowledge-mapping orientation for the fluid trans-
portation process is carried out, which can effectively reduce the safety hazards of the gath-
ering and transportation process, optimize the safety decision awareness, and strengthen
industrial safety.

2. Related Work

In this paper, we combine safety reports, asset administration shells, and knowl-
edge graphs together, so we carry out the related research work on safety reports, asset
administration shells, and knowledge graphs, respectively.

2.1. Knowledge Graph

Applying knowledge graph technology to the industrial domain requires first realizing
the formal representation of domain knowledge, i.e., realizing a machine-understandable
knowledge representation under multimodal data requirements [21]. In the direction
of the formal representation of industrial domain knowledge, the key technical means
involved contain the predicate logic knowledge representation method [22], the framework-
based knowledge representation method [23], the semantic network-based knowledge
representation method [24], and the ontology-based knowledge representation method [25].
The current representative works on ontology-based knowledge representation methods in
the industrial domain include the following: for product design process knowledge and
manufacturing process knowledge, Chhim et al. developed ontologies that unite the two
types of knowledge and tried to apply them to the knowledge reuse process; for process
design knowledge [16], Guo et al. considered the process knowledge characteristics and
domain scope [25] and proposed a logical architecture of process knowledge management
based on ontology; for the whole life cycle knowledge of the manufacturing domain, Liu
et al. [26] proposed a multi-level and multidimensional knowledge expression model based
on ontology to realize the structured and dimensional representation of manufacturing
domain knowledge; and for collaborative design knowledge, Bock et al. explored the
method of combining ontology and model-based technology for collaborative design [27].
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It can be seen that the current ontology-based knowledge representation methods in
industrial fields have gained extensive research, and the research scope involves the creation
of multidimensional ontologies for design processes and manufacturing processes, which
provides a basis for the subsequent automatic construction of knowledge graphs.

In the process of practical application in enterprises, the ontologies constructed by
existing scholars can be used as the basis to improve the efficiency of enterprise knowl-
edge ontology construction. However, the ontologies constructed in the existing studies
are often not highly detailed, and the application process needs to be expanded accord-
ing to the actual enterprise needs. Huang et al. (2022) designed a KG-based automatic
knowledge base construction method for the machining domain, which overcomes the
disadvantages of the traditional method of being time-consuming, and constructed a
knowledge-mapping-driven method for optimizing equipment resource allocation [28],
which improved equipment utilization as well as equipment machining flexibility, while
integrated knowledge reuse also reduced the cost of optimally allocating manufacturing
resources required for machining tasks [29]. Wang proposed the industrial safety knowl-
edge graph with HAZOP as the carrier and developed a standardized framework for safety
reporting through deconstruction and generalization [13], realizing the integration, sharing,
and reuse of industrial safety reporting knowledge. Wang analyzed report text mining
based on the harm and operability of active learning [30].

The above-mentioned work began to apply knowledge graph technology to the indus-
trial field, but the research rarely involved a large amount of knowledge reuse of industrial
safety reports, so knowledge graph technology could not be used from a safety perspective.
We have designed an industrial safety knowledge graph construction technology with
safety reports as the carrier, which can effectively enhance the value of industrial safety
knowledge, improve the knowledge reuse and efficiency of safety reports, and can also
escort industrial safety.

2.2. Safety Report

The industrial safety report emerged to predict the propagation of hazard events
through potential deviations in nodes in the system and to propose effective solutions.
This core feature is more logical and, as an industry-recognized report template, it can be
a powerful aid to the structuring of industrial safety knowledge. The main presentation
forms of industrial safety reports are [31] the Job Hazard Analysis (JHA), Failure-Type
Effects (FMEA), PHA, Event Tree (ET), Accident Tree (AT), Operating Conditions Haz-
ard Evaluation Method (OCHE), HAZOP, Quantitative Risk Assessment (QRA), Layer
of Protection Analysis (LOPA), risk-based risk assessment-based equipment inspection
techniques (RBI), safety integrity-level analysis (SIL), and failure assumption method (WI).
Safety reporting is an analytical process of reverse reasoning whose main purpose is to
explore systematically and in an organized manner whether there are hazards in process
equipment or facilities [32] and which provides the necessary decisions to eliminate and
reduce the hazards in the process and mitigate the consequences of accidents. Currently,
safety reports have achieved great success in various process industries widely used in
various processes and have achieved excellent performance [33]. For example, in the
natural gas boosting process, q Yang et al. (2021) analyzed the main hazards and causes
of the generation of piston gas compressors in a safety report PHA environment, which
improved the staff’s ability to prevent hazards [34]. Most of the improved quantitative and
semi-quantitative methods are based on the LOPA, using the LOPA as a database to solve
the problem of overly conservative traditional safety reports [35]. Li used the HAZOP
analysis method to analyze the preliminary design of a natural gas distribution field station
as an example [36]. Lu et al. introduced the phenol hydrogenation reaction of a company’s
100-ton-per-year cyclohexanone unit, selected the unit reactor to produce cyclohexanone
with higher risk, and used the LOPA to conduct a further analysis to quantify the frequency
to determine whether some protection is sufficient [37]. Based on the current abundant and
important industrial safety report templates, we innovatively design a common expression
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structure so that the knowledge of safety reports can be effectively utilized and knowledge
reuse and expressible work can be realized.

2.3. Asset Administration Shell

An asset administration shell (AAS) is intended to be a standardized digital represen-
tation of assets. According to its goals, it has the potential to integrate all data generated
during the PLM process into one data model and to provide a universally valid interface
for all PLM phases [38]. The asset administration shell, as a component of Industry 4.0, has
the three-layer concept of RAMI4.0 for communication, information, and functionality.

RAMI4.0 integrates the key elements of I4.0 components into a structured and hierar-
chical model; the AAS is a virtualized, digital, and active representation of I4.0 components.
The “inventory” is considered a catalog of data that represents the meta-information of
the assets and is an important component of the virtual representation. In addition to the
meta-information, the “inventory” also includes the connection relationships between the
management shell and the assets, as well as information related to security capabilities [39].

The IEC/TS 62832-1 standard defines the concept of an asset class to describe a set of
assets with common characteristics in a digital factory, each specific asset being directly or
indirectly derived from an asset class. The structure of the asset class consists of two parts,
the leader and body, where the leader contains the identification information of the asset
class and the body mainly contains the identification information of the asset class. In the
asset class, the specification of the definition of data elements shall follow the principles
defined in IEC 61360 for the characteristic data structure. These property data structures
have been fixed in the form of a database called the Common Data Dictionary (CDD) and
used as the base data model [39], together with the lists of equipment characteristics (LOPs)
in the IEC 61987 series of standards to form the Property Database reference system for
assets, which becomes the enabling technical framework for building an AAS. Drawing
on the idea that the AAS takes the standardized digital representation of assets as its main
theme, our work is to discover the conceptual expression of this asset-based atomization.
This article will demonstrate how assets are accurately expressed in the field of knowledge
mapping and how assets are applied in the process of oil and gas transportation.

3. Methods

In the following section, we describe the process of developing industrial safety knowl-
edge in the form of safety reports. First, because the safety reports of different processes in
the process industry contain different knowledge, we innovatively build a general indus-
trial knowledge standardization framework at the “conceptual layer” to structure the safety
reports of different processes and represent the industrial safety knowledge of different
processes in a unified manner. Then, considering the specificity of safety texts, we combine
data science to conceive an artificial intelligence-based INERM model, which can extract
industrial safety knowledge from safety reports based on the industrial safety knowledge
standardization framework, called the “extraction layer”. The quality of the conceptual
layer and the extraction layer will directly affect the quality of the knowledge graph, which
is the focus of this paper. Finally, in the “storage layer”, we construct industrial safety
knowledge triads based on the extraction results of the “extraction layer” and store them in
the graph database. The overall structure is shown in Figure 1.

111



Processes 2023, 11, 146

Figure 1. Industrial safety knowledge development process.
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3.1. Conceptual Layer

Safety reports contain different knowledge for different processes in the process
industry, such as fans and compressors in the fluid transport industry, and even within
the same process, as safety experts have different focuses [40]. Therefore, the design of
industrial safety knowledge entities and their relationships faces a great challenge. To
address this difficulty, we propose a process industry safety knowledge standardization
framework to standardize the safety knowledge information of different processes and to
represent the industrial safety knowledge of different processes uniformly. In addition, we
design a generic process industrial safety knowledge expression relationship.

Due to the existence of a large number of obscure and difficult professional terms
in the safety report, it is impossible to adopt methods such as clustering and merging
to describe the industrial safety knowledge ontology. Therefore, we try to use the main
structure of the safety report as a breakthrough. Inspired by the international standard IEC
61882 [41], we use a top-down approach to systematically parse safety reports. First, we
decompose safety reports into various hazard event processes, then decompose them into
generic structures, and finally obtain an industrial safety knowledge ontology.

We decompose the safety report into a set of entities EISK = {C, R, S}. The EISK is
briefly described as follows:

(1) C: Cause entity, which is derived from the abnormal causes in HAZOP and the
formation causes in PHA, such as “transport system failure” and “flow control valve FVC
closed”, “coil blockage”.

(2) R: Resulting entity, derived from consequences in HAZOP, consequences in JHA,
event description in LOPA, consequences in PHA, e.g., “liquid crude oil without vaporiza-
tion flows into the transport system”, “crude oil in the vaporizer will boil”.

(3) S: Recommended entities, derived from the recommended measures in HAZOP,
recommendations in LOPA, control measures in JHA, and preventive measures in PHA,
e.g., “Clean the coils” and “Shut down the FCV linkage”.

The diagram category EL is appropriately divided into string (Ess) and inverse tree
(Ert), positive tree (Ept), and tie tree (Ebt) according to the differences between entities in
EISK, as shown in Equation (1).

EL ∈ {Ess, Ert, Ept, Ebt} (1)

Among them, Ess is the simplest EL, which contains only a single causal chain of
relations. For Ert, different causes produce the same result, and it is a very tricky problem to
analyze Ert by exhausting all the causes. In the Ept structure, each result generates multiple
suggestions, which creates more obstacles for subsequent work. Ebt is the most complex, in-
tegrating Ess, Ert, and Ept. In general, industrial processes are closely connected, and if one
process fails, it will affect the others. Therefore, Ebt has also gained the attention of industry
professionals as a key structure in the field of process industry safety. Equations (2)–(5) are
their definitions.

Ess = {C, R, S} (2)

Ert = {
n

∑
i

Ci, R, S} (3)

Ept = {C,
n

∑
i

Ri,
n

∑
i

Si} (4)

Ebt = {
n

∑
i

Ci,
n

∑
i

Ri,
n

∑
i

Si} (5)

Furthermore, we denote each entity in each EL in the form of “α + β”, where α denotes
the asset concept entity corresponding to the asset in the asset management shell (an asset
is an “object of value to an organization”), and β denotes the descriptive information of the
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concept entity, e.g., the “failure” of the “supply system failure”. “failure” is the descriptive
information about the “failure” of the concept entity “feed system”. α and β, as a general
framework of basic knowledge, can be used to represent safety reports and form industrial
safety knowledge ontologies (EISKG) from them. We transition the possible pitfalls of such
a corpus by treating assets as possible components of entities, as shown in Equation (6).





Eα,β = Ess(α, β) ∪ Ert(α, β) ∪ Ept(α, β) ∪ Ebt(α, β)

Eβ = Ess(β) ∪ Ert(β) ∪ Ept(β) ∪ Ebt(β)

EISKG = Eα,β ∪ Eβ

(6)

Ess(α, β) = {C(α, β),
n

∑
i

Ri(α, β), S(α, β)} (7)

Ess(β) = {C(β),
n

∑
i

Ri(β), S(β)} (8)

The general framework of industrial safety knowledge constructed in this paper differs
from the general knowledge graph in that there is no general sense of the relationship
between industrial safety knowledge in safety reports. For example, “the main character
of the movie Drunken Fist is Jackie Chan”, “Drunken Fist”, and “Jackie Chan” have the
relationship of “main character”, but in the industrial field, “Drunken Fist” and “Jackie
Chan” have the relationship of “main character”. However, in the industrial field, the
“carburetor overload”, there is no relationship. Therefore, to overcome this obstacle, it is
necessary to step out of the traditional shackles. The nature of safety reporting leads us to
the following discussions:

(1) Industrial safety knowledge relationships aim to connect industrial safety knowl-
edge into an organic whole. Safety reports usually have potential categories, such as PHA
with multiple categories consisting of risk factors, consequences, formation causes, and
preventive measures. Safety report as the carrier of the relationship can be equated to
the key elements in the industrial safety report template collection V: cause, result, and
recommendation;

(2) Safety reports take time toward the implementation of safety measures for pre-
vention, and their own characteristics of the order of execution in terms of the causes and
consequences of events make the execution more logical.

Therefore, we follow the execution logic of safety reports in a novel way by using
industrial safety knowledge attributes as relations eISK of ISK, with the relation links shown
in Equations (9) and (10).

eISK(α, β) = {C(α, β)→ R(α, β)→ S(α, β)} (9)

eISK(β) = {C(β)→ R(β)→ S(β)} (10)

In summary, we have completed the construction of the conceptual layer of the
industrial safety knowledge ontology in this section; studied how the knowledge categories,
including those specific to industrial safety reports, are transformed into relationships;
and proposed a novel unified structure of industrial safety knowledge that enables the
reuse and structured representation of industrial safety reports for different processes.
The unified structure of industrial safety knowledge is an industrial safety engineering
design practice, which expands the perspective of industrial safety engineering design
and provides ideas for academic researchers. We also believe that it can help realize the
intelligent and automated expression of knowledge in the field of industrial safety.
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3.2. Extraction Layer

The general structure of the knowledge graph is a triadic structure of entities through
relationships to another entity. The extraction layer should address both entity extraction
and relationship extraction. Because the industrial safety knowledge relationships are
already identified in the conceptual layer, this section focuses on how to perform the extrac-
tion of entities. The current security report text mainly has the following characteristics:

(1) A wide variety of long entities. For example, “safety switch installation set ma-
chinery”, “compressed gas regulation system”, “gas mains and gas cabinet water of gas
cabinet”;

(2) Diversified entity nesting. For example, “gas main pipe of gas cabinet and gas cabi-
net water”, “overflow pipe of gas washing tower”, “water jacket or steam ladle constitutes
a closed system”;

(3) Plenty of technical terms, such as “valve diversion" and “opening degree”;
(4) Even in the same process industry scenario, different experts usually have different

semantic expressions for the same incident. For example, statements are inverted (“low
flow initiates FAL”), and subjects are omitted (“no crude oil inflow”), so the text is more
diverse.

It is worth noting that in the unified structure of industrial safety knowledge (ISKG),
safety reports such as ISKG(α, β) (ISKG with α and β content) or ISKG(β) (ISKG with
β content), α and β are intertwined, e.g., “The Roots blower pumped negative pressure,
allowing air to enter the system and mix with semi-water gas”. How to extract entities
from security reports with such characteristics is a problem worth considering. Therefore,
inspired by the new knowledge graph connecting data science and engineering design, we
design an advanced industrial safety information extraction model, INERM, which is a
named entity information extraction model with a mixture of multilayer neural network
and machine learning. We will describe the extraction layer from three aspects: security
report dataset, INERM, and experiment.

3.2.1. Safety Report Dataset

First, we extract unstructured data from professional websites, such as China Industrial
Safety Network, China ChemNet, Oil and Gas Storage and Transportation Network, and
Aerospace Cloud Network, and search websites, such as Baidu Encyclopedia, Wikipedia,
and Baidu Library. We preprocess them to obtain the original text of safety reports and
collect 12,948 safety reports from the original text by data cleaning and segmentation
operations and rule-based methods.

BIO is a classical and common annotation method in the field of named entities: B
means the word is at the beginning of an entity (Begin), I means inside (Inside), and O
means outside (Outside). A group of BI can form an entity (Single), another expansion B_x
expresses the beginning of entity category x, I_x expresses the end of entity category X,
O indicates that it does not belong to any type. We adopted the BIO annotation method
to label 8000 security descriptive sentences with different relationships. Our definition
of entity categories is shown in Table 1. Finally, we split the security description corpus
sentences into 80% training sets, 10% verification sets, and 10% test sets.

Table 1. Entity Label.

Label Name Label Head Label Tail

Assert B_assert I_assert
Cause B_cause I_cause
Result B_result I_result

Suggest B_suggest I_suggest
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3.2.2. INERM

Bidirectional encoder representations for transformers (BERT) is a transformer’s bidi-
rectional encoder designed to pre-train deep bidirectional representations from an unla-
beled text by conditional computation common in left and right contexts. For a more
accurate logical structure of R(α, β) in security reports, NEST sentence prediction (NSP) can
predict better. However, the coexistence of multiple entities in safety report information
often leads to the problem of correct linkage of entities. For example, “equipment and
piping are not observed in manufacturing, inspection, and maintenance, and are inherently
defective”, where there are multiple causal entities and only one factor, “defective”, leading
to undesirable consequences, while “Inspection and maintenance are not observed” will
not lead to adverse consequences. To solve, we provide a more natural way of thinking:
calculate the entity weight of each entity based on the entity contribution weight model
of BERT-biLSTM-CRF, then improve the Term Frequency-Inverse Document Frequency
(TFIDF) algorithm by combining the entity weight of each candidate key entity, and finally
retrieve and extract the key entity.

In conclusion, INERM is mainly composed of BERT, bidirectional long short-term
memory (BiLSTM), conditional random field (CRF), and TFIDF. BERT extends and enriches
semantic features. BiLSTM is used to obtain context information and information from the
long-distance-dependent encoder. CRF can calibrate the order and relationship between
labels to obtain the global optimal prediction sequence. TFIDF extracts key entities through
statistical features. Figure 2 shows the overall framework, where the input to INERM is
the security report description and the output is the corresponding entity. First, token
embedding (sentence embedding and position embedding) generated by the security
report description is trantokensmitted to BERT, Then, BERT converts the joint embedding
into semantic vectors containing semantic features and passes them to BiLSTM. Next,
the BiLSTM uses a pair of bidirectional LSTM to encode the semantic vector to obtain a
context vector with context characteristics. Finally, CRF calibrates the order and relationship
between tags, the entity link rules constrain the output of entities, and TFIDF decodes the
context vector to output the entity sequence with the maximum probability. A detailed
description of each module follows.

Figure 2. Overall structure diagram of INERM.
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BERT

Language model pre-training can effectively improve many natural language process-
ing tasks [42], where the BERT pre-training model is based on a bidirectional multilayer
transformer model, and the transformer model is based on encoder–decoder and attention
mechanisms [43]. The BERT model removes the limitation of self-attentiveness of the unilat-
eral context (above or below) through the bidirectional self-attentiveness mechanism [44].
Applying the BERT pre-training model achieved better results in several natural language
processing tasks.

In this paper, we use the model BERT, which is constructed as follows. First, the joint
embedding e = {e0, e1, . . ., en} of word embedding and location embedding is passed to
the multi-headed attention layer. The attention distribution a = {a0, a1, . . ., an} is obtained
by the formulae of the multi-headed self-attentive layers q, k, v. Then, the vector e and the
vector a are normalized to obtain IN(e, a), and IN(e, a) is transferred to the feedforward
neural network (FFN) to obtain a deeper representation of the vector f = { f0, f1, . . ., fn}.
Finally, the vector f and the vector IN(a, c) are layer normalized once more to obtain the
output vector IN(a, c, f). The multi-headed sub-attention layer is the core of BERT, which
solves the problem of long-range dependence on RNNs. The self-attention of BERT is
shown in Equation (11).

Attention = V ∗ so f tmax(
Q ·KT
√

dk
) (11)

where Q = {Q0, Q1, . . ., Qn} is the query vector, K = {K0, K1, . . ., Kn} is the key vector,
V = {V0, V1, . . ., Vn} is the value vector. Q, K, and V are obtained by linear mapping of the
different weights W of the vector E, which have the same dimension. It is worth noting that
where dK is the dimensionality of K. In addition, we apply the Chinese BERT pre-training
model released by Google on GitHub, which is trained using the Chinese Wikipedia corpus.
The specific parameters of the model are introduced as shown in Table 2.

Table 2. Chinese BERT model parameter.

Model Parameter Value

Number of layers 14
H 768
A 14

max_seq 40

In this paper, we extract the output of the last 4 layers of the pre-trained BERT model
to calculate the sentence vector. Assuming that aij is the output of the penultimate i layer
of the pre-trained model with time step j (0 < i < 5, 0 < j < 41), the sentence vector is
computed as follows. First, calculate the average Ai of the output of each layer:

Ai = mean(aij) (12)

The entity vector B is the merge of the mean of the four layers.

B = concat(A1, A2, A3, A4) (13)

That is, if the input text is a sequence of text tweens containing more than 3 entities,
the final output B is a two-dimensional matrix, B ∈ Rl×(4∗H), where l is the text length and
H is the BERT model output vector dimension 768.

BiLSTM

BiLSTM is a special recurrent neural network that has been used as a tool for processing
long time-series data and consists of the following three main parts. The first part is the
information transfer part, where the input value xt is a coefficient of mt in the interval [0, 1],
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which is a mapping of the sigmoid function of xt based on the output value ht−1. If mt
is 1, the whole xt will be retained. If mt is 0, the whole xt will be discarded as shown in
Equation (14). Then comes the information addition part. First, the hyperbolic tangent
(tanh) generalization is performed on ht−1 and xt simultaneously to generate the candidate
vector c∗t ; then, the sigmoid functionalization is performed on ht−1 and xt simultaneously to
generate the weights W to regulate the update of c∗t ; finally, the superimposed state vectors
ct−1 and c∗t to update Ct, as shown in Equation (15). The third part simultaneously sigmoid
functionalizes ht−1 and xt to generate weights kt, kt interacting with the functionalized
Ct to obtain ht, as shown in Equation (16). These operations give the LSTM the ability to
memorize and retain only important features, which can alleviate the problems of poor
long-term dependence, gradient disappearance, and gradient explosion [13].

mt = sigmoid(ω f · [xt, ht−1] + b f ) (14)





st = sigmoid(ω f · [xt, ht−1] + bi)

C∗t = tanh(ω · [xt, ht−1] + bc)

Ct = mt · Ct−1 + s∗t

(15)

{
kt = sigmoid(ωk · [xt, ht−1] + bk)

ht = kt · tanh(Ct)
(16)

The entity weight recognition model proposed in this paper is namely a sequence-
labeling model for textual entity sequences.

Among them, LSTM solves the problem that the standard RNN model disappears
when the time lag between the relative input event and the target signal is greater than
5–10 discrete time steps ([44]) and has a wide range of applications in sequence-labeling-
related tasks. The entity contribution recognition in this paper is a sequence-labeling
task, and its processing of the current time-step semantic data requires both previous and
subsequent semantic information, compared to standard RNN, LSTM cells add input gates,
output gates, forgetting gates, a single LSTM cell as shown in Figure 3.

Figure 3. Single LSTM cells: Ot is output gate, Ct is cell, it is forget gate, ft is forget gate.
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Assuming that the input sequence is xt, which xt is the sequence of text vectors
containing entities obtained by the BERT pre-training model, the LSTM cells are represented
as follows: 




st = σ(Wxixt + Whiht−1 + Wcict−1 + bt)

mt = σ(Wx f xt + Wh f ht−1 + Wc f ct−1 + b f )

ct = mtct−1 + sttanh(Wxcxt + Whcht−1 + bc)

ot = σ(Wxoxt + Whoht−1 + Wcoct + b0)

ht = ottanh(ct)

(17)

where st is the input gate, mt is the forgetting gate,ct is the cell state, ot is the output gate,
ht is the hidden layer, σ is the activation function, W is the weight parameter, b is the bias
parameter, and W as well as b are the parameters to be trained in the model. The network
structure is shown in Figure 4.

Figure 4. BILSTLM Network Structure.

The BiLSTM is a superposition of a forward LSTM and a backward LSTM, and the
output equation of a single-layer BiLSTM is as follows:

yt = σ(W−→
ht y

−→
ht + W←−

ht y

←−
ht + by) (18)

−→
ht is the output of the hidden layer with forward LSTM time step t in BiLSTM, and

←−
ht is

the output of the hidden layer with backward LSTM time step t.

CRF

BiLSTM treats each label as an independent existence and focuses more on the maxi-
mum probability of the labels without considering the dependency relationship between
labels, which leads to confusing prediction information. INERM introduces CRF as a
decoder to solve the above problem. CRF can calibrate the order and relationship between
labels to obtain the globally optimal prediction sequence. The maximum likelihood estima-
tion loss function of CRF is shown in Equation (19). It should be noted that after obtaining
the entity label, the entity link rule constraint is performed, and the specific constraint is
seen in the storage layer (Section 3.3).

Loss(i, o′, o) = log ∑
o′

es(i,o′) − s(i, o) (19)

where i = i0, i1, . . ., in is the input sequence, i′ = i′0, i′1, . . ., i′n is the sequence of predicted
entities, o = o0, o1, . . ., on is the actual entity sequence, and s(i, o) is the sum of the firing
and transition fractions.
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BERT-BiLSTM-CRF-Based Entity Weight Calculation Model

The structure of the BERT-BiLSTM-CRF-based entity vector weight calculation model,
i.e., the entity identification model. The entity vector weight calculation model based
on BERT-BiLSTM-CRF is the entity identification model. The sentence vector sequence
preprocessed by BERT is input to the BiLSTM model, and the output is the hidden vector
H. The output of the hidden layer of the BiLSTM model enters the CRF to correct the entity
labels at each time step, and then the classification is performed by the classifier to complete
the entity identification. The selected classifier is a softmax classifier with the following
equation:

p(c|H) = so f tmax(WH) (20)

where W hidden layer output, H classifier parameters. Suppose the final trained BiLSTM
model is a function g, the BERT Chinese model is a function f, and the input text sequence
is xi, then the probabilities of entity categories senxi (key entities (category 0), minor entities
(category 1), and common entities (category 2)) in the model text sequence are calculated
by sentence vectors as follows:

{senxi} = argmax(so f tmax(g( f {xi}))) (21)

where arguments of the maxima (argmax) is the function to determine the position of the
maximum value.

TFIDF

TFIDF is a common method to extract keywords by statistical features. Among them
are TF Term Frequency, which is used to quantify the ability of a word to summarize the
subject content of a text, and IDF, which refers to Inverse Document Frequency, which is
used to quantify the ability of a word to distinguish different categories of texts. In this
paper, we add sentence weights and external corpus to improve the TFIDF algorithm.

TF Calculation The traditional TF calculation only takes the number of occurrences
of a candidate word in a sentence as the ability of the word to summarize the text topic
content, ignoring the semantic and contextual information, and thus cannot correctly
represent the ability of the word to summarize the text topic content. In this paper, we
propose the TF value algorithm for adding sentence weights, and the TF value for the ti
entity in the jth sentence is calculated as follows:

TFti ,j =
∑i posj,ti ,l

∑k nj,tk

(22)

where nj,tk is the number of occurrences of tk entity in the jth sentence, ∑k nj,tk to balance
the effect of sentence length; entity tk in the lth occurrence of the jth sentence.

The sentence contribution weight that posj,ti ,l is introduced as follows. Firstly, the
probability that an entity in a sentence belongs to each type is calculated by the entity
contribution weight calculation model, then the entity type is the class with the highest
probability. Because different entity types correspond to different entity contribution
weights, we use the parameter $ to control the effect of type on the sentence contribution
weight.

posj,ti ,l =





1 + $, senti == 2(The key entity)

1, senti == 1(Secondary key entity)

1− $, senti == 0(General entity)

(23)

Calculation of IDF values by applying external corpus The traditional IDF value
is calculated as the log value of the ratio of the number of texts with candidate words
to the total number of texts, which ignores the distribution of candidate words among
different topics, e.g., the word “accident” occurs in almost all of the safety report corpus.
In this paper, we apply the external corpus value algorithm, i.e., in the process of IDF
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value calculation, the external general corpus is added to the safety report sentence corpus,
and the corpus for calculating IDF value is the set of external general corpus and safety
report corpus, and the formula for calculating IDF value of ti words in the jth sentence is as
follows:

IDFti = log
|D ∪ d|

|d : ti ∈ Dorti ∈ d| (24)

where D denotes the set of security report sentences and d denotes the set of external corpus
sentences, where |D ∪ d| shows the total number of sentences in the original corpus and
the external corpus merged set, |d : ti ∈ Dorti ∈ d| the number of sentences with ti words
occurring in the corpus and the external corpus set.

TFIDF value calculation The TFIDF value is the product of the TF value and the
IDF value, and the TFIDF value for the ti entity in the jth sentence is calculated as follows:

TFIDFti ,j = TFti ,j ∗ IDFti (25)

Experimental results The metrics precision (P), recall (R), and F1-score (F1) are used
to evaluate the extraction performance of INERM. P: P in this paper refers to how many of
the keywords extracted by the algorithm are correct and are calculated. The expression is
as follows:

P =
m

nall
(26)

R: R in this paper refers to how many correct keywords are extracted by the algorithm in a
sentence and are calculated. The expression is as follows:

R =
m

nsel f
(27)

m is the number of correct key entities extracted, nall is the number of key entities extracted,
and nsel f is the number of keywords in the text itself. F: The F-value is the weighted
summed average of the precision rate P and the recall rate R, calculated as follows:

F =
2 ∗ P ∗ R

P + R
(28)

In this paper, we determine the sentence contribution weight parameter $ experimen-
tally, compare the model results of choosing different $ on the training set, and select the
best $ value. Considering that most of the key entities of each sentence in the product
development knowledge corpus are 2–4, the algorithm selects the first 4 as the key entities
for each sentence. The performance of the algorithm corresponding to different $ values on
the training set is shown in Table 3. When the $ value in the table is 0.6, the accuracy of the
model on the test set and the verification set is on average 8 percentage points higher than
other values. Therefore, the $ value selected is 0.6.

Table 3. The results of the evaluation experiments.

P R F
$ Test val Test val Test val

0.30 0.57393 0.54143 0.53154 0.56123 0.52810 0.55123
0.60 0.66390 0.63425 0.68422 0.63674 0.67423 0.65689
0.90 0.59304 0.52316 0.56381 0.55316 0.59019 0.55316

The keyword extraction algorithm proposed is used to verify the algorithm. Con-
sidering that there are different kinds of key entities in each sentence of the industrial
safety report corpus, the total number of key entities is 1–4. For each sentence algorithm,
1–4 different types of key entities can be extracted. It should be noted that the common
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hyperparameters for all neural networks are the same in both evaluation and compari-
son experiments. For example, we use the Adam optimizer with a learning rate of 10−3,
the ReLU activation function, and train 30 epochs on the validation set and the test set
for all models. In order to confirm the extraction effect of INERM, this paper conducts
a comparative experiment on different algorithms to predict all entities on the test set.
The comparison results are shown in Table 4. The results show that INERM has a strong
extraction performance. The results show that INERM is feasible in the task of industrial
safety knowledge extraction.

In the table, the F score of the INERM predicted entity in the test set is 67.5%. From
the overall comparison experiment results, the accuracy of the existing models on the test
set is far less than 67.5%. In addition, the overall performance of all models in P, R, and F
scores is far less than that of the INERM model. In the comparison of the F value, INERM
is 19 percentage points higher than BERT, 21.4 percentage points higher than BiLSTM, and
15 percentage points higher than the most classic combination model BERT-BiLSTM-CRF.
The results show that INERM has a strong entity extraction performance and also prove
the feasibility of INERM in the field of industrial safety. We believe that it can make an
important contribution to the task of industrial safety knowledge extraction.

Table 4. Comparison of various algorithm models on the test set.

Model P R F

TextRank 0.36624 0.43152 0.39621
TFIDF 0.38817 0.45732 0.41992

INERM 0.57511 0.63612 0.59231
BERT 0.35612 0.50232 0.43225

BERT+BiLSTM 0.37485 0.52622 0.42421
BiLSTM 0.42991 0.47892 0.40892

BiLSTM+CRF 0.41329 0.52340 0.38021
BERT+BiLSTM+CRF 0.44892 0.52301 0.45289

3.3. Storage Layer

We show the industrial safety knowledge graph triad constructed by the relation-
ship between industrial entities and settings in the form of Equation (29). Where the set
< nh, e, nt > of the industrial safety knowledge-mapping triad consists of node head nh and
node tail nt, which are both industrial safety entities, and two nodes are connected with an
edge e, which denotes the relationship located between the two entities. Specifically, each
industrial safety report node description is taken as input. By extracting the entities (α and
β) in the input, element relationships are embedded between α and β in turn. Considering
the possibility of multiple C and S, the triples about R are first constructed from both ends
of the input, and then the triples about C and S are constructed.

ISKG = {< nh, e, nt > |nh, nt ∈ EISK; e ∈ eISK} (29)

We import the industrial safety knowledge-mapping triad into the Neo4j graph
database (Miller, 2013; Zhe Huang et al., 2020; W. Huang et al., 2020; Kim et al., 2021)
to complete the non-normative industrial safety knowledge mapping. It is worth noting
that the results recorded in the industrial safety reports are standardized and accurate
with multiple analyses by expert groups, and even though the words are very close to
each other literally, each word still has a unique meaning, such as “process pipeline” and
“pipeline”. In addition, due to the complexity of the process, some entities and relationships
are redundant. Therefore, to address the above issues, we adopt a set of regular entity
linking rules as follows:

(1) Multiple logical words of the same kind of entities are linked as one entity, and
each iteration is merged into the entity library. For example, if “gas main pipe of the gas
cabinet”, “gas cabinet”, and “gas main pipe” are all asset entities, at this time, due to the
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logical word “of”, you can consider “gas master of the gas cabinet” as the same asset entity.
Similar logical words are “on, attributed to, attached to, attributed to, in. . . on, contains. . .
in”;

(2) The larger the length of the entity, the higher the priority of the association. The
larger the length of an entity that has been linked to the entity library, the clearer the
meaning of the entity and the more representative of a key entity, such as “ammonia pro-
duction key equipment nitrogen and hydrogen compressor”, which is more representative
of “ammonia production key equipment” than “ammonia production key equipment”. For
example, “ammonia production critical equipment nitrogen and hydrogen compressor” is
a class of entities compared to “ammonia production critical equipment”. Therefore, when
linking entities, it is preferred to associate entities with greater length to the entity library;

(3) If there is only one key entity in a sentence, the key entity is linked to the entity
library first;

(4) When there are multiple concurrent entities in a sentence, the entities should
be split and linked to the corresponding entities. For example, “Carbon is a kind of
flammable material, which is prone to spontaneous combustion under the conditions of
high temperature and superheat accidental mechanical impact, airflow impact, electrical
short circuit, external fire and static spark”, where “airflow impact”, “high temperature
and superheat”, “accidental mechanical impact”, and other causes may lead to the result
of “carbon spontaneous combustion”, so it should be split into multiple cause entities,
respectively associated to the “carbon spontaneous combustion". Therefore, it should be
split into multiple cause entities and linked to the resulting entity of “carbon self-ignition”;

(5) For an entity extracted from INERM, if its degree of repetition with the entity in
the entity library is greater than 80%, it is considered to belong to the corresponding entity
in the entity library. In this paper, all kinds of industrial safety entities are composed of
asset entities and descriptive language. If the asset entities are the same and the repetition
of descriptive language is 80%, they are considered to be the same entity.

It should be noted that this entity linking rule is also used in the extraction layer (CRF).

4. Case Study

In this study, we have studied fluid transportation processes in the industry. Due to
the danger and complexity of the gathering process, the safety production of the gathering
process has become the focus of attention of society. In the process of oilfield development,
the gathering process plays an important role, which not only determines the overall level
of oilfield development but also effectively improves the social and economic benefits of
oil and gas enterprises. To this end, we collected a total of 1745 analytical records for the
multi-programmed processes of fluid transport (gravity transport, vacuum transport, and
evaporative transport) and established a knowledge map of industrial safety reports. For
example, for fluid transport, Figure 5 shows the standardized industrial safety knowledge
graph structure, and it is noteworthy that some nodes and relationships in the knowledge
graph have been constrained by entity linking rules.

Safety-oriented knowledge-mapping applications, such as industrial safety knowledge-
mapping visualization, industrial safety knowledge-mapping retrieval, and risk propaga-
tion reasoning, can explore and expand the value of industrial safety knowledge mapping
and further improve its value to enhance the execution efficiency of industrial safety reports,
which is important to improve the safety of the system. It can provide expandable practical
applications for industrial engineering design and industrial safety integration, and the
following are application-specific descriptions:

(1) Industrial safety knowledge graph visualization. The visualization process is
shown in the Figure 6. The green circle is the asset entity, the blue circle is the cause entity,
the red circle is the result entity, the purple circle is the suggestion entity, and the arrow
indicates the relationship between various entities. The arrows between green and blue
represent the cause composition relationship, the arrows between green and red represent
the result composition relationship, the arrows between green and purple represent the
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measure composition relationship, the arrows between blue and red represent the result
relationship, and the arrows between red and purple represent the measure relationship.
We take the nodes in Figure 6 as an example. In the process of a raw gas inlet, the raw gas
enters the inlet cut-off valve magic Kui and the clear pipe acceptance device to the separator
inlet. The industrial safety knowledge mapping uses the state ’not closed’ (cause entity)
corresponding to the asset ’receiving ball cylinder bypass valve’ (asset entity) as the starting
point for the hazard analysis and extends the consequences, ’the gathering of raw material
gas causes fire and explosion hazards’ (result entity). This is a very logical result. Through
the above process, it is clear that industrial safety knowledge mapping can visually show
that after the ’not closed’ cause, it results in an ’explosion hazard’. This hazard process can
be determined to take ’increase pressure low low interlock Shutdown’ (suggestion entity)
measures. Industrial safety knowledge-mapping visualization reduces the error rate of
hazard detection and provides a reliable solution with greater completeness and safety;
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(2) Industrial safety knowledge-mapping search. We need industrial safety knowledge
maps that can be efficiently located and present us with relevant information. For example,
when we retrieve an incoming valve set, its collector branch (operating pressure rise), cause
status (false shutdown), and equipment assets (HH interlock, upper valve, and collector
branch) can all be provided by the industrial safety knowledge map. The resulting process
allows employees to more fully grasp the industrial safety knowledge mapping and become
familiar with the corresponding requirements for process safety and the related operations;

(3) Auxiliary industrial safety reporting. When an accident occurs, operators can locate
the consequences of a hazardous event and trace the cause of failure through industrial
safety knowledge mapping based on abnormal phenomena to quickly make suggestions
and effectively eliminate hidden dangers, which is of great significance to further improve
the safety of the system;

124



Processes 2023, 11, 146

(4) Hazard propagation reasoning. Omissions in industrial safety reports are inevitable.
To further improve the industrial safety report, risk reasoning can be realized through
industrial safety knowledge mapping to correct and make up for the industrial safety
report. Industrial safety knowledge mapping can infer other possible propagation paths
of accidents based on the paths between existing entities, which makes the whole safety
protection process better and also assists experts in brainstorming to optimize industrial
safety reports and achieve better knowledge accuracy.
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In conclusion, the industrial safety knowledge mapping constructed based on the
INERM and its application liberate the safety reports and realize the reuse and motivation
of industrial safety knowledge. The unified structure of industrial safety knowledge is
an industrial safety engineering design practice [45], which expands the perspective of
industrial safety engineering design and provides ideas for academic researchers. We also
believe it can help realize intelligent and automated knowledge expression in industrial
safety.

5. Conclusions

The industrial safety report, a central representative in industrial safety engineering,
can optimize any scenario in a process industrial safety process and provide effective safety
analysis decisions. It should be noted that the rich industrial safety knowledge contained
in the industrial safety report template is not fully utilized. To effectively utilize the value
of the industrial safety knowledge graph and optimize industrial safety reports, we build a
new knowledge graph with industrial safety reports as the carrier.
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Industrial safety knowledge mapping follows a knowledge-mapping-based approach.
Specifically, firstly, in response to the dilemma of different expressions of industrial safety
knowledge maps, a knowledge standardization framework is creatively developed to
deconstruct and summarize industrial safety reports in a top-down manner. The industrial
safety knowledge mapping contains the ontologies and relationships of industrial safety
knowledge mapping, which can standardize industrial safety reports in various processes
and unify the representation and integration of industrial safety knowledge mapping.
Secondly, considering the special characteristics of industrial safety report texts, a deep
learning-based information extraction model, INERM, is conceived by cleverly combining
data science and deep learning to extract industrial safety knowledge graphs from industrial
safety reports based on a structured framework of industrial safety knowledge, which
realizes engineering design-oriented data science. Briefly, the INERM consists of a pre-
trained model, a two-way long short-term memory network, a conditional random field,
and a TFIDF. Finally, the industrial safety knowledge graph triad is constructed based on
the industrial safety knowledge graph-structured framework and the INERM and is stored
in the Neo4j graph database.

We have completed the example for oil and gas entry and exit stations. The industrial
safety knowledge graph is an excellent example of combining artificial intelligence and
industrial engineering, which can integrate and unlock the value of industrial safety
knowledge graph reports in a feasible way. In addition, it is oriented to applications
such as industrial safety knowledge graph visualization, industrial safety knowledge
graph retrieval, and assisted industrial safety reports, which can develop the value of
an industrial safety knowledge graph and further improve the execution efficiency of
industrial safety reports, which is important for improving the system security which is of
great significance. In addition, the development of targeted applications, such as question-
and-answer systems, can also popularize safety knowledge and enhance the awareness of
non-professionals.

In future work, we will further improve the scope of the abstraction of various indus-
trial safety reports, such as the abstraction of deviations from HAZOP and the severity
of the consequences of the PHA, and carry out tasks such as entity processing, entity
linking, and knowledge fusion. All in all, shortly, we can foresee that the industrial safety
knowledge graph will become more mature, providing added value to the daily practice of
industrial safety and inspiring other researchers working on industrial safety engineering
design and industrial knowledge graph design.
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Abbreviations
The following abbreviations are used in this manuscript:

HAZOP Hazard and Operability Analysis
PHA Pre-Hazard Analysis
INERM Industrial Safety Knowledge Extraction Model
BERT Bidirectional Encoder Representation from Transformers
BiLSTM Bidirectional Long- and Short-term Memory Network
JHA Job Hazard Analysis
ET Event Tree
AAS Asset Administration Shell
NSP NEST Sentence Prediction
CRF Conditional Random Field
CDD Common Data Dictionary
RNN Recurrent Neural Network

References
1. Kang, J.; Guo, L. HAZOP analysis based on sensitivity evaluation. Saf. Sci. 2016, 88, 26–32. [CrossRef]
2. Flaus, J. Preliminary Hazard Analysis. In Risk Analysis; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 2013. Available online:

https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781118790021.ch8 (accessed on 5 November 2022).
3. Baybutt, P. A critique of the Hazard and Operability (HAZOP) study. J. Loss Prev. Process. Ind. 2015, 33, 52–58. [CrossRef]
4. Cameron, I.; Mannan, S.; Németh, E.; Park, S.; Pasman, H.; Rogers, W.; Seligmann, B. Process hazard analysis, hazard identification

and scenario definition: Are the conventional tools sufficient, or should and can we do much better? Process. Saf. Environ. Prot.
2017, 110, 53–70. [CrossRef]

5. Baybutt, P. Requirements for improved process hazard analysis (PHA) methods. J. Loss Prev. Process. Ind. 2014, 32, 182–191.
[CrossRef]

6. Naderpour, M.; Lu, J.; Zhang, G. An abnormal situation modeling method to assist operators in safety-critical systems. Reliab.
Eng. Syst. Saf. 2015, 133, 33–47. [CrossRef]

7. Paltrinieri, N.; Tugnoli, A.; Buston, J.; Wardman, M.; Cozzani, V. Dynamic Procedure for Atypical Scenarios Identification
(DyPASI): A new systematic HAZID tool. J. Loss Prev. Process. Ind. 2013, 26, 683–695. [CrossRef]

8. Rodríguez, M.; de la Mata, J.L. Automating HAZOP studies using D-higraphs. Comput. Chem. Eng. 2012, 45, 102–113. [CrossRef]
9. Khan, F.I.; Abbasi, S. Towards automation of HAZOP with a new tool EXPERTOP. Environ. Model. Softw. 2000, 15, 67–77.

[CrossRef]
10. Hu, J.; Zhang, L.; Cai, Z.; Wang, Y. An intelligent fault diagnosis system for process plant using a functional HAZOP and DBN

integrated methodology. Eng. Appl. Artif. Intell. 2015, 45, 119–135. [CrossRef]
11. Feng, X.; Dai, Y.; Ji, X.; Zhou, L.; Dang, Y. Application of natural language processing in HAZOP reports. Process. Saf. Environ.

Protect. 2021, 155, 41–48. [CrossRef]
12. Zeng, W. Research on building chemical safety knowledge graph based on Neo4j. Heilongjiang Sci. 2021, 12, 3.
13. Wang, Z.; Zhang, B.; Gao, D. A novel knowledge graph development for industry design: A case study on indirect coal

liquefaction process. arXiv 2021, arXiv:2111.13854.
14. Wang, J.; Zhang, W.; Wang, Y.; Sun, Z. Construction and inferential analysis of matter cognitive graphs for big data domains.

Chin. Sci. Inf. Sci. 2020, 50, 15.
15. Chiarello, F.; Belingheri, P.; Fantoni, G. Data science for engineering design: State of the art and future directions. Comput. Ind.

2021, 129, 103447. [CrossRef]
16. Chhim, P.; Chinnam, R.B.; Sadawi, N. Product design and manufacturing process based ontology for manufacturing knowledge

reuse. J. Intell. Manuf. 2017, 905–916. [CrossRef]
17. Chiarello, F.; Melluso, N.; Bonaccorsi, A.; Fantoni, G. A Text Mining Based Map of Engineering Design: Topics and their Trajectories

Over Time. In Proceedings of the Design Society: International Conference on Engineering Design, Delft, The Netherlands,
5–8 August 2019. Available online: https://www.researchgate.net/publication/334711416_A_Text_Mining_Based_Map_of_
Engineering_Design_Topics_and_their_Trajectories_Over_Time (accessed on 25 March 2022 ).

18. Chiarello, F.; Cirri, I.; Melluso, N.; Fantoni, G.; Pavanello, T. Approaches to Automatically Extract Affordances from Patents; Cambridge
University Press: Cambridge, UK, 2019; pp. 2487–2496. Available online: https://www.researchgate.net/publication/33471146
7_Approaches_to_Automatically_Extract_Affordances_from_Patents (accessed on 26 March 2022 ).

19. Khan, F.I.; Abbasi, S. Techniques and methodologies for risk analysis in chemical process industries. J. Loss Prev. Process. Ind.
1998, 11, 261–277. [CrossRef]

20. Devlin, J.; Chang, M.W.; Lee, K.; Toutanova, K. BERT: Pre-training of Deep Bidirectional Transformers for Language Understand-
ing. 2018. Available online: https://arxiv.org/pdf/1810.04805.pdf (accessed on 1 April 2022 ).

21. Wang, Y.; Luo, S.; Yang, Y.; Zhang, H. Review of knowledge graph visualization. J. Comput. Aided Des. Graph. 2019, 31, 11.
[CrossRef]

127



Processes 2023, 11, 146

22. Gong, J.; Liu, J.; Zhao, B.-X.; Wu, H.-C. Knowledge-based automatic evaluation technique for pipeline layout. Comput. Integr.
Manuf. Syst. 2014, 20, 2522–2531. [CrossRef]

23. Huijun, Z.; Shigang, W. Conceptual design of mechanical products based on multilayer reasoning mechanism. J. Comput. Aided
Des. Graph. 1997, 9, 548–553. [CrossRef]

24. Cai, H.; He, Y.; Liu, H. Modeling and implementation of a design repository based on hierarchical semantic network. Comput.
Integr. Manuf. Syst. 2005, 11, 73–78.

25. Guo, X.; Zhao, W.; Wang, J.; Wang, C.; Zhang, K.; Chen, C. Research on process design knowledge model and retrieval method
for innovative design. J. Mech. Eng. 2017, 53, 80–86. [CrossRef]

26. Liu, H.; Du, J.; Bai, Y. Research on semantic modeling of manufacturing domain knowledge based on multidimensional ontology.
Manuf. Technol. Mach. Tools 2019, 140–146.

27. Bock, C.; Zha, X.F.; Suh, H.W.; Lee, J.H. Ontological product modeling for collaborative design. Adv. Eng. Inform. 2010,
24, 510–524. [CrossRef]

28. Huang, R.; Zhang, S.; Shi, Y.; Tao, J. Process language understanding and process semantic model construction for 3D
reconstruction. Aerosp. Manuf. Technol. 2011, 4. [CrossRef]

29. Zhou, B.; Bao, J.S.; Zhang, Q.W.; Liu, T.Y.; Liu, Y.H. A Knowledge Graph-Driven Method for Optimizing Equipment Resource
Allocation. 2020. Available online: https://doc.taixueshu.com/patent/CN111191821A.html (accessed on 1 April 2022 ).

30. Wang, Z.; Zhang, B.; Gao, D. Text Mining of Hazard and Operability Analysis Reports Based on Active Learning. Processes 2021,
9, 1178. [CrossRef]

31. Wei, S.G.; Cai, B.; Gou, C.; Jian, W.; Wang, J. Research on reliability evaluation of high-speed railway train control system based on
fault injection. In Proceedings of the International Conference on Environmental Science & Information Application Technology,
Wuhan, China, 17–18 July 2010. Available online: http://en.cnki.com.cn/Article_en/CJFDTOTAL-TDTH201007003.htm (accessed
on 7 February 2022 ).

32. Daramola, O.; Stålhane, T.; Omoronyia, I.; Sindre, G. Using Ontologies and Machine Learning for Hazard Identification and
Safety Analysis. In Managing Requirements Knowledge; Maalej, W., Thurimella, A.K., Eds.; Springer: Berlin/Heidelberg, Germany,
2013; pp. 117–141. [CrossRef]

33. Qian, S.L.; Zhang, H.J.; Corporation, J.G.; University, H.N. The Research Development of Hazard and Operability (HAZOP)
Analysis. Shandong Chem. Ind. 2013, 2–5. Available online: http://en.cnki.com.cn/Article_en/CJFDTotal-SDHG201310020.htm
(accessed on 5 November 2022).

34. Qin, Y.; Qi, X.; Wei, T.; Qingxiu, Y. Application of advance hazard analysis in natural gas boosting engineering. Oil Gas Chem.
2012, 41, 4. [CrossRef]

35. Wei, L.; Yanping, W. protective layer analysis method. Saf. Health Environ. 2006, 8–15. [CrossRef]
36. Li, Z. Application of HAZOP analysis method in natural gas distribution field stations. Chin. Pet. Chem. Stand. Qual. 2016, 23, 3.

[CrossRef]
37. Lu, Y.H.; Zhang, L.; Tao, G.; Yu, Y.L. Risk Analysis of Cyclohexanone Production Unit Based on HAZOP-LOPA Coupled Phenol

Hydrogenation. 2020. Available online: https://kns.cnki.net/KCMS/detail/detail.aspx?dbcode=IPFD&filename=ZKHJ2020070
01170 (accessed on 3 April 2022 ).

38. Imort, S. Product Lifecycle Management with the Asset Administration Shell. Computers 2021, 10, 84. [CrossRef]
39. Yue, L.; Liu, D.; Fang, Y. Asset management shell in Industry 4.0 components. China Instrum. 2017, 13, 6.
40. Dunjó, J.; Fthenakis, V.; Vílchez, J.A.; Arnaldos, J. Hazard and operability (HAZOP) analysis. A literature review. J. Hazard. Mater.

2010, 173, 19–32. [CrossRef] [PubMed]
41. Current, T. International Electrotechnical Commission-IEC. Environ. Technol. 2003, PER-7, 27. [CrossRef]
42. Schuhmacher, M. Knowledge Graph Exploration for Natural Language Understanding in Web Information Retrieval. 2016.

Available online: https://portal.dnb.de/opac.htm?method=simpleSearch&cqlMode=true&query=idn%3D1120302587 (accessed
on 2 May 2022).

43. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, L.; Polosukhin, I. Attention Is All You Need.
arXiv 2017, arXiv:1706.03762.

44. Gers, F.A.; Schmidhuber, J.; Cummins, F. Learning to Forget: Continual Prediction with LSTM. Neural Comput. 2000, 12, 2451–2471.
[CrossRef] [PubMed]

45. Calijorne Soares, M.A.; Parreiras, F.S. A literature review on question answering techniques, paradigms and systems. J. King Saud
Univ. Comput. Inf. Sci. 2020, 32, 635–646. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

128



Citation: Dai, Z.; Zhou, Y.; Tian, H.;

Ma, N. Task-Offloading and Resource

Allocation Strategy in Multidomain

Cooperation for IIoT. Processes 2023,

11, 132. https://doi.org/10.3390/

pr11010132

Academic Editor: Xiong Luo

Received: 4 December 2022

Revised: 21 December 2022

Accepted: 23 December 2022

Published: 2 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Task-Offloading and Resource Allocation Strategy in
Multidomain Cooperation for IIoT
Zuojun Dai * , Ying Zhou , Hui Tian and Nan Ma

State Key Laboratory of Networking and Switching Technology, Beijing University of Posts and
Telecommunications, Beijing 100876, China
* Correspondence: george.dai@bupt.edu.cn

Abstract: This study proposes a task-offloading and resource allocation strategy in multidomain
cooperation (TARMC) for the industrial Internet of Things (IIoT) to resolve the problem of the
non-uniform distribution of task computation among various cluster domain networks in the IIoT
and the solidification of traditional industrial wireless network architecture, which produces low
efficiency of static resource allocation and high delay in closed-loop data processing. Based on the
closed-loop process of task interaction of intelligent terminals in wireless networks, the proposed
strategy constructs a network model of multidomain collaborative task-offloading and resource
allocation in IIoT for flexible and dynamic resource allocation among intelligent terminals, edge
servers, and cluster networks. Considering the partial offloading mechanism, various tasks were
segmented into multiple subtasks marked at bit-level per demand, which enabled local and edge
servers to process all subtasks in parallel. Moreover, this study established a utility function for
the closed-loop delay and terminal energy consumption of task processing, which transformed the
process of multidomain collaborative task-offloading and resource allocation into the problem of task
computing revenue. Furthermore, an improved Cuckoo Search algorithm was developed to derive
the optimal offloading position and resource allocation decision through an alternating iterative
method. The simulation results revealed that TARMC performed better than strategies.

Keywords: cross-domain; MEC; resource allocation; IIOT

1. Introduction

With the rapid development of advanced industrial manufacturing modes such as In-
dustry 4.0, intelligent factory, and flexible manufacturing, communication technology and
the manufacturing industry have become deeply integrated in recent years. Consequently,
the digital and integrated industrial Internet of Things (IIoT) has emerged as a research
hotspot [1–5]. However, the advantages of the three major application scenarios of 5G are
incompatible and cannot coexist simultaneously. Moreover, the synchronous realization
of ultralow closed-loop delay transmission, large connection, and large-bandwidth trans-
mission is challenging for large-scale machine differentiated services. Therefore, further
research is required to transform existing industrial wireless network architectures and
resource allocation methods.

Currently, the mainstream wireless edge network adopts a centralized network mode on
the terminal side, [6,7], and the information is transmitted between the nodes via the access
edge server and cloud platform, which considerably increases the delay of data transmission
between the nodes. For the large-scale wireless edge network, this rigid and centralized
network mode poses problems such as high network-computation cost, serious resource
conflict, and reduced network performance, which yields inferior scalability of the edge
networks. This further raises the difficulty of supporting flexible, adaptive resource scheduling
and ubiquitous computing functions of industrial edge networks. To support a large IIoT, the
cluster domain network [8,9] contains numerous terminal nodes distributed in a certain region
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for constructing hierarchical networks using the clustering algorithm [10,11]. In addition,
mobile edge computing (MEC) [12,13] extends cloud services to network edges that effectively
coordinate the distributed edge resources. With the increasing performance requirements
for computation-intensive and delay-sensitive loads in IIoT, cluster domain networks and
MEC have emerged as potential solutions to accommodate complex IIoT applications for the
integrated management of IIoT communications, sensing, and computing resources [14].

The traditional industrial wireless network based on the IEEE 802 protocol [15] can
achieve only a 10 ms level delay in one-way communication transmission, which is vastly
inadequate to achieve the performance requirements of IIoT. On one hand, the hierarchi-
cal network control mode relying on the core network yields low resource-management
efficiency and does not fulfill the communication requirements of differentiated machine
services. On the other hand, considering the extremely low delay requirements of closed-
loop management for several IIoT applications in the manufacturing workshop, computing
tasks require more fine-grained offloading strategies. To fulfill the demand for efficient
interaction of information flow between massive machines in IIoT, the edge network should
allow a portion of the computing tasks in mobile devices to be processed locally, and the
remaining computing tasks are offloaded onto the server. According to the strict require-
ments for reliable real-time performance in industrial scenarios, computing tasks should
be processed for real-time stored industrial data. Therefore, low-delay computing task-
offloading methods and resource allocation strategies must be studied based on cluster
domain network structure.

2. Related Work

In recent years, the study of computational offloading strategies has emerged as a
research hotspot in the field of edge computing [16,17]. With various objectives, researchers
have proposed several computational offloading strategies. To minimize task execution
delay, Yang et al. [18] formulated a selection strategy for optimal offloading node as a
Markov decision process and minimized the offloading delay by adopting a value iteration
algorithm. Li et al. [19] studied a paradigm for dual computational offloading and proposes
a hierarchical, cell-based distributed algorithm to obtain the optimal dual offloading scheme
for implementing the overall delay minimization of task-offloading. Zhu et.al [20] studied
the single-user multi-edge-server MEC system based on downlink NOMA to minimize
task computation delay by jointly optimizing the NOMA-based transmission duration (TD)
and workload offloading allocation (WOA) among edge computing servers. Luo et al. [21]
proposed a self-taught-based distributed computational offloading algorithm to minimize
its delay and information cost. Huang et al. [22] proposed an efficient multidevice and multi-
BSs task-offloading scheme to minimize the delay of computational tasks. Gao et al. [23]
proposed a two-stage computational offloading scheme to minimize task processing delay.
Liao et al. [24] proposed a novel UAV-assisted edge computational framework that provided
edge computational offloading based on the user distribution of time-varying hotspots to
minimize average user delay. The current research primarily focuses on the simple network
structure model, which is limited to the optimization of the one-way empty port-time delay
that contradicts the closed-loop interaction characteristics of the information flow of the
industrial intelligent machine network.

To minimize total energy consumption, Fang et al. [25] proposed a content-aware
multi-subtask-offloading problem based on the individual features of subtasks with various
delay requirements, under which the offloading decision and channel allocation were
optimized. Aiming to obtain resource allocation and offloading decisions, Wu et al. [26]
developed an efficient two-layer optimization algorithm for resolving the residual energy
maximization problem. Chen et al. [27] formulated the offloading task as a stochastic
optimization problem and proposed an energy-efficient dynamic offloading algorithm that
minimized the energy consumption of task-offloading. In addition, Bozorgchenani et al. [28]
modeled task-offloading in MEC as a constrained multi-objective optimization problem
that minimizes both the energy consumption and task processing delay of the mobile
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devices. More recently, Zhang et.al [29] proposed an energy-saving algorithm based on
deep reinforcement learning to optimize the overall energy cost in real-time multi-user MEC
systems. However, the delay and energy consumption performance may bear distinct weight
coefficients, for instance, the system focuses on the delay performance by increasing the
delay weight, which consequently places higher requirements for optimizing and offloading
the system task.

To reduce service response delay and energy expenditure, the user can opt to offload
the task to the edge server or the cloud server for execution. Therefore, offloading schemes
that combine delay demand and energy consumption demand should be considered.
Lu et al. [30] designed a multitask-offloading policy that could handle dense offloading
requests from various mobile devices to optimize the overall execution delay and en-
ergy consumption. Wang et al. [31] developed an efficient multi-objective evolutionary
algorithm to solve the problems of minimizing the response time, minimizing the energy
consumption, and minimizing the cost. Guan et al. [32] proposed a novel MEC-based
mobility-aware offloading model to address the in-cloud offloading scheduling problem
and the load between cloud sensing problems by offloading execution efficiency, task pro-
cessing delay, and energy efficiency. Aiming to reduce system energy consumption as well
as computational task delay, Chen et al. [33] proposed a robust computational offloading
strategy with fault recovery capabilities in intermittently connected small cloud systems.
Fang et al. [34] investigated the multi-user computational task offload problem in device-
enhanced MEC based on the perspective of joint optimization of channel allocation, device
pairing, and offload modes, considering the significance of delay and energy consumption
to maximize the total offload benefit of all computationally-intensive users in the network.

The existing work mainly studies the offloading scheme of minimizing time delay,
energy consumption or synthesis under the traditional industrial wireless network archi-
tecture, and solves some optimization problems of one-way air port delay and energy
consumption under the simple network structure. However, the joint optimization of
task-offloading delay and energy consumption can be realized only with the traditional
network architecture. In case of multidomain network collaboration and extremely low
closed-loop delay demand of IIoT, the utility aspect of network closed-loop delay and
terminal energy consumption cannot still be effectively balanced. So, we developed an
improved multidomain collaborative task-offloading mechanism to deeply analyze the
impact of the multidomain resource linkage collaboration mode on the task-offloading pro-
cess of intelligent terminals in the workshop in order to solve the problem of non-uniform
distribution of task computation in the traditional hierarchical network and improve the
utilization of idle resources in the full-domain network in the workshop. On the other
hand, we established a utility function on task processing closed-loop time delay and ter-
minal energy consumption to transform the multidomain collaborative task-offloading and
resource allocation process into a task computation gain problem in order to solve the prob-
lems of low static resource allocation efficiency and high data processing closed-loop time
delay in traditional industrial wireless networks. An improved Cuckoo Search algorithm
is proposed to calculate the optimal offloading location and resource allocation decision
to effectively weigh the network closed-loop delay and terminal energy consumption to
improve the network communication performance of a flexible manufacturing workshop.

The primary contributions of this paper are summarized as follows:

(1) This study proposes a task-offloading and resource allocation strategy in multidomain
cooperation (TARMC), to investigate the closed-loop process of intelligent terminal
task interaction in wireless networks and the partial offloading mechanism of edge
network for IIoT.

(2) A utility function was established for the closed-loop delay and terminal energy
consumption of task processing to transform the multidomain collaborative task-
offloading and resource allocation process into a task computing revenue problem.

(3) An improved Cuckoo Search algorithm was developed to compute the optimal of-
floading location and resource allocation decisions. In addition to strengthening
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the network load balance, this algorithm effectively reduced the delay and energy
consumption of task processing.

(4) An experiment was designed to compare TARMC, a genetic algorithm (GA) and sim-
ulated annealing algorithm (SA), to validate the optimization of delay and energy con-
sumption in the multidomain collaboration method based on a real IIoT environment.

3. System Model
3.1. System Model

The TARMC network model comprises the terminal layer, network layer and resource
management layer, as depicted in Figure 1. The terminal layer includes industrial intel-
ligent terminals (e.g., robotic arms, AGV) with varying computing needs. In addition, it
covers the corresponding application scenarios (e.g., industrial vision, AGV collaboration,
and industrial detection), responsible for real-time local processing of computing tasks,
establishing communication links with network layer equipment, and requesting collab-
orative task-offloading services. The set of industrial intelligent terminals is defined as
D = {D1, D2, . . . , Di, . . . , DN}, which is responsible for offloading the task to the edge
server on the router end. The network layer contains multiple routers with edge servers
deployed around it, which is responsible for communicating and exchanging data with
other cluster domain networks. This feature enables high real-time information interac-
tion and multidomain collaborative task-offloading services for the terminal layer. The
set of edge servers can be expressed as S =

{
S1, S2, . . . , Sj, . . . , SJ

}
and is responsible for

providing computing resources to complete the computing task. Furthermore, the resource
management layer hosts a 5G intelligent control base station and cloud platform, which
analyzes the computing requirements of various industrial terminals and offers resource
allocation strategies to edge servers.
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Upon assigning a computing task to the industrial intelligent terminal, a computing
task service request will be uploaded, and the service demand will be reported by the 5G
intelligent control base station through the access network. Thereafter, the edge server on
the base station end receives the task request and sends a service response. The task is
computed in the local processing if the industrial intelligent terminal can compute tasks
within the scope of local computing power. In case the local computing power is insufficient,
the 5G intelligent control base station offloads the task to an edge server installed in the
remaining cluster domain networks within the communication range for processing. After
processing, the calculation results will be fed back to each intelligent terminal. For non-
real-time service requirements, the 5G intelligent control base station offloads the tasks to
the cloud platform under a more accurate resource scheduling strategy and accessed from
the cloud network.
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The total frequency spectrum of the network system is segmented into orthogonal
sub-channels, each with a bandwidth of B Hz. Under normal operation of the system, each
industrial intelligent terminal provides a computing task for processing. Let us assume that
the computing task quantity of the industrial intelligent terminal Di is li, measured in Mbits;
ηi denotes the ratio of output and input data for task Di, i.e., the feedback received after task
calculation is ηili. The computing tasks of the industrial intelligent terminal Di can be either
locally processed or offloaded to the edge server for processing. bi represents the local
offloading ratio for an industrial intelligent terminal computing task, where (bi ∈ [0, 1]).

Subsequently, the industrial intelligent terminal forwards the computing task to the
edge server on the 5G intelligent control base station for task-offloading, and the data
require to be transmitted through the subchannel corresponding to the 5G intelligent
control base station. According to [35], the uplink transmission rate from the industrial
intelligent terminal Di to the edge server Sj is expressed using Shannon’s formula as:

ri,j = B log2

(
1 +

pihk
i,j

N0

)
(1)

where pi denotes the transmission power of the industrial intelligent terminal Di, hk
i,j

represents the channel gain of the industrial intelligent terminal Di and the edge server Sj

on the sub-channel k.hi,j = ξ0d−λ
i,j σ2, where ξ0 is the path loss at a distance of one meter;

d−λ
i,j symbolizes the propagation loss, d indicates the propagation distance, λ denotes the

path loss exponent; σ2 represents the Rayleigh fading parameters; N0 indicates the noise
power of Gaussian channel.

The computing resource allocated by the industrial intelligent terminal Di for local
processing of the computing task is denoted as (CPU cycles/second), and the CPU cycles
required for processing 1 bit data is expressed as δLocal . Thus, the delay in local task
processing can be derived as

tlocal
i =

libiδLocal
fi

(2)

If the power of the industrial intelligent terminal Di at idle is Plocal
i , the energy con-

sumption of processing the calculation task can be locally evaluated as follows:

Elocal
i = Plocal

i tlocal
i + ρ f 3

i tlocal
i (3)

where ρ f 3
i tlocal

i denotes the additional energy consumption during the terminal computing
task, ρ indicates the CPU architecture constant and ρ = 10−27. The industrial intelligent
terminal Di can process the computational tasks through collaboration between local
computing and edge computing. If the industrial intelligent terminal Di is processing a
portion of the local computing tasks, all the remaining computing tasks are transmitted
to the edge server Sj most proximate to the terminal, which schedules and assigns the
remaining computing tasks to the other edge servers and jointly completes the task offload.
As the edge servers communicate through a wired network, the transmission time is
negligible, and further potential delays (e.g., packet preprocessing and queuing delays) can
be neglected. The transmission delay generated when the smart terminal Di transmits all
the remaining computing tasks to the nearest edge server Sj can be derived as follows:

ts
i =

li(1− bi)

ri,j
(4)

Therefore, the transmission energy consumption of the computing task offloaded by
Di to Sj can be derived as follows:

Ee
DiSj

= pits
i (5)
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The computing resource allocated by the edge server Sj to the industrial intelligent
terminal Di is f i

j , the CPU of the edge server to process 1 bit data is δMEC, and the power

required to perform the computing task is Pi
j . After offloading the task, multiple edge

servers can perform the computing task, and the processing time of the computing task on
the edge server Sj can be evaluated as follows:

tm
i,j =

ωi,jli(1− bi)δMEC

f i
j

(6)

where ωi,j denotes the ratio of computing tasks on edge server Sj to total computing task
of Di offloaded to servers. Let us assume that the transmitting power of the edge server
Sj to pj. After processing the task, the multiple collaborative edge servers will feedback
the results of the remaining tasks to the edge server Sj located near the intelligent terminal.
Thus, the transmission delay occurring when Sj feeds back all the remaining task results to
the terminal Di can be expressed as follows:

tc
i =

(1− bi)liηi
ri,j

(7)

Therefore, if the intelligent terminal Di receives the edge server Sj feedback result, the
corresponding transmission energy consumption will be:

Eo f f load
i = pi · tc

i (8)

Considering the simultaneous processing of the computing tasks on multiple edge
servers, the industrial intelligent terminal Di records the total processing duration of
offloading the remaining tasks to the edge server for auxiliary computing process as Tm

i ,
and Tm

i = max
j=1,2,...,M

tm
i,j. Therefore, in case the remaining computing task is offloaded to

the edge server and the feedback data is received, the multidomain collaborative task-
processing delay can be expressed as follows:

to f f load
i = ts

i + Tm
i + tc

i (9)

In case the industrial intelligent terminal Di completes the corresponding computing
task in local processing, it waits for the edge server to process together and provides
feedback to Di for the final result. In another case, if the industrial intelligent terminal Di
has not yet completed the local processing of the corresponding computing task, whereas
the edge server has completed collaborative computing, the industrial intelligent terminal
Di receives the feedback of the final result after processing the local computing task.
Therefore, the closed-loop time delay of the task processing at the industrial intelligent
terminal Di can be stated as follows:

ti =

{
to f f load
i , tlocal

i < to f f load
i

tlocal
i , tlocal

i ≥ to f f load
i

(10)

For the industrial intelligent terminal Di, the total energy consumption is stated as follows

Ei =





Elocal
i + Ee

DiSj
+ Eo f f load

i , ts
i + Tm

i < tlocal
i

Elocal
i + Ee

DiSj
+ Eo f f load

i + Plocal
i (ts

i + Tm
i − tlocal

i ), ts
i + Tm

i ≥ tlocal
i

(11)

The total closed-loop time for task processing of all industrial intelligent terminals in
the system can be expressed as:
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Ttotal =
N

∑
i=1

ti (12)

The total power consumption of all industrial intelligent terminals to complete the
task-offloading can be stated as

Etotal =
N

∑
i=1

(Ei) (13)

3.2. Optimization Objective

In practice, the delay and energy consumption performance can exhibit varying
weight coefficients, for instance, the system improves the delay weight to focus on the
delay performance when the AGV is included in route planning. Let us assume that the
two weight coefficients are denotes as ωT and ωE, respectively. The impact of such delay
and energy consumption on the performance of industrial intelligent terminals can be
adjusted through ωT and ωE, and such a design can expand the applicability of the model.
This study considers the premise of ensuring the energy consumption of all industrial
intelligent terminals to complete task-offloading, minimizes the closed-loop delay of task
processing, and obtains the optimal resource allocation strategy along with the computing
task-offloading scheme of the edge server. The utility function is defined as follows:

f (b, f ) =
1
N

(
N

∑
i=1

ωTti +
N

∑
i=1

ωEEi

)
(14)

The optimization objective can be expressed as:

min
b,p, f

f (b, f )

s.t.C1 : bi ∈ [0, 1], ∀i
C2 : 0 ≤ fi ≤ fi,max, ∀i
C3 : 0 ≤ f i

j ≤ f j,max, ∀i
C4 : ti ≤ ti,max, ∀i, j

(15)

where constraint C1 represents the range of offloading ratio for the industrial intelligent
terminal computing task; C2 indicates that the industrial intelligent terminals do not exceed
the maximum allocated local computing resources; C3 represents that the computing
resources allocated to the edge server for industrial intelligent terminal tasks do not exceed
the maximum allocated computing resources of the edge server; C4 indicates the maximum
value of the task calculation delay for the industrial intelligent terminal.

4. Improved Cuckoo Search Algorithm

Unlike the NP difficult problem under complete offloading mechanism, Equation (15)
can be reduced to the ordinary combination optimization problem under partial offloading
mechanism. To this end, an improved Cuckoo Search algorithm is proposed in this paper. In
principle, the algorithm can weigh the number of local and global searches through adaptive
discovery probability and step size, as well as conduct a local fine search representing the
global optimal solution to improve the operation accuracy and search efficiency. The idea
of a differential evolution algorithm is introduced to adjust, cross, and select the process of
nest update position. By inheriting the optimal solution genetic information, the algorithm
avoids intersection with the local optimal and converges speedily to provide the optimal
resource allocation results.

Let us assume the nest location xt
i of the i-th nest in generation t and M denotes the

dimensionality, where xt
i =

{
xt

i1, xt
i2, . . . , xt

im, . . . , xt
iM
}

. According to [36], the cuckoo’s
updated expression of the path and location for deriving a parasitic nest follows:
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xt+1
i,m = xt

i,m + α · Rand · Levy(β1), i = 0, 1, 2, . . . , J (16)

where xt+1
i denotes the new position of the i-th nest at nest position xt

i in generation t after a
global update. xt

i,m denotes the value of the i-th nest in the m-dimension in the nest position
at generation t. α indicates a step factor and Rand symbolizes a uniform distribution
between (0, 1). Levy(β1) represents a random wandering process formed by the flight of
cuckoo Levy, Levy(β1) ∼ u = t−β1 , (1 < β1 ≤ 3), where β1 represents the impact factor,
typically, β1 = 1.5; According to the [36], the expression for the Levy distribution is stated
as follows.

Levy(β1) = 0.01 · u
|v|1/β1

·
(

xt
j,m − bt

g,m

)
, j, g = 0, 1, 2, . . . , J (17)

where u and v both follow a normal distribution, i.e., u ∼ N(0, σ2
u), v ∼ N(0, σ2

v ),

σu =

{
Γ(1+β1)·sin(π·β1/2)

Γ[(1+β1)/2]·β1·2(β1−1)/2

}1/β3

, σv = 1.

bt
g =

{
bt

g,1, bt
g,2, . . . , bt

g,m . . . , bt
g,M

}
denotes the current optimal solution space covered

by the algorithm in the current search state, and if the current nest location corresponds
with the optimal solution space, the magnitude of step adjustment is 0, i.e., Levy(β1)= 0.
In addition, the host bird of a parasitized nest will abandon the nest with an Pα probability
of recognizing an egg parasitized by a cuckoo.

4.1. Adaptive Adjustment of Discovery Probabilities

In the original cuckoo algorithm, a given discovery probability is generally used to
control the global search and preference random wandering process, which is conducive
toward the balance between global and local search as the number of iterations increases.
Thus, to improve the algorithm’s search performance, this study applies dynamic discovery
probability instead of fixed discovery probability Pα

Pα =





1
1+ tit

Tit
·e

, 0 < tit ≤ β2Tit

1− e
tit
Tit
−1

+ γ · tit
Tit

, β2Tit < tit ≤ Tit

(18)

where γ denotes the correction factor, generally, γ = 0.1, and β2 indicates the trade-off
factor, mostly, 0.5 ≤ β2 ≤ 1. This segmentation function represents a progressive decline in
the probability of discovery Pα till the number of iterations tit reaches β2Tit, and it is suitable
for global searches over a large area with improved search efficiency. As the number of
iterations tit exceeds that of β2Tit, the probability of discovery decreases significantly,
thereby enabling local search in a small area to improve the search accuracy.

4.2. Adaptive Adjustment of Step Size

Similarly, the step size of the Levy flight can be continuously decreased with the adaptive
adjustment of the step-size factor in each iteration. Specifically, a larger step-size factor in the
early iterations of the algorithm is conducive toward improving the global search capability
of the algorithm and ensuring speedy convergence in the early stages of the algorithm. In the
later stages of the algorithm iteration, the scope of the local search is narrowed by decreasing
the step size for enhancing the local search performance of the algorithm.

α = β3e(−
tit
Tit

+1) (19)

where β3 denotes the correction factor, typically, β3 = 0.5. In addition, after a global search in
the Levy flight, certain solutions will further perform a local search to update the location,
thereby retaining a more accurate set of solutions. During this local search, differential
evolution of xt

i,m is performed by analyzing the differences between current and excellent
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individuals in the population to ensure that a great amount of genetic information from the
excellent individuals is inherited by their offspring. The specific process is stated as follows.

4.3. Differential Evolution

First, the genetic information of multiple individuals can be obtained by mutating the
individuals through a differential strategy, wherein the mutated individual ut

i,m is expressed as

ut
i,m = xt

i,m + κ ·
(

xt
p,m − xt

q,m

)
, p, q = 0, 1, 2, . . . , J (20)

where κ denotes the scaling factor, xt
p,m represents the value in the m-th dimension of the

nest position in generation t. After variation, individual ut
i,m retains an amount of informa-

tion regarding maternal xt
i,m, and, simultaneously, inherits information from individuals

xt
p,m and xt

q,m to realize the transmission of the information between individuals. Thereafter,
the candidate individual vt

i,m is generated by crossing over the maternal and intervariant
information, thus ensuring that at least one set of individual information in the succeeding
generation is contributed by the variant individual. The vt

i,m can be expressed as:

vt
i,m =

{
ut

i,m, α2 ≤ CR or m = β4
xt

i,m, otherwise
(21)

where CR ∈ [0, 1] denotes the cross probability, α2 = rand(0, 1) represents the random
number generated in [0, 1] interval, and β4 = unidrnd(M) indicates the random positive
integer generated in [1, M] interval.

Finally, the dominant relationship between individual vt
i,m and parent xt

i,m is determined
by comparing the optimized objective function size, and a new generation of individual xt+1

i,m is
generated to inherit the traits of excellent individuals in the succeeding generation.

xt+1
i,m =

{
vt

i,m, T(vt
i,m) < T(xt

i,m)

xt
i,m, otherwise

(22)

In summary, the specific flow of the improved Cuckoo Search algorithm is stated as
follows in Algorithm 1.

Algorithm 1 Improved Cuckoo Search Algorithm

InpuT: System parameters include set D of industrial intelligent terminal, set S of edge server,
calculation task amount li of industrial intelligent terminal Di and other indicators;
The cuckoo algorithm parameters include the nest position set xt

i =
{

xt
i1, xt

i2, . . . , xt
im, . . . , xt

iM
}

,
the maximum number of iterations tmax, etc.
Initialization: Initialize the nest position and other parameters to record the current optimal solution.
Output: begin

1. for t < tmax do
2. Update Bird’s Nest location according to Equation (16)
3. Calculate and obtain the optimal solution according to Equation (15), and preserving the

optimal solution space.
4. Adaptive adjustment of discovery probability and step size according to Equation (18)

and Equation (19)
5. if rand(0, 1) > Pα then
6. Differential evolution according to Equations (20) and (21) and Equation (21) to locally

update the nest position and obtain the optimal solution.
7. end if
8. end for
9. Outputs optimal task-offloading and resource allocation results.
10. end
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Due to the combinatorial nature of the optimization problem, this paper first ana-
lyzes the time complexity of each embedded subprocess in the improved Cuckoo Search
algorithm, and finally performs an overall analysis. Assume that the time to generate
distributed random numbers is ξ1, the population size is N, and the dimensionality of
the problem is M. In the first iteration, the complexity of updating the positions of all
nests is O(ξ1 + NM), the complexity of computing the optimal solution is O(NM), the
complexity of adaptively adjusting the discovery probability and step size is O(1), and
the complexity of the global search is O(N). Because the discovery probability Pα changes
adaptively, the number of populations in the differential evolution process also changes
dynamically, the number of evolving populations is set to Pα · N, and the complexity of
differential evolution is O(PαNM), where PαNM ∈ (0, NM). Therefore, the complexity of
the improved Cuckoo Search algorithm after one iteration is O(2NM) = O(NM) in the
worst case. Moreover, we considered that the number of iterations of the algorithm cannot
give a closed-form solution, this paper assumes that the maximum number of iterations
is tmax. The complexity of the improved Cuckoo Search algorithm in the worst case is
O(tmax NM) when it iterating to the last convergence at same time. In addition, because
the processes of global search and local search in this algorithm are jointly optimization, its
convergence speed is fast, and we will verify the algorithm convergence by simulation in
the next section.

5. Simulation and Results

An industrial manufacturing scenario within 300 m × 300 m area was simulated
in MATLAB to cross-sectional to compare the performance of the TARMC strategy with
those of GA algorithm [37] and SA algorithm [38]. The variations in closed-loop delay
and endpoint energy consumption in processing tasks were obtained from simulations of
non-cross-domain and cross-domain collaborative network architectures. In addition, we
analyzed the impact of various resource allocation algorithms on the closed-loop delay
and terminal energy consumption of task processing in case of interaction with multiple
orders of magnitude of industrial smart terminals. The specific simulation parameters are
summarized in Table 1.

Table 1. Simulation parameters.

Parameters Numerical Values

Sub-channel bandwidth, B 1 MHz
Number of CPU cycles in industrial intelligent terminals, δLocal [500, 2000] cycles/bit

Number of CPU cycles for edge servers, δMEC [500, 2000] cycles/bit
Industrial intelligent terminal idle operating power, Plocal

i 0.3 W
Industrial intelligent terminal transmission power, pi 1.3 W

Industrial Smart Terminal Computing Resources, fi,max 4 GHz
Edge server computing resources, f j,max 20 GHz

Channel gain, hi,j 10−5

Gaussian white noise, N0 10−13 W

The trend of variations in the average closed-loop delay during processing tasks
under the simulated resource allocation strategies is presented in Figure 2, where the
horizontal axis represents the number of iterations and the vertical axis represents the
average closed-loop delay of task processing. Furthermore, the plots with diamond, circular,
star, vertical, triangular, and rectangular curves represent the TARMC strategy, TARMC
strategy under non-cross-domain networks, GA strategy, and GA strategy under non-
cross-domain networks, SA strategy, and SA strategy under non-cross-domain networks,
respectively. As observed, the average closed-loop delay for processing tasks with TARMC,
GA skimming, and SA strategies under cross-domain networks was much less than that
of TARMC, GA and SA strategies under non-cross-domain networks. This is because the
number and types of industrial terminals vary for each cluster domain network in the actual
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industrial production, and the corresponding task calculation quantity varies as well. If the
task is calculated only in the current cluster domain network, the computational resource
allocation of the global network in this industrial area is non-uniform, thereby resulting
in low resource utilization and increased average closed-loop delay of task processing.
A multidomain collaborative network enables cross-domain computing processing in
performing tasks, which allocates numerous real-time tasks to cluster domain networks
with more idle resources for collaborative computing. Thus, this feature reduces the task
processing delay and diminishes the corresponding average closed-loop delay for task
processing. In addition, the average closed-loop delay of processing tasks with the TARMC
strategy is substantially less than that of the GA and SA strategies. This is because the
TARMC strategy considers the task between large-scale industrial intelligent terminals,
edge servers, and the cluster domain network communication interaction process according
to the intelligent manufacturing workshop closed-loop control business requirements. In
addition, it formulates the average closed-loop delay of task processing as an optimization
function to ensure the communication performance of new IIoT networks, which effectively
reduces the average closed-loop delay of task processing. However, the GA and SA
strategies are based on a simple network model, considering the one-way empty port
delay as the optimization goal and ignoring the impact of the task interaction between
edge servers and cluster domain network on the overall delay. Thus, they are unable to
satisfy the network requirements of intelligent manufacturing workshop, which increases
the average closed-loop delay of task processing. As observed in Figure 2, the average
closed-loop delay for task processing with TARMC strategy under multidomain synergy
was 1.8401 s, whereas that for TARMC strategy under non-cross-domain networks was
2.6372 s, demonstrating an improvement of 30.2%. In addition, the average closed-loop
delay in processing tasks with GA and SA strategies under multidomain collaboration was
3.2867 s and 2.0797 s, respectively, which corresponds to a performance improvement of
44.0% and 11.5% in comparison with the latter.
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Figure 2. Variations in closed-loop delay of task processing under various resource allocation policies.

The trend of variations in average energy consumption between multiple resource allo-
cation strategies is discussed herein. In Figure 3, the horizontal axis represents the number
of iterations, and the vertical axis denotes the average energy consumption. Furthermore,
the plots with diamond, circular, star, vertical, triangular, and rectangular curves represent
the TARMC strategy, TARMC strategy under non-cross-domain networks, GA strategy,
and GA strategy under non-cross-domain networks, SA strategy, and SA strategy under
non-cross-domain networks, respectively. As observed, the average energy consumption of
the TARMC, GA skimming and SA strategies under cross-domain networks is considerably
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less than the TARMC, GA strategy, and SA strategy under non-cross-domain networks.
This is because the multidomain collaborative network can completely schedule the com-
puting resources in the entire region, reduce the delay of industrial intelligent terminals
in the local processing tasks, decrease the computing energy consumption of industrial
intelligent terminals, and eventually, improve the average energy consumption of industrial
intelligent terminals compared to the non-cross-domain network mode. In addition, the
average energy consumption of the TARMC strategy is much less than that of the GA
and SA strategies, as indicated in the figure. This is because the TARMC strategy can
adaptively adjust the weight of the closed-loop delay and average energy consumption of
task processing according to the requirements of the industrial intelligent terminal business,
evaluate the priority of optimizing the average energy consumption, and thus, effectively
reduce the average energy consumption. However, the GA and SA strategies only consider
the impact of one-way air interface delay on the data processing process of industrial
intelligent terminals, which inevitably sacrifices energy consumption in the optimization
process, resulting in high average energy consumption. Moreover, as noted from Figure 3,
the average energy consumption of the TARMC strategy under multidomain collaboration
was 0.5091 J, whereas that under non-cross-domain networks was 1.2462 J, corresponding
to an improvement of 59.2%. In addition, the average energy consumption of GA and SA
strategies under multidomain collaboration was 1.3090 J and 0.9193 J, respectively, which
improved by 61.1% and 44.6% in comparison to the latter.
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Figure 3. Average energy consumption of industrial intelligent terminals varies with resource
allocation strategies.

The variations in delay of processing various tasks in multiple stages with several
data sizes are plotted in Figure 4, wherein the horizontal axis represents the average size of
the task data volume, and the vertical axis represents the delay. In the bar graph, the delay
in task processing in various processes is stated as follows (from left to right): closed-loop
processing, multidomain collaborative computing process, and local computing process. As
observed from the figure, compared to the delay in the first two processes, the task exhibits
the lowest processing delay during the local calculation process, and it gradually increases
with the amount of task data, before eventually its convergence. This is because the local
limited resources fail to execute the task of higher data volume. If the amount of data of
the pending task attains the maximum limit of local computing processing, it will request
multidomain collaborative processing instead of allocating new tasks to local processing.
During this process, the delay in processing the task of local calculation gradually increases
before stabilizing. Moreover, in the process of the multidomain collaboration task, the
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processing delay increases with the amount of data related to the task under process, and
accordingly, the delay of the closed-loop process increases. Therefore, the processing delay
in the calculation process is reasonably less than that of the other two processes, with a
slow growth rate.
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This paper considered the energy consumption of industrial intelligent terminals at
various stages of several task data sizes. In Figure 5, the horizontal axis represents the
average size of task data volume, and the vertical axis represents energy consumption. In
the bar chart, the energy consumption of industrial intelligent terminals in the closed-loop
process of task processing, energy consumption in the process of multidomain collaborative
computing, and energy consumption in the local calculation process are presented. As
observed, the industrial intelligent terminal consumes the least energy in the multidomain
collaborative computing process compared with that in the previous two processes, and
the energy consumption of the industrial intelligent terminal in all processes increased
with the task data volume. This is because the energy consumption of the industrial intelli-
gent terminal in the process of multidomain collaborative computing primarily includes
industrial terminal local computing after the end of standby energy consumption, transmit-
and-accept-task data energy consumption, and local computing energy consumption. In
the process of task computing and CPU computing energy consumption, task closed-loop
process includes the energy consumption of the above-mentioned two processes. Owing to
the extremely short time span of transmitting and receiving data, the process exhibits the
lowest energy consumption, which often results in the lowest energy consumption in the
domain collaborative computing process. Simultaneously, an increase in the amount of task
data increases the time to transmit and receive the data, increases CPU computing time, the
increases computing energy consumption, and eventually, increases energy consumption
in all the processes.

The variations in delay of processing tasks at various stages for multiple industrial
intelligent terminals is presented in Figure 6, where the horizontal axis indicates the number
of industrial intelligent terminals, and the vertical axis represents the delay. In the bar
graph, from left to right: delays of processing task in closed-loop process, the task during
multidomain collaborative computing process, and the processing delay of task during
local computing process. As depicted in Figure 6, the delay in processing tasks at various
stages increases with the number of terminals. This is because the network task data
doubles upon increasing the number of industrial intelligent terminals. In global network
resources allocation, considering each task provides maximum delay and the network
load should be balanced, the collaborative computing resources are allocated with several
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terminals to ensure the normal operation of various intelligent terminals, which increases
the network delay.
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Figure 6. Delay variations in various task processing stages for multiple industrial intelligent terminals.

In this study, the energy consumption varied with the number of industrial intelligent
terminals and the task processing was considered in multiple stages. In Figure 7, the
horizontal axis represents the number of industrial smart terminals and the vertical axis
represents energy consumption. In the bars graph, the energy consumption for various
cases is stated as follows (from left to right): industrial intelligent terminal in the closed-
loop process of task processing, the process of multidomain collaborative computing, and
the process of local computing. As observed from the graph, the energy consumption of
industrial intelligent terminals in the closed-loop process of task processing is not easily
affected by the variations in the number of intelligent terminals and is minimized if the
number of terminals reaches 150. This is because the proposed TARMC strategy can
categorize various tasks into several subtasks with an extremely small volume of data.
As the number of intelligent terminals increases, the amount of task data in the global
network increases. However, the data amount of the segmented subtasks for multidomain
collaborative computing remains negligibly small, and the impact of subtask data growth
can be minimized by flexibly scheduling the global network computing resources. At this

142



Processes 2023, 11, 132

instant, the delays in processing and data of the industrial terminal transmission process are
low, and the corresponding energy consumption is not easily affected by the growth of the
number of intelligent terminals. In addition, as the improved Cuckoo Search algorithm of
this strategy obtained a global approximate optimal solution through continuous iteration,
the energy consumption fluctuated as the number of intelligent terminals increased, and it
was minimized as the number of terminals reached 150.
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6. Conclusions

This study proposed a task-offloading and resource allocation strategy in multidomain
cooperation for the IIoT. First, this strategy deeply examines the closed-loop process of
information flow interaction between various layers of intelligent terminals in the wireless
network, constructs a multidomain collaborative task-offloading and resource allocation
network model for the IIoT, and efficiently allocates the resources between intelligent
terminals, edge servers, and cluster domain networks according to the dynamic changes
of the network load. Subsequently, various tasks are segmented and identified, enabling
local and edge servers to process all subtasks in parallel. Simultaneously, the joint task-
processing closed-loop delay and terminal energy consumption utility function of the
intelligent terminal are developed around the machine, transforming the multidomain
collaborative task-offloading and resource allocation process into the problem of task
calculation revenue. Moreover, a modified Cuckoo Search algorithm was developed
through the iterative alternating solution, which calculated the optimal offloading location
and resource allocation decisions. The simulation results revealed that the TARMC strategy
effectively improved the closed-loop delay and energy consumption of task processing
compared with the GA- and SA-based resource allocation strategies. Furthermore, it
verified that the delay and energy consumption optimization performance of multidomain
collaborative methods is much higher than that of non-cross-domain methods. In future,
we will continue to develop flexible manufacturing scenarios of the wireless-network
resource-scheduling scheme, considering the workshop-level massive heterogeneous data
information fusion method. In addition, the coupling correlation between the variations
in physical environment and digital space should be further explored to improve the
efficiency of multidimensional resource scheduling, enhance the overall real-time data
interaction from factory production lines (businesses, control instructions, etc.), and increase
production decision-making efficiency.
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Abstract: The study’s goal is to assess the flexural strength of concrete that includes waste marble
powder using machine learning methods, i.e., ANFIS, Support vector machines, and Gaussian
processes approaches. Flexural strength has also been studied by using the most reliable approach
of sensitivity analysis in order to determine the influential independent variable to predict the
dependent variable. The entire dataset consists of 202 observations, of which 120 were experimental
and 82 were readings from previous research projects. The dataset was then arbitrarily split into
two subsets, referred to as the training dataset and the testing dataset, each of which contained a
weighted percentage of the total observations (70–30). Output was concrete mix flexural strength,
whereas inputs comprised cement, fine and coarse aggregates, water, waste marble powder, and
curing days. Using statistical criteria, an evaluation of the efficacy of the approaches was carried
out. In comparison to other algorithms, the results demonstrate that the Gaussian process technique
has a lower error bandwidth, which contributes to its superior performance. The Gaussian process
is capable of producing more accurate predictions of the results of an experiment due to the fact
that it has a higher coefficient of correlation (0.7476), a lower mean absolute error value (1.0884),
and a smaller root mean square error value (1.5621). The number of curing days was identified as a
significant predictor, in addition to a number of other factors, by sensitivity analysis.

Keywords: waste marble powder; flexural strength; support vector machines; Gaussian processes; ANFIS

1. Introduction

Cement, fine and coarse aggregates and water are the main ingredients of concrete.
Every one of the components, with the exception of cement, is easily accessible in every
region of the world. The only way to create cement is through the process of manufacturing
it. The manufacture of cement results in the emission of carbon dioxide, which is harmful
to the environment. Because of their extensive application, there is currently an increase in
the overexploitation of several resources. As a result of industrialization and urbanization,
concrete is used in a significant amount of construction projects, and the rising demand
for the material will eventually lead to its depletion. If the waste material could meet the
required criteria, then it could be used in the development of the infrastructure, which
would make it economically viable [1,2]. The process of industrialization results in the
production of a variety of hazardous wastes, the management of which can be accomplished
by mixing these wastes into the fundamental components of concrete. There is a possibility
that fly ash, silica fumes, and slag will raise the water demand of the concrete mix. This
issue can be remedied by using a superplasticizer [3]. Waste marble powder (WMP)
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can be utilized in place of cement or fine aggregates as an alternative [4–6]. WMP is a
potentially useful material that might be used to partially replace sand and cement. CaO,
SiO2, Al2O3, Fe2O3 are significant constituents, whereas MgO, SO3, K2O, and Na2O are
minor constituents. India produces the most marble waste throughout the mining process.
The marble industry’s waste can harm the environment and the economy if not properly
managed. The demand for marble on the market is driven in part by its widespread
application in ornamental settings. The production of marble results in the generation
of a number of different chemical forms that are considered to be hazardous waste. The
disposal of waste is not an efficient use of resources, and it also raises concerns for the
environment. When appropriately integrated, the use of waste from industrial processes
has the potential to reduce the amount of cement that must be added to concrete [7]. Marble
sludge can be recycled and utilized as one of the primary components of concrete mix,
which can subsequently be used as a building material or in the construction of road
pavements, amongst other potential applications [8]. Soliman [9] found that as marble
powder (MP) replaces cement in the nominal mix, the concrete strength decreases. Both
the effect of substituting MP for cement (C) and the findings show that the tensile strength
of WMP starts to decrease as the amount of WMP increases [10]. By replacing 10% of the
cement with marble dust, Dhoka [11] noticed a 25% improvement in 28-day tensile strength
compared to the composite samples. Many researchers use waste MP as a replacement of
cement by weight [12–16]. In the experiment that was carried out by Kelestemur [14], on a
concrete mix that contained various amounts of glass fiber, it can be seen that by adding
marble dust, it achieves the highest CS. Workability was not affected by the capillarity
properties of self-compacting concrete caused by the addition of waste marble dust as a
cement replacement, but tensile strength was reduced as a result [15]. Uysal and Yilmaz [17]
investigated the usage of lime, basalt, and MP as Portland cement substitutes. In addition,
the tensile strength after 28 days was improved when both gravel and sand were used as a
substitute [18]. It was determined that the utilization of MP as a filler was satisfactory [19].
According to the findings of the study, replacing sand with 10% mineral powder delivers
the highest possible CS while maintaining a level of workability that is comparable to
that of cement. MP offers good cohesiveness to mortar because of its fineness. MP can
also be used as a substitute for SCC [20]. After 28 days of curing, Demirel [21] found
that the porosity of the matrix began to decrease as the quantity of small particles in the
matrix increased after being replaced with WMP. However, the CS rating improved. The
mechanical and physical qualities of the concrete are altered when WMP is used as a filler
ingredient in the production of SCC [22].

Waste marble powder (WMP) can be utilized in place of cement or fine aggregates as
an alternative [5,6]. Researchers are currently employing methods of soft computing in an
effort to find solutions to the problems [23–32]. The amount of cement, aggregates, water,
admixtures, and waste products that are included in the mix are the primary factors that
define the strength of the concrete. These elements can be incorporated into the model as
input variables to facilitate more accurate forecasting of the ultimate outcome. In classic
methodologies, the approaches of linear and non-linear regression are utilized the majority
of the time in order to anticipate results. However, in recent years, techniques from the field
of AI such as artificial neural networks (ANN), linear regression, group method of data
handling (GMDH), random forest, and random tree (RT) have been utilized to estimate the
concrete mechanical characteristics [33–38]. The majority of the research effort is being put
towards attempting to forecast the mechanical characteristics of various concrete mixes. In
order to accurately estimate the strength of no-slump concrete, a number of regressions,
neural networks (NNT), and adaptive neuro-fuzzy inference system (ANFIS) models have
been created [25,32]. These models use components of concrete as input parameters. The
findings indicate that the NNT and ANFIS models are superior to the proposed standard
regression models in terms of accuracy when it comes to forecasting the 28-day CS for non-
slumping concrete. In Madandoust’s [39] research, a neural network of the GMDH type was
combined with ANFIS modelling to make a prediction about the strength of concrete made
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from cementitious components. During the course of the research, a genetic algorithm was
utilized to construct a neural network of the GMDH variety. Input parameters consisted
of things like ratios of length to diameter, core diameter, and other similar measurements
in order to forecast the output strength. Ayat [40], in the year 2018, directed the study to
analyses the affectability of the developed model to some basic factors influencing concrete
CS. The goal of the investigation was to determine whether or not the constructed model is
affected by these factors. It was found that the ANNs model that had been suggested was
remarkable as a practical and very effective method for simulating the CS forecast of lime
filler (LF) concrete. When it comes to forecasting the CS of concrete mixtures, tree-based
models perform admirably.

In this paper, the effect of marble powder on flexural strength of concrete is demon-
strated. Experimental investigations to study the effect of marble dust on flexural strength
exploring possible reasons for the gain in strength have been conducted. Techniques from
the field of soft computing have found widespread use in a variety of technical fields over
the course of the past few decades. Fewer studies have been identified on the performance
of soft computing techniques for predicting the FS of concrete mixtures that include waste
MP. Some of the soft computing techniques that were utilized in this work are the Support
Vector Machine (SVM), the Gaussian Process (GP), and the Adaptive Neuro-Fuzzy Inference
System (ANFIS). The results were compared in order to identify the modelling strategy
that proved to be the most reliable in predicting the FS of concrete mix includes waste
marble powder. Additional sensitivity analysis was done to identify the most important
input parameter.

2. Machine Learning Techniques
2.1. ANFIS

An artificial neural network that is built on the Takagi-Sugeno fuzzy inference system
is called an adaptive neuro-fuzzy inference system (ANFIS). It wasn’t until the early 1990s
that the methodology was created. It offers the chance to use the benefits of both types of
systems under a single framework because it combines neural networks and fuzzy logic
concepts. Its inference system is made up of a collection of fuzzy IF–THEN rules with
the capacity to approximate nonlinear functions through learning. As a result, ANFIS is
regarded as a universal estimator. The best parameters acquired by genetic algorithm may
be used to employ the ANFIS in a more efficient and optimal manner. Figure 1 presents
the ANFIS architecture [41]. There are five layers in the ANFIS model. Each layer has its
own set of nodes, which are specified by the node function. Layer one is the layer in which
all of the nodes have a node function and are adaptive nodes. The second layer is where
nodes multiply incoming signals, and the output is the sum of all the incoming signals. The
firing strength of the ith rule is compared to the total firing strength of all node rules, which
is the focus of Layer 3’s calculation. Each node in layer 4 is responsible for calculating
the contribution that the ith rule makes to the overall output. The signal node in layer
5 calculates the final output as the sum of all input signals.

Within the framework of this ANFIS system, the hybrid algorithm was implemented.
The input and output membership functions of the ANFIS model each have their own
unique shape. The ‘trimf’ membership function was chosen out of all the other MF’s
because it displays the lowest test error and the lesser value of mean absolute percentage
error compared to the other membership functions. The ‘trimf’ membership function,
which stands for ‘triangular membership function,’ also has incline and decline features
with a specific value [42].
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2.2. Support Vector Machine (SVM)

Vapnik initially demonstrated the SVM in 1995. Researchers utilize this method to
tackle categorization, prediction, and regression difficulties. It’s a part of artificial intelli-
gence (AI) [43,44]. SVM analysis involves training and testing data sets and input/output
parameters. The optimal margin classifier is used in SVM analysis to segment the decision
surface. The product of two vectors is determined using the kernel function approach.
Fixed mapping is used to fit a non-linear kernel function in high-dimensional space after
input data has been mapped using n-dimensional characteristics. When high-dimensional
data is mapped using a kernel, the information separates linearly without altering the
input space [44]. The input space is converted into a high-dimensional feature space via the
kernel function, which enables non-linear relationships to be expressed in a linear fashion.
The particular selection of a kernel function to map the non-linear input space into a linear
feature space is highly dependent on the nature of the data, which refers to the type of
underlying relationship that needs to be estimated in order to relate the input data with
the desired output property. Finding such a kernel will be quite valuable. The Pearson VII
Universal Kernel was utilized for use as the basis for the GP and SVM kernel function. The
Pearson VII function offers outstanding flexibility and the opportunity to simply shift from
a Gaussian into a Nonlinear peak shape and more by modifying its parameters. It also has
the ability to transition from a Nonlinear peak shape to a Gaussian peak shape. As a result,
the Pearson VII function can be utilized in place of a generic kernel [45].

2.3. Gaussian Processes (GPs)

Over the course of the last several years, a large amount of research and development
effort has been concentrated on the study of machine learning as an area of study. The
Gaussian process is a method for machine learning that involves performing analyses of
models using kernels. It gives kernel machine novices hands-on experience [46,47]. Each
finite random variable has a joint normal distribution. This collection is called a random
variable ensemble. It is generally agreed that the mean function, which is represented by
the symbol m(x), and the kernel function, which is represented by the symbol n(x,x′), are
the two most important functions of the Gaussian process, which is represented by the
symbol l (x).

2.4. Purpose of the Study

A comprehensive literature analysis found that fewer studies had utilized these mod-
elling methodologies to assess the FS of concrete mixes including WMP. In civil engineering,
their ability to predict the FS of concrete mixtures was evaluated using literature and lab
data. In this paper, the effect of marble powder on flexural strength of concrete is demon-
strated. Experimental investigations to study the effect of marble dust on flexural strength

149



Processes 2022, 10, 2745

exploring possible reasons for the gain in strength have been conducted. The study’s goal
is to assess the flexural strength of concrete that includes waste marble powder using
machine learning methods, i.e., ANFIS, Support vector machines, and Gaussian processes
approaches. Other algorithms were also tested on the dataset used for the study in ad-
dition to GP, SVM, and ANFIS, but they showed a poor coefficient of correlation value
for the dataset. Therefore, in place of other conventional methodologies, ANFIS, support
vector machine, and Gaussian process methods were used to predict the flexural strength
of concrete.

In order to determine which modelling technique was the most effective at predicting
the FS of concrete mix, the results were compared. This was done so that the most de-
pendable modelling strategy could be selected. Flexural strength has also been studied by
using the most reliable approach of sensitivity analysis in order to determine the influential
independent variable to predict the dependent variable.

3. Methodology

In order to accomplish the goal of the study, which was to predict the FS of concrete,
the following approach was taken: data was gathered on the FS of concrete, and various
forms of soft computing were utilized. It was important to collect adequate data for the
purpose of predicting the FS, and this was accomplished by carrying out experimental
study and data from previously published studies.

3.1. Experimental Investigation

Each of the 120 beam specimens measuring 700 mm × 150 mm × 150 mm provided
the following information regarding the testing materials and procedures:

3.1.1. Aggregate

CA with nominal diameters between 10 and 20 mm was incorporated in the concrete
mixture. The particle size distribution of the aggregate was graded [48]. The SG, crushing,
and impact were found to be 2.61, 23.67, and 6.74 percent, respectively, by ASTM C-128 and
ASTM C-127 [49,50]. The mechanical characteristics of FA and CA are shown in Table 1.

Table 1. Mechanical Characteristics of Fine and Coarse Aggregates.

Experiment Unit Observed Value Permissible
Limit Standard

Impact test of CA % 6.74 <10 [50]
Crushing value of CA % 23.67 >45 [50]

SG of CA gm/cm3 2.61 -
[49]Apparent SG of CA gm/cm3 2.82 -

WA of CA % 2.82 -
SG of FA gm/cm3 2.47 -

[49]Apparent SG of FA gm/cm3 2.51 -
WA of FA % 0.6 -

3.1.2. Cement

Cement according to ASTM C-150 [51] Type-I cement was utilized in this study. Table 2
lists the mechanical characteristics of cement.

Table 2. Mechanical Characteristics of cement.

Test Unit Value Permissible Limit Standard

Fineness % 5.77 <10 [52]
Consistency % 32 >45 [53]
Soundness mm 3.33 <10 [54]

SG gm/cm3 3.1 - [55]
Setting Time min Initial 40 - [56]

Final 360 -
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3.1.3. Marble Powder

The Waste Marble Powder that was obtained came from its source, which was a marble
company that was located locally. While Table 3 provides an explanation of the WMP’s
mechanical qualities, Figure 2 depicts the chemical analysis of the marble powder. An EDS
analysis was carried out so that the elemental make-up of the WMP could be ascertained.
The X-ray spectra, which can be seen in the image, are laid out with the energy, which is
measured in keV, along the x-axis and the number of counts, which is measured along the
y-axis. The information shown in Figure 2 makes it abundantly evident that Calcium and
Oxygen have the highest weightage of all the elements.

Table 3. Mechanical Characteristics of MP.

Test Unit Value

Fineness % 2.01
SG gm/cm3 2.44

Apparent SG gm/cm3 2.56
WA % 1.96

Bulk SG gm/cm3 1.63
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3.1.4. Mix Design

When making batches, the amounts of C, FA, and MP that were specified were em-
ployed. Other components, such as CA and the ratio of water to cement, were always used
in the same proportions throughout the process. Several unique sets of specimens, each
of which had three beams, were manufactured as a part of the experiment. A total of one
hundred and twenty beams were manufactured. The composition of the control specimens,
as well as the composition of the specimens with 5, 10, 15, and 20% replacement by the
weight of cement and sand, is detailed in Table 4.
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Table 4. Mix Design.

Sr. No. Mix-ID
Materials in kg/m3

Cement FA CA Water MP

1 M0 395.74 600.15 1103.09 217.65 0
2 A04 395.74 570.14 1103.09 217.65 30.00
3 A13 390.79 577.65 1103.09 214.93 27.44
4 A22 385.85 585.15 1103.09 212.21 24.89
5 A31 380.89 592.64 1103.09 209.49 22.34
6 A40 375.95 600.15 1103.09 206.77 19.78
7 B04 395.74 540.13 1103.09 217.65 60.01
8 B13 385.85 555.13 1103.09 212.21 54.90
9 B22 375.95 570.14 1103.09 206.77 49.75

10 B31 366.06 585.15 1103.09 201.33 44.68
11 B40 356.16 600.15 1103.09 195.89 39.57
12 C04 395.74 510.12 1103.09 217.65 90.02
13 C13 380.89 532.63 1103.09 209.49 82.35
14 C22 366.06 555.13 1103.09 201.33 74.69
15 C31 351.21 577.65 1103.09 193.16 67.02
16 C40 336.37 600.15 1103.09 185.00 59.36
17 D04 395.74 480.12 1103.09 217.65 120.03
18 D13 375.95 510.12 1103.09 206.77 109.80
19 D22 356.16 540.13 1103.09 195.89 99.58
20 D31 336.37 570.14 1103.09 185.00 89.43
21 D40 316.59 600.15 1103.09 174.12 79.14

M0 = control mix; (A represents 5% MP, B represents 10% MP, C represents 15% MP, D represents 20% MP)
replacement.

ASTM D790 and ASTM C78 determine flexural strength using a two-point loading
test. This method determines the flexural strength of hardened concrete test specimens
by two-point loading [57,58]. Figure 3 shows a schematic of a flexural machine with two
supports and two loads. Two supports considered as simply supported. The specimen’s
center was loaded and then two points until failure. The flexural test machine directly
measured the load.
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3.1.5. Result and Discussion

The samples A04 and D40 that contained marble powder instead of sand and cement,
respectively, showed an extra improvement in strength in the strength activity results as
shown in Figure 4. After 28 days, the strength ratio for the samples was 15% and 3% higher,
respectively, showing that a chemical reaction was occurring. The components with the
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biggest weightage, according to an EDS study, are calcium and oxygen in marble powder,
which contribute to the increase in strength.
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Figure 4. FS Results Based on Experimental Studies.

4. Statistical Analysis
4.1. Data Collection

The dataset is absolutely necessary for making an accurate prediction. Table 5 contains
the range of the 202 observations that were gathered for this study from various sources,
including the literature (82 readings), as well as laboratory data (120 readings). Table 6
contains detailed information regarding the observations that were analyzed as part of the
investigation. After then, the 202 observations were divided into two subgroups at random,
with a ratio of 70–30 for the training and testing subsets, respectively. In this study, FS
served as the output variable, while ANFIS, SVM, and GP were the three methods that
were employed to obtain the intended outcome. The input variables included C, FA, CA, w,
MP, and CD. The software platforms that were used were MATLAB and Weka 3.9. In order
to achieve the desired outcome, the researchers used independent variables including C,
FA, CA, w, MP, and CD. In Table 7, the characteristics of the complete dataset, the dataset
used for training, and the dataset used for testing are outlined. Consideration was given to
the CC, MAE, RMSE, RAE, and RRSE when attempting to ascertain which model produced
the most accurate results. These factors were helpful in determining which model was the
most accurate. Better results are likely to have a higher CC value as well as a lower error
value. Table 8 is a listing of the user-defined criteria that must be met when evaluating
the FS of a concrete mixture using WMP. These user-defined optimal settings for various
procedures are the product of a significant amount of research that were conducted. The
effectiveness of each model was determined by the optimal configurations. Because the
optimal parameters will have an effect on the performance of the model, it is essential that
they be determined with extreme care. As a consequence of this, the example parameters
were perfectly suitable for both the datasets used for training and for testing.
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Table 5. Range of the dataset used.

Sr. No.

Independent Variable Range Dependent
Variable Range

Reference
(kg/m3)

CD FS (MPa)
C FA CA W MP

1. 316.59–
395.74

480.12–
600.15 1103.09 174.13–

217.66
0.00–

120.03 7.00–28.00 0.71–
11.73

Experimental
Reading

2. 225.00–
300.00 450.00 900.00 120.00 0.00–

75.00 7.00-28.00 0.40–
3.10 [59]

3. 383.00 273.00–
546.00 1187.00 191.60 0.00–

273.00 28.00 4.18–
5.73 [60]

4. 340.00–
400.00 672.00 1113.00 120.00–

160.00
0.00–
60.00

7.00–
28.00

3.30–
4.21 [61]

5. 240.00–
300.00 312.30 1721.40 150.000 0.00–

30.00
7.00–
90.00

4.80–
6.10 [62]

6. 270.20–
337.80

741.40–
927.00 1046.20 189.140–

212.800
0.00–

185.20
7.00–
90.00

1.76–
3.40 [63]

Table 6. Detail of dataset.

Sr. No. 1 2 3 4 5 6 Total

Author Mansoor [59] Anitha
Selvasofia [60]

Sounthararajan and
Sivakumar [61] Ergun [62] Kirgiz

[63]
Experimental

Readings
202

No. of
observation 18 6 14 22 22 120

Table 7. Characteristics of Datasets.

Dataset Statistics Minimum Maximum Mean Standard
Deviation Kurtosis Skewness

Total Dataset
(202 observations)

C 225.00 400.00 345.23 48.54 −0.43 −0.89
FA 273.00 927.00 556.21 132.14 0.59 0.12
CA 900.00 1721.40 1149.32 209.67 3.40 2.07
w 120.00 217.66 186.23 31.89 −0.32 −1.01

MP 0.00 273.00 59.71 46.51 2.48 1.29
CD 7.00 90.00 20.10 16.64 8.33 2.44
FS 0.40 11.73 4.55 2.52 0.01 0.67

Training Dataset
(142 Observations)

C 225.00 400.00 343.55 50.30 −0.60 −0.82
FA 273.00 927.00 554.14 137.09 0.53 0.15
CA 900.00 1721.40 1155.17 218.49 2.80 1.96
w 120.00 217.66 185.80 32.29 −0.45 −0.95

MP 0.00 273.00 59.21 48.52 2.95 1.44
CD 7.00 90.00 21.05 18.62 6.82 2.39
FS 0.40 11.73 4.59 2.62 0.04 0.75

Testing Dataset
(60 Observations)

C 225.00 395.74 349.21 44.23 0.14 −1.05
FA 312.30 834.30 561.10 120.60 0.81 0.05
CA 900.00 1721.40 1135.46 188.16 5.90 2.46
w 120.00 217.66 187.26 31.15 0.13 −1.17

MP 0.00 185.20 60.89 41.72 0.34 0.73
CD 7.00 28.00 17.85 10.34 −2.02 −0.05
FS 0.71 10.31 4.46 2.27 −0.44 0.32
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Table 8. Use Defined Parameters.

Model Used User Defined Parameters

SVM C = 1.5, PUK kernel O = 0.7, S = 0.7
GP Noise = 0.1, PUK kernel O = 0.8, S = 0.8

ANFIS Epoches = 10

Figure 5, show how distinct each data point’s colors are. The color alterations on
the pair charts depend on the output’s level of intensity. Figure 5 shows how the color
for flexure strength, which ranges from 0.4 MPa to 11.73 MPa, varies from blue to orange
depending on the intensity of the output. As a result, each data point’s color is unique
for each variable and ranges from blue at 0.4 MPa to orange at 11.73 MPa. In addition,
Figure 5 illustrates a pair plot that was created to visualize the given dataset and discover
their relationship. Figure 5 depicts the complex relationship that exists between the flexural
strength of concrete and the constituent elements of marble powder, curing days, water,
and cement. As can be seen, an increase in the dependent variables such as cement, water,
marble powder, and curing days has an effect on the FS of the concrete.
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4.2. Criteria for Evaluative Assessment

Using evaluating parameters ensures that algorithms perform to their greatest capacity.
The CC, MAE, RMSE, RAE, and RRSE were used in this investigation.

CC =
x(∑x

i=1 OV)− (∑x
i=1 O)(∑x

i=1 V)√
[x ∑x

i=1 O2 − (∑x
i=1 O)2]

√
[x ∑x

i=1 V2 − (∑x
i=1 V)2]

(1)

RMSE =
√ 1

x

(
x

∑
i=1

(V −O)2

)
(2)

MAE =
1
x
(

x

∑
i=1
|V −O|) (3)

RAE =
∑x

i=1|O−V|
∑x

i=1
(∣∣O−O

∣∣) (4)

RRSE =

√√√√ ∑x
i=1(O−V)2

∑x
i=1
(∣∣V −V

∣∣)2 (5)

O = Observed readings; O = the average of the Observed readings
V = Predicted readings; V = Predicted Values Average
x = the total number of readings.

The numbers assigned to the CC might range from minus one to plus one. The higher
the CC number, the more favorable the outcomes are projected to be. Lower values of
evaluation parameters such as RMSE, MAE, RAE, and RRSE, on the other hand, predict
better outcomes; that is, if the computed error is low, it means that the output results will
be better [64–70].

5. Findings and Discussion
5.1. ANFIS Based Assessment

Trial-and-error is used in the development of ANFIS-based models. Matlab can be
used to predict FS. The model used in the study is triangular. The performance metrics for
each membership function-based ANFIS model are listed in the later section. ANFIS model
based on triangular membership function (MFs) predicts FS of concrete mix containing
WMP. The CC values for training and testing were 0.8592 and 0.4687, respectively. The
RMSE, MAE, RAE, and RRSE values were 1.3351 and 2.5116, 0.8487, 39.77% and 59.93%,
respectively. Figure 6 illustrates observed and predicted ANFIS-based results for both
phases. These numbers show how well the ANFIS trimf-based model predicts the FS of
concrete mixes containing WMP. Reliable outcomes are predicted by a value that is closer
to the line of perfect agreement [71–76].
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5.2. Support Vector Machine (SVM) Based Assessment

The Pearson VII function kernel, often known as the PUK kernel, is used in this model
along with a number of user-defined parameters, such as C, omega (O), and sigma (S). The
ideal method, which involved getting the maximum CC value while also minimizing the
number of errors, was found after a substantial number of experiments were run [77–80].
The dataset that was used in this investigation yielded the most successful outcomes, with
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a c value of 1.5, O = 0.7, and S = 0.7, respectively. The performance metrics of the SVM are
listed in Table 9, and it includes both the training and testing datasets. The RRSE was 50.88
percent during the training phase and 78.36 percent during the testing phase. The RAE was
31.49 percent during the training phase and 61.61 percent during the testing phase. The
MAE was 0.6720 during the training phase and 1.1604 during the testing phase. The CC
values were 0.8656 and 0.7020. A comparison of the actual and anticipated FS values of the
concrete mix resulted in the creation of the agreement plot, which is depicted in Figure 7.
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Table 9. Performances of SVM, GP, and ANFIS.

Machine
Learning

Techniques
CC MAE RMSE RAE RRSE

Training
GP 0.8967 0.7180 1.1563 33.64% 44.32%

SVM 0.8656 0.6720 1.3275 31.49% 50.88%
ANFIS_trimf 0.8592 0.8487 1.3351 39.77% 59.93%

Testing
GP 0.7476 1.0884 1.5621 57.79% 69.19%

SVM 0.7020 1.1604 1.7691 61.61% 78.36%
ANFIS_trimf 0.4687 1.6305 2.5116 86.99% 98.74%

5.3. Gaussian Processes (GPs) Based Assessment

The type of regression known as Gaussian Processes makes use of a Pearson VII func-
tion kernel, often known as a PUK kernel, together with specific user-defined parameters
such as L, Omega (O), and Sigma (S). Numerous trials had to be conducted in order to
find the optimal value, which was defined as the greatest CC value that could be achieved
with the fewest errors [81–84]. With L values of 0.1, O = 0.8, and S = 0.8, respectively, the
dataset employed in this experiment yielded the most effective findings. Table 9 can be
accessed here and contains the performance metrics for the general practice training and
testing datasets. The training and testing phases’ respective RMSE values were 1.1563 and
1.5621, the training and testing phases’ respective MAE values were 0.7180 and 1.0884, the
training and testing phases’ respective RAE values were 33.64 percent and 57.79 percent,
and the training and testing phases’ respective RRSE values were 44.32 percent and 69.19
percent. The actual FS of the concrete mix is compared to the projected FS in Figure 8,
which illustrates the agreement plot.
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6. Comparison

Throughout the course of this investigation, a variety of distinct strategies for machine
learning were utilized. The GP model appears to outperform the others when these models
are compared, both in terms of the training datasets and the testing datasets [65]. Both
the training dataset and the testing dataset showed that the GP model had the greatest
possible CC values of 0.8967 and 0.7476, respectively, for the testing dataset. Figure 9a,b
illustrates the disparity that exists between the projected dataset and the actual dataset on
which machine learning methods were performed.
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GP model also had the lowest MAE (1.0884), RMSE (1.5621), RAE (57.79%), and RRSE
(69.19%) for the testing dataset. These results can be seen in Table 9 and Figure 10.
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Figure 10. Performance Evaluation by Statistical Parameters.

In order to determine the FS of concrete mix that included MP, it was necessary to
evaluate not only the actual value but also the quartile values of 25%, 50%, and 75% in ad-
dition to the actual value. Table 10 displays the findings obtained from the aforementioned
assessments. Interquartile range (IQR) of GP is relatively near to IQR of the real data that
was followed by ANFIS trimf, as can be shown in Figure 11 and Table 10, respectively.
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Table 10. Statistics of observed and predicted output of testing dataset utilizing soft computing
algorithms.

Output Statistic Criteria Actual GP SVM ANFIS_Trimf

FS

Minimum 0.71 1.23 0.90 1.29
Maximum 10.31 10.38 10.68 14.48

1st Quartile 2.90 2.81 2.42 2.58
Mean 4.46 4.50 4.41 4.83

3rd Quartile 5.96 6.31 6.40 6.48
IQR 3.06 3.50 3.98 3.90Processes 2022, 10, x FOR PEER REVIEW 19 of 25 
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Figure 11. Box plots for all Testing Dataset models.

In addition, based on the examination of the data, the set of data has been separated
into two groups, which are FS < 10 MPa and FS > 10 MPa. Table 11 and Figure 12 show the
increasing trend in error with decreasing FS based on the modelling methodologies that
were used, and they indicate that the error increases from 0.6411 to 1.3511 MPa for FS > 10
to FS < 10, respectively, for GP based model.

Table 11. Performances of SVM, GP, and ANFIS for FS < 10 MPa and FS > 10 Mpa.

MAE

GP SVM

FS < 10 1.3511 1.6208
FS > 10 0.6411 0.6647
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Figure 12. Relationship between Flexural Strength and MAE.

7. Sensitivity Assessments

The most important component of the input variable that affects the prediction of
the FS of concrete mixes containing waste MP was identified as a possible variable using
sensitivity analysis. It can be seen from Figure 4, which shows the experimental results,
that curing days and the change in quantity of MP affects the concrete flexural strength of
concrete. Further, sensitivity study was undertaken on the GP model because it performed
the best among the other models for this dataset [85–87]. As shown in Table 12, this
analysis involved changing the input combination and removing one input parameter one
by one. For the purpose of determining which model performed the best, the study utilized
statistical evaluation criteria such as CC, MAE, and RMSE. Table 12 indicates that one of the
most important factors to consider when attempting to predict the FS of a concrete mixture
is the number of curing days followed by the water. Figure 13 represents the relationship
between removed parameter and the CC value based on the GP model. The following
equation represents the best-fit model for independent variables:

y = −0.003x5 + 0.0648x4 − 0.5341x3 + 2.0406x2 − 3.4785x + 2.68 (6)

where, x = independent variable, y = dependent variable

Table 12. GP-based sensitivity model results.

Removed Variable
GP Based Model

CC MAE RMSE

NIL (no parameter
has been removed) 0.7713 1.2034 1.6713

CD 0.5441 1.5499 2.0857
w 0.7365 1.3137 1.8028
FA 0.7419 1.3177 1.7863
CA 0.7690 1.2135 1.6808
C 0.7641 1.2367 1.6909

MP 0.7774 1.1642 1.6194
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In addition, sensitivity analysis has been performed to check the sensitive variable
when FS is divided into two parts, i.e., FS < 10 Mpa and FS > 10 Mpa. It can be seen from
Table 13 that curing days has an influential effect on the flexural strength of the concrete
with maximum MAE value, i.e., 4.8163 Mpa and 1.4743 Mpa for FS > 10 Mpa and FS < 10
Mpa, respectively. A gel is created during the pozzolanic reaction, which causes the FS to
increase. Concrete can become stronger when the curing time is extended because it is a
gradual process [66].

Table 13. GP-based sensitivity model results for FS < 10 and FS > 10.

Removed Variable
MAE

FS > 10 FS < 10

NIL (no parameter has been
removed) 0.6411 1.3511

C 0.6378 1.0110
FA 0.6340 1.0131
CA 0.6411 0.9268
w 0.6379 1.0267

MP 0.6570 0.9492
CD 4.8163 1.4743

8. Conclusions

In this study, the algorithms that were used to predict the FS of concrete mixes that
included WMP were compared using three different machine learning techniques. These
techniques were ANFIS, SVM, and GP. The effectiveness of these models was assessed
using the CC, MAE, RMSE, RAE, and RRSE metrics, respectively.

According to the results of the research, the GP model yields the most reliable predic-
tions of the FS of concrete. This conclusion may be drawn from the data of the investigation.
GP also predicts more accurate outcomes for the testing dataset than SVM, with corre-
sponding CC values of 0.7476 and 0.7020, lower MAE values of 1.0884 and 1.1604, and
lower RMSE values of 1.5621 and 1.7691, respectively.

The scatter plot demonstrates that the GP has the least error band width and is an
important predictor of output. This is demonstrated by the fact that the GP has the smallest
error band width. The amount of curing days that are subsequently followed by water is
the most significant variable to take into consideration when attempting to estimate the FS
of concrete. This is because, when compared to the other variables that are utilized as input
for this data set, it is the most relevant variable.
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Abbreviations

CA Coarse aggregate
CC Coefficient of correlation
CS Compressive strength
CD Curing days
FA Fine aggregate
FS Flexural strength
GP Gaussian Process
GMDH Group method of data handling
MP Marble powder
MAE Mean absolute error
RAE Relative absolute error
RMSE Root mean squared error
RRSE Root relative squared error
SG Specific Gravity
SVM Support vector machine
w Water
WMP Waste marble powder
WA Water absorption
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Abstract: For locating the source of leaking gas in various engineering fields, several issues remain
in the immediate estimation of the location of diffusion sources from limited observation data,
because of the nonlinearity of turbulence. This study investigated the practical applicability of
diffusion source-location prediction using a convolutional neural network (CNN) from leaking gas
instantaneous distribution images captured by infrared cameras. We performed direct numerical
simulation of a turbulent flow past a cylinder to provide training and test images, which are scalar
concentration distribution fields integrated along the view direction, mimicking actual camera images.
We discussed the effects of the direction in which the leaking gas flows into the camera’s view and the
distance between the camera and the leaking gas on the accuracy of inference. A single learner created
by all images provided an inference accuracy exceeding 85%, regardless of the inflow direction or the
distance between the camera and the leaking gas within the trained range. This indicated that, with
sufficient training images, a high-inference accuracy can be achieved, regardless of the direction of
gas leakage or the distance between the camera and the leaking gas.

Keywords: turbulence; passive scalar; machine learning; convolutional neural network; estimating
diffusion source distance; leaking gas detection

1. Introduction

In petroleum and chemical plants, many measurement systems (mainly of the fixed-
point type) are installed on piping and equipment to constantly monitor plant operations.
Although the installation of numerous measurement systems enables closer data interval
measurement, the balance between safety and economy dictates that an optimised number
of instruments should be installed. In gas leak detectors, fixed-point sensors are installed
according to laws and regulations. An alarm at preset gas concentrations indicates the
measured values that are necessary for maintaining plant safety. In addition to the measured
data, a detailed analysis of flow states based on these data enables us to understand the
behavior of gas clouds in two or three dimensions, which is difficult using only fixed-point
observations. This technology is expected to be useful for safe operations. In addition,
as the diffusion of highly toxic substances is more dangerous when approaching a leak
source, it is important to identify the leak source location based on the information from
conventional gas leak detectors and analysis.

Against this background, to estimate the flow field using limited measurement data,
the adjoint approach (data assimilation) has recently been studied to predict the initial
turbulent flow conditions [1]. Wang et al. [2] stated that the data resolution in the stream-
wise or time direction should satisfy the criteria, based on the Taylor microscale in the
streamwise direction. Tsukahara et al. [3] evaluated a simple method based on the Taylor
diffusion theory for the turbulent transport of a passive scalar from a fixed-point source.
As the Taylor diffusion theory is essentially based on the statistical properties of turbulence,
their estimation from instantaneous information resulted in large errors. The time history
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of the source intensity, based on sensor measurements at different locations downstream
from the source by adopting an adjoint approach or data assimilation, was estimated by
Cerizza et al. [4]. They showed that the estimation performance remains an issue even with
multiple sensors when the scalar source is located near the wall. However, owing to the
strong nonlinearity of turbulence, several issues remain for the practical application of data
assimilation, including numerical stability and quick prediction.

In addition, in rapidly predicting the source of mass diffusion, sequential unsteady
three-dimensional simulations based on the convective diffusion equation and the Navier–
Stokes equation, together with their associated equations, are not practically applicable,
given the current computer performance and computational methods.

Therefore, we focused on the application of machine learning (deep artificial neural
networks) for the quick estimation of physical quantities based on observed information.
Fukami et al. [5] successfully reconstructed a three-dimensional eddy flow from limited
pressure data by using machine learning. Several studies have applied machine learning
to predict the concentration of air pollutants in urban areas [6], detect oil spills [7], and
estimate the hazardousness of leaking gases [8]. Tan et al. [9] developed a sound-source
localization model, which consisted of a convolutional neural network and a regression
model. Their experiments in simulated acoustic scenarios showed that the proposed model
effectively estimated the angles and distances even in multiple acoustic environments
under different spatial conditions. Zhou et al. [10] proposed a gas identification framework
based on a sensor array for high-temperature applications. They showed the enhanced
accuracy and robustness of such a framework, compared with a multilayer perceptron
and support vector machine. Shi et al. [11] proposed a hybrid probabilistic deep learning
model to conduct a probabilistic real-time simulation of natural gas hydrate dispersion
in a deep-water marine environment. Their advanced hybrid deep learning model with
variation inference and physical constraint forecast spatiotemporal concentration evolution
of natural gas, compared with the point-estimation deep learning model [12].

However, to the best of the authors’ knowledge, diffusion source estimation using
convolutional neural networks (CNNs) has not yet been examined. Focusing on gas
measurement techniques, the background-oriented schlieren method [13] and imaging
methods using infrared cameras [14,15] have been developed in recent years as imaging
techniques for gas leaks.

Our previous study [16] demonstrated the feasibility of applying machine learning,
specifically CNNs, to estimate the diffusion distance from a point source, based on two-
dimensional, instantaneous images of diffused-substance distributions downstream from
the source, which was photographed by the planar laser-induced fluorescence (PLIF)
method. It was found that for dye diffusion from a point source in typical parallel-plate
turbulence (i.e., turbulent channel flow), the distance from the downstream image to the
upstream was estimated with more than 90% accuracy. However, the flow as a test platform
was limited to a single condition in terms of the Reynolds and Schmidt numbers and to a
wall-bounded, fully developed turbulence. In actual engineering plants, there are various
turbulent flows due to the influence of wind condition and/or obstacles, such as piping
and equipment. The resulting turbulent intensity affects the degree of scalar turbulent
diffusion. Thus, the applicability of our method needs to be investigated with not only
a specific turbulent intensity but also under various turbulent-intensity conditions. The
Schmidt number is also a key parameter for the scalar diffusion in turbulent flow. The
Schmidt number of the previous experimental data [16] should be as high as O(100), which
would have resulted in scalar distributions with a strong effect of turbulent diffusion and
worked well for image recognition. At low Schmidt numbers, the molecular diffusion
should dissipate the effective information more rapidly. In such cases, potential features in
the downstream scalar distribution are lost, and the estimation of an upstream diffusion
source is expected to be difficult. Thus, studies at a lower Schmidt number for typical
gas are necessary to confirm the applicability of our method. In addition, the test images
of our previous study were based on the concentration distribution of a plane sliced
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from a certain cross-sectional area. In actual plants, the aforementioned infrared camera
image is a distribution image in which the concentration is integrated along the viewpoint
direction. In this image, it was assumed that small-scale concentration gradients and
micro-scale fluid dynamics are not clearly captured by the integration, and relatively large-
scale concentration distributions dominate the image. It is considered that the eliminated
information for micro-scale fluid dynamics, which includes the scalar diffusion information,
affects the inference accuracy. Therefore, the image simulating an infrared camera should
be evaluated for the application.

In this study, we investigated the practical applicability of instantaneous diffusion
source-location prediction using a CNN from leaking gas distribution images captured
by infrared cameras. The images were obtained from direct numerical simulation of a
turbulent flow with a typical Schmidt number of gas past a cylinder assuming gas leakage
from surface on a piping. To consider the application in an actual plant, this study further
investigated the effects of the direction in which the leaking gas flows into the camera’s
view and the distance between the camera and the leaking gas on the accuracy of inference.
To investigate the effect of the direction of gas inflow into the camera view and the distance
between the camera and the leaking gas on the accuracy of inference, we examined the effect
of geometric changes (rotation, zoom-in, and zoom-out) on the generalization performance
of a concentration distribution image in which the concentration is integrated along the
viewpoint direction.

2. Methodology

To create the training images, an incompressible direct numerical simulation (DNS)
was conducted using the commercial computational fluid dynamics simulation software
STAR-CCM+ (ver. 2021, developed by SIEMENS, Munich and Berlin, Germany). The
dimensionless governing equations are expressed as follows:

the continuity equation,
∂u∗i
∂x∗j

= 0;

the Navier–Stokes equation,

∂u∗i
∂t∗

+ u∗j
∂u∗i
∂x∗j

= −∂p∗

∂x∗i
+

1
Re

∂2u∗i
∂x∗j ∂x∗j

;

and the advection–diffusion equation,

∂φ

∂t∗
+ u∗j

∂φ

∂x∗j
=

1
Sc·Re

∂2φ

∂x∗j ∂x∗j
+ Sφ;

where Re is the Reynolds number (defined later), t is the time, p is the pressure, and i is
the direction of three-dimensional Cartesian coordinate system: x1 = x, x2 = y, and x3 = z.
Einstein’s summation convention is used. Sφ is the passive scalar source term and φ is the
scalar value. The symbol * indicates normalisation by u, ρ, and d.

The computational domain is shown in Figure 1a. An image of the passive scalar
behavior is shown in Figure 1b. There was a background flow inlet at x = −80 with
Re = 1000 (made dimensionless with cylinder diameter d, background flow velocity U, and
kinematic viscosity ν). The cylinder was installed downstream at 80d from the background
flow inlet (x = 0), and a certain amount of a passive scalar was continuously emitted from
the source location, with an area of 0.01d2 at y, z = 0 on the cylinder surface. Training,
validation, and testing images were obtained from a fully developed flow field. The
same fluid and passive scalar flowed from the source at the volumetric background flow
rate of 7 × 10−3% and the Schmidt number of Sc = 0.9. The flow analysis meshes were
approximately 9 million hexahedral meshes, and the wall meshes were set as y+ = 1.2 in
average (min: 0.04; max: 4.42). The Strouhal number of the Karman vortices generated in
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the wake of the cylinder was confirmed to be approximately 0.2, and the computational
model was thus verified. It should be noted that the spatial-discretisation accuracy of a
typical DNS is of the fourth order, and STAR-CCM+ has second-order accuracy [17–19]. In
this case, although its accuracy was not fully verified as the DNS standards would require,
reasonable results were nevertheless obtained, thus making this simulation method suitable
for preparing image data for the objective of machine learning for relatively complicated
shapes, similar to this study. Figure 2a shows the mean profile of concentration at y = 0
in the x direction at several points (3d, 9d, 15d, 21d, 27d, 33d, and 39d from the source
location), and Figure 2b denotes the root-mean-square of concentration for the same points
as (a). It can be confirmed that the high-concentration passive scalar diffuses downstream,
and the maximum value is near the center. The concentration becomes uniform along the
x-direction, such that the concentration becomes completely uniform and no characteristic
image of concentration is obtained. In this study, the concentration profile still existed at
39d downstream.
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The image data used in this study were concentration distributions affected by the
turbulent motion of the transport medium. These image data were prepared by the
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aforementioned DNS. Assuming that the infrared camera images for detecting leaking
gas were realistic, the images were distribution images of Sintegral = ∑Nr

n=1 Sn·Vn, where
Nr is the number of radial divisions, Sn is a scalar value, and Vn is the volume. Thus, the
image is a distribution image, in which the concentration is integrated along the viewpoint
direction. Figure 3a shows a conceptual diagram. In this image, it can be assumed that
small-scale concentration gradients and microscale features of fluid dynamics are not
clearly captured by the integration, and relatively large-scale concentration distributions
dominate the image. As shown in Figure 3b, images were prepared for seven points with
viewing angles of 60◦ and 90◦, and viewpoints shifted downstream from the cylinder to 0d,
6.5d, 13d, 19.5d, 26d, 32.5d, and 39d. Figure 3c shows the comparison between an infrared
camera sample image [20] and CFD simulation image used in this study. Infrared camera
and simulation images show the small-scale concentration gradients, but micro-scale fluid
dynamics are not clearly captured. Figure 4 lists sample images for each class obtained
from these viewpoints.
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Figure 4. (a) Sample image for each class of machine learning and their rotated images; (b) sample
images at different time instants; (c) conceptual diagram of each image size.
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One image, as indicated in Figure 4a, has a resolution of 200 px × 200 px. Here, one
pixel is equivalent to approximately 0.05d. To check the generalization performance for
rotation, the original image was at 0◦, and the images were rotated clockwise to 90◦, 180◦,
and 270◦, respectively (Figure 4a). The time interval between image acquisitions was longer
than the turbulence time scale, so that a variety of scalar distributions were captured in
images acquired under the same conditions, as shown in Figure 4b. This provides a dataset
that is less prone to overlearning. The relative positions of the camera and the gas clouds
are shown in Figure 4c. To simulate the difference in the relative positions of the camera
and a gas cloud, images of different sizes were created using the original image. As shown
in Figure 4c, low-zoom-in (100 px × 100 px) and high-zoom-in (50 px × 50 px) images were
prepared for the original size (200 px × 200 px). Hereafter, these images are called “large
size,” “middle size,” and “small size,” respectively. Table 1 lists the learners selected for
this study.

Table 1. List of the created learners.

Training Image

Size Large Middle Small

Rotation 0◦ 90◦ 180◦ 270◦ 0◦ 90◦ 180◦ 270◦ 0◦ 90◦ 180◦ 270◦

Learner A X
Learner B X X
Learner C X X X X
Learner D X
Learner E X X X
Learner F X X X X X X X X X X X X

We prepared 1800 training images, 600 validation images, and 100 testing images for
each class to ensure that there was no duplication. A learner was created for each image to
infer an unknown testing image for the evaluation. As previous research confirmed that
Inception-ResNet-v2 [21] conducted inference with a high accuracy of at least 90% [16],
Inception-ResNet-v2 was used in this study to conduct a classification problem using a
CNN. The architecture of Inception-ResNet-v2 is presented in Appendix A. The input
sequence, activation function, and hyperparameters were set according to the values from
the existing literature, and each image was resized prior to entering the network to match
the input image sequence size to that of the literature. The input image was a 24-bit red–
green–blue (RGB) image, and the input array was resized to be (299 × 299 × 3), where
the first and second elements signified the vertical and horizontal pixels, respectively, and
the third element reflected the RGB configuration. Although not shown here, preliminary
research confirmed that a smaller size of the input array, compared to that of the original
image (200 × 200), leads to lower inference accuracy. The current array size to enter the
network allows for high inference accuracy, as reported later. Adam was used as the solver
of the gradient for the mini-batch in the network.

In this study, the accuracy rate Ac was used to evaluate the inference accuracy. Ac
was obtained by setting the total number of data in each class as Ndi (i = 1, 2, . . . , and
7) and the number of correct answers as Nci (i = 1, 2, . . . , and Nmax), and the accuracy
rate at each position was set as Aci = Nci/Ndi or the accuracy rate for all cases was set as
Ac_total = ∑7

i=1 Nci/ ∑7
i=1 Ndi.

3. Results

To check the generalization performance for the direction in which the leaking gas
flows into the camera’s view, four different rotated testing images were input to each
learner: a learner trained by only 0◦ images (Learner A), a learner trained by only 0◦ and
270◦ images (Learner B), and a learner trained by all rotated images, i.e., 0◦, 90◦, 180◦, and
270◦ (Learner C). Figure 5 shows the Ac_total for each learner. When the same image as
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the trained rotated image was used as the testing image for inference, it was confirmed
that Ac_total was 100%. The applicability of this method to the immediate prediction of
diffuse sources was confirmed by extracting the features of each location from the assumed
infrared camera image.
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In contrast to Learner C, Learners A and B showed inference accuracies of 25% to
60% when the untrained rotated images were input. As CNN is robust to the parallel
displacement of features by the pooling process, it was considered that the robustness
to rotation was not very strong, and the reduction in inference accuracy for untrained
rotated images was a reasonable result. It is known that turbulence has isotropic microscale
regions, where microscale features eliminate anisotropy in fluid dynamics. It is difficult to
extract rigorously the isotropic features because of the images in which the concentration is
integrated along the viewpoint direction, leading to lower inference accuracy for rotational
images. However, the learner that is trained with more variations in rotated images has
a higher inference accuracy. For example, a learner created with images rotated by 0◦

and 270◦ (Learner B) obtained higher inference accuracy for angles (between 180◦ and
90◦) than a learner trained only on images at 0◦ (Learner A). This result implies that a
data augmentation method, such as rotation, successfully improves the inference accuracy
for our approach without overfitting. When all rotation images (0◦, 90◦, 180◦, and 270◦)
were trained (Learner C), it was confirmed that Ac_total was 100% correct, regardless of the
rotation angle. This suggests that a deep architecture such as Inception-ResNet-v2 may
result in a high inference accuracy, independent of the direction of gas cloud inflow, if
training images from all angles are available.

To investigate the effect of the distance between the camera and diffused substances
on inference accuracy, the dependence of the inference accuracy on the image size was
determined, as shown in Figure 4c. Here, “middle size” images were used to create Learner
D, and Ac in each class was estimated by using the input image sizes “large size” and
“small size”, which were different from the training images. The confusion matrices are
shown in Figure 6a–c. For the middle-sized image, which had the same size as the training
image, the accuracy was higher than 95% at all locations (Figure 6b), while for the large-
sized image, the diffusion source distance tended to be underestimated upstream from
the correct solution (Figure 6a). For small-sized images, the diffusion source distance was
overestimated downstream from the correct solution (Figure 6c). This is consistent with the
fact that the smaller the size of the image, the greater the diffusion of the substance in the
longitudinal direction of the cylinder (z-direction) along the downstream direction; thus,
the greater the diffusion of the substance, the smaller the size of the image. Conversely, in
larger images, it was recognised that the substance was not diffused. From the results, the
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z-direction diffusion of the substances against the training image size was also inferred as
a feature.
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A single trainee (Learner E) was created with all three sizes as training images, and
the confusion matrix for each size is shown in Figure 6d–f. The inference accuracy was
approximately 80% for small images at 26d downstream, and more than 90% for the other
locations. This suggests that, similar to image rotation, if sufficient training images can be
prepared for the image size, a high inference accuracy can be obtained for the application
camera, regardless of the distance between the gas cloud and the camera. However,
the slight drop in inference accuracy downstream from 26d for the small size may have
occurred because the camera was significantly close (the gas cloud was magnified) and did
not adequately capture the scale that is characteristic of turbulent mixing [10]. To confirm
the characteristic scale in the Sintegral distribution, the autocorrelation coefficient, RBB, for
the x-direction of luminance relative to the image’s center, is shown in Figure 7.

RBB(r) =
B′(x)B′(x + r)

B′(x)B′(x)
,

where r is a spatial two-point distance vector and B(x) is the brightness fluctuation value
of each pixel calculated from the image data of the distribution of Sintegral . The overbar
denotes the ensemble average. The fluctuating component B

′
(x) denotes the brightness

value of each pixel minus the average brightness, which was obtained in advance from
all the image data points. As the autocorrelation coefficient is based on the image’s center
point, half of the image width pixels are at the edge of the image. Here, RBB ≈ 0.2 at 100 px
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downstream for the large size and RBB ≈ 0.4 at 50 px downstream for the middle size.
However, for small sizes downstream from more than 13d, RBB ≈ 0.7 at the edge of the
image (25 px), which is relatively higher. This means that a small-sized image captured
only a part of the fluid motion dynamics, but not all motions and, therefore, it is difficult to
make inferences from such limited information. Therefore, a large-sized image that can
capture the overall gas cloud is necessary to improve the accuracy of inference.
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To improve the generalizability in both rotation direction and distance between the
camera and leaking gas, a single trainee (Learner F) was created by training a total of
12 different images, where each image was a combination of four different rotation images
(0◦, 90◦, 180◦, and 270◦), and three different image sizes: small, middle, and large. The
Ac_total inferred for each of the 12 unknown images is shown in Figure 8. The accuracy rate
exceeded 85%, regardless of image rotation and size. This indicated that when sufficient
training images are prepared by data augmentation, the inference accuracy is high, regard-
less of the direction of the leaking gas flow into the camera’s field of view or the distance
from the camera.
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4. Conclusions

We investigated the applicability of CNNs for predicting the diffusion sources of
turbulent substances using leaking gas detection images from infrared cameras. The image

179



Processes 2022, 10, 2545

data prepared by DNS are concentration distributions affected by the turbulent motion
of the transport medium. A concentration distribution image was used, in which the
concentration was integrated along the view direction, assuming an actual camera image.
In this image, the small-scale concentration gradients and small-scale features of fluid
dynamics are difficult to capture clearly because of the integration along the view direction,
and relatively large-scale concentration distributions dominate the image. The estimation
of the distance from the leakage source was performed as a classification problem, divided
into seven classes according to the distance downstream from the leakage source.

The effects of the direction in which the leaking gas flows into the camera’s view and
the distance between the camera and the leaking gas on the accuracy of the inference were
examined. The images were prepared for data augmentation by rotating and scaling the
original images. The inference accuracy for unknown images was examined.

For the rotated images, 100% accuracy was obtained for the same rotated image as the
training image. However, for rotated images that were different from the training image,
the inference accuracy was 25–60%, thereby resulting in poor generalization performance.

As CNN is robust to the parallel displacement of features by the pooling process,
it was considered that the robustness to rotation was not very strong, and the reduction
in inference accuracy for untrained rotated images was a reasonable result. It is known
that turbulence has isotropic microscale regions, where microscale features eliminate
anisotropy in fluid dynamics. It is difficult to extract rigorously the isotropic micro-scale
features because of the images in which the concentration is integrated along the viewpoint
direction, leading to lower inference accuracy for rotational images. However, when all
rotation images (0◦, 90◦, 180◦, and 270◦) were trained, it was confirmed that Ac_total was
100% correct regardless of the rotation angle.

To investigate the effect of the distance between the camera and diffused substances
on the inference accuracy, the inference accuracy for different image sizes was examined.
For images that were different in size from the training image, the inference accuracy was
lower, resulting in a poor generalization performance, similar to the image rotation case.
However, it was found that a high inference accuracy could be obtained if the data were
trained with all images, regardless of the distance between the gas cloud and the camera.

To improve the generalizability in both rotation direction and distance between the
camera and leaking gas, a single trainer was created by training all images, and the inference
accuracy exceeded 85%, regardless of the image rotation and size. This indicated that when
sufficient training images are prepared by data augmentation, the inference accuracy is
high, regardless of the direction of the leaking gas flow into the camera’s field of view or
the distance from the camera.

In the future, when the so-called digital twin is realized and training data can be
obtained from the digital simulation data of the plant, many leakage scenarios can be run
in such simulations, and a trainer can be created based on snapshot images obtained from
camera arrangements in an actual plant. This study showed that a data augmentation
method, such as rotation and image size, successfully improves the inference accuracy for
our approach without overfitting. This implies that by utilizing data augmentation for
image data, it may be possible to improve inference accuracy not only for a specific plant
situation. For further practical applications for example, disaster prevention, pollution
control, etc., the gas diffusivity caused by actual fluctuations in wind conditions should
be considered.

Author Contributions: Conceptualization, T.I. and T.T.; methodology, T.I.; analysis, T.I.; investigation,
T.I. and T.T.; writing—original draft preparation, T.I.; writing—review and editing, M.I. and T.T;
visualization, T.I. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the Japan Society for the Promotion of Science (JSPS),
Grant-in-Aid Scientific Research (S) and (A): Grant Number 21H05007 and 18H03758.

Institutional Review Board Statement: Not applicable.

180



Processes 2022, 10, 2545

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Architecture for Inception-ResNet-v2 is shown in Figure A1a. Inception-ResNet-v2
implements 164 layers by adopting residual inception blocks (Figure A1b), which was
developed in ResNet (2015) [22] as the breakthrough. Three types of residual inception
blocks (A, B, and C) were introduced, and multiple layers were created by repeating A,
B, and C five, ten, and five times, respectively. With the residual inception block, efficient
learning was possible, even in deep networks, via the dimensionality reduction given by
inserting a 1 × 1 convolution layer, convolutions of different sizes in the branched network,
and the operation of passing input directly to the next layer by shortcutting the bias.
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Abstract: Unmanned aerial vehicle edge networks (UENs) can reduce the cache load of the core
network and improve system performance to provide users with efficient content services. However,
the time-varying characteristics of content popularity in UENs lead to a low accuracy of popularity
prediction, and the capacity limitations of wireless channel conditions lead to a lower cache hit rate
than the rates of traditional fiber-optic-based cache strategies. Therefore, this paper proposes the
discrete artificial bee colony cache strategy of UENs (DABCCSU). First, the information–dynamics–
dissemination model of UENs (IDDMU) is established to deduce the coupling relationship between
the channel capacity and the service probability in IDDMU. The influence of the service probability
change on the content dissemination process is discussed, and the content popularity in UENs
is predicted by the state iteration matrix. Then, the discrete artificial bee colony cache (DABCC)
optimization algorithm is proposed. The action function of the artificial bee colony is designed as
a random action based on the historical cache strategy. The discrete cache strategy is used as an
optimization variable, and the popularity prediction result obtained by IDDMU is used to maximize
the cache hit rate. DABCC provides the optimal cache strategy for the UENs, and effectively improves
the cache hit rate. The simulation result shows that the accuracy of DABCCSU in content popularity
prediction is more than 90%, which achieves a good prediction effect. In terms of cache performance,
the average cache hit rate of DABCCSU is 91.62%, which is better than the 51.09% of the Least
Recently Used (LRU) strategy, 89.27% of the Greedy Algorithm (GA) and 54.26% of Binary Particle
Swarm Optimization (BPSO). In addition, the cache hit rate of DABCCSU under different cache
capacities is better than that of LRU, GA, and BPSO, showing a relatively stable performance. It
shows that DABCCSU can achieve excellent content popularity prediction, and it can also maximize
the cache hit rate under limited communication resources and cache resources to provide UENs with
the optimal content cache strategy, and provides users with high-quality content services.

Keywords: UAV edge network; popularity prediction; cache strategy; artificial bee colony

1. Introduction

As the important technologies of the next generation communication network, edge
networks (ENs) have attracted considerable research interest [1–7]. An edge network
caches the content on the edge server and allows users to download interesting content
from nearby edge servers. It can effectively cope with the rapid increase in wireless service
loads, significantly reducing cache loads and service delays of the core networks, and
solves the network congestion problem. Therefore, ENs have become a research hotspot in
the field of next generation communication networks.

An unmanned aerial vehicle (UAV) [8,9] has excellent flexibility, mobility, and a unique
line-of-sight (LOS) channel from which the UAV edge networks (UENs) [10,11] are derived.
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The UENs uses the UAV as a flight relay-assist edge network, which can effectively reduce
the cache load of the core network, improve the cache performance of the system, and
provide users with efficient content services. The popularity-based edge cache [12–14] is
a widely used cache method which uses a large amount of statistical data about content
requests to predict content popularity and actively caches high-popularity content from
the cloud database in the core network to meet the content needs of users. However, the
content popularity changes dynamically with the passage of time. Most popularity-based
cache strategies ignore the time variability of content popularity, which makes it difficult to
describe the regularity of changes in content popularity. In addition, unlike the edge nodes
of the traditional edge cache network that access the cloud database through optical fibers,
data transmission between the UENs and the cloud database is realized through wireless
communications. This reduced channel capacity seriously restricts the downlink rate
between them, limits the content data transmission, and results in a decrease in the cache
hit rate. Therefore, cache efficiency of the current popularity-based edge cache strategy is
reduced by the limited content transmission between the UENs and cloud database caused
by the wireless channel capacity and the low popularity prediction accuracy caused by the
time-varying content popularity.

Content popularity prediction aims to improve the cache efficiency of the edge cache
network. It needs to accurately capture the dynamic regularity of changes in content
popularity. Many scholars have conducted research in related fields [15–20]. Sajad et al. [15]
developed a probabilistic dynamics model for content popularity prediction considering
the spatial–temporal correlation of content popularity. Kong et al. [16] proposed a popu-
larity prediction method considering the contributions of different dynamic factors and
a popularity prediction method based on pattern matching from the micro and macro
levels. Fatma et al. [17] proposed a visual social convolutional neural network, which
takes the social and visual features of image content into a unified network to predict its
popularity. Li et al. [18] studied real data sets from social platforms and proposed a content
popularity prediction method based on deep neural networks. Yan et al. [19] solved the
content-popularity prediction problem based on the local and global user request states
by a machine learning algorithm. Gao et al. [20] proposed the spatial–temporal heteroge-
neous bassmodel and feature-driven heterogeneous bassmodel to predict the popularity
of a single tweet at the early and stable stages. However, studies noted above gave so
much attention to content popularity prediction that the coupling relationship between the
content popularity and content cache was ignored. Consequently, they have not solved the
cache strategy optimization problem.

Currently, many scholars have considered the differences in content popularity and
proposed some cache strategies based on content popularity prediction [21–26]. By discover-
ing the correlation between content blocks in information-centric networks, Zhang et al. [21]
proposed a block level cache and popularity prediction cache replacement method from the
perspective of users. Gao et al. [22] proposed a reinforcement learning model to obtain a
cooperative cache strategy based on maximum-distance-separable coding, which captured
the time-varying regularity of content popularity. Ji et al. [23] studied the joint content
cache and multihop delivery, introduced the distance-sensitive popularity parameter, and
proposed a relay-assisted multihop routing algorithm. Liang et al. [24] considered multidi-
mensional features such as historical and future popularity to predict content popularity,
proposed a popularity prediction model based on multiheads attention, and then designed
a cache strategy according to the prediction results. Chen et al. [25] proposed a popular-
ity prediction framework based on weighted clustering to overcome the sparsity of user
requests and considered the similarity of popularity evolution trends to improve cache
performance. Liu et al. [26] built a popularity evolution model by analyzing the popular-
ity characteristics of datasets, designed a data-driven popularity prediction method, and
proposed a popularity-based eviction and prefetching algorithm to solve the problems of
cache content and cache time. However, these studies did not consider the potential impact
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of wireless channel conditions on the content dissemination process or ignored the time
variability of content popularity, which reduces the cache efficiency of the system.

This paper proposes a DABCCSU. This strategy studies the time-variability of content
popularity in UEN based on the information dissemination dynamics model [27–29], which
can effectively solve the problem of low popularity prediction accuracy caused by the
time-varying of content popularity in the UENs. Working against the problem that the
cache hit rate of the traditional cache strategy decreases due to the capacity limitation
of the wireless channel condition, DABCCSU can maximize the cache hit rate based on
popularity prediction of the contents to provide the UENs with the optimal cache strategy,
thus improving cache performance. The specific contributions of this paper follow:

(1) An IDDMU is established. Based on this model, the content dissemination process
in UEN is analyzed, and the influence of channel capacity on content dissemination
results is discussed. Considering the heterogeneity of the dynamic equation, the
iterative equation of the state transition is analyzed based on a single user perspective.

(2) A DABCC optimization algorithm is designed. Based on the traditional continuous
artificial bee colony algorithm [30,31], the DABCC discretizes the feasible region and
redesigns the action function of the artificial bee colony.

(3) A discrete artificial bee colony cache strategy of UEN is proposed. To predict the
popularity of the cache content, the strategy obtains the state distribution of UEN
users regarding the cache content that is acquired from the user-state iteration matrix
of IDDMU. Then, the optimal cache strategy of UAVs is obtained by the DABCC
optimization algorithm.

The rest of this paper is organized as follows: In Section 2, the system model is introduced.
In Section 3, the cache optimization problem and DABCC algorithm are proposed. In Section 4,
the performance of the DABCC algorithm is evaluated, and the simulation results and analysis
are given. In Section 5, the conclusion of this paper is presented.

2. System Model

In this section, the channel capacity of UAVs in UEN is analyzed and the IDDMU is
established. Then, based on IDDMU, the content dissemination process in UEN is discussed
and the iterative matrix for predicting the popularity of cached content is derived.

2.1. UAV Edge Network

The UEN is shown in Figure 1, which includes the cloud database, M UAVs, and
N users, where K contents are transmitted among users. The UAV set is represented by
S = {s1, s2, · · · , sm, · · · , sM}, where sm represents the m-th UAV. The cache capacity set
of UAVs is Ca = {Ca1, Ca2, · · ·Cam, · · ·CaM}, where Cam represents the cache capacity of
UAV sm. The user set of the UEN is U = {u1, u2, · · · , ur, · · · , uR}, where ur represents the
r-th user in the UEN, and all users obey the Poisson distribution. Owing to power limita-
tions, each UAV has a specific coverage. Users within the UAV’s coverage are divided into a
subset of U, and each user can only communicate with the UAV corresponding to the subset.
Therefore, in this paper, the user set U is divided into M subsets U1, U2, · · ·Um, · · ·UM,
where Um = {um,1, um,2, · · · , um,n, · · · , um,Nm} represents the user subset within the cover-
age of sm, and um,n represents the n-th user within Um. It is assumed that the UAV set, and
the user set in the UEN are stable, and the content set F = { f1, f2, · · · , fK} is updated in
real time. fk = {θk, Lk} represents the k-th content, where θk ∈ (0, 1) is the reject probability,
which represents the average probability that the user is not interested in the content fk,
and Lk (bits) is the size of the content fk.
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In the UEN, the cloud database stores all the contents. Any UAV can function as an
edge server in the UEN and cache the high-popularity content from the cloud database
according to the popularity prediction. Suppose that the channel capacity between any UAV
and the cloud database is C0. When user um,n needs to download the content fk of interest, if
sm has cached the content, um,n directly downloads it from sm. Otherwise, um,n downloads
content fk from the cloud database. This paper mainly studies the cache strategy of the
UAV edge server, thus it does not consider the case where users directly obtain content
from the cloud database. The UAVs, which work in different frequency bands, update
the cache contents from the cloud database in real time by wireless communication. One
UAV communicates with the cloud database and all users under its coverage in the same
frequency band. Different users covered by the same UAV use time-division duplexing
(TDD) technology to communicate with the UAV. The frame structure of UEN is shown in
Figure 2, in which the vertical axis shows the frequency band division of different UAVs,
and the horizontal axis shows the frame of one UAV. Frame j(j = 0, 1, 2 · · ·) is the j-th frame,
and the frame length is ∆t. Since the cache time of the UAVs and the download time of
the users occupy the main part of a frame, the uplink time of the UAV and the user can
be flexibly designed, which is not the focus of this paper. This paper mainly considers
the downlink part of a frame. One frame is divided into sub-frame 1 and sub-frame 2,
each of which is ∆t/2 in length. Sub-frame 1 is divided into multiple time slots and one
UAV transmits data to different users in different time slots. During sub-frame 1, users
download content from the UAV based on interest, word of mouth, etc. During sub-frame
2, the cloud database predicts the popularity of all content according to the download
requests of users in the UEN, designs a cache strategy based on the prediction results, and
caches the relevant content to the UAVs. The UAVs in UEN work in different frequency
bands and users communicate with UAV in TDD mode. Therefore, this paper ignores the
interference between different UAVs and users covered by the same UAV. Assuming that
the wireless channel between UAV and user is a LOS channel, the channel capacity is:

Cm,n = Bm log

(
1 +

Pmr−ξ
m,n

N0

)
(1)

where Bm is the working bandwidth of sm, Pm is the transmission power of sm, rm,n is the
spatial distance between sm and um,n, N0 is the Gaussian noise, and ξ is the path loss.
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2.2. Information Dissemination Dynamics Model of UEN

The IDDMU is shown in Figure 3. According to the user’s behavior on the content fk,
the four states of the user regarding the content fk in UEN are defined as follows:
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S: Never informed on the content fk. The user may receive recommendations from
surrounding users at any time as a potential target.

E: Received the recommendation about content fk from other users. In this state, there
is a certain probability that the user is interested in the content fk and downloads it from
sm, or is not interested in it and chooses to ignore it.

I: Interested in the content fk. The user downloaded the content fk from sm and
recommends it to the surrounding users.

R: Lost interest in content fk. The user does not recommend content fk to surround-
ing users.

Sm,k(t), Em,k(t), Im,k(t), and Rm,k(t), respectively, represent the number of correspond-
ing state users regarding content fk covered by sm at time t, then Sm,k(t)+ Em,k(t)+ Im,k(t)+
Rm,k(t) = Nm. According to the IDDMU, the dissemination dynamic equations of content
fk are obtained as follows:

dSm,k(t)
dt

= −
Nm

∑
n=1

αm,nSm,k(t)
Im,k(t)

Nm
(2)

dEm,k(t)
dt

= −


θk +

Nm
∑

n=1
βm,n

Nm


Em,k(t) +

Nm

∑
n=1

αm,nSm,k(t)
Im,k(t)

Nm
(3)

dIm,k(t)
dt

= −γk Im,k(t) +

Nm
∑

n=1
βm,n

Nm
Em,k(t) (4)

dRm,k(t)
dt

= θkEm,k(t) + γk Im,k(t) (5)

The specific definition of the transition probability in Equations (2)–(5) is as follows:
Contact Probability αm,n: indicates the probability that um,n contacts with other users,

calculated as:

αm,n = δ× ϕm,n (6)
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In Equation (6), δ is the average probability of successful communication between users
and ϕm,n = 1− e−λRπR2

m,n is the probability of other users in the vicinity of um,n, where λR is
the user density of the whole UEN, and Rm,n is the communication range of um,n.

Service Probability βm,n: To ensure that the content fk can be well presented, the
channel capacity between sm and um,n must meet certain requirements. Therefore, βm,n
represents the probability that the channel capacity between the two meets the quality of
service (QoS) requirements:

βm,n = p
(
Cm,n ≥ C∗m,n

)
(7)

where C∗m,n is the minimum channel capacity required for undistorted transmission between
sm and um,n.

According to Equations (1) and (7), the value of βm,n depends on the working band-
width of sm, the transmission power, and the space distance between sm and um,n. The
specific derivation process of the expression is as follows:

Substituting Equations (1)–(7), leads to:

p
(
Cm,n ≥ C∗m,n

)
= p

(
Bm log

(
1 +

Pmr−ξ
m,n

N0

)
≥ C∗m,n

)
(8)

Then, making certain transformations to the right side of the Equation (8) leads to:

p
(
Cm,n ≥ C∗m,n

)
= p


rm,n ≤




Pm

N0

(
2

C∗m,n
Bm − 1

)




1
ξ


 (9)

All users in the UEN obey the Poisson distribution, thus Equation (9) can be expressed as:

p
(
Cm,n ≥ C∗m,n

)
=

P
2
ξ

m

R2
mN

2
ξ

0

(
2

C∗m,n
Bm − 1

) 2
ξ

(10)

where Rm is the coverage range of the UAV s. Thus:

βm,n =
P

2
ξ

m

R2
mN

2
ξ

0

(
2

C∗m,n
Bm − 1

) 2
ξ

(11)

Reject Probability θk: indicates the average probability that the user is not interested in
the content fk.

Recovery Probability γk: indicates the average probability that users who have down-
loaded content fk lose interest in it.

Considering the heterogeneity of ordinary differential equations (Equations (2)–(5)), it
is difficult to calculate the specific result of the solution. Therefore, from the perspective
of a single user, this paper defines pS

k,n(t), pE
k,n(t), pI

k,n(t), and pR
k,n(t) as the probability

that um,n is in corresponding states with respect to the content fk at time t, and obtains the
iterative equation of the state probability of um,n:

pS
k,n(t + 1) =

(
1− pI

k,nαm,n

)l
pS

k,n(t) (12)

pE
k,n(t + 1) =

(
1−

(
1− pI

k,nαm,n

)l
)

pS
k,n(t) + (1− θk − βm,n)pE

k,n(t) (13)

pI
k,n(t + 1) = βm,n pE

k,n(t) + (1− γk)pI
k,n(t) (14)
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pR
k,n(t + 1) = θk pE

k,n(t) + γk pI
k,n(t) + pR

k,n(t) (15)

where l represents the degree of um,n. Converting Equations (12)–(15) into matrix form
leads to:




pS
k,n(t + 1)

pE
k,n(t + 1)

pI
k,n(t + 1)

pR
k,n(t + 1)


 =




(
1− pI

k,nαm,n

)l
0 0 0(

1−
(

1− pI
k,nαm,n

)l
)

1− βm,n − θk 0 0

0 βm,n 1− γk 0
0 θk γk 1







pS
k,n(t)

pE
k,n(t)

pI
k,n(t)

pR
k,n(t)


 (16)

The state iteration matrix Pk,n(t) is defined as:

Pk,n(t) =




(
1− pI

k,nαm,n

)l
0 0 0(

1−
(

1− pI
k,nαm,n

)l
)

1− βm,n − θk 0 0

0 βm,n 1− γk 0
0 θk γk 1




(17)

According to Pk,n(t), the proportion of um,n in each state at time t + 1 can be predicted as:

Statek,n(t + 1) =
Nm

∑
n=1

Pk,n(t)Statek.n(t) (18)

Statek,n(t) =
(

pS
k,n(t), pE

k,n(t), pI
k,n(t), pR

k,n(t)
)T

(19)

Among the above four states, only um,n in state E may apply to the UAV for down-
loading content fk. Therefore, the cache strategy of UEN is obviously affected by Em,k(t)
and βm,n. Consequently, the prediction popularity of content fk at time t is defined as:

Dm,k(t) = Em,k(t)×

Nm
∑

n=1
βm,n

Nm
(20)

3. Discrete Artificial Bee Colony Cache Strategy of UEN

Based on the content popularity analysis above, this section describes the cache
strategy of the UEN and proposes a cache optimization problem. Then, aiming at the
optimization problem, DABCCSU is proposed.

3.1. Content Cache

Considering that the content popularity differs among users under different UAV
coverage, the UAVs have different cache strategy.

Suppose that ak,m(t) represents the cache of the content fk by sm at time t. If sm caches
the content fk, then am,k(t) = 1, otherwise am,k(t) = 0. In different cases, sm has the
following four processing methods for content fk:

(1) am,k(t) = 1 and am,k(t− 1) = 1, sm retains the content fk.
(2) am,k(t) = 1 and am,k(t− 1) = 0, sm caches the content fk from the cloud database.
(3) am,k(t) = 0 and am,k(t− 1) = 1, sm deletes the content fk.
(4) am,k(t) = 0 and am,k(t− 1) = 0, sm does not process the content fk.

Thus, the cache of all contents by sm can be defined as a K-dimensional vector
Am(t) = [am,1(t), am,2(t), · · · , am,K(t)].

In the ideal situation without considering constraint conditions such as cache capacity,
the cache strategy of UAVs should contain all the content with non-zero popularity in
the next frame. However, with the growth of content requirement in UEN, the limited
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cache capacity of UAVs cannot meet the cache capacity demand of the ideal cache strategy.
Moreover, the backhaul capacity between UAVs and cloud database also causes UAVs to
be unable to cache content at will. Therefore, this paper defines the cache hit rate of sm as:

hm(t) =

K
∑

k=1
Dm,k(t)am,k(t)

K
∑

k=1
Dm,k(t)

(21)

As shown in Equation (21),hm(t) is actually the ratio of the user contentment of the cache

strategy of sm to the user contentment of the ideal cache strategy, where
K
∑

k=1
Dm,k(t)am,k(t)

represents the user contentment of the cache strategy of sm and is a value based on the

weighted sum of popularity. Similarly,
K
∑

k=1
Dm,k(t) indicates the user contentment in the

ideal situation. If and only if am,k(t) = sgn(Dk(t)), then hm(t) = 1, where sgn(·) is the
signum function.

3.2. Cache Optimization Problem

The cache strategy needs to meet the user’s content requirements to the maximum
extent, that is, to maximize the cache hit rate. The total cache hit rate of UAVs is given
in Equation (22):

H(t) =
M

∑
m=1

hm(t) (22)

The cache capacity of sm is limited; as a result, it is impossible to cache all contents in
the network at will:

K

∑
k=1

am,kLk ≤ Cam, m = 1, 2, · · · , M (23)

In addition, due to the limitation of channel capacity between the cloud database and
the UAVs, it is difficult for sm to achieve a sharp variation in the cache content within one
frame. This is shown in Equation (24):

K
∑

k=1
am,k(t)(1− am,k(t− 1))Lk ≤ Cd

m = 1, 2, · · · , M
(24)

where am,k(t)(1− am,k(t− 1)) processing methods for content fk, and Cd = 1
2 C0∆t repre-

sents the upper limit of bit data transmitted between the UAVs and the cloud database.
The cache optimization problem of the entire UEN can be obtained from

Equations (22)–(24):
max

A
H(t)

s.t.(23)(24)
(25)

where A is an M × K matrix, which represents the cache strategy of the entire UEN.
Equation (23) represents the cache capacity constraint of the UAV, and Equation (24)
represents the constraint of the channel capacity between UAVs and the cloud database.

3.3. Cache Strategy Optimization

The DABCCSU proposed in this paper includes two parts. First, based on the ID-
DMU established in this paper, the content popularity prediction in UEN is obtained by
the iteration matrix Equation (17), which was discussed in Section 2.2. Second, based on
the prediction results, the DABCC algorithm is proposed to manage the cache optimiza-
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tion problem defined in Equation (25), and then the optimal cache scheme of the UEN
is obtained.

The cache optimization problem Equation (25) proposed in this paper contains discrete
variables. It is a non-convex integer non-linear programming (INLP) problem and also an
NP-complete problem. An exact algorithm such as the enumeration algorithm can obtain
the optimal solution of the problem, but its complexity is exponential. Heuristic algorithms
such as simulated annealing algorithms can easily fall into local optimal solutions. There-
fore, based on the traditional artificial bee colony algorithm, this paper proposes a discrete
artificial bee colony cache (DABCC) optimization algorithm.

The cache optimization of UAVs is independent and simultaneous without influence
on other UAVs. In other words, the cache strategy of one UAV is only constrained by
channel conditions and the cache strategy in the previous frame. Based on this, the
optimization problem Equation (25) can be decomposed into the cache optimization of a
single UAV sm, as given in Equation (26):

max
Am

hm(t)

s.t.
K
∑

k=1
am,kLk ≤ Cam

K
∑

k=1
am,k(t)(1− am,k(t− 1))Lk ≤ 1

2 C0∆t

(26)

The optimization problem above can be transformed into a profitability function:

fm(t) = hm(t)− λmax
(

K
∑

k=1
am,k(t)Lk − Cam, 0

)

− µmax
(

K
∑

k=1
am,k(t)(1− am,k(t− 1))Lk − 1

2 C0∆t, 0
) (27)

where max(·) is a comparison function that outputs the larger of the two parameters. λ
and µ are regularization coefficients that are generally large numbers to ensure that the
profitability of feasible solutions is greater than infeasible solutions, thus helping eliminate
infeasible solutions in time.

The DABCC algorithm follows the definition of the traditional artificial bee colony
algorithm and regards the feasible solution as the honey source. The total number of
artificial bees is NBee, which is divided into leader bees, follower bees, and scouter bees.
Generally, the number of leader bees and follower bees accounts for half, respectively, i.e.,
NBee/2. In some cases, scouter bees evolve from leader bees and follower bees. Specific
definitions follow:

Honey Source: The honey collection coordinate of the artificial bee colony
Hbj(j = 1, 2, · · · , Nbee/2) represents the honey source of the j-th leader bee. The actions of
the artificial bee colony are all centered on the honey sources. In fact, the honey sources are
a series of K-dimensional vectors that represent the feasible solution of the optimization
problem Equation (26). Artificial bees collect honey at the honey sources and constantly
explore nearby honey sources. They compare the profitability of different honey sources by
the profitability function and update the optimal honey source in real time. At the initial
time, i.e., t = 0, since there is no reference honey source, the honey source coordinates are
randomly generated:

am,k(t = 0) =
{

0, rand(0, 1) < 0.5
1, otherwise

(28)

The honey source coordinates generated by Equation (28) are completely random,
which increases the convergence time and calculation cost of the algorithm to a certain
extent. Therefore, in the non-initial frame, the DABCC algorithm generates the honey
source coordinates based on the cache strategy of the previous frame:
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am,k(t) =
{

1− am,k(t− 1), k = k̂
am,k(t− 1), otherwise

(29)

where k̂ represents an integer randomly extracted from 1 to K. To ensure the difference
between the honey source coordinates, this paper randomly extracts two different integers
to execute Equation (29). In general, due to the constraint of channel conditions, the Ham-
ming distance between the honey source generated by Equation (29) and the optimal honey
source is smaller than that generated by Equation (28), which reduces the convergence time
of the DABCC to a certain extent.

Leader Bee: A leader bee occupies a honey source, explores the nearby honey-source
coordinates by the action function, and compares it with the best honey-source coordinates
in its memory. When a honey source with a higher profitability is found, the leader bee
updates memory and shares it with its follower bee. The leader bee will randomly compare
the profitability of the honey source with another leader bee in one iteration. The action
function of the leader bee is defined as ϕ

(
Hbj, Hbj′

)
, where Hbj and Hbj′ represent the

coordinates of the two paired bees; ϕ(·) retains the same components of the two honey
sources and sets the different components to 1 in the form of roulette with the probability
calculated by Equation (30):

Pr(k) = sm,k(t)/
K

∑
k=1

sm,k(t) (30)

where sm,k(t) = (Dm,k(t)/Lk)
Q and Q is the weight factor of a positive integer. When

Q = 1, sm,k(t) represent the popularity gain of a unit content cache bit fk. As Q increases,
the content with the higher popularity gain of unit cache bit becomes more easily cached.
The action function can effectively avoid the blind movement of the leader bee and makes
it easier to move in the direction of high profitability.

Follower Bee: A follower bee follows a leader bee and explores the nearby honey
source. When a better honey source is found by a follower bee, the optimal honey source of
its paired leader bee is replaced and the two sides exchange roles. The follower bee selects
whether to move using the probability shown in Equation (31). If the follower bee chooses
to move, one component of its coordinate is randomly extracted and moved around based
on Equation (29):

Pmj = f̂ j/ f̂max. (31)

where f̂ j represents the profitability of j-th leader bee and f̂max represents the largest
profitability of all leader bees. This action of follower bees reduces the calculation cost and
ensures the exploration in the direction of high profitability.

Scouter Bee: When the optimal honey source of one leader bee and its follower bee
do not change after a certain number of iterations, they are transformed into scouter bees
to explore the honey source randomly generated by Equation (28) and redistribute to the
leader bee and the follower bee to prevent the DABCC algorithm from falling into the local
optimal solution.

The iterative process of DABCC algorithm is shown in Algorithm 1:
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Algorithm 1 DABCC

Initialization: at initial time t = 0, obtain αm,n of each user; obtain θk and γk of each content in
the initial content set F. Calculate βm,n according to the channel conditions between sm and um;
Set Nite, Nlim, NBee, λ and µ. Generate initial honey source Hb1~HbNBee by Equation (28).
repeat:

if t 6= 0
Predict the popularity of content according to Equations (17)–(19).
Detect α̂m,n, θ̂k, γ̂k and β̂m,n;
if α̂m,n 6= αm,n or θ̂k 6= θk or γ̂k 6= γk or β̂m,n 6= βm,n

Update relevant parameters.
end
if ∃ f̂k /∈ F
add f̂k to F.

end
Obtain Pr(k) of each content by Equation (30).

end
Match the leader bees and follower bees randomly.
for i = 1:Nite

for j = 1:NBee/2

Leader bee Hbj moves according to ϕ
(

Hbj, Hbj′
)

.

The follower bee explores the near honey source by Equations (29) and (31).
Update the roles of leader bee and follower bee and the best honey source.
Record the iterations Nnone where the profitability has not improved.
if Nnone = Nlim

Transform the leader bee and its follower bee into scouter bees for movement.
end

end
Update the best profitability f̂max and its honey source coordinate Hbmax.

end
Output the cache strategy Am(t) = Hbmax;
t = t + 1;

until cache task finished.

In the initial frame, the DABCC algorithm initializes the parameters αm,n, θk, and γk of
each content in the content set F and calculates βm,n according to the channel conditions of
sm. It then sets the iteration times of the algorithm Nite, the maximum iteration times of
artificial bees Nlim, the honey source dimension K, the punishment factor λ, µ, the number
of artificial bees NBee, and the initial honey source Hb1~HbNBee . When the current frame
is not the initial frame, the DABCC algorithm first predicts the popularity of the contents
according to Equations (??)–(??), and then detects whether each parameter in the network
changes to update it. Next, the DABCC algorithm adds the newly generated content to the
content set and executes the action function of the artificial bee. Finally, the algorithm loops
into the next frame until the whole cache task ends.

4. Results and Discussion

This section describes the simulation and performance evaluation for the proposed
DABCCSU. In this paper, a 5 km×5 km UEN is generated by MATLAB software to simulate
the dissemination of 1000 contents, where users obey the Poisson distribution, and the
communication range is 1 km. The generation and dissemination of contents happens
randomly. θk and γk of each content are randomly generated between 0 and 1; δ = 0.8
and αm,n can be obtained by Equation (6). The path loss ξ = 2 and βm,k is fixed at 0.5 by
Equation (11) to facilitate comparison. The parameters are shown in Table 1:
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Table 1. Simulation parameters.

Parameter Value

K 1000
θk, γk Rand (0, 1)
βm,n 0.5
Rm,n 1 km

ξ 2
Cd 1 Gbits

λ, µ 1 × 1012

Q 1
NBee 100
Nite 500
Nlim 10

4.1. Content Popularity Prediction by DABCCSU

The prediction results of content popularity by DABCCSU are shown in Figure 4,
where the abscissa represents time and the ordinate represents popularity. The two curves
are the predicted real content popularities. The sub-graphs (a), (b), and (c) correspond to the
situation of UEN corresponding to the number of users N = 100, 300 and 500, respectively.
In sub-graph (a), due to the small number of users, the dissemination of content shows
randomness, that is, the popularity fluctuates in the early stage and there is a certain
amount of error between the prediction result and the real popularity such that the average
popularity prediction accuracy is 90.94%. The trend of prediction popularity curves in
sub-graphs (b) and (c) is more obvious, and the error between the prediction result and the
real popularity is less than sub-graph (a). The average popularity prediction accuracies in
sub-graphs (b) and (c) are 92.57% and 93.34%, respectively. Compared with the predicted
results of DABCCSU and the real popularity, both trends increase rapidly and then decrease
to zero, which conforms to the dissemination content regularity in the network. Once the
content is generated, it quickly attracts the interest of surrounding users, and the request
for content increases significantly. As the content spreads to saturation, users gradually
lose interest in the content, and the popularity of the content rapidly drops to zero. The
increased number of users weakens the randomness of content dissemination, making the
prediction results more consistent with statistical regularity. Therefore, with an increased
number of users, the prediction results of DABCCSU are more accurate.
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4.2. DABCC Optimization Algorithm

This paper compares the cache performance of the DABCC optimization algorithm
with some common cache algorithms:

(1) Least Recently Used (LRU) Algorithm [32]: Its core idea is that if a content has recent
high-frequency requests, it also has a greater probability of being requested currently.
When the cache capacity is insufficient, content with a low historical request frequency
is preferentially discarded.

(2) Greedy Algorithm (GA): The principle of the GA is to preferentially cache the con-
tent with largest Dm,k(t)/Lk until the cache capacity or channel load reaches the
upper limit.

(3) Binary Particle Swarm Optimization Algorithm (BPSO): BPSO is derived from the
particle swarm optimization algorithm, and the value range of its particles is only 0
or1. The number of iterations of the BPSO algorithm in this paper is set to 500 and the
number of particles is set to 100. Other parameters are the same as DABCC.

This paper describes the cumulative cache hit rate of the DABCC and reference
algorithm in different periods when K = 1000 and the content size is averagely distributed
between 0 and 100 Mbits. Figure 5 shows four curves: the cumulative cache hit rates for
the DABCC, LRU, GA, and BPSO algorithms, where the abscissa is the time period and the
ordinate is the cache hit rate. According to Figure 5, the cumulative cache hit rate of the
DABCC is 91.62%, which is much higher than 51.09% for LRU and 54.26% for BPSO and
slightly higher than 89.27% for GA. This is because the LRU relies on the historical content
request, which makes it difficult to capture the time-variant content popularity. Although
the GA considers the time-variant problem of content popularity, it easily falls into the
local optimal problem solution. The BPSO converges easily to the local optimal solution,
and with the randomness of the search of the algorithm becoming stronger, the local search
ability of the BPSO at the later stage of the iteration is weakened. The DABCC effectively
avoids this dilemma, resulting in the best cache performance among the four algorithms.
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In addition, this paper discusses the cache hit rate of each algorithm under different
cache capacities, as shown in Figure 6. The abscissa represents the cache capacities, which
are 0.5, 1, and 2 Gbits. The ordinate is the cache hit rate, and the bar graph represents the
average cache hit rate of DABCC, LRU, and GA under different cache capacities. According
to Figure 6, the average cache hit rate of the DABCC is higher than that of the other
two algorithms regardless of the cache capacity, which conforms to the three algorithms
analyzed in this paper. Under any cache capacity, the cache hit rate of the LRU algorithm
is only slightly higher than 50%, and cache hit rate of BPSO is about 54%, which are far
lower than the other two algorithms. In the case of 0.5 Gbits cache capacity, the DABCC
can also achieve an average cache hit rate of 89.83%, which is better than GA’s 58.64%. In
the case of 2 Gbits cache capacity, the cache hit rate of the DABCC can reach 94.65%, which
is slightly better than GA’s 93.48%, indicating that the DABCC is more stable in different
cache capacities. The LRU has a low cache hit rate because it is difficult to capture the
time-variant popularity of the content. The BPSO has a low cache hit rate because of the
randomness of particle motion and the lack of local exploration ability in the later stage.
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The cache hit rate of the GA is seriously limited by cache capacity. In the case of low cache
capacity, the cache hit rate is low owing to the large size content and limited cache capacity.
As the cache capacity increases, these restrictions no longer affect the cache efficiency; thus,
its cache hit rate can also reach a high level. The DABCC can flexibly design the cache
strategy according to the cache capacity, to achieve the maximum cache hit rate under a
limited cache capacity. Therefore, the cache hit rate of DABCC is the highest among the
three algorithms.
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Figure 6. Cache hit rate under different cache capacities.

Figure 7 shows the cache hit rate of DABCC for different iteration times, where the
abscissa is the value of Nite and the ordinate is the cache hit rate. The five curves in Figure 7
represent the situation when NBee = 20, 40, 60, 80, and 100 respectively. It can be understood
from Figure 7 that in the case of different NBee, the cache hit rate of DABCC gradually
increases with the increase in the value of Nite. When the value of Nite is large, the cache hit
rate tends to be flat. In addition, when NBee is low, the cache hit rate is significantly lower
than when NBee is high. This phenomenon is in line with the expected results. With the
increase in Nite, DABCC gradually approaches the optimal solution, and the cache hit rate
rapidly increases. When Nite reaches a certain value, the cache hit rate rises slowly. Because
the optimal cache strategy is obtained after a certain number of iterations, the increase
in Nite has little impact on the cache hit rate after that. The increase in NBee improves the
efficiency of exploring honey sources in one iteration, resulting in a significantly lower
cache hit rate when the NBee is lower than when NBee is higher under the same iteration
number. Therefore, DABCC proposed in this paper can achieve a cache hit rate of more
than 90% with limited Nite and NBee, which proves DABCC has efficient cache performance.
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5. Conclusions

This paper proposes the discrete artificial bee colony cache strategy of UAV edge
network (DABCCSU). The coupling relationship between the popularity and edge cache is
derived according to the time-variant characteristics of content popularity in the UEN. In
addition, DABCCSU also includes the DABCC optimization algorithm that maximizes the
cache hit rate based on the content popularity prediction and provides an optimal cache
strategy for the UEN. Simulation results show that the prediction accuracy of DABCCSU
is over 90%, and the cache performance has an average cache hit rate of 91.62%, which
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is better than the LRU and GA strategies. In addition, DABCCSU has a more stable
performance under different cache capacities. DABCCSU is expected to be widely used
in UAV emergency communication networks or UAV networks in remote areas. In the
future, on the basis of this paper, we will continue to study the cache strategy of UENs
based on space–air–ground integrated networks, NOMA, intelligent reflect surface, and
other technologies.
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Abstract: The recent outbreak of COVID-19 around the world has caused a global health catastrophe
along with economic consequences. As per the World Health Organization (WHO), this devastating
crisis can be minimized and controlled if humans wear facemasks in public; however, the prevention
of spreading COVID-19 can only be possible only if they are worn properly, covering both the nose
and mouth. Nonetheless, in public places or in chaos, a manual check of persons wearing the masks
properly or not is a hectic job and can cause panic. For such conditions, an automatic mask-wearing
system is desired. Therefore, this study analyzed several deep learning pre-trained networks and
classical machine learning algorithms that can automatically detect whether the person wears the
facemask or not. For this, 40,000 images are utilized to train and test 9 different models, namely,
InceptionV3, EfficientNetB0, EfficientNetB2, DenseNet201, ResNet152, VGG19, convolutional neural
network (CNN), support vector machine (SVM), and random forest (RF), to recognize facemasks in
images. Besides just detecting the mask, the trained models also detect whether the person is wearing
the mask properly (covering nose and mouth), partially (mouth only), or wearing it inappropriately
(not covering nose and mouth). Experimental work reveals that InceptionV3 and EfficientNetB2
outperformed all other methods by attaining an overall accuracy of around 98.40% and a precision,
recall, and F1-score of 98.30%.

Keywords: deep learning; inappropriately wearing facemask; machine learning; mask detection

1. Introduction

For the past several years, the COVID-19 [1] pandemic has spread practically all over
the globe, resulting in the world’s most critical global health catastrophe that has had a huge
effect on humanity and how we see the world and everyday lives [2]. Consequently, there
are health procedures that must be followed to limit the transmission of coronavirus. A few
of the norms are either staying at least 2 m apart from other humans or wearing a mask
properly, particularly in public places [3]. In the chaos of the pandemic, there are many
circumstances where wearing facemasks can contribute to controlling the transmission
of COVID-19, such as migrants in refugee camps, workers taking subways, etc. Hence,
authorities have consistently issued statements regarding COVID-19 international guide-
lines about contact and airborne precautions, including the consideration of utilization of
facemasks as an adequate adoption in case of congested human chaos. As a result, it would
be desirable if a system could automatically recognize a person who does not appropriately
place the mask on his or her face or who does not wear any mask at all. On the other hand,
this work employs hybrid deep and classical machine learning models to determine the face
coverage area covered by facemasks in an image of a human. Figure 1 shows the workflow
of the proposed scheme. In the first step, the proposed system removes duplicates, outliers,
and unnecessary data. Next, it resizes the images according to the classification model.
Lastly, it explores seven deep learning-based and two machine learning-based classifiers to
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classify the given image into four categories that include wearing a mask properly, mask
not covering the nose, mask neither covering the nose nor mouth, and not wearing a mask
at all.
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Deep neural networks are capable of performing computer vision tasks and perform-
ing cutting-edge image recognition [4] by taking an input image and distinguishing it
by assigning priority, learnable weights, and biases to various sections of the image, for
instance [5,6]. Furthermore, CNN [7] is often used to evaluate visual images and needs
far less pre-processing than conventional classification techniques. However, classical ma-
chine learning algorithms such as RF, decision tree (DT), SVM, k-nearest neighbor (KNN),
and many others also have a vast usage in image classification, such as COVID-19 and
pneumonia classification systems in [8,9].

As facemask detection has become a critical area of study during the COVID-19 pan-
demic, numerous extensive studies have been conducted to address this issue using a
variety of different techniques and strategies, such as the Spartan Face Detection and Iden-
tification System suggested in [10] employed CNN, AlexNet, and long-short-term-memory
(LSTM) to handle the primary challenges of mask detection, classification of mask type,
classification of mask placements, and identity recognition. Similarly, Ref. [11] proposes a
real-time facemask detection model based on CNN, the computer vision technique, and
MobileNet that runs in real-time and recognizes if a person is wearing a facemask; if not, it
notifies higher authorities by text message.

To efficiently perform person detection, social distancing infringement detection,
face identification, and facemask categorization on surveillance footage datasets, Ref. [12]
presented YOLOv3, clustering of applications with noise based on density, a dual-shot face
detector (DSFD), and a binary classifier based on MobileNetV2. Additionally, it included
data augmentation strategies to address the community’s data scarcity. To identify the
facemask, Ref. [13] adopted a deep learning algorithm named YOLOv4 to identify the
mask in the real-time scenario by deploying the equipment at Politeknik Negeri Batam,
Indonesia.

Isunuri et al. proposed a MobileNet block for facemask identification that includes a
global pooling [14]. Their proposed model flattens the feature vector using a global pooling
layer and outperforms current models on publicly accessible facemask datasets in terms of
critical performance metrics, parameter count, and training time. Yadav [2] proposed an
efficient computer vision-based method for real-time automated monitoring of persons in
public areas to detect both safe social separation and face coverings. He used the camera to
watch activity and identify violations and developed the model on a raspberry pi4.

Table 1 outlines the techniques and algorithms used in prior facemask detection sys-
tems from the literature. Most of these facemask detection systems incorporated deep
learning-based pre-trained or transfer-learning models. Moreover, according to our knowl-
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edge and research, the literature is full of systems that are capable to identify whether a
person is wearing a mask or not; however, no study thus far determines the coverage of
a facemask on a human face. The datasets used previously vary from one study to the
next, and while the authors may have presented multiple conclusions based on a variety of
datasets in a single piece of work, only one of those findings is disclosed.

Table 1. A summary of recent facemask detection studies.

Study Method

[12] MobileNetV2
[14] MobileNet
[15] Faster R-CNN
[16] SSD and SSD-Mask algorithms
[17] CNN and VGG16
[18] MobileNet and OpenCV
[19] SSD and MobileNetV2

In this paper, we compared CNN-, RF-, and SVM-based models and several deep
learning pre-trained models (InceptionV3, EfficientNetB0, EfficientNetB2, DenseNet201,
ResNet152, and VGG19) to detect whether people are wearing a mask or not and whether
they are wearing it properly using face images with different types of facemask wearing.
The study has the following major contributions:

• The proposed scheme checks whether the person wears a mask or not.
• It determines the coverage area of the facemask on the human face and classifies the

facemask facial image into four categories: appropriately wearing a mask (covering
both nose and mouth), partially wearing a mask (covering mouth but not nose),
inappropriately wearing a mask (neither covering mouth nor nose), and not wearing a
mask at all.

• The paper investigates state-of-the-art pre-trained models and analyzes the perfor-
mance with traditional machine learning and deep learning models for facemask
coverage.

• The study analyzes the performance of various models with several metrics, such as
accuracy, F1-score, precision, and recall.

• The application of the proposed system ensures the mask fits and covers essential
areas, including the nose, mouth, and chin.

The paper is organized as follows: Section 2 describes the explored hybrid deep and
classical machine learning techniques, Section 3 presents a detailed discussion of the results,
and the paper is concluded in Section 4.

2. Materials and Methods

The proposed facemask coverage detection scheme used in this study is divided
into three stages: pre-processing of data, training the models, and facemask wearing
classification. It utilizes several procedures during the pre-processing stage, including
deleting duplicate data, removing extraneous data, and downsizing images to 299× 299 for
CNN and pre-trained models, and 50× 50 for RF and SVM models. The data, which consist
of images of people wearing facemasks, are fed into CNN, RF, SVM, and six pre-trained
deep learning-based classifiers (InceptionV3, EfficientNetB0, EfficientNetB2, DenseNet201,
ResNet152, and VGG19). The study carried out extensive experiments to fine-tune these
models to properly determine whether a person is wearing a mask or not or wearing
it properly.

2.1. Dataset

The dataset used to train the models comprises 40,000 images belonging to 4 distinct
classes (ways of wearing the masks). Moreover, for better testing, we also used images from
the downloaded dataset, a few of which are depicted in Figure 2, where persons are wearing
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masks in three different ways or not wearing a mask at all. The dataset was downloaded
from a public repository [20]. After removing duplicate and unnecessary images, we were
left with a total of 11,536 images for the 4 different types of masks worn: correctly worn
masks that cover the nose and mouth, masks that cover the mouth but not the nose, masks
that are worn but do not cover the nose and mouth, and faces without facemasks. Table 2
lists the further division of the dataset for each class. All images acquired in this repository
use Toloka.ai’s crowdsourcing platform and are verified by TrainingData.ru. To train and
evaluate our models, we separated the dataset into training and test sets with 70/30 ratios.
After successful training, the accuracy was computed using all images from the test dataset
in each iteration.
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Figure 2. Sample of the unseen images in which persons are wearing a facemask in four different
ways. (a) Images of a female covering her face using a facemask, and (b) images of a male covering
his face using a facemask.

Table 2. A summary of the dataset used for facemask detection research.

Mask Wearing Type No. of Images

Correctly worn masks 2884
Masks that cover the mouth but not the nose 2884
Masks that do not cover the nose or mouth 2884

Not wearing a mask 2884
Total 11,536

Training Set 8075
Test Set 3461

2.2. CNN Model Architecture

To identify the facemask and its coverage area, we constructed a CNN model that
consists of three convolutional layers, three pooling layers, one dropout layer, one flat-
tened layer, and a fully connected (dense) layer. However, each of the convolutional and
pooling layers produced a three-dimensional (3D) form tensor as an output (height, width,
channels). The max-pooling layer was then utilized to reduce the output volume’s spatial
dimensions. The dropout layer contributes to overfitting reduction by randomly changing
input units to 0 at a frequency of the rate during the training period. The SoftMax layer
normalizes the preceding layer’s output to include the probability of the actual input image
conforming to designated classes.
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2.3. Machine Learning Classical Algorithms

To accomplish and test the facemask coverage categorization system using machine
learning classical algorithms, we have fed our data to two classical algorithms: RF and
SVM. The proposed scheme performed some pre-processing on the data before feeding it
into these classifiers. This included resizing the data to a ratio of 50 × 50 and shuffling the
data to rearrange the order in which the components appear. After that, it reshaped the
value distribution by using the standard scaler to make the mean of the observed values
equal to zero and the standard deviation equal to one. Each of these explored classical
machine learning algorithms is briefly described below.

2.3.1. Random Forest

The RF approach [21] is an algorithm usually employed for supervised classification.
It extends the idea of DTs and has been effectively utilized in a wide variety of scientific
fields to reduce high-dimensional and multi-source data. Self-learning DTs are used by RF,
based on a training dataset, and these trees automatically construct rules at each node. The
RF is capable of effectively handling huge datasets to generate accurate forecasting that is
simple to understand.

2.3.2. Support Vector Machine

SVM is a method that is widely used for pattern recognition and image categoriza-
tion [22]. It does this by generating the most efficient separating hyperplanes on the premise
of a kernel function. SVM offers two major benefits over other algorithms in terms of speed
and performance with a small number of samples. This makes the approach ideal for
classification tasks, where access to a dataset of just a few thousands of labeled samples
is frequent.

2.4. Deep Neural Network Models

To perform facemask coverage categorization, we fine-tuned InceptionV3, Efficient-
NetB0, EfficientNetB2, DenseNet201, ResNet152, and VGG19 models. For these, the scheme
used an input shape of (299, 299, 3) and added a final dense layer with four outputs and a
SoftMax activation function since our data were separated into four classes. Each of these
pre-trained models is briefly described below.

2.4.1. InceptionV3

The InceptionV3 [23] is a 48-layer deep learning model based on CNN used to classify
images. The inceptionV3 model is an upgraded version of the InceptionV1 model, which
was introduced in 2014 as GoogLeNet. It is a commonly used image recognition model
with a demonstrated accuracy of more than 78.1% on the ImageNet dataset. Additionally,
it is meant to work well under severe memory and computational resource constraints.
The inception layer combines the 1 × 1, 3 × 3, and 5 × 5 convolutional layers, concatenat-
ing their output filter banks into a uniform output vector that serves as the subsequent
stage’s input.

2.4.2. EfficientNetB0 and EfficientNetB2

EfficientNet [24] is a scaling technique that uses a compound coefficient to scale all
depth, resolution, and breadth parameters uniformly. The EfficientNetB0 base network is
based on MobileNetV2’s inverted bottleneck residual blocks, as well as squeeze-and-excite
blocks, and consists of 237 layers composed of five modules. EfficientNets substantially
outperform other convolutional networks in various tasks. AutoML MNAS created the
baseline network, EfficientNetB0, and the subsequent networks, EfficientNetB1 through
B7, by scaling up the baseline network. However, the most recent version of EfficientNet,
EfficientNetB7, reached an unprecedented top 1 accuracy of 84.3%.
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2.4.3. DenseNet201

DenseNet-201 [25] is a 201-layer CNN network. The pre-trained models are capable of
accurately categorizing photos into 1000 different item categories. It is a dense convolutional
network as it uses a technique that links each layer to every other layer using a feed-forward
approach. DenseNets overcome the vanishing gradients issue, enhance feature reuse, and
boost feature propagation, while needing much fewer parameters than general CNN
networks, as they do not need to acquire any superfluous feature mappings.

2.4.4. ResNet201

ResNet is the abbreviation for the Residual Network. This breakthrough neural
network was first reported by He, Zhang, Ren, and Sun in their 2015 computer vision
study [26]. ResNet152 learns the residual representation functions rather than the signal
analysis directly, resulting in an extremely deep network with up to 152 layers. ResNet
uses skip connections (also known as shortcut connections) to fit input from one layer to
another without modifying the input.

2.4.5. VGG19

Karen Simonyan and Andrew Zisserman, two academics from the University of
Oxford, came up with the idea of the VGGNet design [27] in 2014. The VGG19 is a variation
of the VGG network that has 19 weight layers. These weight layers are made up of a total
of 16 convolutional layers, 3 layers that are completely linked, and 5 pooling layers. It has
2 fully connected layers, each with 4096 nodes, and one more fully connected layer having
1000 nodes to predict 1000 labels.

3. Results and Discussion

To obtain satisfactory results with the proposed CNN, RF, and SVM models for the de-
tection of images of people wearing facemasks correctly, we performed several experiments
and used a variety of hyperparameters to fine-tune these models. The hyperparameters
for the models that performed better than the models with different hyperparameters are
shown in Tables 3 and 4. Table 3 lists the hyperparameters for the proposed CNN model
while Table 4 outlines the parameters of the RF model. The CNN model incorporates an
Adam optimizer with 100 epochs, 120 batch sizes, and a learning rate of 0.000001. The RF
model has a maximum depth of 3 with 20 estimators, as listed in Table 4.

Table 3. Hyperparameter tuning of the proposed convolutional neural network model.

Hyperparameters Value

Optimizer Adam
Number of epochs 100

Batch Size 120
Loss categorical_crossentropy

Metrics accuracy
Learning rate 0.000001

Table 4. Proposed random forest model hyperparameter tuning.

Hyperparameters Value

Number of estimators 20
Criterion entropy

Maximum depth 3

To evaluate the usefulness and effectiveness of the models, we used 8075 images of
humans, with 4 different labels for the training and 4 metrics (f1-score, accuracy, precision,
and recall) that were measured for each individual. Following the completion of the model

204



Processes 2022, 10, 1710

training, each model was tested with 3461 test images as well as a few unseen data. The
performance metrics obtained by each model on the test data are shown in Table 5.

Table 5. Performance analysis of explored models for facemask coverage classification.

Model Accuracy % Precision % Recall % F1-Score %

CNN 55.22 54.90 55.40 55.20
Random Forest 48.92 51.00 48.74 47.41

SVM 56.83 57.35 56.73 56.58
InceptionV3 98.40 98.30 98.30 98.30

EfficientNetB0 97.70 97.70 97.70 97.70
EfficientNetB2 98.35 98.30 98.30 98.40
DenseNet201 97.72 97.80 97.70 97.70

ResNet152 93.99 94.60 94.00 94.00
VGG19 24.65 31.20 25.00 24.60

Moreover, for better visual understanding, the study also plotted various performance
curves. Thus, after successful training, the model computed the accuracy and loss using
all images from the test dataset in each iteration. Figure 4 shows the visualization of both
training and validation accuracy curves for each model (CNN, InceptionV3, EfficientNetB0,
EfficientNetB2, DenseNet201, ResNet152, VGG19), whereas Figure 4 depicts training and
testing loss curves for all exploited models.

It is worth noting that prior well-established studies majorly focused on detecting
whether a person is wearing a mask or not. The majority of those used pre-trained deep
learning networks and attained reasonable results at that time. However, only a few
previously published studies in well-reputed journals attained an accuracy of more than
98% for the two-class classification task. Another study [28] also explored several pre-
trained models, including InceptionV3, to handle a six-class classification problem for
detection of the coverage area. They used a small dataset, and thus exploited the data
augmentation technique, however they still just managed to achieve an accuracy of 83.4%
on a test set that has less than a few hundred samples. However, they used a limited dataset,
which may result in overfitting or underfitting issues. Contrarily, our study widened the
approach by presenting a system for a four-class classification task and reasonably competes
with prior studies, as shown in Table 6.
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Classes 
Types of Detection Result 

[12] MobileNetV2 2 mask/no mask 90.55% 
[14] MobileNet 2 mask/no mask 99.0% 
[15] Faster R-CNN 2 mask/no mask 73.0 % 

[16] 
SSD and SSD-Mask algo-

rithms 
2 mask/no mask 86.3% and 88.2% 

[17] CNN and VGG16 2 mask/no mask 97.42% and 98.97% 
[18] MobileNet and OpenCV 2 mask/no mask 99.41% 
[19] SSD and MobileNetV2 2 mask/no mask 99.0% 
[29] ResNet50V2 2 mask/no mask 99.0% 
[28] VGG16 6 glasses/fit side/nose out/correct/bridge/no mask 83.4% 
Pro-

posed 
InceptionV3 4 

mouth-nose-chin covered/nose-chin covered/chin 
covered/no mask  

98.40% 

4. Conclusions 
Humanity can be protected in a crisis such as the COVID-19 pandemic by properly 

wearing masks to minimize the virus transmission. Thus, ensuring the implementation of 
such rules requires widespread monitoring, but this can be achieved with help of 

Figure 4. Training and validation loss curves of: (a) convolutional neural network, (b) DenseNet201,
(c) EfficientNetB2, (d) EfficientNetB0, (e) InceptionV3, (f) ResNet152, and (g) VGG19 models, corre-
spondingly, for the facemask coverage classification task.

Table 6. Comparative analyses of the proposed scheme with prior studies.

Study Method No. of Classes Types of Detection Result

[12] MobileNetV2 2 mask/no mask 90.55%
[14] MobileNet 2 mask/no mask 99.0%
[15] Faster R-CNN 2 mask/no mask 73.0 %

[16] SSD and SSD-Mask
algorithms 2 mask/no mask 86.3% and 88.2%

[17] CNN and VGG16 2 mask/no mask 97.42% and 98.97%

[18] MobileNet and
OpenCV 2 mask/no mask 99.41%

[19] SSD and MobileNetV2 2 mask/no mask 99.0%
[29] ResNet50V2 2 mask/no mask 99.0%

[28] VGG16 6 glasses/fit side/nose
out/correct/bridge/no mask 83.4%

Proposed InceptionV3 4
mouth-nose-chin

covered/nose-chin
covered/chin covered/no mask

98.40%

4. Conclusions

Humanity can be protected in a crisis such as the COVID-19 pandemic by properly
wearing masks to minimize the virus transmission. Thus, ensuring the implementation of
such rules requires widespread monitoring, but this can be achieved with help of intelligent
systems and smart cameras. Therefore, this study proposed an intelligent facemask detec-
tion system. The proposed system is widened by analyzing facial features using classical
machine learning classifiers and advanced pre-trained deep learning networks to predict
whether a person is wearing a mask properly (fully), partially, substantially depleted, or
not wearing one at all. The study investigated random forest (RF), support vector machine
(SVM), convolutional neural network (CNN), and six CNN-based pre-trained networks
(InceptionV3, EfficientNetB0, EfficientNetB2, DenseNet201, ResNet152, and VGG19). For
this, 40,000 images were utilized to train and test these models. The dataset was split into
training and test sets with 70/30 ratios. The experimental results revealed that VGG19
performed the worst, attaining an overall accuracy of 24.65% and F1-score of 24.60%, while
InceptionV3 and EfficientNetB2 accomplished a remarkable performance by reaching an
overall accuracy of 98.40% and 98.35%, and F1-scores of 98.30% and 98.40%, respectively.
In the future, it is planned to investigate the performance of traditional machine learning
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classifiers on a given dataset when exploited along with computer vision and histogram
analysis techniques.
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Abstract: The organizations of horticultural producers and, particularly, those that deal with ex-
tremely perishable endogenous fruits, such as peaches and cherries, have a greater need to optimize
production flows and processes. A particularity of the horticultural industry is the short shelf life
of raw materials and the seasonality of products. In this paper, optimization techniques are used
to improve the production flows and the management of cold storage and distribution in a fruit
central. The application of Lean tools allowed reducing the cycle time by 4.37 min and the lead time
by 7.10 min of the whole process, i.e., a reduction of 35.5% and 10.6% of the cycle time and lead time,
respectively, excluding the cold conservation operation. The study shows that it is possible to reduce,
or even eliminate, waste throughout the process, reduce unnecessary movement, adapt the layout,
maximize workspace, and level stocks, as well as greater supplier involvement in a continuous
improvement approach. This approach can be outlined as a good practice for the optimization of
productive flows and management logistics that may benefit productivity, energy efficiency, human
resources distribution, food quality, and reduce food waste.

Keywords: agribusiness; optimization of the production flow; cold storage management; endogenous
fruits; peaches; lean tools; 5S; Kaizen; Value Stream Mapping

1. Introduction

Over the past ten years, the approach to business management around the world has
undergone a profound change. To combat the politico-economically unstable environment,
organizations have sought to find new ways and means of responding based on knowledge,
market research, and study, as well as creating and adapting to new work methodolo-
gies through metrics-driven management [1,2]. Organizational survival depends on the
construction and integration of knowledge promoting adaptation and stimulation of the
environment, as well as change through the firm’s knowledge and practices [3].

The management of a firm requires access to information and efficient data man-
agement to monitor activities and evaluate the performance of the business processes.
This analysis can be present in financial operations, customers, and products to obtain an
analytical view of problems and opportunities [4].

Organizations are constantly looking for new ways to improve their performance,
product quality and competitiveness [5]. In the agricultural sector, many innovations occur
in the production process through improved production techniques. However, these can
happen at any stage of the product and/or in certain processes in the supply chain [6].
In the last two decades, the development is quite remarkable. Although there is uneven
development between different countries, which is reflected in differences in productivity
between farms, it remains an issue that is grounded through structural adjustment [7].
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Innovation can be interpreted as an opportunity for agricultural producers to do
more and better with fewer resources. Better management of available resources and
anticipation of problems can be reflected in increased productivity and consequently
reduced costs. It also ensures long-term viability and reduces the negative environmental
impacts of production, such as pollutants and waste. The existence of healthy, ecological,
and sustainable food systems are fundamental principles to achieving the development of
the chains [8].

Supply chain analysis provides a single, broad view of the entire supply chain, reveals
opportunities for cost savings, and stimulates revenue growth. As well as increasing pro-
duction efficiency and optimizing delivery time [9]. The competitive marketplace requires
organizations to design reliable products that can be produced efficiently and quickly. In
this quest to maximize the value and quality of the product that is offered to the customer,
as well as to reduce lead times and costs, the Lean philosophy is an efficient alternative
for continuous improvement [10]. Lean helps convert business inputs, such as people, ma-
chines, and raw materials, through value-adding processes. It can achieve the right results
most effectively and efficiently by creating value for customers with fewer resources [3].
This philosophy seeks to simplify processes, eliminate waste, and use resources more
efficiently in accomplishing tasks, as well as involving employees throughout the process,
by creating value for customers and therefore value for the company [11].

Time is a key component that organizations can neither discard nor devalue. The
expression “time is money” has gained more prominence these days, and in the industry, it
isn’t different. Time is precious and how organizations “spend” their time can determine
their future success. It is up to top management to understand where time is spent
and which activities may or may not add value, this way it will be possible to identify
opportunities for improvement, saving time and consequently money [12].

Lean thinking can significantly improve many of the problems that agricultural orga-
nizations face daily such as long working hours, high staff turnover, repetition problems,
breakdowns, waste, safety, and high costs are some of the factors usually identified.

This paper aims to learn how to identify waste, create employed and motivated teams,
work more efficiently and productively, and solve problems quickly to save time and reduce
costs, thus improving business performance and farm performance. The main objective
is to support and boost the development of small organizations located in the interior of
the country. These organizations are often conditioned and limited by agricultural policy
issues, such as the lack of financial incentives (subsidies) from the State and European
Funds, an aging population, and lack of unemployment, leading to very pronounced
desertification [13]. This study will be carried out through the analysis of several studies
carried out in the Agribusiness industry.

This article is organized into 5 chapters. Section 1 presents the contextualization of the
work developed, the motivations for its realization, the defined objectives, the methodology
used, and finally, the structure of this article is explained. In the Section 2, a theoretical
framework of the Lean philosophy is presented, which includes its historical evolution,
the definition of waste, its principles, and the main techniques, and tools. In the same
chapter, examples of practical applications of Lean tools in Agribusiness are described. In
Section 3, the company of the case study is presented and characterized, as well as the
description of the entire production process and layout. The Section 4 aims to identify the
Lean principles applied in the company, an initial survey is presented in which waste is
identified and the respective proposals for improvement with the implementation of the
5S and Kaizen tools. In the final phase, the Value Stream Mapping tool is applied, which
allowed the identification of the waste of resources along the production flow, a proposal
for an adjustment to the current layout, as well as the definition of a new layout, and the
reorganization of the cold rooms. In the Section 5, the conclusions and limitations of the
study are presented, and proposals for future improvements that could be useful to the
company in which the case study was carried out could be replicated in other companies in
the same sector.
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2. Literature Review

In this chapter a theoretical framework of the Lean philosophy is presented, including
historical evolution, the definition of waste, principles, the main techniques, and tools.

In this paper, inductive and explanatory research is applied, focusing on the quantita-
tive perspective. Inductive research aims to infer theoretical concepts and patterns from
observed data, seeking to link ideas and identified factors to understand the causes and
effects of phenomenon determination [14]. The literature review was conducted by search-
ing and analyzing case studies published in scientific articles, books, scientific conference
proceedings, and publications that fall within the scope of the research. At this stage, a
thorough analysis was carried out to understand the results already produced and the type
of instruments used to obtain them. The databases to be used to collect these documents
were: Scopus, Web of Science, Science Direct, and IEEE Xplore. Based on the information
collected and analyzed, a reflection was made on the optimization tools that can be applied
to the case study.

2.1. The Origins and Evolution of Lean Management

The scientific organization of work led to the emergence of mass production. The
standard times and the rationalization, standardization, and decomposition of work into
tasks, in industrial terms, had Frederick Taylor as a great proponent of the scientific
organization of work. Taylor emphasized the importance of the standardization of work,
also known as Taylorism [15].

After the First World War large companies were created, mainly in the automobile
industry, for example, the Ford Motor Company founded by Henry Ford. Ford chose to
rationalize and control the assembly process and create a continuous flow throughout the
whole process [16].

In parallel, Sakichi Toyoda, founder of Toyota Industries Corporation Ltd. developed
the automatic loom, which was able to stop automatically when a thread breakage was
detected. This led to the creation of the Jidoka concept, also defined as intelligent automa-
tion, which allowed the operator to control more machines during the manufacturing
process [17].

In the 1980s Taiichi Ohno in collaboration with Shigeo Shingo developed the Toyota
Production System (TPS). TPS is derived from the production process in the Japanese
automobile industry, which aimed to improve and control production that was previously
based on mass production. It was the result of innovative thinking forced to find a solution
to resource scarcity and financial turbulence [18]. Lean began to gain greater prominence
with the publication of the article “Triumph of the Lean Production System” in 1988 [19].
In 1990, the book “Machine That Changed the World” was published which revolutionized
the perceptions of many scientists and professionals about the production process [20].
This book essentially introduced the term Lean to the world by describing Lean produc-
tion [18]. Since then, the Lean philosophy has become a new management approach that
has proven to be effective for the performance and management of organizations, both
from a qualitative (e.g., employee satisfaction, commitment, safe and harmonious work
environment) and quantitative point of view (e.g., improvements in processing, cycles and
setup times, reduction of queues and defects) [21].

Despite the numerous definitions of Lean, it is important to understand that it is
a business strategy and not a casual practice. Womack and Jones, in 1996, published a
second book “Lean Thinking: Banish Waste and Create Wealth in your Corporation” [22],
in which they presented the Lean philosophy based on five principles, seven wastes, and a
set of extremely simple and powerful tools. The five fundamental principles of the Lean
philosophy are [23]:

1. Define value—Identify how much the customer is willing to pay;
2. Identify and map the value stream—Identify the activities that create value and

those that do not add value to the end customer;
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3. Create a flow that eliminates waste—Ensure that what is flowing from the next steps
occurs without interruptions or delays;

4. Pull System—Match customer demand and set up a downstream production system;
5. Pursue perfection—The vision to be achieved by using the previously listed princi-

ples together.

However, the five principles presented above have some shortcomings: only the
customer value chain is considered (in fact, in an organization there are several value
chains: one for each stakeholder), so the challenge is not in the creation of value, but in
the creation of value [24]. Another constraint is that these tend to lead organizations into
endless cycles of waste reduction ignoring the crucial activity of creating value through
product, service, and process innovation. In this sense, two more principles were created
with the aim of guiding the organization on the right path to excellence and extraordinary
performance, they are: “Know the stakeholder” and “Always innovate” [24].

For Ohno [25], the Lean philosophy consists in improving processes through the
removal of Muda (waste, e.g., everything that does not add value is waste and as such
should be eliminated), Muri (excess or insufficiency, the organization should only do what
is necessary when requested, based on a Pull system) and Mura (irregularity, it is eliminated
by the standardization of work) in production [26]. The main objective is to achieve high-
quality standards at low cost (reducing variability), with short lead times, eliminating
waste of time and activities (Muda and Muri) [27].

Thus, being the whole basis of the Lean philosophy the elimination of waste, or
elimination of Muda, it is also important to know how to identify them in the processes
under study to achieve total quality [28]. Ohno [25] defined seven sources of waste as
follows [16]:

1. Overproduction—More quantities are manufactured than are needed and ordered by
customers. Unsold products may have to be discarded, which becomes expensive;

2. Waiting time—Usually caused by material waiting or shortages, idle or insufficient
equipment capacity, and inefficient production order instruction;

3. Stocks—When stock is excessive, there is product degradation or damaged material,
longer lead times in the production process, and high inventory holding costs can
be associated;

4. Movements—Include any unnecessary movement of people, tools, or machines;
5. Transport—All unnecessary movements of resources that do not add value to the

product are considered;
6. Defective products—This happens when the product does not comply with the

minimum quality requirements. The definition of waste includes defects or quality
problems. It also includes inspection costs, response to customer complaints, and
rework. Human errors create defects;

7. Over-processing—This is related to excessive steps in manufacturing, e.g., doing
more than is essential. Using more precision equipment than necessary or using
components with capacity beyond what is needed can lead to exponential wear and
tear of equipment and consequently a reduction in its useful life.

Initially, seven Muda were considered, e.g., seven possible sources of waste, but with
the evolution of the Lean philosophy and knowledge of the production system, there
are now eight, defined as the under-utilization of labor. This represents the existence
of qualified labor that is not performing functions that correspond to their capacities,
represents a waste of knowledge, but also a waste of capacity and creativity, since due to
their qualifications, they could represent added value to the company, even with ideas for
new methods of eliminating waste [27].

2.2. Lean Tools

This philosophy was not created overnight, nor was it developed by just Toyota. Lean
has become internationally known and recognized, and has gradually developed, both
conceptually and in fields of application other than production [28].
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One of the ways to reduce the waste generated by organizations, and thus achieve
greater competitiveness, productivity, and optimization of results is through the implemen-
tation of Lean philosophy and tools [29].

The diversity of Lean tools proves to have answers for the most diverse challenges,
and companies are aware of this, adopting more and more methodologies and processes
that aim to progressively reduce waste and adapt their production paradigm to what the
market demands. It is up to each top management to survey the most important tools, and
understand what they are, how they work, and how they can help the organization. Their
evaluation and implementation can be key steps to success [29].

In this subchapter, some of the numerous Lean tools available are presented. Although
there is a great variety and diversity of Lean tools, this article will focus on 5S methodology,
Value Stream Mapping (VSM), and Kaizen.

2.2.1. 5S Methodology

5S is a Japanese organization methodology developed by Kaoru Ishikawa in 1950 [30].
This tool is governed by five distinct steps to organize, keep the place clean, and in this
way increase productivity and standardize how tasks are executed [31].

It can be considered a systematic process, or a set of practical tools, that allows the
organization of work areas, to eliminate or reduce waste in operations, improve hygiene,
safety, ergonomics, and environmental conditions of workstations or areas of common
use [32,33]. The main objective is to change attitudes and behaviors, eliminate waste
and ensure competitiveness [33]. The name 5S has as acronyms five words, in Japanese,
listed below:

• Seiri (Sense of use)—Is it useful?
Identify objects, materials, and equipment at the workplace; List and separate by type,
what is useful from what is useless; Mark what is not necessary; Eliminate or remove
objects that are not necessary;

• Seiton (Sense of organization)—Is it easy to find? Define a place for each tool; Verify
that each tool is in its place; Place the most frequently used tools at hand; Place
identification labels (visual aids) on the tools and the respective place where they
should be kept;

• Seiso (Sense of cleanliness)—Is the work area clean? Divide the workstation and assign
a zone to each team member; Clean each zone of the workstation, as well as the
surrounding area;

• Seiketsu (Sense of standardization)—What is the standard? Define a general stan-
dard/rule of tidiness and cleanliness for the workstation; Identify the visual aids and
procedures, tidiness and cleanliness standards that work; Standardize throughout the
factory the same type of equipment and workstations to ensure that the previous three
steps are fulfilled;

• Shitsuke (Sense of discipline)—Is the standard respected? Practice the principles of
organization, systematization, and cleanliness; Eliminate variability, e.g., always do it
right the first time; Establish procedures for visual control (tidiness and cleanliness);
Verify that actions and inspections are being carried out correctly; Develop a system of
checklists and visual aids (colors, lights, direction indicators or charts).

An increasing number of companies are adding a sixth “S”. The “S” of Safety is not
independent, nor can it be dissociated from the previous ones, or any activity performed.
For Jiménez et al. [34], this is a mandatory inclusion in the 5S method, not only because it
will reduce and even eliminate the different risks that may exist in a workplace, but it also
ensures that the work area complies with regulations, both regarding safety issues on the
use of machinery and equipment and health. The main objective of 6S is to eliminate waste
by controlling Muda, Muri, and Mura. This new methodology, 6S, forms the necessary and
ideal basis for implementing a significant number of other Lean tools [34].
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2.2.2. Value Stream Mapping (VSM)

Value Stream Management (VSM) is a simple, yet powerful and logical tool that allows
an organization to identify wasted resources along the production stream [35]. It allows to
analyze the current state and make a forecast for the future state. The goal of the current
state is to map the existing state and find possible ways to implement Lean tools, reduce
waste, align production, and demand, and develop action plans to arrive at a future state
map [36].

The value stream is the set of value-added and non-value-added activities required
to effectively transmit information since it allows the mapping of the processes involved,
relates the processes, and allows the identification of which activities add value and which
do not [30].

To simplify reading and interpretation, it presents a simple legend and basic icons
(equipment, group work, departments or suppliers, and customers). In the definition and
creation of these maps should be perceptible three sections [37].

In the first section, the process or production flow is represented, in which all tasks
and sub-tasks are identified. The process flow is drawn from left to right and by reading it
is possible to observe the main operations and secondary steps of the process, as well as
tasks performed in parallel [38].

The communication section is included all kinds of information and communication,
in-formal or formal, about the process and data transmission [38]. In this case, information
can be read in both directions. In Lean, the information flow is as important as the material
flow [30].

The time window section provides a visual representation of the timeline or timeline
of the value stream. The upper part of the time scale represents the average time it takes
for a component to move on to the next task (Production Lead Time). The lower part, on
the other hand, represents the average time that each component takes to be worked on
(Value Add Time) [38].

According to Dias et al. [39], the spaghetti diagram can be a complementary tool to
the VSM. Similar to VSM, the spaghetti diagram allows the visualization of activities that
do not generate value. This diagram is the visual representation that demonstrates the
incidence of movements, number of movements, overlapping and crossing movements,
and the features that happens due to the dispersion of all machines, which leads to the
registration of movements that are often unnecessary [30].

2.2.3. Kaizen

Kaizen, meaning continuous improvement, is divided by the Japanese terms’ kai and
zen meaning change and improvement, respectively. Kaizen uses critical and analytical
thinking to find solutions [29]. According to Otsuka and Ben-Mazw [40], Kaizen can be
defined as activities that bridge the gap between the current state and the ideal state by
solving problems or accomplishing tasks at an operational level. Thus, to be successful,
an organization practicing kaizen must understand the current state, identify the ideal
state, and have the will to bridge the gap between the two states [40]. Kaizen itself is about
making small improvements that, as a whole, represent a big change, in a Leaner sense [30].

2.3. Examples of Practical Applications

The agri-food industry is of particular interest since it tries to deal simultaneously
with a set of peculiar characteristics, often unseen in other industries (for example, the short
shelf life of raw materials or seasonality of products) [41]. According to Lopes et al. [42],
despite numerous successful applications in various sectors, the particular characteristics
of the food sector may have led to resistance to changing companies’ practices and the
implementation of new management philosophies. For Pearce et al. [43], more recent
studies highlight that rising food prices and increasingly limited agricultural production
capacity are contributing to the renewal of processes in primary production, with an
emphasis on sustainability. They also highlight the urgency in eliminating waste that is
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strongly aligned with the agricultural need to reduce operational waste, whether in the
form of inefficient labor used, food waste, water, or energy [43]. Solano et al. [44], defend
that the current conditions of agricultural production increasingly require an improvement
of techniques and tools to improve the management quality and productivity in agriculture.
This will allow for increased yields and work efficiency, and simultaneously minimize costs,
waste, and balanced management of natural resources.

Studies such as Lehtinen and Torkko [45], Jiménez et al. [46], Dora et al. [47],
Wesana et al. [48], Hmidach et al. [49], Rojas-Benites et al. [50], Somasundaram et al. [31],
Farissi et al. [51], and Ali [52] proved that Lean practices are significantly beneficial through
improvements such as: service and product value creation, production efficiency, increased
employee involvement, team spirit, coordination between production and maintenance,
and waste reduction, production cost reduction, optimization of storage area and stock
control, and reduction of setup and lead time.

Ashraf et al. [53] through the implementation of 5S in a food and beverage industry
(waters, juices, and lollipops) obtained a reduction in rejected products (19.4% to 13.3%) and
an increase in productivity by 38.65%. Rojas-Benites et al. [50] tried to fight overproduction
and immobilized products, and excess raw material. Using tools such as 5S and Kaizen,
it was possible to reduce the 15.78% of immobilized stocks, which represented 8% of the
annual turnover and to reduce waste by 9.56%. Jiménez et al. [46], through VSM, 5S, and
Kaizen, achieved a reduction in stocks, a more adequate selection of relevant information,
a 16% reduction in waste, and a decrease in lead time to 56%.

Considering the objective of this article, which consists of the implementation of
Lean principles in an organization producing fruit to reduce waste, increase production
efficiency, improve overall business performance, increase competitiveness and adaptability
to demand, the following tools were selected: 5S, VSM and Kaizen. The selection criteria
were the studies mentioned, the characteristics, limitations of the tools, and the respective
constraints of the organization (size, human/financial resources).

3. Case Study

This study was conducted in a fruits distribution center. The organization was founded
in 1982 by 25 producer members and markets fruit intending to promote Beira Interior and
help small producers in the area to sell their products. Currently, 23 member producers
and 18 non-member producers are still associated. It is a cooperative of certified producers
that commercializes mostly peaches, apples, and pears of high quality from the Cova da
Beira region, Portugal, an area of long tradition and great aptitude for fruit growing. It has
a production area of about 160 hectares of orchards distributed by: 45 hectares of pear and
apple and 110 hectares of stone fruits, of which peach. It also has cultivation areas located
in the Cova da Beira region, in the counties of Fundão, Covilhã, Belmonte, Guarda and
Sabugal. Other studies trying to improve productivity and sustainability, maintain the fruit
quality, and characterize and reduce energy consumption were already developed in this
distribution center [54–56].

Layout and Production Flow

An analysis of the production system was performed by representing the movements
on the floor plan of the company’s facilities. In the plant of the analyzed production lines
were drawn that represent the movements during a certain period.

Figure 1 is represented the spaghetti diagram of the production flow from the moment
of entry of the raw material in Warehouse 1 until the time of shipment.

Unnecessary movements were identified, as well as overlaps of different products and
the crossing of raw material with the finished product. As illustrated in the figure, it is
possible to observe that when the organization works with more than one type of fruit (for
example, peach and apple) there is an overlap of several movements.
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The whole process starts in the production field. Each producer is responsible for
picking, collecting, and delivering the fruit to the premises. As a first step, the producer
makes the delivery to Warehouse 1. In the area indicated A, the reception and control of
technical requirements (e.g., weight, quantity, quality, and lot) is performed. Meanwhile,
six random fruit samples are taken for quality control (penetrometer, ◦Brix, rottenness, stalk
or stone condition, and taste). Afterward, the pallet boxes are temporarily stored in zone B
until the person in charge has the availability to transport them to the cooling chambers
located in Warehouse 2.

In Warehouse 2, considered the core of the whole production section, the fruit is
stored in a controlled atmosphere in the cold chamber for raw materials (C) where the
temperature varies between 1.6 ◦C and 7 ◦C, and which tries to respect the FIFO criterion
(First In, First Out).

The pallet boxes are then dumped into the sorting machine (D) where the fruit is
brushed and classified according to the caliber. The fruit falls along the lines and is sorted
for packing into boxes. The boxes are placed on pallets in zone E, according to size, and
transported to D to be weighed. When only one type of caliber is ordered, the remaining
pallets are directed to chamber F, for finished products.

Finally, the pallets are again sent to Warehouse 1 where they are labeled and shipped
(H). The expedition is carried out upon the arrival of the transport vehicles in appropri-
ate conditions.

Warehouse 3 is only used when there is a larger production flow or when the organi-
zation works with different types of fruit, which need different storage conditions. In this
case, the cold rooms are switched on and when there is more than one quality of fruit to
be packed, the smaller sorting machine, located in warehouse 2, is used. This situation is
quite recurrent in times of peak production. However, when there is only a small quantity
of the other fruit being worked on, it is stored together with the remaining fruit in the same
chamber F.

4. Discussion
4.1. Application of the Lean Philosophy

Implementing the Lean Philosophy allows to introduce systems and routines, save
time, and provide a calm environment among employees. Lean tools involve all employees
positively, through change, and in creating value for the customer. At the same time, it
means that there will be fewer errors and more efficient and methodical workflows [2].
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As mentioned before, Lean is based on five basic principles that are considered key
elements of the Lean philosophy. In this subchapter, some of the principles will be presented
and explained with application in the practical case.

4.1.1. Define Value

This principle aims to identify how much the customer is willing to pay. It is important
to prioritize and identify where value exists. In this case study, value is created for the
customer, since the customer can order according to the desired caliber and the variety of
fruit required. The company offers a wide range of products from different producers.

4.1.2. Identify and Create a Flow That Eliminates Waste

The activities that create value and those that do not add value for the end customer
should be identified. What does not add value for the customer may be considered waste
and should be reduced or eliminated. An alternative used by the company is to sell fruits
that do not comply with the stipulated quality requirements. This fruit is sent to partners
who are responsible for reusing the fruit by transforming it into jams and juices. The
concept of adding value can also be defined as a strategy to reduce losses.

It is also important to define a continuous flow, without interruptions to speed up
production and reduce the waiting time between activities. In this case, sometimes there
are long waiting times in the transportation of the raw material from reception to storage,
as well as when the trucks arrive to ship the product. This long period can influence and
accelerate the deterioration process of the fruit since it is at room temperature.

4.1.3. Pull System

Efficient stock management must match customer demand and define a downstream
production system, e.g., produce only what is required in order not to create stocks. A par-
ticularity of the agri-food industry is the short shelf life of raw materials and seasonality
of products. In the organization, one of the biggest difficulties faced is the control of raw
material delivery by the producers. The producers deliver the raw material according to
the maturation of the fruit, there is never an order to the supplier according to the needs of
the organization. Given this limitation, at times of increased production flow, there may be
an increase in stocks and difficulties in the organization of the cold storage rooms.

4.2. Improvement Proposals

In this subsection, the improvement proposals are presented with the practical ap-
plication of the selected tools, Value Stream Mapping (VSM), 5S, and Kaizen. The main
objective is the application of improvement proposals according to 5S, allied to Kaizen, and
the identification of waste of resources along with the production flow (VSM) to organize
the workplace and thus maximize efficiency and productivity.

4.2.1. Implementation of 5S and Kaizen

The 5S methodology can be extended to most work situations in a short period
due to its simplicity. From raw material input to the final stage of shipping, activities
were recorded and photographed to evaluate all processes. Each activity was evaluated
separately to identify anomalies in production, such as tool movements, pallet arrangement,
movements and changes of workers, changeover times, time spent on each activity, and
use of work areas.

Figure 2 shows the layout of warehouses 1 and 2 with the respective constraints
and bottlenecks identified. In summary, many of the problems mentioned are related to
poor organization, layout not product-oriented, and unnecessary movements due to the
dispersion of equipment.
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As mentioned above, upon receipt in Warehouse 1, the pallet boxes with fruit are
stored for an indefinite time at room temperature until they are transported to the cold
storage rooms. In this same area several pallets, pallet boxes, and empty boxes of different
sizes are also stored represented blue in the figure. If this material were removed, it would
free up space and allow for a better organization at the time of unloading.

A similar situation occurs in the place where the shelf-life verification procedure is
performed next to the small store. As can be seen in the figure, represented in blue, there
are boxes and pallet boxes with fruit accumulated. Throughout the warehouse, there are
more dispersed boxes that are often obstructing the movement of raw material, people,
and stackers.

In this same reception area is located industrial washing equipment for plastic boxes,
represented in gray. The final procedure of sanitizing the boxes is performed after the boxes
return from customers. A proposal for improvement would be to move this equipment to
another area and thus free up even more space.

There is also a large industrial washing machine for boxes (yellow) that is inactively
located in the warehouse 1. The same happens with a sorting machine located in warehouse
2 that is no longer used (yellow). In addition to the equipment already mentioned, two
packaging machines are no longer used. In the pictures, there is an automatic pallet
packaging equipment (warehouse 1, orange) and a tubular net bag packaging machine
(warehouse 2, orange). One suggestion would be to sell these machines, to maximize the
storage and circulation space, as well as recover part of the money spent on the purchase
and maintenance of this equipment.

In the main warehouse (2) there is a Hydrocooler for the fruit (green). Although the
hydro-refrigeration is one of the most effective means of refrigeration, not only because
it allows to maximize the shelf life, but also to guarantee the freshness of the fruit, the
equipment in question is not used. This is refrigeration equipment with a closed circuit of
cold water that allows decreasing the temperature of the pulp, eliminating the biological
load, as well as to remove dust or garbage. This equipment was poorly structured, as it
damages the fruit when the water cascades down. One of the proposals for improvement
is to sell this equipment and buy one that is adequate or adapted to the needs.

Another situation that can be improved is the maintenance of the cleanliness of
the workplace since there was an accumulation of leaves, dust, and peach hair near the
calibration machine, as well as some pieces of fruit scattered around the factory floor.
A proposal for improvement would be the creation of a daily hygiene control checklist.
In this list, one or more employees responsible for cleaning the grading machine at the
end of the day would be defined. This would be a preventive measure that would allow
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preventing the development of pests and/or microbiological niches, as well as prevent
product contamination. It would also make it easier to clean, sanitize and preserve hygienic
conditions during and after the maintenance of the grading machine.

The organization has track marks on the floor, but some are already barely visible due
to wear and tear. Since there is a constant circulation of forklifts, the safety signs for the
circulation routes must be visible, as well as the warning signs for forklift circulation. Thus,
allowing the circulation and movement of workers under safe conditions. It is important to
carry out continuous maintenance of the road markings. A proposal for improvement is
the biannual maintenance and placement of signage.

As mentioned before, the company has several cold rooms, however only two are used,
one for raw material and the other for the finished product. One of the recurring situations
is the accumulation of stock at the time of seasonal peaks in the cold storage chamber for
the raw material, which can reach up to 25 pallet boxes per day. The organization has no
control over which days and quantities will be made available by the suppliers. Currently,
the only person responsible for the storage creates lines of pallet boxes according to the day
of entry and the producer. On days when the amount of fruit received is high, the person
in charge distributes the pallet boxes by the cold chamber without any criterion. Despite
trying to respect the FIFO criterion, many times it becomes complicated to respect and
manage the organization of the cold chamber due to the great affluence of raw material. In
extreme situations, it is necessary to mix the pallet boxes with the finished product. This
situation occurs not only in this sector. Incorrect logistics practices using cold chambers are
transversal to all the agri-food sector [57,58].

Another recurring situation is when, for example, the customer orders only pallets of
one type of caliber, the other calibers must be stored in the cold stores until they are ordered
by a future customer. Due to the unpredictability of deliveries, one improvement proposal
is to connect one more of the available chambers. This would allow maximizing the
working space and easier control and respect of the FIFO criterion. Another improvement
proposal can be applied in both chambers, through the creation of floor markings. In the
raw material chambers, it is suggested the separation of a variety of fruit and the day of the
reception. Regarding the cold storage of packaged products, the separation can be carried
out by creating areas inside the chamber according to the size and day of packaging. It
is suggested that marks be applied on the floor to identify and separate the size and fruit
that has been packed the longest is placed closest to the door. This allows any employee to
easily identify the fruit that has to be shipped first and its respective caliber. This new way
of organizing the spaces makes it easier to find and locate the desired fruit and to prepare
the fruit in the chamber when it needs to be shipped.

In addition to the problems previously identified, other problems were perceived:

• Weak involvement of workers. The workers are neither motivated nor informed about
the daily and global objectives of the company. To combat this demotivation and
misinformation, the organization can give productivity bonuses. The organization
can motivate workers with extra monetary compensation, such as for punctuality,
attendance (e.g., no absences for two months in a row), and completion of previously
established goals. The company would be able to motivate employees to be more
productive in their daily tasks and to improve communication with their bosses.

• Lack of training of seasonal employees. It is suggested to invest in training and
cooperation with more experienced employees.

• Existence of only two employees able to drive forklifts, the one responsible for un-
loading the goods when they arrive from the producer and the one responsible for
production. When an employee is absent there is no substitute who can operate the
forklifts and the work piles up. To mitigate this situation, we suggest the training
of at least one more worker with a forklift driver’s license, so that he can substitute
whenever one of the employees is absent.
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• Lack of employees, which can be overcome with a new distribution and attribution
of tasks among the employees. On production lines, on the grading machine, it is
suggested that more experienced employees be at the beginning of the line.

• Lack of monitoring after the initial implementation of the organization. The process
was never reviewed and was rarely checked to ensure it was being followed. Whenever
a new action plan is implemented, there should be periodic monitoring.

• Difficulty in performing equipment calibration and adjustments. It is suggested that a
new product-oriented sorting machine be purchased, and that training be provided to
the workers.

• Lack of a continuous improvement culture. The organization should promote the
implementation of Lean tools with the full cooperation of all workers.

After the analysis of the current state of the factory floor, unused machines, pallet
boxes, pallets, and boxes of different sizes stored in the warehouse were identified, which
can be removed or reorganized in another suitable location, as well as the implementation
of a cleaning routine of the workplace. One of the main problems identified was the
inadequate planning of the layout and bad use of all the available areas. Thus, one proposal
would be to improve the layout of the organization.

4.2.2. Implementation of Value Stream Mapping (VSM)

The VSM of the initial state was prepared to obtain a detailed view of the entire process.
The collection of information for its elaboration was carried out through direct observation
of all operations performed and dialogues with the workers who normally operate the
machines and execute the tasks. The dialogue with the control and production manager
was also fundamental for the collection and validation of data.

After defining the objectives and collecting all the necessary information and data
for the preparation of the VSM of the current state, we processed an order of 516 kg of
peach AA, which corresponds to a pallet with 72 boxes, over the phone. This is a frequent
customer who orders weekly. The production control transmits the information verbally
to the production manager, who transmits it to the person in charge. According to the
customer’s request, the person in charge checks if the ordered variety of fruit is in stock.

In this case, there is no contact between production control and the suppliers since
they only deliver the fruit when it is ripe. A pallet box of fruit averages 320 kg, and in
this case, two pallet boxes had to be processed to satisfy the customer’s needs. Knowing
that the utilization rate is on average 80%, e.g., two pallets (640 kg, 320 kg each one) will
correspond to one pallet (516 kg). It is important to keep in mind that these are average
values since when the peach is received all the calibers are mixed.

The employees work 8 h a day, 5 days a week with 15 min breaks both in the morning
and the afternoon, which translates into an availability of 450 min per day.

The main activities, metrics, cycle time, lead time, availability, and a number of
workers needed throughout the process were identified. Through observation, the activities
were timed, the processing time for all operations was recorded, and the total average time
for each operation and its standard deviation were calculated, as shown in Table 1.

At the moment of “Reception”, it was considered the unloading time, weight, and
data entry into the system. At this stage, all receiving activities are performed by a single
worker, who at peak times is overloaded due to the high number of suppliers waiting to
unload the raw material.

In the “Storage” were considered 1440 min, because the pallet boxes are piled up, and
it is difficult to respect the FIFO criterion, and the organization chooses to keep the peach
stored for one day since the storage time is determined by its state of ripeness.

In the “Brushing/Calibration” phase, the time from the moment the pallet boxes were
picked from the cold storage, the unloading in the sorting machine until the fruit falls
along the lines was considered. Greater dispersion of values was registered, since the fruit
becomes stuck in the sorting machine due to the large turnout, and only one worker is
available for all the tasks.
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Table 1. Timing of sample processing.

Sample N◦ Reception Storage Brushing/Calibration Packing Labeling

1 4.73 1440.00 5.34 3.52 1.98

2 6.31 1440.00 7.31 3.61 1.42

3 5.01 1440.00 3.41 3.26 1.76

4 5.24 1440.00 3.98 4.10 2.04

5 6.43 1440.00 7.03 2.78 1.87

6 8.35 1440.00 3.05 2.72 1.79

7 6.17 1440.00 4.07 5.34 1.47

8 5.97 1440.00 3.20 4.41 1.40

9 7.13 1440.00 3.15 2.84 1.78

10 7.94 1440.00 4.25 3.32 1.94

Average time 6.33 1440.00 4.48 3.59 1.75 min
Standard deviation 1.20 0.00 1.57 0.83 0.24 min

In “Packing” a permanent employee was selected, and the time required to complete
a box was recorded. Situations such as picking up the box and/or the cardboard base
material from the box, as well as stopping duties to assist seasonal employees were some of
the main constraints observed. Considering the constraints mentioned above, an average
time of 3.59 min per box. Knowing that, on average, 8 employees operate, it is possible
to make 8 boxes in 3.59 min. In this case, making a pallet with 72 boxes takes 32.31 min.
Equation (1) is calculated the total average time to make a pallet. This value will be used in
the cycle time of the actual production VSM since one pallet is processed instead of one box.

Total average =
72 boxes × 3.59 min

8 boxes
= 32.31 min (1)

In the last phase, “Labeling”, an employee takes an average of 1.75 min to label
each pallet.

According to Equation (2), the sum of cycle times or Value Add Time is given by:

Cycle time = 6.33 + 1440.00 + 4.48 + 32.31 + 1.75 = 1484.87 min (2)

After adding up the waiting times and the processing times for all operations, it is
possible to calculate the total lead time. The lead time is calculated by summing the product
of intermediate stocks and cycle time using Equation (3).

Lead time =
2 × 6.33

0.9375
+6.33+

2 × 1440.00
1
2

+1440.00+
2 × 4.48

0.9375
+4.48+

1 × 32.31
0.9375

8
+32.31+

1 × 1.75
0.9375

+1.75 = 2954.11 min (3)

It is possible to conclude that the current state map has a lead time for the processing
of an order of one pallet (516 kg) of 2954.11 min, which corresponds to 2.05 days. However,
only 1484.87 min correspond to activities that add value, which represents 50.26% of the
entire process. This means that the organization to meet the customer’s needs is delayed
by 2.05 days, e.g., it has to have the necessary quantities in stock, and this only happens
when the suppliers deliver the ripe fruit.

In this case, the customer orders weekly, every 5 days. Considering that the month
has an average of 22 working days, 4 weeks, the organization has 5.5 days to prepare an
order. Considering that it takes 2.05 days to process an order for a pallet, which leaves only
3.45 days to respond to any adversities that may arise.

To aid the understanding of Value Stream Mapping, Figure 3 shows the symbology
used in the VSM tool.
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Figure 4 shows the current VSM in which the previously mentioned order was processed.
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After synthesizing the flow through the current VSM, the previously identified prob-
lems and constraints, as well as opportunities for improvement, were considered. Figure 5
shows the VSM with the improvement proposals.

The improvements identified were:

• Frequent communication between the company and the supplier, via telephone, to
make a forecast every 2 weeks to know the state of ripeness of the fruit.

• Transport of the pallet boxes to the respective cold storage rooms immediately after
receiving the raw material.

• Reorganization of the storage area inside the chambers, since sometimes they are
accumulated without any criterion and consequently it becomes difficult to respect
and comply with the FIFO criterion.

• Improvement of the labeling process, carried out manually, with the help of a label
applicator.

• Reducing the cycle time of each of the activities and movements by changing the layout.
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As mentioned earlier in the current VSM, about 49.74% is idle time, e.g., the product
is waiting to be transported or is in steps that do not add value. If this time is reduced or
even eliminated, several costs can be reduced.

The improvements identified will reduce the cycle times of each of the activities, except
for “Storage”, since the fruit has to be stored for 1440 min, e.g., one day. The “Receiving”
activity will be reduced from 6.33 min to 6.00 min, by reducing unnecessary movements;
the “Brushing/Crushing” activity will be reduced from 4.48 min to 4.00 min, by reducing
unnecessary movements and reorganizing the layout and cold rooms; the “Packing” process
will be reduced from 32.31 min to 29.30 min, by reorganizing the distribution of workers
along the lines and improving the arrangement of materials (boxes and bases); finally
“Labeling” will be reduced from 1.75 min to 1.20 min, with the help of a label applicator.
Equation (4) presents the sum of the cycle times for the new VSM:

Total average = 6.00 + 1440 + 4.00 + 29.30 + 1.20 = 1480.50 min (4)

Next, the lead time was calculated by summing the product of intermediate stocks
with the cycle time, through the Equation (5).

Lead time =
2 × 6.00

0.9375
+6.00+

2 × 1440.00
1
2

+1440.00+
2 × 4.00

0.9375
+4.00+

1 × 29.30
0.9375

8
+29.30+

1 × 1.20
0.9375

+1.75 = 2947.01 min (5)

With the improvements of the proposed new VSM, it will be possible to reduce 4.37 min
in cycle time and the lead time of a pallet to 2947.01 min, 7.10 min less than the current
VSM. In this case, it would take 2.04 days to process the 516 kg order. Although this is a
negligible reduction, at the end of a month it will represent a total of 156.20 min and at the
end of a year of operation, 1874.40 min, approximately 32 h, which is 8 h of work per day
corresponds to 4 days, which in addition to the benefits inherent in better organization of
space, incorporates a cost reduction.

It is suggested that the future VSM map be applied progressively in the short to
medium term. Performance measurement and goal setting are important for the growth
process, as it establishes a feasibility mindset in the team and leads to the successful
implementation of the action plan. Next, a future vision of the most efficient value stream
is presented through the representation of the future VSM illustrated in Figure 6.
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4.3. Future Solution Proposals

In this subchapter, through the spaghetti diagram and the VSM, the proposals for
improving the production layout of the agricultural company are presented, as well as the
reorganization of the cold storage rooms.

4.3.1. Layout

One of the main problems identified was the poor management of available space by
the organization, which has a large area. Situations such as the dispersion of machines, the
overlapping of product movements, and disorganization in storage, since there is no area
indicated for the storage of accumulated boxes, result in inefficient use of space, a situation
that worsens in periods of seasonal peaks.

Figure 7 shows a proposal for a new layout. One of the main problems faced was to
resize the largest sorting machine since it was only possible by eliminating production lines.
The last line where the fruit considered “scrap” falls was removed. It is suggested that the
warehouse where the smaller sorting machine is located be reused because previously this
warehouse was cold storage and still has the same characteristics. This same space would
be divided into two chambers of the same size, one for the raw material and the other for
the finished product. The other two chambers would be adapted for the other classification
machine as can be seen in Figure 7.
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This new layout will allow the finished product to be transported already packed in D,
so that it can be weighed, and the “Labeling” process can then be carried out. After this
process, the pallets would be forwarded to the cold storage chamber where they would be
stored up to 10 min before the arrival of the transport.

Figure 8 illustrates the current layout with the proposed improvements. If the or-
ganization chooses to keep the same layout, it is suggested that the reception of the raw
material is performed in another area designated as A. Subsequently, after the reception,
the pallet boxes should be immediately transported to the chamber indicated as B. In D,
it is suggested that whenever a pallet is finished, it should be directed to the cold storage
chamber (E), and only removed no more than 40 min before dispatch so that the “Labeling”
process can be carried out.
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This new layout organization will maximize the use of space and organization indi-
cated for the various boxes and pallet boxes spread throughout the warehouses.

4.3.2. Storage Area

Regardless of the layout chosen by the organization, another suggestion is the reor-
ganization of the cold stores and the introduction of optical readers that allow not only to
automate the process but also to control the entry and exit of stocks. By reading a bar-coded
label, it would be possible to identify the pallet, which variety of fruit it contains, the lot
number, the date of entry, and the producer. This data would be filled in at the reception of
each pallet box.

In cold stores, by reading the barcodes, when it was necessary to load the pallet box
into the sorting machine, it would be easily possible to identify the “latest” pallet box and
thus respect the FIFO criterion.

A proposal for improvement would be to organize the cold rooms for the raw material
and the finished product. It is known that the smallest chambers have an area of 85 m2 and
the largest, located in Warehouse 3, has 190 m2.

Each pallet box has a dimension of 1200 × 1000 × 760 mm (0.912 m3), that is, it
occupies an area of 1.2 m2 and in the chambers it is possible to overlap up to 13 pallet
boxes. In the chambers, it will be necessary to take into consideration the circulation routes
and the distance between pallet boxes. This distance is calculated by adding the external
turning radius of the forklift, the distance between the forks and the front axle, the length
of the forks with load, and the clearance, according to Equation (6):

Width between pallet boxes = 1.20 + 0.04 + 1.55 + 0.50 = 3.29 m (6)

The distance between the pallet boxes so that the forklift can be safely maneuvered is
3.29 m. In this sense, a new layout of the raw material chamber is proposed, as shown in
Figure 9, which would allow the storage space to be optimized without endangering the
safety of the workers.
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Figure 9. (a,b) New layout of the cold room for the raw material.

Knowing that the organization works with 7 varieties of peaches, one of the solutions
would be to create parallel rows of 2 pallet boxes according to variety and day of entry
into storage, represented in (b). This new arrangement would not only allow 182 pallet
boxes to be placed in the chamber, organized according to quality and day of reception, but
also allow any employee to easily identify which pallet should be loaded into the sorting
machine. This process would be made easier with the help of the optical readers suggested
above, and the FIFO criterion would be respected.

In relation to the empty pallets, each has a dimension of 1200 × 800 × 144 mm
(1382 m3). In this case, it is suggested that the storage be organized depending on the
caliber, as illustrated in Figure 10.
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Since it is not possible to overlap the pallets, to facilitate circulation, it is suggested
that the hand pallet truck be used with a distance of 1.35 m between pallets, as shown in
(a). This would allow a larger maneuvering area and more storage. In (b) is also illustrated
the distribution of the fruit size according to the new layout. To identify the caliber more
easily, it is proposed that the pallets are placed from biggest to smallest size along the walls
of the cold store. In the center can be placed the pallets that will be shipped on the day.

5. Conclusions

In recent decades, Lean has been an important catalyst for process organization
and innovation in various industrial sectors. Despite successful applications in various
industrial sectors, when it comes to the food and beverage industry, the application is
more limited because it is a peculiar sector. The characteristics of this sector, such as the
short shelf life of raw materials or seasonality of products, may have led to resistance to
changing company practices and implementing new management philosophies such as
LM [42]. LM implementation does not happen overnight. It needs time, stamina, focus
on improving communication, and support from top management to make the change a
reality. Continually increasing business competitiveness is vital to motivate change and
sustain behaviors and attitudes, as well as by understanding and implementing Lean
Thinking culture.
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According to the authors, Pearce et al. [59], there is a dearth of studies investigating the
application of Lean tools in the primary production segment of the agri-food supply chain.
The application of Lean tools in the food processing industry has not received the same level
of attention compared to traditional manufacturing industries. However, in 2021, the same
authors Pearce et al. [43], point out that rising food prices and increasingly limited agricul-
tural production capacity are contributing to process renewal in primary production with
an emphasis on sustainability. They also highlight the urgency in eliminating waste that is
strongly aligned with the agricultural need to reduce operational waste, whether in the form
of inefficient labor used, food waste, water, or energy [43]. This idea was reinforced by the
previously mentioned studies (Lehtinen and Torkko [45], Jiménez et al. [46], Dora et al. [47],
Wesana et al. [48], Hmidach et al. [49], Rojas-Benites et al. [50], Somasundaram et al. [31],
Farissi et al. [51], and Ali [52]) in which they proved that despite being a peculiar sec-
tor, the application of the Lean philosophy has grown exponentially. The excellent and
promising results of the pioneering initiatives applied in Agribusiness demonstrate that
this management philosophy can contribute to several fields of application, as well as allow
the creation of synergies to enhance results and improve the management of available
resources (financial and human).

It was concluded that the organization has a lead time of 2954.11 min, which corre-
sponds to approximately 2.05 days. With the new VSM it would be possible to reduce
the lead time to 2947.01 min, that is, 2.04 days. As well as reducing the cycle time from
1484.87 min to 1480.50 min. Although this is a slight reduction, it is quite significant after
one year of operation, since it will allow the FIFO criterion to be respected and will allow
the product to be sold in the order it was received, thus avoiding loss of product quality. If
the cold conservation operation is excluded, the VSM application considers a reduction of
35.5% and 10.6% of the cycle time and lead time, respectively.

The application of Lean tools allows to reduce, or even eliminate waste throughout the
process. Through the implementation of 5S, it is possible to reduce unnecessary movement,
improve the layout and maximize workspace, level stocks, and motivate greater supplier
involvement with a view to continuous improvement (Kaizen).

One of the main limitations was the seasonality and short shelf life of the product,
which limited access to periodic data. As suggestions for future proposals regarding the
subject under study, it is proposed:

• Installation of a pre-cooling area (Hydrocooler).
• Analysis of the feasibility of implementing Lean tools.
• Analysis of the feasibility of investing in a new sorting machine and defining a new

product-oriented layout.
• Investing in Benchmarking allied to Industry 4.0 in the use of active and intelligent

packing that allows the prolongation of the product’s useful life.
• Marketing plans, with the creation of a website with essential information, increased

presence in social networks, and presence in cultural events.
• Evaluation and study of ergonomic issues since it is repetitive work.

This study can be used as a reference for future work since Lean tools can be imple-
mented individually, which facilitates the implementation process. This implementation
can also be replicated especially in other companies in the same industry, due to the sea-
sonal peculiarity of the products and short shelf life, which are often constrained and
limited by a lack of financial and human resources.
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Abstract: Drop impact on a dry substrate is ubiquitous in nature and industrial processes, including
aircraft de-icing, ink-jet printing, microfluidics, and additive manufacturing. While the maximum
spreading factor is crucial for controlling the efficiency of the majority of these processes, there is
currently no comprehensive approach for predicting its value. In contrast to the traditional approach
based on scaling laws and/or analytical models, this paper proposes a data-driven approach for
estimating the maximum spreading factor using supervised machine learning (ML) algorithms such
as linear regression, decision tree, random forest, and gradient boosting. For this purpose, a dataset of
hundreds of experimental results from the literature and our own—spanning the last thirty years—is
collected and analyzed. The dataset was divided into training and testing sets, each representing 70%
and 30% of the input data, respectively. Subsequently, machine learning techniques were applied to relate
the maximum spreading factor to relevant features such as flow controlling dimensionless numbers and
substrate wettability. In the current study, the gradient boosting regression model, capable of handling
structured high-dimensional data, is found to be the best-performing model, with an R2-score of more
than 95%. Finally, the ML predictions agree well with the experimental data and are valid across a wide
range of impact conditions. This work could pave the way for the development of a universal model for
controlling droplet impact, enabling the optimization of a wide variety of industrial applications.

Keywords: drop impact; maximum spreading diameter; scaling laws; analytical models; machine learning

1. Introduction

The impact and spreading of droplets on a solid substrate is of paramount impor-
tance from a scientific and practical standpoint. Ink-jet printing, metal solidification, spray
cooling, microfluidic systems, ice accretion, combustion, coating processes, and pesticide
deposition are just some of the myriad of industrial and environmental applications that
have spurred decades of research on drop impacts [1–7]. In each of these applications,
the maximum spreading diameter is critical, whether it relates to a higher dot resolution
in ink-jet printing or better surface coverage efficiency aiming at maximum coverage of
the target materials with the minimum amount of liquid. In other extreme cases, su-
perhydrophobic surfaces have been developed to limit the spreading diameter due to
their enormous potential applications, such as anti-icing, drag reduction, self-cleaning,
anti-bacteria, and corrosion resistance, to mention a few [8–10].

From a scientific point of view, many studies have been devoted to understanding the
different phenomena happening after impact and which are controlled by a subtle interplay
between inertia, viscosity, and capillary forces for drops smaller than the capillary length.
According to the literature [1,11,12], the droplet impacting process can be divided into four
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phases: kinematic, spreading, relaxation, and wetting/equilibrium, with different outcomes.
The outcomes are closely related to the kinematics and the interfacial properties of the
liquid and the solid, the most important of the outcomes being deposition, receding contact
line with break-up, splashing, and rebound, the latter being either partial or total [13–17].

Analytical models, which are further discussed in this paper, attempt to predict the
maximum spreading diameter of droplet impingement using energy balance, momentum
balance, and sometimes empirical considerations [18,19]. These models are crucial for
understanding the underlying physics, as well as industrial applications. The kinetic
energy, the surface energy, and the viscous dissipation of a droplet impacting on a solid
surface must all be taken into account when analyzing the impact dynamics. It has been
shown that drop impacts are best described and assessed when appropriate dimensionless
groups are used. The Weber and Reynolds numbers are mostly employed in this regard.
The Weber number

(
We = ρV2

0 D0/σ
)

relates the inertia forces to the forces resulting from
surface tension; it represents the ratio of kinetic energy to surface energy and is a measure of
the deformability of the droplet. The Reynolds number (Re = ρV0D0/µ) measures the ratio
of inertia to viscosity, where V0 and D0 are the initial impact velocity and diameter of the
liquid droplet, whilst ρ, σ, and µ are the density, surface tension, and viscosity of the fluid
used for the experiments. Two other dimensionless numbers are also sometimes considered
in the analysis, namely the Ohnesorge number

(
Oh = We1/2/Re

)
and the capillary number

(Ca = We/Re). It should be noted that these numbers are not independent of the first two
(We, Re) but may be quite useful for scaling purposes and to better define regions of study
and applications. Finally, another quantity of interest is βmax, the maximum spreading
factor (or parameter). It serves to normalize the maximum deformation of the droplet and
represents the ratio between the droplet’s maximum spreading diameter (Dmax) and its
initial diameter (D0).

Existing analytical models can be classified into two main categories: (i) βmax as a
function of Re and We [17,20] and (ii) βmax as a function of Re, We, and θ [14,21], where
θ could be the equilibrium contact angle or the advancing contact angle, with the latter
being dynamic or not [22]. It is only when θ is introduced into the equations that the
interactions between the solid and liquid are considered. Due to the difficulty in predicting
the advancing dynamic contact angle theoretically, however, experimental data are often
used instead. In this paper, some results from analytical models described above to those
obtained using data-driven models are compared.

In view of the quantity of existing experimental results which have been generated over
the years, of the various assumptions which are made to construct the models, and of the
very large number of models, with some of them relatively specialized for certain fluids and
operating conditions [23,24], it may be useful to consider whether one could not resort to
some other technique to obtain the maximum spreading diameter. For instance, the lack
of an analytical model can be circumvented if one applies machine learning (ML) or deep
learning techniques able to unravel hidden interactions and to build a model directly from
the experimental data [25]. The ML models in this work are applied in a supervised manner,
which means that the data have to be prepared beforehand for a given target, which, in this
paper, is the maximum spreading factor. As a result, the main aim of the present study is to
investigate different tree-based machine learning models for the prediction of the maximum
spreading factor of a single droplet onto a dry horizontal surface with various wettabilities.
The simplicity of these models, relying on structured data, allows for better insight into
the physics, unlike approaches such as deep learning applied on unstructured data [26,27].
The focus is essentially on the ensemble learning family of algorithms, which offer some of
the most promising approaches in terms of prediction accuracy.

This paper’s contribution is the development of a comprehensive ML approach for
predicting the maximum spreading factors (βmax) over a wide range of impact conditions
and machine learning models. Existing models do not address these issues and do not
permit a direct comparison of βmax with empirical and energy models in the literature.
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Current methods only predict the diameter after training on a subset of the diameter
evolution or address the droplet impact classification problem [28,29].

This paper is organized as follows: Section 2 is devoted to the background on analytical
models and scaling analyses which help to determine the maximum spreading diameter,
and some of them will be used as benchmarks for comparisons later in the paper. Section 3
presents the machine learning methods used for regression, while Section 4 details the
methodology and the results obtained, with special emphasis on the prediction of βmax for a
large spectrum of dimensionless numbers and contact angles. Finally, Section 5 summarizes
the main conclusions of this work and emphasizes the potentialities of machine learning
methods in the analysis of heterogeneous data.

2. Prediction of the Maximum Spreading Diameter
2.1. Scaling Analyses and Analytical Models

Scaling laws between the maximum spreading factor (βmax) and the Weber (We) or
Reynolds (Re) number have been proposed based on the type of force dominating the
dynamics of drop impact. On one hand, for capillary-force-dominated spreading, one
can obtain a scaling law of βmax ∝ We1/2 by energy conservation or as βmax ∝ We1/4 by
using momentum conservation [17,30]. On the other hand, if the spreading is dominated
by viscous force, then one obtains βmax ∝ Re1/5, whilst βmax ∝ Re1/4 when considering a
balance of kinetic energy with viscous dissipation energy at initial and maximum spread-
ing times [14]. It is noteworthy that Clanet et al. [17] proposed a model that fits well
experimental data for impacts on superhydrophobic substrates and reads:

βmax = 0.9 We1/4 (1)

The accuracy of the different estimations can be evaluated, in particular, on the basis of
their ability to predict the maximum spreading factor, as performed by Clanet et al. [17], but
only for a very specific type of substrate. In this context Laan et al. [31] explored the afore-
mentioned scaling relations to enable universal scaling. The fact that no clear dependency
on We or Re is found suggests that all three effects (inertia, capillarity, and viscosity) are
important. By interpolating between We1/2 and Re1/5 using βmax ∝ Re1/5 fEC

(
WeRe−2/5

)
,

where fEC is a function of the impact parameter P = WeRe−2/5, Laan et al. [31] reach the
following relation for the maximum spreading factor:

βmax = Re1/5 P1/2

(A + P1/2)
(2)

In the first category of models, which do not account for surface interactions, it is
worth mentioning the semi-empirical correlation proposed by Roisman [20], based on a
combination of scaling laws and experimental data fitting. This model has been extensively
used in the literature for benchmarking but, however, fails for very low Weber impacts,
whatever the wettability of the substrate, as well as for low-viscosity fluid drops landing
on superhydrophobic substrates where the equilibrium contact angle θe is higher than 140◦.

In the category of models where the surface wettability is taken into account, one of
the best known and abundantly cited is probably the one due to Pasandideh-Fard et al. [14],
for which the maximum spreading factor is given explicitly:

βmax =

√√√√ We + 12

3(1− cos θ) + 4
(

We√
Re

) (3)

In their work on carefully characterized substrates, Ukiwe and Kwok [18] concluded
that the Pasandideh-Fard et al. model provided the best estimation, among a set of models,
on their experimental data for βmax. This model was then modified to include different
surface energy terms, resulting in new models [22].
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2.2. Data-Driven Models

There are several traditional machine learning (ML) and deep learning methods, in-
cluding decision trees [32], nearest neighbors, support vector machines, random forest,
and many others [33]. Recently, neural networks [27] have shown significant potential
in a wide range of applications [34–38]. Nevertheless, none of these models consistently
outperform the other methods, and the performance of the model is data-dependent.
Coming to the specific problem at hand, fluid dynamics presents challenges that differ
from those commonly tackled in many applications of ML, such as speech and image
recognition or even the control of manufacturing plants. The application of ML methods
for characterizing drop impacts is rather limited, to the best of our knowledge. In 2018,
Um et al. [39] proposed a new data-driven approach for modeling liquid splashes utilizing
neural networks, which can learn to generate small-scale splash details using training data
collected from high-fidelity numerical simulations. In the continuation of neural networks,
Heidari et al. [28] present a method based on the NARX-ANN approach for predicting
droplet spreading dynamics on a solid substrate. These types of neural networks seem to
be particularly effective in predicting non-linear behavior [40], but, as usual with neural
networks, the underlying phenomena are rather obfuscated. Moreover, Heidari et al. [28]
do not conduct any comparisons with drop impact experiments performed on superhy-
drophobic substrates, making it difficult to determine if their neural network is equally
effective regardless of the values of Weber, Reynolds, and contact angles, since it is found
that superhydrophobic substrates have a peculiar behavior, as reported by [41]. Finally,
Azimi et al. [29] utilized an approach based on machine learning to predict the behavior
of impacting drops on hydrophobic and superhydrophobic surfaces. Their model, based
on a random-forest approach, is used to predict drop behavior with high accuracy while
aiming at finding those conditions favorable for producing a bouncing behavior upon
drop impact for a wide range of Weber numbers and surfaces. Their results based on an
ensemble method offer design criteria for superhydrophobic surfaces, so it is more of a
classification problem than a regression one, as detailed in this paper.

3. Machine Learning Methods for Predicting Maximum Spreading Diameter
3.1. Multiple Linear Regression (MLR)

The first ML considered is a multiple linear regression (MLR), which involves predict-
ing the target variable F(xi) (in our case, the maximum spreading factor) based on the p
input features x1, x2, . . . xp so that the following linear relation is satisfied:

F(x) = α0 +
p

∑
i=1

αixi + ε (4)

where αi is the regression coefficient for the ith input feature xi and ε represents the error.
Using the set of observations compiled from our own experiments [22,42] and data from the
literature (see below), the coefficients αi can be computed using the least-squares approach
by optimization.

3.2. Regression Tree (RT)

The regression tree (RT) method is a supervised nonparametric statistical method [43]
that provides an alternative to parametric regression techniques, which typically need
assumptions and simplifications to generate the described relationship. The main goal of a
decision tree-based regression model is to predict the value of a target variable by learning
simple decision rules based on the input data. To construct the regression tree, the entire
dataset that represents the root node is recursively partitioned into more homogeneous
groups, each of which is described by its own node. At the end of the splitting process,
the resulting groups are known as leaves or terminal nodes. If the dataset is partitioned
into M regions or homogeneous groups such as R1, R2, . . . RM, the system model can be
expressed as:
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F(x) = average(F(xj)/xj ∈ RM) + ε (5)

where xj corresponds to the input variables at jth observation while F(xj) represents target
variables. Overall, Equation (5) illustrates that the predicted value can be computed based
the average of F(xj) in region RM with the associated error ε.

It should be mentioned that a small tree may not be able to capture a nonlinear relation,
but a very large one can overfit with overly complex decision rules, which is more typical
of the behaviour of a single tree. Consequently, tree size is a tuning parameter that can be
adjusted in accordance with the data.

3.3. Random Forest (RF)

The random forest method comprises regression trees developed in a random manner.
The purpose of the RF method is to build an ensemble of low-correlated regression trees
and average them in order to address the weaknesses of decision trees and reduce variance,
which is quite high in the case where a single tree is generated. The random forest method
was first proposed by Breiman [44]. Randomization is applied in two processes to build
low-correlated trees: each tree is formed using a random subset of observations and each
node of a tree is split using a random subset of input features. RF can predict a new
observation x by using a tree-based regression model in the forest to make new predictions
FS(x) and then taking the average of the S prediction values as follows:

F(x) =
1
S

S

∑
s=1

Fs(x) + ε (6)

Thus, the random forest output is a meta-estimator that integrates the results of several
predictions and many decision trees, with some adjustments that prevent overfitting and
underfitting if sufficient trees are generated for a particular task.

3.4. Gradient Boost Regression Tree (GBRT)

Schapire [45] introduced the first boosting algorithm in 1990, followed by Freund
and Schapire in 1996 with the AdaBoost method [46]. Boosting is a potent method for
merging numerous base classifiers to create a group whose performance can be much
superior to that of any base classifier. Boosting’s central concept is to add new models to
the ensemble sequentially but according to a predetermined pattern, as opposed to the
random forest technique, in which trees are developed in parallel. At each successive
iteration, a weak, base-learner model is trained relative to the error of the entire ensemble
learned [47]. Gradient boosting, which was developed by Friedman [48], constructs the
model in stages, such as in other boosting approaches, but generalizes weak learner models
and optimizes the loss function based on gradient descent. As with the random forest
method, it can be used for regression or classification problems and results in a lower
variance than a single regression tree. The mathematical formulation for GBRT reads:

F(x) =
M

∑
m=1

γmhm(x) (7)

where hm(x) are the basis functions, which, in the context of boosting, are typically referred
to as weak learners. GBRT employs small, fixed-size decision trees for weak learners. Nu-
merous abilities of decision trees make them advantageous for boosting. GBRT constructs
the additive model in forward stages [48] as follows:

Fm(x) = Fm−1(x) + γmhm(x) (8)

At each stage, the decision tree hm(x) is selected to minimize the loss function L, such as:
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Fm(x) = Fm−1(x) + argmin
n

∑
i=1

L(yi, Fm−1(xi)− h(x)) (9)

The initial model F0 varies depending on the problem; for least squares regres-
sion, the mean of the target values is typically chosen, while the loss function is the
mean squared error.

3.5. Data Description and Processing

The data that we use in this paper come from our own experiments [22,42], as well as
quite a large number of experimental investigations which have been produced by different
researchers over the past thirty years. Table 1 summarizes the provenance of the prominent
data. The experimental results cover a large spectrum of Weber (0.2 to 802) and Reynolds
numbers (8.7 to 14191), with drops impacting on substrates for which the equilibrium
contact angle varies between 0 degree and 164 degrees.

Table 1. Selected experimental βmax and drop impact characteristics considered for ML models.

Investigation Range of Weber
Numbers

Range of Reynolds
Numbers

Range of Equilibrium
Contact Angles

Range of Values of Maximum
Spreading Factors

Rioboo et al. [12] 36–614 20–10,394 0◦–154◦ 1.4–5.4

Pasandideh-Fard et al.
[14] 27–641 213–5833 20◦–140◦ 2.15–4.4

Bayer et al. [15] 11.5 1078 10◦–115◦ 2.1–2.5

Šikalo et al. [49] 50–802 27–12,300 0◦–105◦ 1.7–5.2

Vadillo et al. and
Vadillo [22,42] 0.21–12.4 39–2400 5◦–160◦ 1.2 – 2.3

Roisman et al. [50] 0.88–7.9 400–1200 92◦ 1.2–1.5

Mao et al. [24] 11–511 1966–13,297 37◦–97◦ 1.65–4.94

Kim and Chun [51] 30–582 3222–14,191 6.2◦–87.5◦ 2.3–5.1

Antonini et al. [41] 33 3379 99◦–164◦ 1.8–2.45

The dataset which has been constituted for this paper from various sources is prob-
ably one of the most extended reported in the literature on maximum spreading diame-
ter. The detailed statistics on the dataset are shown in Table 2, with the number of data
points(count), the minimum, mean, percentile, and the maximum of the different parame-
ters describing the impact conditions. In addition, we represent various cross-plots between
the dataset’s variables in Figure 1. Finally, to apply the ML models, the collected data are
subdivided into two independent and non-overlapping datasets: a training set of 70% and
a test set of 30%. While the training set is used for regression analysis to predict maximum
diameters, the test set is used for assessing prediction accuracy.

Table 2. Statistics on the test dataset.

We Re θeq β

count 204 204 204 204
mean 101.7 2551.3 49.7 2.5

std 170.1 3315.0 36.5 1.1
min 0.2 8.7 0.1 1.0
25% 10.6 140.3 16.0 1.6
50% 33.0 1046.3 48.5 2.2
75% 117.1 3392.8 77.0 3.2
max 802.0 14,191.0 164.0 5.4
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Figure 1. Exploratory analysis of the dataset based on the cross-plots of the different variables.

3.6. Feature Selection

As shown in Table 1, we have settled for the choice of Weber number (We), Reynolds
number (Re), and equilibrium contact angle (θe) as features for the machine learning methods
since these are the easiest to obtain when going through the different results reported in the
literature. This does not mean, however, that other quantities such as surface tension, density
of the fluid, and advancing and receding angles are unimportant, although some of them
are present thanks to dimensionless numbers. To be practical, the point is that they are not
mentioned in some papers, whilst all of them report the dimensionless flow numbers and the
equilibrium contact angles of substrates used in the investigations.

3.7. ML Model Evaluation Metrics

To assess the performance of the different regression models, we use the R2-score
between the actual (yi) and predicted values (ỹ), which measures the predictive capability
of the ML model. This score can be defined as follows:

R2-score = 1− ∑N
i=1(yi − ỹi)

2

∑N
i=1(yi − ȳ)2

(10)

where ȳ = ∑N
i=1 yi/N, with N corresponding to the number of samples. In addition,

the mean absolute error (MAE) is computed as follows:

MAE =
1
N

N

∑
i=1
|yi − ỹi| (11)
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Finally, we use randomized search and grid search to tune and set the hyperparameters
of the different ML models.

4. Results and Discussion
4.1. Linear Regression Model (LRM)

After collecting and processing the data, we are in a position to test the accuracy of the
data-driven models. A simple linear regression model constructs an optimized linear com-
bination of the predictors variables, also known as features. The relatively strict assumption
of a linear relationship makes it difficult to match with real-world problems, where many
factors may contribute to the final result in a non-linear manner. One advantage of the
multiple linear regression method is that it can be used to evaluate the contribution of
each individual input variable to the target variable. The result of the model on estimating
βmax is shown in Figure 2, with an R2-score of 78% and MAE of 0.41, highlighting the
non-linearity, between the input features—chosen as Re, We, θe—and the target, βmax,
which cannot be fully captured by the linear model.
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Linear Regression (LR) Model 
 R2-score: 0.777 

 MAE: 0.413
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Figure 2. Linear regression model with three features.

4.2. Decision Tree (DT)

Due to their simplicity, practicality, and interpretability, decision trees have gained in
popularity as a ML technique in recent years. In Figure 3, we find that the first split, at the level
of the root node, is performed for a Reynolds number smaller than or equal to 3613. The mean
maximum spreading factor value for the 142 samples, which concerns only the train set, in the
root node is 2.44 and the mean squared error (MSE) is 1.16. The resulting tree is of quite small
depth with only six leaves and is representative of the trees that will be used in the methods
discussed later on. It should be emphasized that at such a low depth level, the highest MSE
for a leaf is 0.13, so more than 10 times lower than the initial value, and the MSE could be as
small as 0.04, i.e., more than 30 times smaller than the initial value. The regression tree seems
to accommodate quite well for non-linearities that exist in the drop spreading phenomenon.
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Figure 3. Decision tree graph for the maximum spreading factor.

4.3. Random Forest (RF)

As already explained, a single classification or regression tree is easy to obtain and
its interpretability is straightforward, but one is confronted with the problem of high
variance. As with the random forest approach, we plot βexp vs. βML in Figure 4 below. It
can be noted that there is a quantitative difference between the coefficients of determination
found for the multiple linear regression and decision tree methods and the one for the
random forest method (variation from 0.78 to almost 0.95), demonstrating the excellent
non-linear mapping generalization ability of the latter method. We lose somewhat in terms
of interpretability because of the number of trees which are grown, but we gain quite
significantly in terms of prediction accuracy.
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Figure 4. Experimental maximum spreading factor plotted against βmax given by the random
forest method.

4.4. Gradient Boost Regression Tree (GBRT)

As a final method, we have chosen the gradient boost regression tree technique, which
performs well, if not the best, on a variety of datasets. Instead of trees grown parallel,
the trees are grown sequentially, correcting each time. As for the random forest method,
there are a number of parameters which need to be tuned: (i) the number and depth of
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trees used in the ensemble, (ii) the learning rate, which should be a small number, used to
limit how much each tree contributes to the ensemble, and (iii) random sampling such as
fitting trees on random subsets of features and samples. One may note that the comparison
(Figure 5) is slightly better than for the random forest method, which is a testimonial to the
adequacy of this method to tackle highly non-linear problems, in line with results reported
in the literature.
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Figure 5. βmax experimental plotted against βmax given by the gradient boosting method.

Finally, we have added Table 3 summarizing the performance of the different ML
models. We can observe that GBRT outperforms the other models in terms of both R2-score
and MAE.

Table 3. Summary of the performance of the different models.

Evaluation Metrics LR RT RF GBRT

R2-score 0.777 0.885 0.953 0.963
MAE 0.413 0.308 0.165 0.148

4.5. Importance of Features

Since GBRT outperforms the different ML models tested, this technique has been
used to determine the relevance of the input features controlling droplet impact on a flat
surface. The result is shown in Figure 6, where the relevance of Re and We compared to θe
is retrieved.

Finally, we provide the results of various models on the test set, hitherto unseen data
(Table 4), including machine learning-based GBRT, the models of Pasandideh-Fard et al. [14],
and Laan et al. [31]. The results, as shown in Figure 7, demonstrate that machine learning
models can outperform existing models, paving the way for a data-driven approach to a
better understanding and control of droplet formation and impact.
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Figure 6. Feature importance as given by the GBRT.

Table 4. Statistics on the test dataset.

- We Re θe

count 62 62 62
mean 122.7 2722.2 47.8

std 191.2 3394.8 39.1
min 0.2 8.7 0.1
max 802.0 13,297.2 160.0

0 2 4 6
exp

0

1

2

3

4

5

6

7

es
tim

at
ed

Pasandideh-Fard et al. 1996
Laan et al. 2014
ML model based on GBRT

Figure 7. A comparative estimation of the maximum spreading factor based on machine learning,
scaling, and analytical models. Pasandideh-Fard et al. [14], and Laan et al. [31].

5. Conclusions and Perspectives

The maximum spreading diameter of impacting drops plays a significant role in a
number of industrial applications. Currently, there are three main methods for estimating
the maximum spreading factor: (i) scaling law analyses, (ii) energy balance approach, and
(iii) numerical simulation. In contrast, this paper offers a different approach to the issue.
Indeed, recent advances in computing technologies have led to the development of an array
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of accurate and sophisticated machine learning techniques. In addition, the best machine
learning technique cannot be determined beforehand, and numerous algorithms must be
examined to determine their applicability for a particular task. This study compared the
performance of commonly used scaling laws and analytical models to ensemble-based
machine learning approaches, such as random forest (RF) and gradient boost (GB), which
are both widely employed for prediction. We found that machine learning algorithms (RF
and GB) that use decision trees as their base learners can predict experimental results of the
maximum spreading factor more accurately than conventional methods. We posit that some
of this improved estimation is due to hidden interactions (fluid properties fluctuations,
substrate heterogeneities, experimental artifacts, and so on) that are not always completely
controlled in experiments and are not accounted for in analytical models. Finally, the
proposed machine learning models are highly versatile; they do not require any adjustable
parameters and may be used to improve the interpretation of heterogeneous data, the
detection of trends, and the performance of industrial processes involving droplet impact
and spreading.
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Abstract: With the development of Internet cloud technology, the scale of data is expanding. Tra-
ditional processing methods find it difficult to deal with the problem of information extraction of
big data. Therefore, it is necessary to use machine-learning-assisted intelligent processing to extract
information from data in order to solve the optimization problem in complex systems. There are
many forms of data storage. Among them, text data is an important data type that directly reflects
semantic information. Text vectorization is an important concept in natural language processing tasks.
Because text data can not be directly used for model parameter training, it is necessary to vectorize
the original text data and make it numerical, and then the feature extraction operation can be carried
out. The traditional text digitization method is often realized by constructing a bag of words, but
the vector generated by this method can not reflect the semantic relationship between words, and
it also easily causes the problems of data sparsity and dimension explosion. Therefore, this paper
proposes a text vectorization method combining a topic model and transfer learning. Firstly, the topic
model is selected to model the text data and extract its keywords, to grasp the main information of
the text data. Then, with the help of the bidirectional encoder representations from transformers
(BERT) model, which belongs to the pretrained model, model transfer learning is carried out to
generate vectors, which are applied to the calculation of similarity between texts. By setting up a
comparative experiment, this method is compared with the traditional vectorization method. The
experimental results show that the vector generated by the topic-modeling- and transfer-learning-
based text vectorization (TTTV) proposed in this paper can obtain better results when calculating the
similarity between texts with the same topic, which means that it can more accurately judge whether
the contents of the given two texts belong to the same topic.

Keywords: text vectorization; topic model; pretrained model; transfer learning

1. Introduction

In the Internet era, the interaction of online information is becoming more and more
frequent, and the development of big data and the cloud computing technology promotes
the dissemination of online information, which is a great driving force for the development
of industries such as news media with information dissemination as the business core.
Compared with the traditional paper media, online news is more timely because of the
network as the communication media [1]. At the same time, because it is not limited by
the printing layout, its communication quantity is often huge. For users who receive and
browse news, a large number of fast updated online news cause them to enjoy the great
convenience brought around by the fact that the Internet can retrieve information in seconds
without the need to leave home [1]. However, in front of a large amount of information,
how can they easily find other news with similar topics to expand their reading under the
condition of browsing news in their field of interest, that is, the relevant recommendations?
This is our consideration in modeling in this paper.
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For the above scenarios, the traditional data processing methods are difficult to deal
with. Therefore, it is necessary to adopt the machine-learning-assisted intelligent processing
method to structurally operate the unstructured text data, and optimize the parameters of
the model by analyzing the actual supply–demand relationship in the system. Therefore,
we can obtain that for the currently browsed text data, finding other text data with high
similarity is an effective method to solve the above problems. Because the text data cannot
be directly used for modeling, it needs to be numerically processed [2,3], that is, the text
vectorization operation [4,5], and then the generated vector, is used as the training data
sample of the machine learning model. Text vectorization can be realized in two ways: one
is the word vector, generated by taking the word as the basic unit [6], and the other is the
paragraph vector, considering paragraph factors on the basis of word vector [7–9]. Word
vector is a distributed representation of words, which aims to capture the syntactic and
semantic information of words [10,11]. Before the text data is input into the network layer,
it must be vectorized according to some method to become structured data. After the text
is converted into word vector, the discrete symbols will be encoded according to the index
to reduce the amount of parameters and improve the generalization ability.

In this paper, the text vectorization method combining topic model [12,13] and transfer
learning [14,15] is studied. Firstly, the topic model is used to extract keywords from the text,
to solve the problem of latent semantic mining which is difficult to solve by the traditional
term frequency inverse document frequency method; then, the paragraph vector model
is used to vectorize the text to solve the problem of mining the semantic relationship
between paragraph and context that is difficult to solve by the word vector model. At the
same time, the pretrained model is used for transfer learning to facilitate deeper feature
learning of text data [16–18], so that the generated text vector can more accurately reflect
semantic information.

The main contributions of this paper are as follows:

• The topic model keyword extraction method is introduced into the text vectorization
operation.

• The text vector that can deeply reflect the semantic relationship is generated by
transferring the pretrained model.

• The above text vectorization method is applied to the calculation task of text similarity.

The rest of this paper is organized as follows: Section 2 is the literature review;
Section 3 introduces the materials and methods; in Section 4, a comparative experiment is
designed. The text vectorization method used in this paper is applied to the calculation of
text similarity, and compared with the text similarity calculated by the vector generated
by traditional text vectorization, and the experimental results are analyzed; Section 5 is
the conclusion.

2. Literature Review

We review the related literature from the following three aspects: text vectorization,
topic model, and pretrained model for transfer learning.

The generation of word vector can be understood as encoding text data according to a
certain model. Its development has roughly experienced several stages, such as one-hot
representation [19], bag of words (BOW) [20,21], language model (LM) [22], word2vec [6],
and so on. One-hot representation generates word vectors by binary coding, and each
dimension only indicates whether the corresponding word in the dictionary is taken at the
location. This method will not only bring dimensional disaster and lead to data sparsity,
but also cause lack of feature extraction of text semantics; BOW replaces binary data with
word frequency data on the basis of one-hot, but it still fails to solve the problems of
dimension disaster and semantic loss; the LM model uses conditional probability to express
the association between words in text sequence. The semantic representation method of
the LM model is relatively primitive, so it has been developed to word2vec model. The
word2vec model is composed of continuous bag of words model (CBOW) and skip-gram
model. The word2vec model uses a structure similar to neural network to establish the

248



Processes 2022, 10, 350

relationship between words, but the model only focuses on the local semantic information
and fails to combine the global information of the text. The vector of the same word is still
the same in different contexts, that is, it cannot solve the problem of polysemy. As can be
seen from the above, word vectors mostly focus on the semantic connection between words
themselves or local words [10,11], so the information such as paragraphs and word order
of the text can not be accurately extracted and fully utilized. Therefore, a paragraph vector
model is proposed, that is, para2vec [7], sometimes referred to as doc2vec. Para2vec is an
extension of word2vec [8,9]. When generating vectors, not only the context words but also
the corresponding paragraph information are considered. Para2vec model consists of a
distributed memory model (DM) and a distributed bag of words model (DBOW).

Text data is composed of a large number of sentences. In order to avoid the problem
of dimension explosion, we cannot directly construct vectors with sentences as feature
dimensions. Sentences can be regarded as a sequence of words [23], so we can extract the
representative words, that is, keywords, and then generate vectors based on keywords by
constructing certain models and algorithms. There are two kinds of text keyword extraction
methods, one is the term frequency inverse document frequency (TFIDF) method based
on frequency, and the other is the topic model method based on spatial mapping [12,13].
The TFIDF method measures the importance of a specific word in each sentence by two
factors: term frequency, that is, the frequency of a word in the sentence, and inverse docu-
ment frequency, that is, the reciprocal of the frequency of the sentence containing the above
words. Although this method constructs the correlation between words and sentences, it
only analyzes them from the perspective of frequency, and fails to construct the mapping
relationship based on the understanding of text semantics. In order to extract keywords
from text based on understanding semantic structure, the topic model method is proposed.
The topic model is an unsupervised learning model for latent semantic mining and analysis
of text data. Its core is to construct the mapping between sentence space and topic space
and between topic space and word space by setting topic variables as intermediate vari-
ables. Using spatial mapping to analyze text semantics is not only conducive to clustering
words to reduce redundancy, but also realizes dimension reduction operation, to better
reflect the distribution features of words, topics, and sentences. The topic model is mainly
composed of latent semantic analysis model (LSA) and latent Dirichlet allocation model
(LDA). The core of LSA [24] is the operation of singular value decomposition of text matrix
to generate the mapping relationship among words, topics, and sentences, that is, word
space and sentence space are mapped to relatively lower dimensional topic space, respec-
tively, to explore the latent semantic relationship [25–27]. Compared with LSA model, the
LDA [28,29] model focuses on constructing the mapping relationship between the above
three variable spaces from the perspective of probability distribution, to avoid the huge
amount of matrix operation caused by singular value decomposition operation. By intro-
ducing the relevant theories of Dirichlet distribution and multinomial distribution [30,31],
the LDA model can carry out latent semantic mining from the perspective of probability
distribution [32–34].

By transferring the parameter information obtained from some large and general
source tasks to the target task, transfer learning avoids the problem of starting from scratch
every training [14,15]. In general, we often lack enough targeted datasets for training,
so we can use the pretrained model trained by the general large dataset for transferring.
In the field of natural language processing, the development of pretrained model has
mainly experienced several stages, such as embeddings from language models (ELMo),
generative pretraining (GPT), and bidirectional encoder representations from transformers
(BERT). ELMo [35] first learns the word embedding of each word through the language
model, and then dynamically adjusts the word embedding according to the context [36–38],
which can solve the problem of polysemy and realize the function of semantic relationship
judgment at the same time [39]. In terms of feature extractor, ELMo adopts the LSTM,
but a new feature extractor transformer [40] was proposed later, and the feature extraction
ability proved to be better than LSTM. Therefore, based on transformer as the feature
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extractor [41,42], GPT is proposed [43]. The model is first pretrained through the language
model, and then fine-tuned to access the downstream tasks; however, the model is a one-
way language model [44,45], that is, when predicting words in sentences, it only pays
attention to the above without considering the following, so it is not comprehensive in
semantic understanding. In order to consider the semantic information in two word order
directions at the same time, BERT [16] is proposed. It is a two-way language model based
on transformer. Through the training of large datasets, a general pre-trained model with
strong transferring ability is obtained [46,47].

3. Materials and Methods
3.1. Word2vec

Word2vec is a word vector generation method based on word embedding. Its core
idea is the distributed expression of words, which maps words to vectors with definable
dimensions. Because the context of the current word is considered in the training process,
a low-dimensional dense vector with semantic information can be generated.

Specifically, each statement in a text paragraph is essentially a word sequence, ex-
pressed as d =

[
d(1), d(2), . . . , d(j), . . . , d(n)

]
, where d(j) represents the word at the current

jth position in the sequence, and n is the sequence length, that is, the number of words con-
tained. In order to obtain the word vector, we need to construct the mapping relationship
between the current word and its context, that is, d(i) = f (d(j)), i 6= j, the mapping relation-
ship is trained through the neural network structure, and the hidden layer weight obtained
in the training process is the word vector. Word2vec consists of CBOW and skip-gram.

3.1.1. Continuous Bag of Words (CBOW)

CBOW constructs the mapping relationship between the two adjacent words before
and after the current word as the context, that is, the current word is predicted by the context,
that is, d(j) = f (d(j−2), d(j−1), d(j+1), d(j+2)). The specific structure of the model is shown
in Figure 1a. The average value of the word vector of the context is input as the weight,
and then converted into the conditional probability p(d(j) | d(j−2), d(j−1), d(j+1), d(j+2)) of
the current word under the condition of the context through the softmax activation function,
to realize the semantic association between the current word and the context.

Figure 1. Word2vec ((a): CBOW (b): Skip-Gram).

3.1.2. Skip-Gram

Different from CBOW, skip-gram uses the current word to predict the context, and the
scope of the context is definable. Its size of sliding window is called skip-window, as shown
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in Figure 1b. Letting the window size above and below be 2, respectively, and taking this
as an example, the mapping relationship d(j+c) = f (d(j)), c = ±1,±2 can be obtained.
Then, similar to the training process of CBOW, feature extraction is carried out through
the hidden layer, and finally probabilistic conversion is carried out through the softmax
activation function to obtain the condition probability p(d(j+c) | d(j)), c = ±1,±2.

3.2. Para2vec

Because the word2vec model does not consider paragraph factors in semantic learning,
that is, the relationship between ordered clauses of a sentence, the para2vec model is
proposed on this basis. The model mainly introduces a paragraph component with the
same structure as the context component to predict the current word, namely the DM
model, or the context is predicted by paragraph component, that is, the DBOW model.

3.2.1. Distributed Memory (DM)

DM is extended from CBOW. It also predicts the current word through context. On this
basis, it adds paragraph ID and generates paragraph vector with the same structure as
word vector. The paragraph component and context component are accumulated and
connected together and sent to the network for training. Finally, it also uses softmax
activation function for probabilistic conversion to obtain the conditional probability of the
current word. In general, the DM model introduces word vector and paragraph vector into
the process of semantic learning to predict the probability distribution of the current target
word. The specific structure of the model is shown in Figure 2a.

Figure 2. Para2vec ((a): DM (b): DBOW).

3.2.2. Distributed Bag of Words (DBOW)

DBOW is extended through skip-gram. It takes the context as the prediction target,
and the range of the context to be predicted can also be determined by defining the
size of the sliding window; the specific structure of the model is shown in Figure 2b.
However, unlike skip-gram, DBOW does not directly use the current word, but takes the
paragraph vector based on the paragraph ID as the input, and the predicted context word
also comes from the inside of each input paragraph. Due to the two-way and orderly
semantic relationship between input and output, such a para2vec learns not only semantic
information, but also word order information.

3.3. Topic Model

Topic model is a kind of unsupervised learning model that analyzes text semantic
information by constructing relationship mapping between sentence space, topic space,
and word space.
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Let the sentence space be D, in which each element d represents a sentence. The sen-
tence can be regarded as a word sequence, so the sentence variable can be expressed as

di =
[
d(1)i , d(2)i , . . . , d(j)

i , . . . , d(ni)
i

]
i = 1, 2, . . . , N, j = 1, 2, . . . , ni. (1)

where d(j)
i represents the jth word in the ith sentence, N is the total number of sentence

elements, and ni is the total number of words in the ith sentence.
Let the topic space be T, where each element tk, k = 1, 2, . . . , K represents the topic,

and K is the number of types of topics.
Let the word space be W, where each element wv, v = 1, 2, . . . , V represents a word

and V is the number of types of words.
The distribution of each word in the sentence sequence is not random, but connected

through the intermediate variable of topic. Because it is unobservable, it is called hidden
variable, and the relative sentence variable and word variable are called observable variable.
The goal of the topic model is to mine text semantic information by constructing the
mapping relationship between the spaces of the above three variables. The common topic
model consists of latent semantic analysis (LSA) and latent Dirichlet allocation (LDA).

3.3.1. Latent Semantic Analysis (LSA)

LSA is a topic model based on allocation matrix. Let the allocation matrix be AN×n,
in which each element a(j)

i represents the word allocation probability at the jth position on
the ith sentence. The allocation matrix can be expressed by the product of the allocation
matrix BN×K between sentence space and topic space and the CK×n between topic space
and word space, that is, AN×n = BN×K · CK×n. Since the above distributions are hidden
and cannot be solved directly, the singular value decomposition method is used to obtain
the approximate estimates of BN×K and CK×n.

3.3.2. Latent Dirichlet Allocation (LDA)

Because the singular value decomposition method used in LSA is mechanical matrix
disassembly, it not only has a large amount of computation, but also does not consider the
problem of probability distribution. LDA avoids the above defects. The model models each
element in the sentence space, and then expands to the whole sentence space based on the
principle of independent and identically distributed.

The specific modeling process is as follows:
The topic distribution of the sentence can be expressed as a parameter vector

θi = [θi1, θi2, . . . , θik, . . . , θiK], i = 1, 2, . . . , N. (2)

where each component θik represents the distribution probability of the kth topic to which
the ith sentence belongs. The parameter vector obeys the Dirichlet distribution, and its
probability density function is

p(θi | a) =
Γ
(

∑K
k ak

)

∏K
k ak

K

∏
k

θ
ak−1
ik . (3)

where a = [a1, a2, . . . , ak, . . . , aK], ak > 0 is distribution parameter.
Then, the topic distribution of the ith sentence is constructed by the multinomial

distribution whose parameter is the parameter vector, and its probability density function is

p(t | θi) =

(
∑K

k tk

)
!

∏K
k tk!

K

∏
k

θ
tk
ik . (4)
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If each sample satisfies the principle of independent and identical distribution, the topic
distribution p(t | di) of the sentence can be randomly selected from the above distribution.

The word distribution of the topic can be expressed as a parameter vector

ηk = [ηk1, ηk2, . . . , ηkv, . . . , ηkV ], k = 1, 2, . . . , K. (5)

where each component ηkv represents the distribution probability of the vth word corre-
sponding to the kth topic. The parameter vector obeys the Dirichlet distribution, and its
probability density function is

p(ηk | b) =
Γ
(

∑V
v bv

)

∏V
v bv

V

∏
v

ηbv−1
kv . (6)

where b = [b1, b2, . . . , bv, . . . , bV ], bv ≥ 0 is distribution parameter.
Then, the word distribution corresponding to the kth topic is constructed by using the

multinomial distribution with the parameter vector as the distribution parameter, and its
probability density function is

p(w | ηk) =

(
∑V

v wv

)
!

∏V
v wv!

V

∏
v

ηwv
kv (7)

If each sample satisfies the principle of independent and identical distribution, the word
distribution p(w | tk) of the topic can be randomly selected from the above distribution.

The symbolic representation is shown in Table 1 below, the probability distribution
relationship between variables is shown in Figure 3, and the modeling process is shown in
Algorithm 1.

Figure 3. Probability distribution relationship between variables.

Table 1. List of mathematical symbols.

Symbol Meaning

d(j)
i

The component of the text sequence, which represents the jth word of the
ith sentence

ηkv Allocation probability when the kth topic corresponds to the vth word

b Distribution parameters of Dirichlet distribution obeyed by η

t(j)
i

The component of the topic sequence, which represents the topic
corresponding to the jth word of the ith sentence

θik Distribution probability of the kth topic to which the ith sentence belongs

a Distribution parameters of Dirichlet distribution obeyed by θ

253



Processes 2022, 10, 350

Algorithm 1 Modeling based on LDA model.

Input: text set D; topic set T; word set W; parameters a, b of Dirichlet distribution; length
ni of each sentence di ∈ D.

Output: allocation θik based on text-topic; allocation ηkv based on topic-word; probability
density p(t | θ) of topic; probability density p(w | η) of word; topic sequence t; sentence
sequence d.

1: Initialize a and b to 1 respectively.
2: for each di ∈ range (D) do
3: for each tk ∈ range (T) do
4: generate θik ∼ Dir(a) as p(t | di).
5: end for
6: end for
7: for each i ∈ range (N) do
8: for each j ∈ range (ni) do
9: generate t(j)

i ∼ Mult(θi).

10: generate d(j)
i ∼ Mult(η

t(j)
i
).

11: end for
12: end for
13: return θik, ηkv, p(t | θ), p(w | η), t =

[
t(j)
i

]
, d =

[
d(j)

i

]
.

3.4. Pretrained Model and Transfer Learning

Pretraining means that when the model starts training, it does not need to initialize
the parameters randomly from scratch, but initialize and then train on the basis of a set
of model parameters that have learned a large number of general features in advance.
BERT is a pretrained model. Through massive corpus training, word vectors with wide
applicability are obtained. At the same time, it can be optimized in specific tasks, which
greatly improves the experimental effect. The BERT model is a pretrained model based
on multitask learning on the basis of bidirectional deep transformer. A major structural
feature of BERT model is that it adopts a two-way self attention mechanism, which can take
into account the context information in this encoder and left and right adjacent encoders at
the same time.

The input layer of BERT consists of three layers, and the values of the three layers
are added as the output of transformer. The token layer is used to embed word vectors,
the segment layer is used to retrieve the sentences to which the word belongs, and the
position layer is used to locate the position of the word in the word vector sequence. Taking
Figure 4 as an example, when a piece of text data is input into the model, all words and
the identification between internal segments are embedded through the token layer, so
the composition of each word can be clearly distinguished in the token sequence. Then,
the words and paragraph identifiers belonging to the same paragraph in the text are marked
as the same category in the segment layer, that is, two sub-sentences in the sentence pair or
multiple sub-sentences in the long sentence can be distinguished. Finally, in the position
layer, each word and paragraph are identified and numbered consecutively as position
embedding, which also provides a basis for the model to learn word order information.

With its strong transferring ability, BERT can adapt to the transfer learning of different
downstream tasks. Therefore, it can be fine-tuned on the basis of the pretrained model,
build word vectors in the way of transfer learning, improve the model performance and
generalization ability, and reduce the demand for large-scale labeled data.
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Figure 4. Input layer of BERT.

3.5. Text Similarity Calculation Based on Topic Modeling and Transfer-Learning-Based Text
Vectorization (TTTV)

Deep learning involves a large number of operations. At the same time, the training
of a neural network model also needs the supply of big data [48]. If the training task is
initialized from scratch and solved iteratively every time, it will not only be inefficient,
but also cause a waste of computing resources [49]. Therefore, this paper adopts the transfer
learning method based on a pretrained model for training. The pretrained model was
trained by large datasets, and we can directly use its corresponding structure and weight.
In order to adapt to specific tasks, we can freeze some of its network layers, and then train
the unfrozen parts on a small scale based on specific task datasets, and dynamically adjust
the parameters to adapt to the characteristics of downstream tasks.

TTTV can be used to measure the similarity of texts with different contents belonging
to the same topic. The first is keyword extraction. The text data is modeled by LDA
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belonging to the topic model, the mapping relationship among sentence space, topic space,
and word space is constructed, and the number of keywords to be extracted is set. The P
(precision), R (recall), and F1 (F1 measure) are used as measurement indicators, i.e.,

P =
|T1| ∩ |T2|
|T1|

. (8)

R =
|T1| ∩ |T2|
|T2|

. (9)

F1 = 2PR/(P + R). (10)

where T1 represents the extracted keyword set, and T2 represents the keyword set marked
by the original text. We comprehensively consider the above indicators and select the
topic model parameters with the highest extraction performance for subsequent operations.
After that, text vectorization is carried out, and the text vector is obtained through the
transfer learning of the BERT model. We select the text vectors x1 and x2 generated by pairs
of text data d1 and d2 belonging to the same topic but different contents, calculate their
cosine distance, and define it as the similarity of the text to which they belong, i.e.,

similarity(d1, d2)
def
= cosine(x1, x2) =

x1 · x2

||x1|| · ||x2||
(11)

See Algorithm 2 for the specific process.

Algorithm 2 Text similarity based on TTTV.

Input: text set D; number K of keywords.
Output: similarity (d1, d2); ∀d1, d2 ∈ D.

1: for each di ∈ range (D) do
2: for each k ∈ range (K) do
3: extract keywordk of di through LDA.
4: end for
5: generate vector xi of text di.
6: based on set {keywordk} through BERT.
7: end for
8: cosine(x1, x2)← x1·x2

||x1||·||x2|| .
9: similarity(d1, d2)← cosine(x1, x2).

10: return similarity(d1, d2).

4. Experiment
4.1. Experimental Environment and Data

The experimental environment is an Intel i7 processor with 16 GB memory, the pro-
gramming language is Python, the Jieba is used for text word segmentation, and the Gensim
is used for text vectorization training. The data used in the experiment is Sogou laboratory
news dataset, including 18 subjects in international, sports, society, entertainment, and
other fields, with a total of 1.02 GB news text data.

4.2. Experimental Setup and Analysis of Experimental Results

In this paper, cosine distance is used as the evaluation index to calculate the similarity
between texts, to evaluate whether the vectors generated by different text vectorization
methods can accurately judge whether the contents of any two texts belong to the same
topic, and a comparative experiment is set up. In the keyword extraction stage, the tradi-
tional frequency-based TFIDF method and the topic model method used in this paper are
used to extract the keywords of the text, to compare the impact of the extraction results
on the performance of the final generated text vector. The topic model method can be
compared in two cases: latent semantic analysis model (LSA) and latent Dirichlet allo-
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cation model (LDA). In the text vector generation stage, the word2vec method and the
para2vec method are used for text vectorization, respectively. The word2vec method can be
compared in the continuous bag of words (CBOW) model and skip-gram model, and the
para2vec method can be compared in the distributed memory model (DM) and distributed
bag of words model (DBOW). Finally, it is compared with the transfer learning method
using the BERT model.

The experimental results are shown in Tables 2 and 3 and Figures 5–8. The first is text
keyword extraction. We set the keyword extraction number to 3–18, respectively, and calcu-
late the P (precision), R (recall), and F1 (F1 measure) to evaluate the extraction effect.

Table 2. Keyword extraction.

Method
K = 3 K = 4 K = 5 K = 6

P R F1 P R F1 P R F1 P R F1

TFIDF 0.67 0.11 0.19 0.75 0.17 0.27 0.80 0.22 0.35 0.83 0.28 0.42

LSA 0.67 0.11 0.19 0.50 0.11 0.18 0.60 0.17 0.26 0.67 0.22 0.33

LDA 0.66 0.11 0.19 0.75 0.17 0.27 0.60 0.17 0.26 0.67 0.22 0.33

Method
K = 7 K = 8 K = 9 K = 10

P R F1 P R F1 P R F1 P R F1

TFIDF 0.71 0.28 0.40 0.63 0.28 0.38 0.56 0.28 0.37 0.50 0.28 0.36

LSA 0.71 0.28 0.40 0.75 0.33 0.46 0.67 0.33 0.44 0.60 0.33 0.43

LDA 0.86 0.33 0.48 0.75 0.33 0.46 0.78 0.39 0.52 0.70 0.38 0.50

Method
K = 11 K = 12 K = 13 K = 14

P R F1 P R F1 P R F1 P R F1

TFIDF 0.45 0.28 0.34 0.42 0.28 0.33 0.46 0.33 0.39 0.50 0.39 0.44

LSA 0.55 0.33 0.41 0.50 0.33 0.40 0.46 0.33 0.39 0.43 0.33 0.38

LDA 0.82 0.50 0.62 0.75 0.50 0.60 0.77 0.56 0.65 0.79 0.61 0.69

Method
K = 15 K = 16 K = 17 K = 18

P R F1 P R F1 P R F1 P R F1

TFIDF 0.53 0.44 0.48 0.56 0.50 0.53 0.59 0.56 0.57 0.61 0.61 0.61

LSA 0.40 0.33 0.36 0.38 0.33 0.35 0.35 0.33 0.34 0.50 0.50 0.50

LDA 0.73 0.61 0.67 0.75 0.67 0.71 0.71 0.67 0.69 0.72 0.72 0.72

Table 3. Average text similarity.

Keyword Extraction
word2vec para2vec Pre-Trained

CBOW Skip-Gram DM DBOW BERT

TFIDF 0.68 0.67 0.81 0.79 0.82
LSA 0.71 0.72 0.82 0.82 0.83
LDA 0.78 0.79 0.83 0.84 0.86

It can be seen from Figures 5–7 that in terms of extraction accuracy, when the keyword
extraction number is less than or equal to six, the extraction precision of TFIDF method
and LSA method shows an increasing trend, while the extraction precision of LDA method
fluctuates but is relatively stable. When the keyword extraction number is located in [6,12]
and [8,17], respectively, the extraction precision of TFIDF method and LSA method begins
to decline, and the extraction precision of LDA method tends to be stable between 0.7–0.8.
It can be seen that the method using non-LDA model is not suitable for the extraction of
more keywords.
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Figure 5. Experimental results of P.

Figure 6. Experimental results of R.

Figure 7. Experimental results of F1.
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In terms of extraction recall, when the keyword extraction number is less than or equal
to six, the extraction recall of each extraction method shows an increasing trend. When the
keyword extraction number is located in the [6,12] interval and [8,17] interval, respectively,
the extraction recall of the TFIDF method and the LSA method does not increase or decrease,
indicating that the learning ability of non-LDA model for sample features is limited by
local optimization. The recall of LDA extraction still shows a gradual upward trend.

Since it is not comprehensive to evaluate the extraction performance by precision or
recall alone, the extraction performance can be comprehensively evaluated by its harmonic
mean F1 measure. The F1 measure of the TFIDF method and the LSA method continues
to decrease in [6,12] and [4,17], respectively, and the overall F1 measure is lower than that
of the LDA method. Therefore, text keyword extraction is carried out through the LDA
model, the extraction accuracy is high, and the performance is not easily affected by the
change of the set number of keywords.

To sum up, we set the keyword extraction number to 18, then carry out the next
vectorization operation, measure the similarity of paired text data belonging to the same
topic but different contents in the dataset, and sum and average the similarity calculation
results to obtain the average text similarity, as shown in Table 3 and Figure 8.

Figure 8. Comparison of text similarity calculation results.

Figure 8 lists five text vectorization methods: CBOW, skip-gram, DM, DBOW, and
BERT. On the premise of three keyword extraction methods, TFIDF, LSA, and LDA, we
measure the similarity of pairs of text data belonging to the same topic but different contents,
and calculate the average text similarity.

It can be seen from the figure that for each vectorization model, the average text
similarity calculated by the text vector generated on the premise of selecting LDA for
keyword extraction is higher than that calculated based on TFIDF and LSA, respectively.
This means that we can more accurately judge the text pairs with similar, or the same,
topics. At the same time, we can see that the similarity judgment performance of the text
vector generated by DM or DBOW is better than that calculated by CBOW or skip-gram
method, which means that the para2vec method based on paragraph vector combined
with word vector can grasp the text topic information more accurately than the word2vec
method considering only word vector.

Compared with the word2vec method, both the para2vec method and the BERT
method learn the semantic information in the text more effectively, so the performance is
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significantly improved when judging the text similarity. When comparing para2vec with
BERT, it is found that although BERT improves the similarity results, the improvement
range is not very large. This is because the BERT model is pretrained through a large
amount of corpus, so it focuses more on the learning of general features, while para2vec is
more suitable for the local feature learning of data with appropriate scale, but it is not good
at learning general features. In other words, these two models have their own advantages
and disadvantages, and the scalability brought by BERT with transfer learning will be an
important aspect to make up for its shortcomings. In addition to the differences in model
structure, another reason for this insignificant difference is that the dataset itself is relatively
clustered and stored through similar topics, so it does not create a more general data
distribution, that is, whether the texts of similar topics are clustered in the same round of
tests is completely random. Therefore, the performance superiority of the model proposed
in this paper is not obvious, although it does improve the experimental results.

Through comparison, the average text similarity results calculated by the text vector
generated by the LDA topic model combined with the BERT pretrained model are higher
than the above comparative experiments, that is, this method can judge the text pairs with
similar, or the same, topics relatively more accurately.

5. Conclusions

In order to measure the similarity of text pairs with similar, or the same, topic in news
texts, this paper proposes a text vectorization method combining topic model and transfer
learning. The text data is transformed into vectors, and the cosine distance is used as the
measurement index to calculate the similarity. By setting up comparative experiments,
it is proved that this method can obtain higher results when calculating the similarity of
text pairs with similar, or the same, topic, which means that it can more accurately judge
whether the text pair belongs to the same subject.

There is still much room for improvement for such methods, such as considering the
mapping relationship between vector dimension and semantic information, or adding
additional feature weights to text paragraphs. This is also a collection of methods to be
gradually improved in the next step, to facilitate more accurate semantic analysis and
research of the text. In addition to the BERT model, there are many available pretrained
models, such as RoBERTa [50], ALBERT [51], and SpanBERT [52]. Adding these models to
the comparative experiment to study the performance differences in the process of transfer
learning will become an entry point in our subsequent research.
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Abstract: (1) Background: The striped rice stem borer (SRSB), Chilo suppressalis, has severely di-
minished the yield and quality of rice in China. A timely and accurate prediction of the rice pest
population can facilitate the designation of a pest control strategy. (2) Methods: In this study, we
applied multiple linear regression (MLR), gradient boosting decision tree (GBDT), and deep auto-
regressive (DeepAR) models in the dynamic prediction of the SRSB population occurrence during
the crop season from 2000 to 2020 in Hunan province, China, by using weather factors and time
series of related pests. (3) Results: This research demonstrated the potential of the deep learning
method used in integrated pest management through the qualitative and quantitative evaluation of a
reasonable validating dataset (the average coefficient of determination R2

mean for the DeepAR, GBDT,
and MLR models were 0.952, 0.500, and 0.166, respectively). (4) Conclusions: The DeepAR model
with integrated ground-based meteorological variables, time series of related pests, and time features
achieved the most accurate dynamic forecasting of the population occurrence quantity of SRSB as
compared with MLR and GBDT.

Keywords: Chilo suppressalis; meteorological data; time series analysis; DeepAR; deep learning;
integrated pest management

1. Introduction

The Chilo suppressalis (striped rice stem borer, hereafter referred to as SRSB), the most
widely distributed and destructive rice pest [1], is also the worst rice pest in China [2].
The larvae of SRSB eat rice stems, which leads to rice with dead hearts in the tillering
stage, then forms white earheads during the heading stage, which can finally lead to
rice with dead sheath [3] (Figure 1). Annually, China suffers severe rice yield reduction
and economic losses from the SRSB pest [3–6]. This destruction is caused in part by the
rapid proliferation of pests within pest populations, which makes it difficult for farmers
to predict its outbreak. Continuously monitoring and accurately predicting the dynamic
changes in the pest population during the crop growth period may be helpful for protecting
rice from SRSB.

The insect population can be affected by many factors; both abiotic and biotic factors
are believed to be responsible for changes in the insect population [1]. The effects of abiotic
factors such as climate variables have been well-documented [7]. Therefore, an adequate
early warning of an SRSB infestation combined with meteorological factors can support
plant protection efforts. Apart from being threatened by SRSB, rice is also negatively
affected by various pests such as the rice planthopper (hereafter referred to as RPH) and
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the paddy leaf roller (hereafter referred to as PLR). Thus, the species and the numbers
of other pests in the region will also have effects on the population development trends
for SRSB.
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An agricultural pest prediction model is built on the pest occurrence mechanism,
mathematical statistics, time series analyses, together with the critical factors affecting pest
occurrence, which can provide information on pest occurrence, severity, and development
trends. Differentiated by the principles of prediction methods, the current range of pest
prediction models include statistical regression models, machine learning models, and
deep learning models.

Statistical modeling for the early prediction of pest risks is one strategy that has
been widely adopted [8], and whose essence is to ascertain the relationships between
variables in the form of fitting equations. The predicting steps involve: performing a
statistical analysis with the historical data on pests, extracting the relationship between
the target pests y and a related factor x, establishing the mathematical equations, and
then making a quantitative prediction of pests by means of these equations. This kind of
prediction approach treats pest occurrence as a separate system, without considering the
occurrence process and mechanism. The most commonly used approach is the multiple
linear regression (MLR) model. The severe difficulty for statistical regression methods lies
in choosing the relevant factor x; most researchers currently tend to build predicting models
with relevant meteorological factors [9,10]. Some researchers have found that combining
weather factors with other factors, such as variety, soil, fertilization, etc., can improve a
model’s prediction capability [11,12]. The statistical learning-based methods focusing on
finding the linear relations between variables have high interpretability. However, most
problems in real-life production show rich, non-linear links for which traditional statistical
regression methods do not work.

The machine learning method has a strong predictive capability that automates the
organization, fits the parameter adjustment model, obtains the optimal model to fit the
current datasets, and predicts with the optimal model. The accuracy and speed of the
machine learning method improve as the amount of data increases, which is what distin-
guishes it from traditional statistical regression methods. The machine learning method can
also learn non-linear relationships; consequently, the machine learning-based regression
analysis has become the mainstream in agricultural pest prediction, with support vector
machines [13] and decision trees [10] as the two commonly adopted machine learning
prediction algorithms. However, machine learning algorithms are so diverse that it is
difficult for researchers to choose one for practical problems. Moreover, the pros and cons
of machine learning algorithms also differ, such as the SVM being inefficient in processing
large samples of data [14], while the performance of neural networks improves with an
increase in data volume [15], but which also easily leads to higher computational costs and
the overfitting of traditional neural networks [16].
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Deep learning, a branch of machine learning, is an algorithm using the artificial
neural networks as an architecture to characterize and learn data [17–21]. The algorithm is
extensively applied in most traditional fields [22–25], and some progress has been made in
the field of agricultural pest prediction in recent years [26]. With the reduction of hardware
costs and the improvement of algorithms, deep learning-based methods will become a
leading research topic for agricultural pest prediction.

Aiming at the prediction of SRSB occurrence in rice, and combining this with ground
meteorological observation data and related pest time sequence data, this paper constructs
a multi-dimensional dynamic probability prediction model based on the use of deep learn-
ing for time series analyses. The model presented in the paper is more applicable than the
traditional pest prediction models and can realize a dynamic timing prediction of pests. The
key works included in the paper are as follows: (1) investigating the relationships between
ground meteorological data, related pests, and SRSB; (2) comparing the performances of
the models using only meteorological variables to that of the models combining meteoro-
logical variables with the time series of related pests; (3) developing a deep learning-based
dynamic probability prediction DeepAR model for the occurrence of SRSB; (4) evaluating
the performance of the DeepAR model using the traditional MLR model and the machine
learning GBDT model.

Our method is expected to lead to an improved method for the management of SRSB
for following reasons:

(1) Our study suggests that combining related pest time series data with the ground
meteorological data can improve the model’s prediction accuracy as compared to
previous studies using only the ground meteorological data;

(2) Combining weather and associated pest time series with deep learning-based DeepAR
models can provide more accurate predictions than the traditional MLR and the
machine learning GBDT. These findings could be utilized to support an integrated
pest management (IPM) program to help farmers reduce the use of pesticides and
minimize crop loss in rice paddy fields.

2. Materials and Methods
2.1. Study Areas

This paper mainly studied the dynamic population change of SRSB in Hunan Province,
China, and the area selection was based on the following considerations:

1. Areas have a high number of insects;
2. Areas have a long history of rice cultivation;
3. Area characteristics can represent different regions in Hunan Province, China.

Based on these, A (Hongjiang), B (Yuangjiang), C (Dong’an), D (Linli), and E (Liling)
were selected as the study areas (Figure 2). Hunan Province belongs to an area with the
most extensive rice farming in China. The selected area has high temperatures and is rainy
in summer and hot at the same time, which is suitable for the occurrence of SRSB.

2.2. Data Collection
2.2.1. Pest Data

The pest data came from the daily records of the rice pest light traps for major insect
pests in the crop monitoring and early warning information system in Hunan Province,
China. Pest species include 11 rice pests (Table 1), such as SRSB, RPH, and PLR. Adult
pests were collected by a light trap set from 18:00 to 6:00 the next day, located in areas
A (2000–2020), B (2000–2020), C (2000–2020), D (2000–2020), and E (2010–2020). Plant
protection workers removed the insects from the traps every morning, and subsequently
identified and counted them.

265



Processes 2021, 9, 2166Processes 2021, 9, x FOR PEER REVIEW 4 of 18 
 

 

 

Figure 2. Locations of study areas and light traps. 

2.2. Data Collection 
2.2.1. Pest Data 

The pest data came from the daily records of the rice pest light traps for major insect 
pests in the crop monitoring and early warning information system in Hunan Province, 
China. Pest species include 11 rice pests (Table 1), such as SRSB, RPH, and PLR. Adult 
pests were collected by a light trap set from 18:00 to 6:00 the next day, located in areas A 
(2000–2020), B (2000–2020), C (2000–2020), D (2000–2020), and E (2010–2020). Plant protec-
tion workers removed the insects from the traps every morning, and subsequently iden-
tified and counted them. 

Table 1. The main rice pests captured by the light traps. 

Number Name Abbreviation Latin Name 
0 rice planthopper RPH - 
1 paddy leaf roller PLR Cnaphalocrocis medinalis 
2 striped rice stem borer SRSB Chilo suppressalis 
3 pink sugarcane borer PSB Sesamia grisescens 
4 yellow stem borer YSB Scirpophaga incertulas 
5 rice green semilooper RGS Naranga diffusa 
6 rice plant weevil RPW Echinocnemus squameus 
7 rice water weevil RWW Lissorhoptrus oryzophilus 
8 gall midge GM Orseoia oryzae 
9 paddy armyworm PA Mythimna separata 

10 - Other * - 
* ‘Other’ is the sum of other species captured by our light traps apart from the rice pests shown 
(Numbers 0–9). 

2.2.2. Meteorological Data 
Meteorological data were obtained from the ground daily meteorological data down-

loaded by the National Meteorological Center, spanning the years 2000–2020, including 
19 factors such as temperature, precipitation, and sunshine duration; the detailed infor-
mation is shown in Table 2. 

  

Figure 2. Locations of study areas and light traps.

Table 1. The main rice pests captured by the light traps.

Number Name Abbreviation Latin Name

0 rice planthopper RPH -
1 paddy leaf roller PLR Cnaphalocrocis medinalis
2 striped rice stem borer SRSB Chilo suppressalis
3 pink sugarcane borer PSB Sesamia grisescens
4 yellow stem borer YSB Scirpophaga incertulas
5 rice green semilooper RGS Naranga diffusa
6 rice plant weevil RPW Echinocnemus squameus
7 rice water weevil RWW Lissorhoptrus oryzophilus
8 gall midge GM Orseoia oryzae
9 paddy armyworm PA Mythimna separata
10 - Other * -

* ‘Other’ is the sum of other species captured by our light traps apart from the rice pests shown (Numbers 0–9).

2.2.2. Meteorological Data

Meteorological data were obtained from the ground daily meteorological data down-
loaded by the National Meteorological Center, spanning the years 2000–2020, including
19 factors such as temperature, precipitation, and sunshine duration; the detailed informa-
tion is shown in Table 2.

2.2.3. Time Features

As pest occurrence is a typical time series problem, it has prominent temporal charac-
teristics. The extraction of the time characteristics of pest data facilitates the construction
of more accurate predictive models. We extracted the time features, including years, sea-
sons, months, weeks, weekdays, and days. Among these were March–May for spring,
June–August for summer, September–November for autumn, and from December to the
following February for winter. The weeks were composed of seven days as one week,
with 52 weeks per year. Weekdays entailed the obtainment of working day information
according to the Gregorian calendar, mainly considering that the acquisition of pest data
required manual recording.

2.2.4. Data Preprocessing

The original pest data had some missing and outlier values. The missing values were
interpolated using the average adjacent position interpolation method. We selected the
five previous and five subsequent effective values of the missing fraction to calculate the
arithmetic mean, and used this arithmetic mean to interpolate the missing part. The outliers
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were processed using the exponentially weighted averages method, and the exponentially
weighted averages were defined as follows:

yt =
xt + (1− α)xt−1 + (1− α)2xt−2 + · · · · · ·+ (1− α)tx0

1 + (1− α) + (1− α)2 + · · · · · ·+ (1− α)t , (1)

where α is the smoothing factor (α ∈ (0, 1]), yt is the value after t moment smoothing, xt is
the value before t moment smoothing. In this paper, a sliding window with seven days as
a window and one day as a step were established to smooth the pest data.

Table 2. Types and units of meteorological factors.

Number Type Abbreviation Unit Number Type Abbreviation Unit

0 Temperature TEMP ◦C 10 Precipitation PRCP mm

1 Maximum temperature Tmax ◦C 11 Evaporation EVP mm

2 Minimum temperature Tmin ◦C 12 Atmospheric
pressure AP pa

3 Average relative humidity RH % 13
Maximum

atmospheric
pressure

APmax pa

4 Minimum relative humidity RHmin % 14
Minimum

atmospheric
pressure

APmin pa

5 Wind speed WDSP m/s 15 Skin
temperature SKT ◦C

6 Maximum wind speed MXWDSP m/s 16
Maximum

skin
temperature

SKTmax ◦C

7 Maximum wind direction MXWDD 16 direc-
tions 17

Minimum
skin

temperature
SKTmin ◦C

8 Extreme wind speed EXWDSP m/s 18 Sunshine
duration SDD H

9 Extreme wind direction EXWDD 16 direc-
tions

The meteorological data were processed in the same way. There were no meteorologi-
cal stations in some parts of the study area. This paper used meteorological stations near
cities and counties in the study area (Table 3).

Table 3. The study areas and the corresponding meteorological stations.

Number Study Area Meteorological Stations

0 Liling Zhuzhou

1 Hongjiang Zhijiang Dong Autonomous
County

2 Dong’An Lingling
3 Yuanjiang Yuanjiang
4 Linli Shimen

Some time series of related pests contain unique values. Unique values do not help
with model construction. In addition, there is a collinearity relationship among some
variables. Collinearity plays a consistent role in the process of model construction, where
it raises the complexity of the model. Therefore, we removed the unique values and
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excess collinearity variables during the model construction. In this paper, high-quality pest
variables, meteorological variables, and time datasets (Table 4) were constructed, laying
the material basis for the subsequent analysis and prediction.

Table 4. Rice pests, weather, and time datasets.

Weather Variables Time Series of Related Pests Time Features

TEMP EVP RPH Year
RH AP PLR season

RHmin PRCP SRSB month
WDSP EXWDD PSB weeks

MXWDSP EXWDSP YSB -
MXWDD SDD - -
SKTmax - - -

2.3. Methods
2.3.1. Datasets Preparation

To predict the SRSB, weather variables (including TEMP, RH, and PRCP) and the
associated time series of related pests were included as input variables. Furthermore,
the daily SRSB light trap catches were natural log-transformed before analysis to satisfy
the regression hypothesis [27,28]. The SRSB light trap catches were treated as an output
variable in all models and an input variable in the autoregressive model.

The datasets of all variables of crop seasons in E (Liling) from 2010 to 2019, and those
of other study areas from 2000 to 2018 were used as training datasets. E (Liling) training
datasets contained 3726 samples, and other study areas’ training datasets contained 7013
samples. In Liling 2020, the remaining observations from other regions from 2019 to 2020
were used as test datasets to verify the model. We chose data from March to October to
develop the models, as this period was commonly used to plan pest monitoring. All the
details are summarized in Table 5.

Table 5. Details of the data used in model development.

Site Place Input
Variable

Output
Variable

Month
(Yearly)

Training
Data

Testing
Data

A Hongjiang

Weather
variables,

Time series
of related
pests, and

Time
features

Chilo sup-
pressalis
(SRSB)

March to
October

2000 to
2018

2019 to
2020

B Yuanjiang 2000 to
2018

2019 to
2020

C Dong’an 2000 to
2018

2019 to
2020

D Linli 2000 to
2018

2019 to
2020

E Liling 2010 to
2019 2020

2.3.2. Model
Multiple Linear Regression (MLR)

Pearson correlation analysis was used to obtain the relationship between SRSB and
meteorological data, associated pest time series, and time features. Taking the significant
correlation coefficient (R) as the standard, we selected appropriate variables to develop the
linear model of SRSB.

An MLR model using stepwise selection was established in three scenarios: (1) only
meteorological variables were considered to estimate the maximum determination coeffi-
cient of the SRSB (the R square); (2) meteorological variables and time series-related pests
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were combined to estimate the maximum determination coefficient of the SRSB (the R
square); (3) meteorological variables, time series-related pests, and time features were
considered to estimate the maximum determination coefficient of the SRSB (the R square).

MLR is a statistical method of regression for analyzing the relationship of an indi-
vidual dependent variable with two or more independent variables [29], which can be
demonstrated as follows:

y = α0 + α1x1 + α2x2 + · · ·+ αixi · · ·+ αkxk + ε, (2)

Here y is the dependent variable, xi is the independent variable, α0 represents the
intercept, αi is the slope of xi to y, ε is the residual. Stepwise regression can automatically
select the most relevant independent variables when the number of independent variables
is large and where it is noted possible to fit all potential models [30]. We used Python’s
statsmodels library to implement the MLR model.

Gradient Boosting Decision Tree (GBDT)

The GBDT or the Gradient Boosting Decision Tree, an ensemble model of an iterative
decision tree algorithm proposed by Jerome Friedman in 1999, is a representative model of
the ensemble method. GBDT takes the regression tree as a base learner, integrated gradient
boosting algorithm [31].

To train the GBDT model, we used a grid search combined with a 5-fold cross-
validation [32]. The GBDT model was parameter-optimized to obtain the best performing
GBDT model under the current datasets. The training and test datasets contained all
variables (meteorological, related pest, and time features). We selected the model with the
highest R2 as the best GBDT model, calculating and plotting the importance of the input
variables. This model was developed using the LightGBM library of python.

DeepAR Model

DeepAR is a probabilistic prediction method based on auto-regression recurrent neu-
ral networks. The approach solves the prediction problem through deep neural network
learning by combining the appropriate likelihood, using non-linear data transformation
techniques. DeepAR takes advantage of LSTM-based recurrent neural network architec-
ture [33,34]. It also builds on previous deep learning work on time-series data [35–37] to
address the probabilistic prediction problem. Deep networks, allowing for more abstract
data representation through more complex transformations [21], thus generally outperform
shallow and broad neural networks.

DeepAR has the following advantages: First, it performs a probabilistic prediction of
the sample using the Monte Carlo method and can calculate consistent quantile estimates
across all sub-ranges in the predicted range. Secondly, the method does not assume Gaus-
sian noise, but broad likelihood functions can be supported and allow users to select the
parts most suitable for the statistical data properties. Once again, by learning from similar
data, being able to provide predictions from data with little or no history is something that
conventional one-dimensional predictions cannot do. Finally, DeepAR can understand
seasonal behavior and complex dependencies with minimal human intervention [38].

Through the use of the deep learning DeepAR time series prediction model, combining
the time series of related pests, meteorological variables, and time features to predict the
daily capture of SRSB light traps produced training and test datasets that contained all
variables (meteorological, pest, and time).

We used the Gluonts library based on the MXNet framework to build the DeepAR
model of the rice SRSB, selected the negative binomial distribution as the likelihood func-
tion of the DeepAR model; all the other hyperparameters used the default hyperparameters.
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2.3.3. Evaluation Metrics

Multiple metrics can be used to analyze the performance of our prediction, so we
opted to use the top 4 most used metrics for time series forecasting. We used the Coefficient
of Determination (R2), Mean Absolute Error (MAE), Symmetric Mean Absolute Percentage
Error (sMAPE), and Root Mean Square Error (RMSE) to evaluate the prediction model.

Coefficient of Determination (R2)

R2 was used to measure the proportion of various independent variables that in-
dependent variables could explain to judge the explanatory power of the regression
model [39–41].

Suppose that a dataset includes y1, · · · · · · , yn total n observations, the corresponding
model of predicted values is thus f1, · · · · · · , fn. Defining the residual with ei = yi − fi, the
average observed value is calculated as follows:

y = α0 + α1x1 + α2x2 + · · ·+ αixi · · ·+ αkxk + ε, y =
1
n ∑n

i=1 yi, (3)

The total sum of the square can thus be obtained with:

SStot = ∑i(yi − y)2, (4)

The sum of the squares of residuals can be calculated with the following formula:

SSres = ∑i(yi − fi)
2 = ∑i e2

i , (5)

Thus, the determination coefficient can be defined as follows:

R2 = 1− SSres

SStot
, (6)

The R2 usually ranges from 0 to 1. The R2 can be more truthful than sMAPE, MAE,
MAPE, MSE, and RMSE in regression analysis evaluation [42].

Mean Absolute Error (MAE)

MAE refers to the meaning of the distance between the predictive model value fi and
the true value yi of the sample. MAE is calculated as:

MAE =
1
n ∑n

i=1|yi − fi |, (7)

Symmetric Mean Absolute Percentage Error (sMAPE)

sMAPE is an accuracy measure based on percentage (or relative) errors. It is usually
defined as follows:

sMAPE =
100%

n ∑n
i=1

| fi − yi|
(| fi|+|yi|)/2

, (8)

Root Mean Square Error (RMSE)

RMSE is widely used to measure the differences between values predicted by a model
and the values observed. It is defined as follows:

sMRMSE =

√
1
n ∑n

i=1( fi − yi)
2, (9)

In general, lower MAE, sMAPE, and RMSE are better than higher values, and all three
metrics are non-negative. But for the R2, higher is better.
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3. Results
3.1. Relationship between Climatic Variables, Time Series of Related Pests, and Time Features, and
the SRSB Light Trap Catch

The correlation coefficient (R) was calculated between the natural log-transformed
SRSB light trap catch and the selected environmental variables (climatic variables, related
pest, and time features), and the correlation coefficient (R) and sig. (p > |t|) were cal-
culated for five study regions and then averaged (Table 6). Our results show that the
SRSB light trap catch had a significant positive correlation with the RPH light trap catch
(R = 0.458 ± 0.111, p > |t|), and had an extremely significant positive correlation with the
PSB light trap catch (R = 0.271 ± 0.098, p > |t|), but had a significant negative correla-
tion with AP (R= −0.445 ± 0.070, p > |t|) and the season (R = −0.247 ± 0.079, p > |t|).
Meanwhile, it there was some correlation between the SRSB light trap catch and the TEMP,
SDD, and PLR light trap catch, but not significant. Extremely significant and significant
correlation variables were included in the linear and non-linear models to predict SRSB
light trap catches.

3.2. Multiple Linear Regression Prediction

Using a stepwise selected MLR model, we combined meteorological, associated pest,
and time features (Table 7). Coe f is the MLR model coefficient that indicates the contribu-
tion of each variable to the model. std err is the standard error of the coefficient estimation.
t and p > |t| represent the effects of the independent variable on the dependent variable.
The meteorological variable AP was significantly and negatively correlated with the SRSB
light trap catch. Related pest RPH, YSB, and PSB with the light trap catch and the time
variable season were negatively correlated with the SRSB light trap catch.

The use of meteorological variables (Model 1) alone explain approximately 35%
(Adj.R2 = 0.346) of the variability in the SRSB light trap catch; the model based on me-
teorological variables and related pest (Model 2) explains 39.9% (Adj.R2 = 0.399) of the
variability in the SRSB light trap capture; in comparison, a model based on meteorological
variables, associated related pests, and time features (Model 3) could explain 40% (Adj.R2

= 0.400) of the variability in the SRSB light trap catch. The variance inflation factor (VIF)
for all the input variables was less than three, indicating no multiple collinearities among
the variables. The adjusted R2 selected the model combining meteorological variables,
associated pests, and time features (Model 3) as the best model.

According to the results of the stepwise regression shown in Table 7, the prediction
model of the Yuanjiang can be represented using the following regression equation:

ln(SRSB)535.9426 + (−45.5917× AP) + (0.1283× RPH) + (0.4709× PSB) + (2.1272×YSB)+
(−0.005× Season),

(10)

The dependent variable ln(SRSB) indicates the natural logarithm of the SRSB light
trap catch. The independent variables AP, RPH, PSB, YSB, and Season indicate the AP, RPH
light trap catch, PSB light trap catch, YSB light trap catch, and Season, respectively.

The MLR model of the other SRSB light trap catch of the study area was obtained
using the same method, and a summary of the MLR model for the training datasets of each
study area is shown in Table 8. R2 and Adj.R2 represent the MLR fitting accuracy of the
training datasets, and N represents the length of the training datasets. The results show that
in different study regions, stepwise regression selected different independent variables.
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Table 6. Pearson’s correlation coefficient (R) between the natural log-transformed SRSB light trap
catch and its associated pest, meteorological, and time features from March to October in the rice
crop season.

Variable Types External Variables Correlation
Coefficient (R) Sig. (p > |t|)

Related pests

RPH 0.458 ± 0.111 0.008 ± 0.011 *
PLR 0.368 ± 0.068 0.123 ± 0.179
PSB 0.271 ± 0.098 0.000 ± 0.000 **
YSB 0.086 ± 0.029 0.119 ± 0.265

Weather

TEMP 0.449 ± 0.046 0.213 ± 0.374
RH −0.031 ± 0.047 0.048 ± 0.235

RHmin −0.041 ± 0.064 0.082 ± 0.133
WDSP 0.049 ± 0.136 0.052 ± 0.048

MXWDSP 0.161 ± 0.083 0.121 ± 0.131
MXWDD 0.086 ± 0.161 0.335 ± 0.364
EXWDSP 0.175 ± 0.061 0.352 ± 0.355
EXWDD 0.098 ± 0.155 0.334 ± 0.291

SDD 0.282 ± 0.013 0.112 ± 0.174
PRCP 0.091 ± 0.039 0.090 ± 0.121
EVP 0.409 ± 0.033 0.073 ± 0.163
AP −0.445 ± 0.070 0.013 ± 0.029 *
SKT 0.469 ± 0.050 0.208 ±0.209

Time

Weeks 0.112 ± 0.042 0.562 ± 0.264
Month 0.113 ± 0.041 0.477 ± 0.238

Year 0.146 ± 0.087 0.191 ± 0.418
Season −0.247 ± 0.079 0.001 ± 0.001 *

** Extremely significant, * significant.

Table 7. Statistical diagnostics of the stepwise multiple linear regression models (taking the Yuanjiang SRSB as an example).

Model Variables Coef Std Err t p>|t| VIF < 3

Weather
Const. 708.1329 11.604 61.026 0.000

AP −61.3799 1.007 −60.977 0.000 True
N = 7013 R2 = 0.347 Adj.R2 = 0.346

Weather and
related pests
time series

Const. 536.1561 13.543 39.591 0.000
AP −46.4895 1.175 −39.568 0.000 True

RPH 0.1205 0.006 19.113 0.000 True
YSB 2.1725 0.194 11.182 0.000 True
PSB 0.4584 0.043 10.694 0.000 True

N = 7013 R2 = 0.3998 Adj.R2 = 0.399

Weather, time
series of related
pests, and time

features

Const. 535.9426 13.535 39.589 0.000
AP −45.5927 1.210 −37.688 0.000 True

RPH 0.1283 0.007 18.889 0.000 True
YSB 2.1272 0.195 10.924 0.000 True
PSB 0.4709 0.043 10.943 0.000 True

Season −0.0050 0.002 −3.067 0.002 True
N = 7013 R2 = 0.400 Adj.R2 = 0.400

The average coefficient of determination, minimum coefficient of determination, and
maximum coefficient of determination of the MLR model based on the test dataset in
the study areas (Linli, Liling, Yuanjiang, Dong’an, and Hongjiang) are R2

mean = 0.166,
R2

min = 0.083, and R2
max = 0.312, respectively.

3.3. GBDT Model Prediction

Based on the training dataset, the GBDT models from different study regions (Linli,
Liling, Yuanjiang, Dong’an, and Hongjiang) yielded other results (R2 = 0.420, 0.104, 0.639,
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0.509, and 0.564, RMSE = 0.999, 1.799, 0.860, 1.078, and 0.733). Figure 3 shows the GBDT
model input variable’s importance in the natural log conversion ln (SRSB) light trap catch.
The season is the least important input variable in the Yuanjiang GBDT model. Weeks and
Year are the most important input variables in the GBDT model.

Table 8. Summary of the MLR model for the training datasets of each study area.

Variable

Place Yuanjiang (R2 =
0.400, Adj.R2 = 0.400,

N = 7013)

Hongjiang (R2 =
0.379, Adj.R2 = 0.378,

N = 7013)

Dong’an (R2 =
0.398, Adj.R2 =
0.398, N = 7013)

Linli (R2 =
0.257, Adj.R2 =
0.256, N = 7013)

Liling (R2 =
0.359, Adj.R2 =
0.358, N = 3726)

Const. 535.943 2.146 0.425 −0.489 −0.952
TEMP 0 0 0.071 0.494 0.701
RHmin 0 −0.412 0 0 0

AP −45.592 0 0 0 0
RPH 0.128 0.209 0.258 0 0
PSB 0.471 0.759 0 2.123 0.430
YSB 2.127 −0.235 3.359 0.169 3.070
PLR 0 0 0 0.054 0.397

Season −0.005 −0.134 −0.165 −0.159 −0.175
Weeks 0 −0.007 0 0 0
Month 0 0 −0.030 0 0

The average coefficient of determination, minimum coefficient of determination, and
maximum coefficient of determination of the GBDT model based on the test dataset in
the study areas (Linli, Liling, Yuanjiang, Dong’an, and Hongjiang) are R2

mean = 0.500,
R2

min = 0.295, and R2
max = 0.687, respectively.

3.4. DeepAR Model Prediction

DeepAR uses the previous time step value to set the current time step of the model.
These values were available within the regulatory range during training and prediction.
For the prediction range, the training and the forecast values must be distinguished. During
projection, time-series values within the prediction range were not available because these
were the results to be predicted. Therefore, the samples from the likelihood function (whose
parameters were predicted in the previous step) were used as the input values for the
current time step.
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Figure 4 shows the learning process of the DeepAR model [43], with the training
process on the left and the prediction process on the right. After the training, the historical
data t < t0 were entered into the network to obtain the predicted initial hidden state
hi,t0−1t0, and then the prediction results were obtained using ancestral sampling. More
specifically, at each time step, t0, t0 + 1, · · · , T could be randomly sampled to get zi,t, the
zi,t as a partial input for the next time step. In this way, a series of all sampling values from
t0 to T could be obtained on the time scale, and these sampling values could then be used
to calculate the required target value.
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Figure 4. Forecasting process of DeepAR.

The average coefficient of determination, minimum coefficient of determination, and
maximum coefficient of determination of the DeepAR model based on the test dataset
in the study areas (Linli, Liling, Yuanjiang, Dong’an, and Hongjiang) are R2

mean = 0.952,
R2

min = 0.945, and R2
max = 0.958, respectively.

3.5. MLR, GBDT, and DeepAR Model Validation and Performance Comparison

Figure 5 compares the true and predicted values of the test datasets of the rice SRSB
light trap capture after natural log transformation (ln) in different study regions under
different models (traditional MLR model, machine learning GBDT, and deep learning
DeepAR model).

We found that for all study regions, the MLR model could not correctly fit the actual
values. Even negative predicted values were obtained for some periods (for example, in
Hongjiang from December 2019 to January 2020), which have a large gap with the actual
value. The GBDT model had good prediction results, although the prediction values in
Hongjiang and Yuanjiang still could not accurately fit the actual values. However, the trend
of the SRSB light trap catch was correctly reflected. It showed the upward and downward
movement of the SRSB light trap catch in some periods (for example, in Hongjiang from
April 2019 to October 2020, and in Yuanjiang from April 2019 to October 2020). The DeepAR
model had the best predictions, and actual values could be accurately fitted in all study
regions and periods.

The results show that the deep learning DeepAR model produced good predictions for
all sites as compared to the traditional MLR model and the machine learning GBDT model.
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Figure 5. Predicted results of the SRSB light trap catches from the test datasets using the MLR, GBDT,
and DeepAR models.

Figure 6 shows the comparison between the light trap catch of natural log-transformed
SRSB populations as predicted by the MLR, GBDT, and DeepAR models, respectively.
Compared to R2 and RMSE, DeepAR models produced more accurate predictions than the
MLR and GBDT models, and the GBDT was more accurate than the MLR. The R2 values
for DeepAR, GBDT, and MLR were 0.944–0.960, 0.295–0.687, and 0.083–0.312, respectively,
and the RMSE values were 0.228–0.425, 0.733–1.271, and 1.158–1.576, respectively.
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Figure 6. Actual versus predicted natural log-transformed ln (SRSB) in (a) Hongjiang, (b) Yuanjiang, (c) Dong’an, (d) Linli,
and (e) Liling.

Figure 7 shows the performance of MLR, GBDT, and DeepAR in evaluating the
indicators MAE, RMSE, sMAPE, and R2 in different study areas. We found that the
MLR model showed the worst performance in the SRSB light trap catches in Hongjiang,
Yuanjiang, Dong’an, and Linli. The Liling GBDT model had the worst performance,
probably the smallest sample of the datasets (compared to other study regions). The
DeepAR model (MAE, RMSE, sMAPE, and R2 were 0.125–0.245, 0.228–0.425, 0.360–0.657,
and 0.945–0.959, respectively) had the best performance in all areas, outperforming the MLR
(MAE, RMSE, sMAPE, and R2 were 0.856–1.297, 1.158–1.576, 0.808–1.414, and 0.083–0.312,
respectively) and the GBDT (MAE, RMSE, sMAPE, and R2 were 0.494–0.981, 0.733–1.271,
0.003–1.296, and 0.295–0.687, respectively) models in terms of stability and accuracy.

In conclusion, it is feasible to predict the SRSB light trap catch using the deep learning
DeepAR model.
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4. Discussion

Predicting pest populations helps specify pest management strategies, reduce the use
of pesticides, and is an integral part of the successful implementation of IPM. For pest
prediction models, weather variables such as temperature, humidity, rainfall, and sunshine
duration are often used as abiotic predictors in model development [8–13,26]. We found
that TEMP [1,7], RH, and SDD were positively associated with the SRSB light trap catch,
while AP and PRCP were negatively associated with the SRSB light trap catch. WDSP, EVP,
and MXWDSP were also associated with the SRSB light trap catch. Generally, when WDSP,
EVP, and MXWDSP are moderate, the amount of SRSB is the highest.

The rice light trap was used to capture rice pests in order to study the relationship
between them. We found a significant positive correlation between SRSB and RPH, and a
highly significant positive correlation between SRSB and PSB. This indicates an interactional
relationship between rice pests, which could be used to predict some areas with little or
even no historical pest data, especially for migratory pests such as the Spodoptera odorata.

The stepwise multivariate regression model established in this study showed that
the model which combined meteorological variables, associated pests, and time features
(adjusted R2 = 0.400) was more accurate than the model using meteorological variables
alone (adjusted R2 = 0.346).
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The GBDT model is a suitable choice for predicting pest occurrence. Our study
showed that the GBDT model produced more accurate pest predictions than the MLR
model. The deep learning DeepAR model obtained the best predictions, probably because
of the extended data cycles we used, and deep learning is known to perform well with
large samples. Our study showed that the deep learning DeepAR model predicted the
natural log-transformed SRSB light trap catch with an average accuracy of 95.2% (the
average prediction accuracy of the MLR model was 16.6%, and that of the GBDT model
was 50.0%), which has a good application value. Since the rice field is an open environment,
the factors driving the growth of the SRSB population are variable. In addition to weather
and pest-related factors, rice growth phenology, natural enemies, rice varieties, pest pre-
vention, control information, and even farmer practices may affect population dynamics.
The observed and predicted kurtosis differences in SRSB may be due to seasonality and
changes in the surrounding environment. Rice-related pest factors with a larger area can
be considered in future work.

5. Conclusions

In this study, we presented a prediction model for SRSB population occurrence in
the Hunan Province of China by integrating time series variables of ground weather,
the number of related pests captured by light traps, and the number of SRSB captured
by light traps. The MLR, GBDT, and DeepAR models were constructed based on the
abovementioned variables. MLR was used to study the predictive power of meteorological
variables alone or combined with related pest and time variables. At the same time, the
GBDT and DeepAR models were established to enhance the model prediction performance
compared to MLR.

Based on the high correlation coefficient of the MLR model, the main features of the
MLR model for the SRSB captured by the light trap in the research areas were selected as
follows: Yuanjiang made use of AP, RPH, PSB, YSB, and Season; Hongjiang used RHmin,
RPH, PSB, YSB, and Season; Dong’an used TEMP, RPH, YSB, and Season; Linli used
TEMP, PSB, YSB, PLR, and Season; Liling used TEMP, PSB, YSB, PLR, and Season. The
GBDT model performed better than the MLR model in four regions (Hongjiang, Yuanjiang,
Dong’an, and Linli), and DeepAR performed better than MLR and GBDT in all areas.

In conclusion, deep learning-based DeepAR models can dynamically predict SRSB
populations combined with the ground meteorological variables, associated pest variables,
and pest variable-derived time variables, which can be applied to the timely management
of crop pests after proper validation in different regions. We anticipate that these results can
cooperate with an online rice pest monitoring and intelligent prediction system developed
by the Hunan Provincial Department of Agriculture to support an effective early pest
warning system.
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