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Abstract: Unmanned aerial system/unmanned aircraft system (UAS) operations have increased
exponentially in recent years. With the creation of new air mobility concepts, industries use cutting-
edge technology to create unmanned aerial vehicles (UAVs) for various applications. Due to the
popularity and use of advanced technology in this relatively new and rapidly evolving context, a
regulatory framework to ensure safe operations is essential. To reflect the several ongoing initiatives
and new developments in the domain of European Union (EU) regulatory frameworks at various
levels, the increasing needs, developments in, and potential uses of UAVs, particularly in the context
of research and innovation, a systematic overview is carried out in this paper. We review the
development of UAV regulation in the European Union. The issue of how to implement this new
and evolving regulation in UAS operations is also tackled. The digital twin (DT)’s ability to design,
build, and analyze procedures makes it one potential way to assist the certification process. DTs are
time- and cost-efficient tools to assist the certification process, since they enable engineers to inspect,
analyze, and integrate designs as well as express concerns immediately; however, it is fair to state
that DT implementation in UASs for certification and regulation is not discussed in-depth in the
literature. This paper underlines the significance of UAS DTs in the certification process to provide a
solid foundation for future studies.

Keywords: digital twin (DT); unmanned aerial system/unmanned aircraft system (UAS); unmanned
aerial vehicle (UAV); drone; urban air mobility (UAM); advanced air mobility (AAM); European
Union (EU) regulation; regulatory framework

1. Introduction

In recent years, new innovative technologies, such as unmanned aerial vehicle (UAVs)
and vertical take-off and landing (VTOL) aircraft, have led to the creation of new air mo-
bility concepts [1]. UAVs operate in various sectors: agriculture, inspection, media, and
entertainment. UAVs’ operational and technological capabilities have evolved. They are
expected to gain greater freedom of use and enter the area of commercial flights in the near
future. Currently, most UAV civil operations are conducted in low-level uncontrolled or
segregated controlled airspace due to safety concerns [2]. Operations in high-risk envi-
ronments set higher requirements to overcome related risks: collisions with civil aircraft,
injuries, and accidents due to UAV operation errors. The prevailing measures in UAS
management necessitate the thorough consideration and addressing of concerns pertaining
to scalability, compliance, cybersecurity, privacy, limitations in real-time monitoring, and
the intricate regulatory landscape, which often entail significant investments of time and
resources. One of the possible solutions is to leverage digital twin (DT) technology to
map the physical space during UAV operation into the virtual space to assess the risk
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related to the operation beforehand. The utilization of DT has become an engaging subject
today [3]. A DT is a virtual replica of real-world entities or processes. DTs develop models
to simulate future scenarios and employ historical as well as real-time data to illustrate
the past and present [4]. DTs can gain new and unexpectedly detailed insights into how
machines and operations work in addition to how to improve them using sensors, cost-
efficient and more secure data storage, powerful computers to analyze data, and artificial
intelligence [5]. DT allows engineers to check, analyze, and integrate designs as well as
express concerns immediately [6]. For example, DT helps anticipate when a machine may
fail based on data analysis, which allows the boosting of productivity through preventive
maintenance [7]. DTs’ application is mainly grouped into the manufacturing [8], avia-
tion, automotive, education and research [9], and healthcare and medicine fields [10]. DT
technology is expected to change the “rules of the game” in aviation manufacturing in
the future [11]. The aviation community is fostering an aspiration to offer air mobility as
an alternative for everyday transportation needs, commonly known as urban air mobil-
ity (UAM) and advanced air mobility (AAM) [12]. AAM encompasses a broad concept
that enables individuals to access on-demand air mobility, cargo and package delivery,
healthcare applications, and emergency services through an interconnected multimodal
transportation network [13]. Achieving this system necessitates the seamless integration of
air traffic management systems, ground control systems, and communication networks to
facilitate effective communication between AAM vehicles and ground systems to ensure
safe and efficient operations. As a result, the aviation industry is actively working towards
developing an innovative aerospace framework that promotes shared aerospace practices,
ensuring the safety, sustainability, and efficiency of air traffic operations [14]. A wide range
of literature has been published to explore operational strategies and expectations in the
context of AAM [15–28]. Currently, NASA, in collaboration with the FAA, other federal
partner agencies, industry, and academia, is actively engaged in research and develop-
ment efforts to establish the infrastructure, information architecture, concepts of operation,
operations management tools, software functions, and other functional components of
AAM [29]. Nevertheless, several challenges have the potential to affect the growth of
AAM. These challenges include autonomous flight capabilities, the availability of necessary
infrastructure for take-off and landing, integration into existing airspace as well as other
transportation modes, and competition with shared automated vehicles [30].

UAM, a subset of AAM, is anticipated to yield substantial economic benefits while pos-
ing notable developmental challenges. UAM necessitates the development of sophisticated
urban-capable vehicles and the establishment of an airspace system capable of efficiently
managing high-density operations [12]. According to the European Union Aviation Safety
Agency (EASA), UAM is defined as “a new safe, secure and more sustainable air transporta-
tion system for passengers and cargo in urban environments, enabled by new technologies
and integrated into multimodal transportation systems. The transportation is performed
by electric aircraft taking off and landing vertically, remotely piloted or with a pilot on
board” [31]. The EASA further predicts that, by 2030, approximately 340 million people
residing in EU cities will experience UAM [31]. The concept of urban aerial transportation
is not novel, as historical examples of UAM services date back to the 1940s [32]. A notable
instance of these historical examples is New York Airways, which operated commercial
helicopter-based passenger transport services from 1953 to 1979. However, due to a series
of fatal accidents and crashes, New York Airways ultimately ceased operations and filed for
bankruptcy. Although this particular chapter of urban aerial mobility concluded abruptly,
modern-day congested metropolises have witnessed the resurgence of diverse helicopter
transport services [33]. Similar to other transportation systems, UAM necessitates the
establishment of infrastructure encompassing the physical ground infrastructure for ve-
hicles as well as the implementation of digital technology and telecommunications for
effective traffic management. An essential element for the successful introduction of UAM
is the development of appropriate regulations, including the definition of certification
standards and policies that govern UAM operations. Addressing these regulatory aspects
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is crucial to ensure the safe and efficient integration of UAM into existing transportation
frameworks [34].

A wide range of literature has been published to answer the research question of how
to safely integrate unmanned aircraft systems (UASs) into UAM and AAM within the
context of regulation. Studies have addressed key concerns about privacy, the operation of
civilian drone regulations, and the social as well as ethical implications of this integration.
Winkler et al. [35] highlighted the concerns and needs for privacy and the operation of
civilian drone regulations. Clarke investigated the impacts of civilian drone regulation
on behavioral privacy [36] and public safety [37]. Thomasen [38] evaluated the impact of
robots (including drones) and their regulation on public spaces. In this paper, the authors
also examined the technology’s impacts on women’s privacy and related regulations [39].
Merkert et al. [40] used a theoretical road pricing framework to analyze drone operators’
willingness to pay for low-altitude airspace management (LAAM). West et al. [41] reviewed
the public’s opinions on drone policy. Li and Kim [42] studied the dynamics of local drone
policy adoption in California. Nelson and Gorichanaz [43] investigated the emergence of
drones and evolving regulation in 20 cities in Southern California. However, in the available
literature and official documentation, there was no agreed and consolidated definition
of UAM in Europe until recent years, when the EASA introduced the UAM concept as
“The safe, secure and sustainable air mobility of passengers and cargo enabled by new
generation technologies integrated into a multimodal transportation system conducted in
to, within or out of urban environments” [1]. The EASA is also establishing a regulatory
framework addressing the safety, security, and environmental aspects of UASs to ensure
their acceptance and adoption by European citizens. Some elements of this regulatory
framework have already been established; for example, Regulation (EU) 2019/947, Regula-
tion (EU) 2019/945, Regulation (EU) 2021/664, Regulation (EU) 2021/665, and Regulation
(EU) 2021/666 [1].

In parallel with the establishment of regulatory frameworks, the potential of [5,8–11]
DT utilization in the aviation industry has been explored and documented in numerous
pieces of the scientific literature [44–49]. DTs can be used in any stage of the aircraft life
cycle [50–60], such as design, manufacturing, operations, and maintenance. DTs can also be
implemented on components as well as systems [61–70] that provide a comprehensive view
of an aircraft and its individual parts. It allows for monitoring and analysis at different
levels, enabling engineers to assess the performance and health of specific components
as well as understand the overall behavior and interactions within the system. Various
research efforts have been conducted to use DT in UASs [3,71–90], addressing challenges
and opportunities of UASs within this dynamic and evolving field. However, despite
the significant discussion of DTs in the general aviation literature, especially in relation
to manufacturing and maintenance, more effort and attention need to be devoted to the
application of DTs in UASs [71].

Overall, the aviation industry is subjected to an international framework, yet it requires
additional efforts to establish a similar framework for UAS operations [91]. Considering
the strong ongoing developments in this domain, the approach to UAS certification does
not evolve with the same dynamic [6], and the UAS European Union (EU) regulatory
framework was fragmented before 2020, mainly considered in quite local and regional
contexts. However, some significant steps have recently been made in this aspect, particu-
larly since 2020, and the EU legal framework of UASs is undergoing changes to provide
uniform regulation. One of the aims of this paper is to also bring these developments to the
closer attention of the research community in order to support strongly evolving research
efforts, as this aspect has so far been generally understated across the scientific literature.
Understanding the appropriate operational category presented by the EASA for UASs helps
to gain more insights into the requirements of authorizations and certification. However,
when developing a product that requires regulatory certification, this is only one half of the
matter. The separation between design and analysis activity is one of the critical gaps in
the certification process. DTs facilitate engineering and manufacturing teams to design and
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build products better and faster. It also helps them to check, analyze, and integrate designs
as well as express concerns instantly [6]. This paper provides a comprehensive overview
of the developed UAS regulation in the European Union provided by the EASA and ex-
amines the potential of DTs to assist the certification process. This paper aims to make a
bridge between DTs, UASs, and the EU regulatory framework to present a reliable basis for
future studies. The structure of the paper is as follows: Section 2 is structured into three
subsections. The first subsection provides an overview of the research methodology. The
second subsection introduces the current and upcoming European regulatory framework
for UASs. The third subsection illustrates the concept and applications of DTs. Section 3
provides a valuable resource by analyzing the existing relevant literature and highlighting
important trends as well as developments. Section 4 presents the links and potential to use
DTs to assist the certification by drones’ EU regulatory framework. forming an outlook for
future studies and applications. Section 5 presents the conclusion, where some key lessons
learned based on the existing body of literature are presented.

2. Materials and Methods

One of the essential steps toward determining the potential of DTs in the certification
process is specifying the related regulation in the context of operational robustness and
airworthiness. Airworthiness concerns the safety standards in all construction aspects:
structural strength, safeguard provisions, design requirements relating to aerodynamics,
performance, and electrical as well as hydraulic systems [92]. Robustness refers to the
characteristic of mitigation measures resulting from combining the improvements in safety
provided by mitigation measures and the levels of assurance as well as integrity in attaining
the desired safety enhancement [93]. In general, international and national regulations
are focused on safety. However, small drones avoid many of these requirements, as they
pose fewer risks [91]. UAV operations are a relatively new concept and have significant
potential in combination with new technologies, resulting in new applications (with their
required regulations). DTs are also a relatively new concept accepted in various industries
and have great potential for UAV operations. A DT is a description of a component,
product, or system providing a series of interconnected relevant digital models containing
engineering data, operation data, and behavior descriptions obtained from simulations. It
can be modified as a real-world system can be developed through its life cycle. A DT is
used to develop solutions that are applicable to actual systems in addition to describing the
behavior. It can be applied to testing and simulation, enabling users to observe how new
behaviors are exhibited and find answers to their problems [94].

In the legal context, it is essential to acknowledge and understand the distinct termi-
nology used when referring to drones, as they may carry different legal implications. The
term “drone” was first used in 1935 and is nowadays quite accepted by both the media and
the general public [95]. Alongside “drone”, the most frequently used terms are “unmanned
aerial vehicle” (UAV) and “unmanned aircraft system/unmanned aerial system” (UAS).
The terms “drone” and “unmanned aerial vehicle” (UAV) stand out as referring only to a
flying platform (the airplane and its payload). The phrase “unmanned aerial system” (UAS)
is the most well known term for an entire system (a flying platform and ground station).
“Unmanned aircraft system” (UAS) is widely used by the Federal Aviation Administration
(FAA), European Aviation Safety Agency (EASA), and International Civil Aviation Organi-
zation (ICAO). Hence, it is better to utilize the term “unmanned aircraft systems” when
referring to UASs in this study. It is essential to utilize the correct terminology in order to
deliver the concepts in the debate properly [95].

Official documents and legislations mainly use the terms “UAV” and “UAS”. While
professional drone users are familiar with these terms and use them, the terms “UAV”
and “UAS” are less familiar to the public, especially when abbreviated [95]. People might
therefore have few or no associations with these terms, so the term “drone” is occasionally
used in conjunction with these terms for simpler demonstration in documents. In this
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work, we make an effort to use the terminology accurately, considering the references to
prevent misconception.

This section is divided into two subsections: The first subsection introduces the existing
and upcoming European regulatory framework for UASs. The second subsection illustrates
different DTs’ methodologies.

2.1. Research Methodology

To answer the research question of how DT can assist the certification process, we
provide a detailed and comprehensive analysis of the state of the art through the following
source databases: Google Scholar, Scopus, Springer, Science Direct, and the European
Union Aviation Safety Agency. We instigated a data search by combining the keywords
“Unmanned Aerial Vehicle”, “Unmanned Aircraft System”, “Unmanned Aerial System”,
“UAV”, “UAS”, and “drone” in combination with “digital twins”, “DT”, “certification”,
“regulation”, “European Union (EU) regulation”, “regulatory framework”, “Urban Air
Mobility”, “UAM”, “Advanced Air Mobility”, and “AAM”. In the literature search, we
identified relevant articles according to the title and context of the study. A total of
121 references, which were best-aligned with the scope and objectives of our research, were
selected, of which 20 articles were directly relevant to the scope of DT applications for UASs.
The results sections of the selected references were analyzed to gain valuable insights in
this domain.

The first step to answering the identified research questions is to investigate the
existing and upcoming European regulatory framework for UASs and to understand the
concept, methodologies, and applications of DTs.

2.2. European Union Regulatory Framework

Until 2020, the Member States regulated civil drones with an operating mass of less
than 150 Kg, and the EASA handled civil drones with an operating mass of over 150 Kg. The
fragmentation in the extent, content, and level of national detail led to unreached conditions
for the joint recognition of operational authorization between the EU Member States [91].
Fortunately, the EASA is providing uniform regulation for the EU legal framework of UASs
since 2020 [96]. Figure 1 presents an overview of European Union regulatory framework
progress over time.

Figure 1. Chronological evolution of the European Union regulatory framework.

2.2.1. Access Rules for Unmanned Aircraft Systems (Regulations (EU) 2019/947 and 2019/945)

The operational framework for civil drones in the Europian Union (EU) is Regulations
2019/947 and 2019/945. These regulations conduct a risk-based approach, considering the
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weight, specifications, and intended operation of civil drones [97]. Regulation 2019/947
was expected to be implemented on 1 July 2020; however, due to the COVID-19 crisis, it
was delayed to 31 December 2020 [96].

Civil Drone Operation Categories in the European Union Regulatory Framework

Regulation 2019/947 presents three risk-based categories for civil drone operations,
shown in Figure 2: the open, specific, and certified categories [97]. The definition of each
category is as follows:

Figure 2. Categorization of UAS operations under EU regulation.

1. The open category (low-risk): Drones in low-risk operations (e.g., leisure drone ac-
tivities and low-risk commercial activities) are in the open category. This category
is specified by three subcategories: A1, flying over people but not over assemblies
of people; A2, flying close to people; and A3, flying far from people. Each subcate-
gory has requirements based on UAS’s weight (the operational weight is less than
25 Kg) [98].

2. The specific category (medium-risk): Operations that carry more risks and are not
in the scope of the open category’s operations are in the specific category. In this
category, operational authorization (issued by the competent authority of registration)
is required based on the risk assessment outcome conducted under Article 11 of Regu-
lation (EU) 2019/947, unless the operation is a standard scenario (STS): a predefined
operation described in the appendix of EU Regulation 2019/947 [99].

3. The certified category (high-risk): UAS high-risk operations and future drones on-
board passenger flights (e.g., air taxis) are in the certified category. These UASs must
always be certified, the UAS operator will need air operator approval issued by the
competent authority, and the remote pilot must hold a pilot license. In the future,
drone automation will reach fully autonomous UAS operations. The safety approach
of these flights will be very similar to manned aviation. Almost all aviation regulations
will need to be amended, and the EASA decided to conduct this major task in multiple
phases [100].

Overall, drone operations with any of the below conductions are certainly in the
certified category:

• A UAS with a dimension of 3 m or more flying over assemblies of people (operation of
a less than 3 m UAS flying over assemblies of people may be in the specific category
unless the risk assessment outcome indicates that is in the certified category).

• Transport of people.
• Transport of dangerous goods (the payload is not in a crash-protected container) [93].

Operational Risk Assessment for Drones in Specific Category

UAS operational risk assessment is divided into three categories: standard scenar-
ios (STSs), predefined risk assessment (PDRA), and specific operation risk assessment
(SORA) [93]. The definition of each category is as follows:

6



Drones 2023, 7, 478

1. Standard scenario (STS): Due to the lower risks in UAS operations in STSs listed in
Table 1, a declaration may be submitted.

Table 1. List of standard scenarios (STSs) [93.].

STS#
Edition/
Date

UAS
Characteristics

BVLOS/VLOS 2 Overflown
Area

Maximum
Range from
Remote Pilot

Maximum
Height

Airspace

STS-01 June 2020

Bearing a C5
class marking
(maximum
characteristic
dimensions of up
to 3 m and
MTOM 1 of up to
25 kg)

VLOS

Controlled
ground area
that might be
located in a
populated
area

VLOS 120 m

Controlled or
uncontrolled,
with a low
risk of
encounter
with manned
aircraft

STS-02 June 2020

Bearing a C6
class marking
(maximum
characteristic
dimensions of up
to 3 m and
MTOM of up to
25 kg)

BVLOS

Controlled
ground area
that is
entirely
located in a
sparsely
populated
area

2 km with an
AO 3 1 km, if
no AO

120 m

Controlled or
uncontrolled,
with a low
risk of
encounter
with manned
aircraft

1 Maximum take-off mass. 2 Beyond visual line of sight/visual line of sight. 3 Airspace observer.

2. Predefined risk assessment (PDRA): PDRA is considered the most common operation
in Europe, and instead of conducting a full risk assessment, an authorization request
may be submitted based on the PDRAs listed in Table 2. PDRAs are described in a
generic way to provide flexibility, while STSs are detailed. The two types of PDRAs
are PDRAs derived from STSs (a UAS operator conducts similar operations without
the UAS class label mandated in STSs) and generic PDRAs. A PDRA with the letter
“G” is a generic PDRA, and those with an “S” are PDRAs derived from STSs [93].

Table 2. List of predefined risk assessments (PDRAs) [93].

PDRA# Edition/
Date

UAS
Characteristics BVLOS/VLOS

Overflown
Area

Maximum
Range from
Remote
Pilot

Maximum
Height

Airspace AMC# 1

Article 11

PDRA-S01 1.0/July
2020

Maximum
characteristic
dimension of
up to 3 m and
MTOM of up to
25 kg

VLOS

Controlled
ground area
that might
be located
in a
populated
area

VLOS 120 m

Controlled
or uncon-
trolled, with
a low risk of
an
encounter
with
manned
aircraft

AMC4

PDRA-S02 1.0/July
2020

Maximum
characteristic
dimension of
up to 3 m and
MTOM of up to
25 kg

BVLOS

Controlled
ground area
that is
entirely
located in a
sparsely
populated
area

2 km with
an AO,
1 km if no
AO

120 m

Controlled
or uncon-
trolled, with
a low risk of
an
encounter
with
manned
aircraft

AMC5

PDRA-G01 1.1/July
2020

Maximum
characteristic
dimension of
up to 3 m and
typical kinetic
energy of up to
34 kJ

BVLOS
Sparsely
populated
area

If no AO,
up to 1 km

150 m
(operational
volume)

Uncontrolled,
with a low
risk of an
encounter
with
manned
aircraft

AMC2
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Table 2. Cont.

PDRA# Edition/
Date

UAS
Characteristics BVLOS/VLOS

Overflown
Area

Maximum
Range from
Remote
Pilot

Maximum
Height

Airspace AMC# 1

Article 11

PDRA-G02 1.0/July
2020

Maximum
characteristic
dimension of
up to 3 m and
typical kinetic
energy of up to
34 kJ

BVLOS
Sparsely
populated
area

N/a

As
established
for the
reserved
airspace

As reserved
for the
operation

AMC3

1 Acceptable means of compliance.

3. Specific operation risk assessment (SORA): SORA evaluates the UAS operation risks,
considering any class, size, and type of operation [93]. Figure 3 demonstrates the
SORA methodology.

Figure 3. Graphical representation of SORA [93].

SORA defines risk as “the combination of the frequency (probability) of an occur-
rence and its associated level of severity”. Risk mitigations and operational safety objec-
tives (OSOs) can be demonstrated at different robustness levels presented by SORA: low,
medium, and high. SORA focuses on the assessment of air and ground risks. Figure 4
presents the required workflow to conduct SORA. Ten steps are required to conduct SORA,
and some of these steps may be repeated in different environments [22]. It is important to
verify the operational feasibility before starting SORA. The operation must not be catego-
rized as the open category or certified category, must not be covered by an STS or a PDRA,
and not be subjected to a specific NO-GO from the competent authority [93].
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Figure 4. Workflow for conducting SORA: ten steps and iterations [93].

To ensure safety in UAS operations, especially in populated areas, the design verifica-
tion of drones by the EASA is needed depending on the risk level of operations [101]:

• In high-risk operations (i.e., SAIL V and VI according to SORA), the EASA will issue a
type certificate according to Part 21 (Regulation (EU) 748/2012). Easy Access Rules
for Airworthiness and Environmental Certification (Regulation (EU) No. 748/2012)
contains the applicable rules for the airworthiness and environmental certification of
aircraft and related products, parts, and appliances, as well as for the certification of
design and production organizations [102].
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• In medium-risk operations (i.e., SAIL III and IV according to SORA), a design verifica-
tion report will be applied [101].

2.2.2. Commission Implementing Regulation (EU) in U-Space (Regulations (EU) 2021/664,
2021/665, and 2021/666)

U-space is a set of services and procedures to ensure safe and efficient airspace acces-
sibility for a large number of UAS operations, with the purpose of achieving automated
UAS management and integration. The European Commission adopted and published
a regulatory framework for U-space in April 2021. This regulatory package is going to
implement three regulations as of January 2023 [103]:

1. Regulation (EU) 2021/664 regulates the technical and operational requirements for
the U-space system [104].

2. Regulation (EU) 2021/665 amends Regulation (EU) 2017/373 to establish require-
ments for air traffic management and air navigation service providers in the U-space
designated in controlled airspace [105].

3. Regulation (EU) 2021/666 modifies Regulation (EU) 923/2012 to establish the rules for
the presence and requirements for manned aviation operating in U-space airspace [106].

2.2.3. EASA Artificial Intelligence Roadmap (Autonomous and Automatic UASs)

Autonomous and automatic UASs are reaching a level of complexity and develop-
ment such that they are expected to conduct safe operations in urban air mobility (UAM).
Automatic UAVs operate on predetermined routes, and remote pilots intervene in the case
of unforeseen events. In autonomous UAVs, artificial intelligence (AI) must conduct a
safe flight (without a pilot’s intervention) and cope with unforeseen conditions as well
as unpredictable emergencies. Automatic UAV operations are allowed in all categories.
Autonomous UAVs only operate in the specific category and certified category (where the
Regulation includes more flexible tools to verify requirements and the level of robustness);
they are not allowed in the open category [107].

One of the key research questions is how these operations can safely be used in
UAM [108]. In 2020, the EASA published a human-centric approach for the safe use of AI
in aviation, entitled “EASA AI roadmap”. Figure 5 presents the trustworthy AI building
blocks: AI trustworthiness analysis, learning assurance, AI explainability, and AI safety risk
mitigation [109]. The EASA AI roadmap’s deliverables timeline foresees the first approvals
of AI in 2025 [110].

Figure 5. EASA trustworthy AI building blocks [109].
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2.3. Digital Twins

The digital twin concept was first used in the manufacturing literature in 2010 as
“a digital representation of an asset (e.g., physical objects, processes, devices) containing
the model of its data, its functionalities and communication interfaces” [111], providing
the elements and dynamics of asset operation throughout its life cycle [112]. Various DT
definitions exist in the current literature depending on the domains and industries [113]. A
list of DT definitions based on domains is as follows:

1. Aerospace industry: “A Digital Twin is an integrated multiphysics, multiscale, proba-
bilistic simulation of an as-built vehicle or system that uses the best available physical
models, sensor updates, fleet history, etc., to mirror the life of its corresponding flying
twin. The Digital Twin is ultra-realistic and may consider one or more important and
interdependent vehicle systems, including airframe, propulsion and energy storage,
life support, avionics, thermal protection, etc.” [114].

2. Manufacturing industry: “The Digital Twin is a set of virtual information constructs
that fully describes a potential or actual physical manufactured product from the
micro atomic level to the macro geometrical level. At its optimum, any information
that could be obtained from inspecting a physical manufactured product can be
obtained from its Digital Twin” [112].

3. Construction industry: “Digital twin construction (DTC) is a new mode for managing
production in construction that leverages the data streaming from a variety of site
monitoring technologies and artificially intelligent functions to provide accurate status
information and to proactively analyze and optimize ongoing design, planning, and
production” [115].

4. Service infrastructure: “a dynamic virtual representation of a physical object or
system across its lifecycle, using real-time data to enable understanding, learning and
reasoning” [116].

5. Healthcare: “A digital twin is a digital representation of a physical asset reproducing
its data model, its behavior and its communication with other physical assets. Digital
twins act as a digital replica for the physical object or process they represent, providing
nearly real-time monitoring and evaluation without being in close proximity” [111].

DTs in various industries have approximately the same features and application
purposes. The main components for generating DT models are physical elements/assets,
linked data, and virtual models [113]. DTs can be categorized as follows:

1. Static DT: A static DT is developed (with the design information in a digital format)
before the manufacturing process [117].

2. Dynamic DT: With the help of real-time sensors mounted on a product, a dynamic
digital is obtained. These sensors allow us to access real-time information. The data
obtained from the physical machine by the sensors are transferred to a virtual machine.
The virtual machine uses trained simulation- and data-driven models on the received
data to present the needed information about the physical machine [118]. With the
help of artificial intelligence and data analytics, the DT gains the potential to reach
autonomous decision making [113].

Static DT is the simplest way of implementing DT, and dynamic DT is the most
complex one. As the level of details and information increases, the complexity and cost of
DTs increase. Figure 6 presents the relationship between DTs and business value. Code
green is simple design data, code yellow is the design and manufacturing data, and red is
the dynamic DT that also includes operational field data [117].

Figure 7 illustrates the DT complexities (three main complexity levels) and time
horizon approximations (three main life cycle stages of a physical system with the related
DT applications) [119].
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Figure 6. Types of digital twins and business value [117].

Figure 7. Digital twin complexities and time horizon approximations [119].

Before developing and implementing the DT, various research questions must be
answered. Semeraro et al. [120] presented Table 3 to summarize the key research questions
of DTs answered by the literature so far.
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Table 3. List of digital twin research questions [120].

Research Question Answers

“What is a Digital Twin?” Definition

“A set of adaptive models that emulate the behaviour of a physical system in a
virtual system getting real time data to update itself along its life cycle. The digital
twin replicates the physical system to predict failures and opportunities for
changing, to prescribe real time actions for optimizing and/or mitigating
unexpected events observing and evaluating the operating profile system”

“Where is appropriate to use a Digital
Twin?” Contexts and use cases

1. Healthcare
Improving operational efficiency of healthcare operations
2. Maritime and Shipping
Design customization
3.Manufacturing
Product development and predictive manufacturing
4. City Management
Modeling and simulation of smart cities
5. Aerospace
Predictive analytics to foresee future aircraft problems

“Who is doing Digital Twins?” Platforms GE Predix; SIEMENS PLM; Microsoft Azure; IBM Watson; PTC Thing Worx; Aveva;
Twin Thread; DNV-GL; Dassault 3D Experience; Sight Machine; and Oracle Cloud

“When and Why has a Digital Twin to be
developed?” Life cycle and functions

1. In the design phase
The digital twin is used to help designers to configure and validate product
development quicker, accurately interpreting market demands and the
customer preferences
2. In the production phase
The digital twin shows great potential in real-time process control and optimization,
as well as accurate prediction
3. In the service phase
The digital twin can monitor the health of a product and perform diagnoses as well
as prognoses

“How to design and implement a Digital
Twin?” Architecture and components

The physical layer involves various subsystems and sensory devices that collect data
and working parameters
The network layer connects the physical to the virtual, sharing data and information
The computing layer consists of virtual models emulating the corresponding
physical entities

It is important to distinguish between the concepts “digital twin”, “digital shadow”,
and “digital model”. Figure 8 highlights the differences in these concepts by focusing on
the data transfer among physical and virtual twins [119].

Figure 8. Data transfer comparison between physical systems and virtual models in a digital twin,
digital shadow, and digital model [119].

Figure 9 demonstrates the important risks and challenges when developing DTs [117].
Modeling a digital copy of a physical system to perform real-time validation and optimiza-
tion is a complex task as it involves sensors, multifunctional models, multisource data,
services, etc. A DT requires an accurate model of reality and a large amount of data. It
can potentially be used in life cycle assessments; however, the development of standards-
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based interoperability is important and challenging for evaluating DT applications along
the entire life cycle. A few contributions also focused on DT applications for improving
sustainability performance [120].

Figure 9. Digital twins’ risks and challenges [117].

To comprehensively understand the state of knowledge on the application of DTs in
UASs, as well as their benefits and challenges, a synthesis of the literature that integrates
various subtopics is crucial. The implementation of DTs has been widely explored in
aviation-related scientific literature. For example, the EU-funded project Secure Urban Air
Mobility for European Citizens (AURORA) is planning to develop and integrate safety-
critical technologies to support autonomous UAS flights in urban environments. Figure 10
presents examples of DT applications in this project [121].

(a) 

(b) 

Figure 10. The EU-funded AURORA project: (a) digital representation of the rotor (digital twin for
manufacturing and digital certification) and (b) digital representation of the flight path (digital twin
for solutions testing) [121].
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The German Aerospace Center (DLR) has also established an internal project to iden-
tify techniques, technologies, and processes for DTs [44]. Liu et al. [45] reviewed the overall
framework for creating a DT in combination with the industrial Internet of things (IIoT) to
enhance the autonomy of aerospace platforms. Liao et al. [46] presented the findings of
research conducted at the National Research Council of Canada (NRC), which included a
review and evaluation of DT concepts and digital threads, particularly the airframe digital
twin (ADT) framework used by the United States Air Force (USAF), as well as a feasibility
and adaptability study of the ADT for use with Royal Canadian Air Force (RCAF) aircraft.
Aydemir et al. [47] reviewed the available approaches, technologies, and challenges of DTs
for aircraft applications. Mendi et al. [48] evaluated DT applications and their advantages
in military aviation. Ibrion et al. [49] presented DTs’ risks and challenges in the marine in-
dustry by learning from the aviation industry. DTs can be effectively utilized in any stage of
the aircraft life cycle, encompassing the design, manufacturing, operation, and maintenance
phases. DTs enable engineers to create virtual prototypes and simulate various scenarios, al-
lowing for the efficient optimization of aerodynamic performance, structural integrity, and
overall aircraft functionality in the design stage. DTs can facilitate real-time monitoring and
quality control, ensuring that components are produced to precise specifications and toler-
ances during manufacturing. DTs, based on their level of complexity, have the potential for
real-time data collection and analysis, offering insights into the operation phase, including
aircraft performance, fuel efficiency, and operational safety. DTs can also support predictive
maintenance by continuously monitoring the health of aircraft systems and components, as
well as detecting potential issues before they lead to failures or disruptions. Leveraging DTs
throughout the aircraft life cycle can enhance decision making, improve safety, reduce costs,
and ultimately maximize the overall performance and lifespan of the aircraft. For instance,
Tuegel et al. [50] proposed the airframe DT structural modeling concept to design and
maintain airframes (which has the potential to improve US Air Force aircraft management
over the life cycle) by creating a tail number computational model and structural manage-
ment plans for each aircraft. Seshadri et al. [51] suggested employing DTs to manage the
structural health of damaged aircraft using guided wave responses. A genetic algorithm
(GA) optimization evaluates the cumulative signal responses at preselected sensor locations
to estimate the size, position, and orientation of the damage. Mandolla et al. [52] imple-
mented a DT for additive manufacturing in the aerospace industry by utilizing blockchain
solutions. This work highlights how businesses utilizing the blockchain can create secure
and connected manufacturing infrastructure and provides a conceptual solution to securing
and organizing the data generated by an end-to-end additive manufacturing process in the
aerospace industry. Zhang et al. [53] established a digital-thread-based modeling digital
twin (DTDT) framework for an aircraft assembly system, enhancing the controllability
and traceability of the manufacturing process and product quality through improved data
management. Tyncherov et al. [54] proposed DT modeling of aircraft operational life cycle
by presenting aircraft systems’ DTs with operational and maintenance environments as
a cloud of data considering machine learning (ML) methods to improve prediction and
planning accuracy. Tuegel et al. [55] reengineered the aircraft structural life prediction
process to high-performance digital computing, presenting a conceptual model of DTs
for predicting aircraft structure life and assuring its structural integrity. Ríos et al. [56]
discussed an aircraft avatar implication through an industrialization-focused perspective
while reviewing the various topics involved in an aircraft’s digital counterpart development
(i.e., product identification, product life cycle, and product information). Strelets et al. [57]
created a DT in a uniform information environment of the product life cycle, which, as the
virtual copy of a product, is convenient to use at all stages of the life cycle. Liang et al. [58]
presented a real-time displacement detection DT in aircraft assembly. Zhang et al. [59]
proposed an effective simulation and optimization containing heuristic algorithms and
applied them to a DT-based aircraft part production workshop. Singh et al. [60] presented
an information management (IM) framework for DTs in aircraft manufacturing, with a case
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study for aircraft structure damage tolerance, demonstrating the different phases of IM
(from identification to retrieval and retention).

The existing body of aviation-related scientific literature extensively explores the po-
tential of DTs and highlights their versatile applications, including their effectiveness not
only in system-level implementation but also at the individual-component level. Employ-
ing DTs at these different levels can unlock new insights and ultimately advance the state of
knowledge in the field. For example, Lei et al. [61] modeled a DT for tooth surface grinding,
considering the low-risk transmission performance of non-orthogonal aviation spiral bevel
gears. Zakrajsek et al. [62] developed a DT for a specific aircraft tire at touchdown to
improve tire touchdown wear prediction. Xu et al. [63] suggested DT optimization with
several DT modules for a system to virtually simulate as well as optimize the parameters,
performance, and manufacturing. The DT modules make corrections during the optimiza-
tion using real-time feedback data from manufacturing measurements and performance
testing. Borgo et al. [64] presented a DT of a ground steering system and systematically
analyzed the effect of uncertainties and sensor faults with estimation algorithms (least
squares estimation and soft computing approach) under several scenarios. Hu et al. [65]
developed a DT decision-making approach to generate reconfigurable fixturing schemes
optimization for the trimming operation of aircraft skins. Peng et al. [66] provided an
online fault diagnosis system for the TFE-731 turbofan engine and used model-based and
data-driven approaches to create DTs of the engine parameters. Li et al. [67] used the
concept of dynamic Bayesian networks (DBNs) to develop a health monitoring model for
aircraft. An example of the proposed method is also illustrated on an aircraft wing’s fatigue
crack growth [68]. Kosova et al. [69] developed a DT and used ML for a health-monitoring
system (limited to aircraft hydraulic systems) to diagnose system failures in the early
stages using 20 failure scenarios. Laukotka et al. [70] implemented DTs for civil aviation,
aircraft, and aircraft cabins, based on modular product family design and model-based
systems engineering.

Various research efforts have been diligently conducted to explore and harness the
potential of DTs in UASs. The application of DTs in UASs has emerged and prompted
researchers to utilize the benefits of this technology, aiming to enhance design, operation
and mission planning, and maintenance practices, leading to more reliable, efficient, and
capable UASs. However, after reviewing DTs throughout the entire life cycle of the aviation
system, Xiong et al. [71] concluded that while aviation DTs are frequently utilized in manu-
facture and maintenance, more effort and attention are required for UAV DT applications.
Lv et al. [72] also reviewed AI applications in DTs in aerospace, intelligent manufacturing,
unmanned vehicles, and smart city transportation. Salinger et al. [73] presented a hardware
testbed for a self-aware UAV to advance dynamic data-driven application system (DDDAS)
development. Self-awareness refers to a vehicle’s ability to collect information about itself
and utilize that knowledge to complete missions through dynamic decision making on
board. Kapteyn et al. [74] combined reduced-order models with Bayesian estimation to
create a data-driven DT for a 12 ft wingspan UAV to enable the aircraft to adjust its mission
plan in the event of structural damage or deterioration. The authors further advanced the
methodology using interpretable ML [75]. Alaez et al. [76] modeled a DT of a VTOL UAV
using the Gazebo robotics simulator, compared the UAV’s take-off, hovering, and landing
operation with and without a wind physics model, and tested it in different wind speeds
and directions. Yang et al. [77] proposed a DT for a multirotor UAV with a simulation
system, a physical UAV, and a service center for advanced capability training as well
as algorithm verification. The authors also demonstrated a DT simulation platform for
verification that further simulates and tracks the life cycle of a multirotor UAV [78]. Lv
et al. [3] analyzed the effects and limitations of UAVs in 5G/B5G wireless communication
and developed a UAV DT 5G communication channel model using deep learning (DL) to
further reduce UAV limitations. Moorthy et al. [79] designed a UAV network simulator
focusing on high-fidelity UAV flight control by using two simulators they developed in
prior years: UBSim (a Python-based event-driven simulator) and UB-ANC (a simulation

16



Drones 2023, 7, 478

framework used to design, implement, and test various UAV networking applications). Wu
et al. [80] addressed the security concerns that arise when a drone system is attacked and
investigated the computational intelligence of drone information systems and DTs of drone
networks based on DL. Shen et al. [81] proposed a DT with deep reinforcement learning
(DRL) (in which a DT of a multi-UAV system is built into a central server to train a DRL
model) to solve the flocking motion problem of multi-UAV systems. Lv et al. [82] developed
a UAV DT to provide medical resources quickly and accurately to analyze the feasibility
of UAV DTs during COVID-19 prevention and used DL algorithms to construct a UAV
DT information forecasting model. Fraser et al. [83] used DT and data-driven approaches
to investigate the general susceptibilities of UAVs against contemporary cyber threats.
Kapteyn et al. [84] suggested a probabilistic graphical model representing the DT and its
physical asset for a UAV using experimental data to calibrate the DT. The UAV encounters
an in-flight damage event and the DT is updated using sensor data. Riordan et al. [85]
presented a DT to evaluate UAS-mounted LiDAR ability to detect small-object air collision
risks, considering the Hamburg port with its aerial hazards (e.g., birds, drones, helicopters,
and low-flying aircraft). Iqbal et al. [86] presented a DT with a runtime trust assessment for
an autonomous food delivery drone system to evaluate the trusted execution of intelligent
agents (autonomous drones or other vehicles). Grigoropoulos et al. [87] employed DTs and
simulations to support offline validation and runtime checking in a platform as a service
(PaaS) system for drone applications. Lee et al. [88] proposed a DT with a model-based
system engineering methodology for a UAS capable of route selection in a military case
study, where the route optimization module suggests an optimal path based on inputs
such as potential damage. Lei et al. [89] created a DT to define the physical entity of a
UAV swarm and track its life cycle. The UAV swarm’s behaviors are investigated using
an ML-based decision model. Wang et al. [90] combined DTs and convolutional neural
networks (CNNs) for a UAV autonomous network to explore the airspace structure and
safety performance of the UAV system. The presented literature emphasizes the signifi-
cance of exploring and utilizing DTs in UASs. These case studies highlight the significance
of DTs in addressing various challenges and opportunities of UASs associated with topics
such as driving technological advancements, decision-making processes, and operational
efficiency within this dynamic and evolving field. Digital twin technology has the po-
tential to address some of these challenges and complement existing measures in UAV
management. By modeling a digital copy of UASs and their operational environment, DTs
can provide real-time monitoring, analyses, and optimization of UAS operations. This
can enhance situational awareness, enable predictive maintenance, improve traffic man-
agement, and support decision-making processes. DTs can also facilitate data integration
and interoperability across different systems, enabling a more comprehensive and coordi-
nated approach to UAV management. However, it is important to note that DTs are not
a standalone solution but should be integrated into a holistic framework that considers
regulatory, technical, and operational aspects. Overall, the unique role of using a DT to
facilitate UAV certification and regulation lies in the ability to model a digital copy of a
physical system for real-time validation and optimization. However, this task is inherently
complex and presents several challenges, as depicted in Figure 9, which offers an overview
of the risks and challenges associated with the overall DT process. One challenge is the
requirement for an accurate model of reality, which necessitates a deep understanding of
the physical system and its operational characteristics. Additionally, as demonstrated in
Figure 8, the creation of DTs necessitates the transfer of data between a physical system
and a virtual model. Depending on the complexity level of a DT, this process involves
handling a large amount of data from various sources, including sensors and sometimes
even multifunctional models. Ensuring the accuracy and reliability of these data is cru-
cial for the effectiveness of a DT. Furthermore, integrating a DT into UASs to assist the
certification process requires careful consideration of legal and regulatory requirements.
These challenges highlight the need for careful planning, robust data management, and
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close collaboration between experts in UAV certification and DT technology to successfully
utilize DT in the context of UAV certification.

3. Results

UAVs are becoming popular. Autonomous (artificial intelligence applications) and
automatic UAVs are expected to conduct safe operations, and they will enter UAM to
transport goods and individuals in the near future. A wide range of literature is published
to answer the research questions of “how to adapt UAV applications to regulations” and
“how to adapt DT applications to UAV”. However, it is fair to state that there is not much
literature considering the use of DT applications in UAVs for certification and regulation.
This lack of literature is inevitable in the early stages of new, emerging concepts. In order
to fill this gap, we conducted a literature review considering a total of 121 references.
Table 4 provides a comprehensive collection of references along with the keywords that
are closely aligned with our research concepts. They serve as concise descriptors that
capture the essence of the paper’s content and help identify its key focus areas. The
inclusion of these relevant keywords allows for a focused exploration and clear navigation
of the existing literature, facilitating the identification of common themes, connections, and
relationships across the literature. By including associated keywords in the table, we aimed
to provide additional information and context about the content of each reference. We have
systematically identified and classified the references into key focus areas: DTs, general
aviation, UAVs/UASs, UAM/AAM, and regulation. By organizing the references under
these categories, the table allows for a clear understanding of the primary themes and topics
covered in each reference, enhancing the clarity and structure of our research with a more
organized exploration. While the references consider multiple topics and overlap across the
key focus areas, we have made an effort to present the primary purpose of each paper and
provide associated keywords to highlight key themes and connections that contribute to a
more comprehensive understanding of our research concepts and emphasize the various
aspects explored in the literature.

Table 4. Compilation of references and their associated keywords relevant to our research concepts.

Reference Number Year Type Key Focus Related Keywords

[1] 2022 Regulatory document Regulation EASA regulations, operation of air taxis in cities

[2] 2021 Journal article UASs/UAVs

Airspace organization and management, air traffic
control, air traffic management, air traffic service
provision, unmanned aircraft system, UAS
traffic management

[3] 2021 Journal article DT, UASs/UAVs Unmanned aerial vehicles, deep learning,
digital twins

[4] 2022 Other DTs Digital twins

[5] 2023 Other DTs Digital twins

[6] 2022 Other General aviation Aerospace certification, digital twins

[7] 2020 Other DTs Digital twins

[8] 2019 Journal article DTs Artificial intelligence, digital twins,
human–computer interaction, machine learning

[9] 2018 Conference proceeding DTs Digital twins, learning theories, situational awareness

[10] 2021 Journal article DTs Digital twins, manufacturing system design,
smart manufacturing

[11] 2020 Conference proceeding DTs Digital twin concept, digital twin application

[12] 2021 Journal article UASs/UAVs eVTOL, rotorcraft, design, advanced air mobility,
urban air mobility

18



Drones 2023, 7, 478

Table 4. Cont.

Reference Number Year Type Key Focus Related Keywords

[13] 2022 Journal article UAM/AAM
Advanced air mobility, urban air mobility,
emergency response, air ambulance, electric
vertical take-off and landing, VTOL, eVTOL

[14] 2023 Journal article UAM/AAM
Advanced air mobility, connected eVTOL,
operations, infrastructure,
communications, sustainability

[15] 2021 Conference proceeding UAM/AAM Surveillance, traffic control, aircraft navigation,
safety, air traffic control, active appearance model

[16] 2020 Conference proceeding UAM/AAM
Urban air mobility, aircraft performance, flight
trajectory, autonomous systems, flight control,
flight operation, detect and avoid

[17] 2022 Conference proceeding UAM/AAM

Urban air mobility, aerial photography,
conventional takeoff and landing, airspace
management, short take-off and landing, federal
aviation regulation, commercial aircraft

[18] 2021 Conference proceeding UAM/AAM

Urban air mobility, autonomous systems, human
automation interaction, ground control station, air
transportation, national aeronautics and space
administration, small unmanned aircraft systems

[19] 2021 Conference proceeding UAM/AAM

Safety management, urban air mobility, airspace
management, unmanned aircraft systems,
supersonic aircraft, national airspace system, flight
operations quality assurance, aeronautical
information service

[20] 2022 Conference proceeding UAM/AAM
Urban air mobility, aeronautics, special-use
airspace, federal aviation administration, heliports,
aviation, take-off and landing

[21] 2022 Conference proceeding UAM/AAM
Flight testing, aviation, urban air mobility,
propeller blades, true airspeed, flight path angle,
vertical take-off and landing

[22] 2021 Conference proceeding UAM/AAM

Urban air mobility, airspace class, air
transportation, vertical take-off and landing,
rotorcrafts, airspace system, helicopters,
fixed-wing aircraft

[23] 2023 Conference proceeding UAM/AAM
Urban air mobility, landing lights, flight testing,
flight management system, flight control system,
flight vehicle

[24] 2023 Conference proceeding UAM/AAM
Urban air mobility, image registration, Federal
Aviation Administration, vision-based navigation,
heliports, instrument landing system

[25] 2021 Conference proceeding UAM/AAM
Urban air mobility, airspace, software architecture,
aeronautics, Federal Aviation Administration,
aviation, unmanned aerial vehicle, aerospace industry

[26] 2022 Conference proceeding UAM/AAM Air mobility, Federal Aviation Administration,
guidance system, sensor fusion, landing lights

[27] 2023 Conference proceeding UAM/AAM Air mobility, optical sensor, aviation, radar
measurement, detect and avoid, take-off and landing

[28] 2022 Conference proceeding UAM/AAM
Airspace, urban air mobility, near-mid-air collision,
target level of safety, air traffic controller,
helicopters, air traffic management, flight planning
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Table 4. Cont.

Reference Number Year Type Key Focus Related Keywords

[29] 2021 Journal article UAM/AAM

Advanced air mobility, cost–benefit analysis,
ARIMA forecasting, electric vertical take-off and
landing aircraft, small unmanned aircraft system,
green transportation

[30] 2021 Journal article UAM/AAM
Advanced air mobility, urban air mobility,
on-demand air mobility, air taxi, vertical take-off
and landing

[31] 2023 Other UAM/AAM Urban air mobility

[32] 2021 Journal article UAM/AAM Urban air mobility, air taxi, electric vehicle,
autonomous vehicle, ride hailing, carsharing

[33] 2020 Book On-demand mobility, transport modeling, urban
air mobility, vertical take-off, landing

[34] 2020 Journal article UAM/AAM Urban air mobility, vehicle concepts, policy,
transport simulation, infrastructure

[35] 2018 Journal article Regulation Drones, aircraft, atmospheric modeling, guidelines,
FAA, government policies

[36] 2014 Journal article Regulation Remotely piloted aircraft (RPA), UAV

[37] 2014 Journal article Regulation Co-regulation, self-regulation, aviation safety,
drone, RPA, UAV

[38] 2020 Journal article Regulation Drone, regulation

[39] 2016 Journal article Regulation Privacy regulation, drone privacy

[40] 2021 Journal article UASs/UAVs WTP for drone flying, road pricing for drone airspace

[41] 2019 Journal article Regulation Drone, regulation

[42] 2022 Journal article Regulation Drone regulation, local policy adoption

[43] 2019 Journal article Regulation Drones, regulation, policy

[44] 2020 Other General aviation Digital twin, data management

[45] 2018 Conference proceeding DTs Digital twin

[46] 2020 Journal article General aviation Airframe digital twin, digital thread, individual
aircraft tracking

[47] 2020 Conference proceeding General aviation
Commercial aircraft, machine learning, airspace,
artificial intelligence, neural networks, aircraft
production, aviation

[48] 2022 Journal article DTs Digital twins, military aircraft, aircraft propulsion

[49] 2019 Conference proceeding DTs Digital twins, aviation industry

[50] 2012 Conference proceeding DTs Aircraft structures, high-performance computing
structural modeling, air forces, flight dynamics

[51] 2017 Conference proceeding General aviation Aircraft structures, genetic algorithm,
structural damage

[52] 2019 Journal article DTs Digital technology, digital twin, aircraft industry

[53] 2022 Journal article General aviation Digital twin, digital thread, aircraft assembly

[54] 2020 Conference proceeding General aviation Aircraft maintenance, aircraft life cycle, digital twin

[55] 2011 Journal article General aviation Aircraft structural life prediction, digital twin

[56] 2015 Conference proceeding DTs Product avatar, digital twin, digital counterpart,
aircraft avatar

[57] 2020 Conference proceeding DTs Product life cycle, digital twin, aircraft

20



Drones 2023, 7, 478

Table 4. Cont.

Reference Number Year Type Key Focus Related Keywords

[58] 2020 Journal article General aviation Aircraft manufacture, digital twin

[59] 2022 Journal article DTs Digital twin shop floor, large-scale problem
optimization, simulation

[60] 2021 Conference proceeding General aviation Digital twin, aircraft manufacturing

[61] 2022 Journal article General aviation Non-orthogonal aviation spiral bevel gears, free-form
tooth surface grinding, digital twin modeling

[62] 2017 Conference proceeding General aviation Flight data, flight operation, flywheels, structural
health monitoring

[63] 2021 Journal article General aviation Optimization, digital twin, virtual modules

[64] 2020 Conference proceeding General aviation Digital twin, virtual sensing, aircraft
ground-steering system

[65] 2022 Journal article General aviation Aircraft skin, digital twin, layout optimization

[66] 2022 Journal article DTs Autoregressive moving average (ARMA) model,
turbofan engine modeling

[67] 2017 Conference proceeding DTs Aircraft wings, stochastic crack growth models,
surrogate model, mathematical models

[68] 2017 Journal article General aviation Aircraft wings, stochastic crack growth models,
fatigue cracking, airframes

[69] 2022 Journal article General aviation Digital twin, aircraft hydraulics, ensemble learning

[70] 2021 Conference proceeding General aviation Digital twin, aviation, aircraft cabins

[71] 2022 Journal article General aviation Digital twin, aviation industry

[72] 2021 Journal article DTs Digital twin, artificial intelligence, autonomous driving

[73] 2020 Conference proceeding DTs Digital twin, self-aware unmanned vehicle

[74] 2022 Journal article DTs, UASs/UAV Digital twin, model updating, unmanned aerial vehicle

[75] 2020 Conference proceeding DTs, UASs/UAVs Machine learning, unmanned aerial vehicle,
recurrent neural network

[76] 2022 Journal article DTs, UASs/UAVs VTOL, UAV, digital twin, aerodynamic coefficients,
gazebo, wind model

[77] 2021 Conference proceeding DTs, UASs/UAVs Digital twin, UAV, virtual and real interaction

[78] 2020 Conference proceeding DTs, UASs/UAVs UAV, digital twin, simulation

[79] 2022 Conference proceeding DTs, UASs/UAVs Unmanned aerial vehicle (UAV),
multifidelity simulation

[80] 2022 Conference proceeding DTs, UASs/UAVs Unmanned aerial vehicle, deep learning, digital twins

[81] 2022 Journal article DTs, UASs/UAVs Deep reinforcement learning (DRL), digital twin
(DT), multi-UAV systems

[82] 2021 Journal article DTs, UASs/UAVs Unmanned aerial vehicles, digital twins, deep learning

[83] 2021 Conference proceeding DTs, UASs/UAVs Digital twin, machine learning, UAV,
UAS, cybersecurity

[84] 2021 Journal article DTs, UASs/UAVs Digital twin

[85] 2021 Conference proceeding DTs, UASs/UAVs Unmanned aerial systems, detect and avoid,
data-driven simulation

[86] 2022 Conference proceeding DTs, UASs/UAVs Modeling, autonomous drones, digital twin

[87] 2020 Conference proceeding DTs, UASs/UAVs Drones, simulation environment, digital twin

[88] 2021 Journal article DTs, UASs/UAVs Digital twin, model-based systems engineering
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Table 4. Cont.

Reference Number Year Type Key Focus Related Keywords

[89] 2021 Journal article DTs, UASs/UAVs

data models, unmanned aerial vehicles, integrated
circuit modeling, digital twin, computational
modeling, machine learning algorithms,
real-time systems

[90] 2022 Journal article DTs, UASs/UAVs unmanned aerial vehicles, safety, aircraft, aircraft
navigation, security, monitoring

[91] 2018 Book Regulation,
UASs/UAVs European policies, civil drones, safety, security

[92] 2012 Book General aviation Aircraft structures

[94] 2018 Conference proceeding DTs Digital twin, simulation, cyber-physical system

[95] 2016 Book Regulation,
UASs/UAVs

Drone laws, RPAS, UAS, UAV, commercial drones,
autonomous aviation

[96] 2023 Other Regulation EASA Provisions, EU Regulations 2019/947 and
2019/945

[97] 2023 Regulatory document Regulation Civil drones, unmanned aircraft

[98] 2023 Regulatory document Regulation Open category of civil drones

[99] 2023 Regulatory document Regulation Specific category of civil drones

[100] 2023 Regulatory document Regulation Certified category of civil drones

[93] 2022 Regulatory document Regulation Rules For Unmanned Aircraft Systems, Regulation
(EU) 2019/947, Regulation (EU) 2019/945

[101] 2021 Regulatory document Regulation EASA guidelines, The Design Verification of
Specific Category Drones

[102] 2023 Regulatory document Regulation Rules for Airworthiness and Environmental
Certification, Regulation (EU) No 748/2012

[103] 2021 Other Regulation EU regulatory for U-space

[104] 2021 Regulatory document Regulation Regulation (EU) 2021/664

[105] 2021 Regulatory document Regulation Regulation (EU) 2021/665

[106] 2021 Regulatory document Regulation Regulation (EU) 2021/666

[107] 2023 Other Regulation Autonomous drones, automatic drones

[108] 2022 Conference proceeding UAS/UAV
Adversarial machine learning, aviation, urban air
mobility, pilot, convolutional neural network,
unmanned aircraft system, cyber–physical system

[109] 2020 Regulatory document Regulation EASA AI roadmap, AI in aviation

[110] 2022 Conference proceeding Regulation

Reinforcement learning, aviation, European
Aviation Safety Agency, artificial intelligence,
neural networks, urban air mobility, unmanned
aircraft system, air traffic management,
continuing airworthiness

[111] 2020 Journal article DTs Digital twin

[112] 2017 Other DTs Digital twin

[113] 2021 Conference proceeding DTs Digital twin technologies

[114] 2012 Conference proceeding General aviation Digital twin, air forces, NASA Goddard Space
Flight Center

[115] 2020 Journal article DTs Digital twin

[116] 2018 Journal article DTs Digital twin

[117] 2022 Other DTs Digital twin
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Table 4. Cont.

Reference Number Year Type Key Focus Related Keywords

[118] 2022 Book DTs
Digital twin, digital manufacturing, digital
technologies in manufacturing, digital
image processing

[119] 2023 Book DTs, UASs/UAVs Digital twin, smart urban mobility, UAV

[120] 2021 Journal article DTs Digital twin, cyber–physical systems

[121] 2023 Other DTs, UASs/UAVs Intelligent urban air mobility, digital twin,
autonomous flight

A time frame of two decades was chosen for conducting the literature review, since
the term “digital twin” was first introduced in 2010 [111]. However, in this section, as we
discussed in the research methodology in Section 2.1, we only analyzed articles within
the scope of DT applications for UASs. DT applications in UASs are relatively new, result-
ing in the majority of the relevant literature having been published within recent years.
Although research on DTs in UAS applications has recently gained momentum, there
remains a substantial amount of work to be undertaken toward the further exploration
and understanding of the potential value and significance that DTs can bring to the field
of UAS applications. Figure 11 provides a word cloud visualization that depicts the fre-
quency of selected keywords (DT, UAV, AI, drone, UAS, certification, regulation, and VTOL)
within publications related to the applications of DTs in UASs. These specific keywords
were carefully selected during the research process, and the word cloud offers a concise
representation of the pathway to the literature review scope.

Figure 11. Keyword analysis word cloud for DT applications in publication on UASs.

While the complexity of UASs is fast evolving, only 40% of the publications briefly
mentioned certification and regulation when using DTs in UASs, and not many scientific
literature efforts focus on the use of DT applications in UASs for certification and regulation,
as shown in Figure 12. DTs facilitate designing, building, and analyzing procedures. DTs
are very good and relatively time- as well as cost-efficient tools to assist the certification
process, since they help engineers check, analyze, and integrate designs as well as express
concerns instantly.

Autonomous (with the help of AI and without a pilot’s intervention) UAVs are ex-
pected to conduct safe operations and cope with unforeseen conditions. As presented in
Figure 13, half of the publications considering the use of DT applications in UASs men-
tioned autonomous flight operations, and 38% of these publications also discussed the
use of AI, which leads to the key research question of how these operations can be safely
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conducted. In UASs’ EU operational scope, the EASA published the “EASA AI roadmap”
as a human-centric approach to the safe use of AI in aviation.

Figure 12. Keyword analysis focused on certification and regulatory frameworks for DT applications
in publication on UASs.

(a) (b) 

Figure 13. Keyword analysis focused on (a) autonomous flights and (b) the use of AI/ML/deep
learning approaches for DT applications in publications on UASs. (a) Autonomous flights mentioned
in publications. (b) AI/ML/deep learning approaches mentioned in publications.

4. Discussion

Flying cars and aerial transportation systems are some of the distinctive features of the
future cities described in science fiction films and books. This is one of the basic concepts
accepted by society when imagining the future, and with today’s technological advance-
ments we wonder if conducting safe automatic and autonomous flights for metropolitan
areas is a few steps away in the near future. The establishment of a socially acceptable
regulatory framework is necessary to transform this vision into a reality.

The regulatory framework for UASs in the European Union was fragmented before
2020, as shown in Figure 1, with each EU Member State being responsible for drones with
a maximum take-off mass (MTOM) of less than 150 kg while the EASA was in charge of
drones with an MTOM exceeding this weight. The transition to new regulations began in
2020, and the EASA is now responsible for drones of all weights and size. Nonetheless, this
regulatory framework is still in its early stages, and further developments are expected.
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Implementing this evolving regulatory framework presents a significant challenge in
UAS operations. DTs can potentially offer a solution by facilitating the design, construction,
and analysis processes. They are time- and cost-efficient tools to assist the certification
process, since they help engineers check, analyze, and integrate designs as well as express
concerns instantly. However, only a limited number of publications (40%) briefly mentioned
certification and regulation when discussing the application of DTs in UASs, as shown in
Figure 12. Therefore, efforts need to be carried out to emphasize the importance of DTs in
assisting the certification process within UAS operations.

In Figure 13, it is notable that autonomous flight operations were mentioned in 50%
of the papers examining the use of DTs in UASs, and AI applications were discussed in
38% of the publications. Autonomous and automatic UASs are expected to conduct safe
operations in UAM. A quick comparison of autonomous and automatic flights can show
that there is no human safety net present during an autonomous flight in the event of
unforeseen circumstances. Therefore, precise regulations must be created in the context of
AI to ensure autonomous flights are safely conducted. In 2020, the EASA also published the
first guidance, the EASA AI roadmap, for the safe use of artificial intelligence in aviation.
However, we are still a long way from the dream of having science fiction flying transport
systems coming true, as the timeline outlined in the EASA AI roadmap document predicts
the first approvals of AI in 2025.

The research subject of how to adapt UASs with UAM and regulation is studied in a
wide range of the literature from across the world. However, the implementation of DTs in
UASs for assisting the certification process and considering regulation, especially within
the context of the EU regulatory framework, remains relatively unexplored. The concept of
drone regulation, particularly in relation to EU legislation and the integration of UAM for
cargo and passenger transport, is still relatively new. The development of regulations, as
well as applying these regulations to UAS operational categories, requires the consideration
of numerous criteria and parameters to ensure a robust level of safety and seamless flight
operations. Moreover, due to safety concerns and ongoing regulation development, UAV
autonomous flights are not currently being carried out in most European countries. The lack
of literature and documents is inevitable in the early stages of a new concept’s development.
Consequently, one of the challenges lies in staying informed about evolving regulations
and keeping track of the developments and changes that emerge in this field.

Overall, this paper highlights the necessity of further research on and the exploration
of DT applications in UASs, particularly concerning certification and regulation. It is
essential to recognize that DTs cannot function as standalone solutions but should be
seamlessly integrated into a comprehensive framework that takes into account regulatory,
technical, and operational aspects. The distinct advantage of employing DTs to facilitate
UAS certification and regulation lies in their ability to create a digital replica of a physical
system, enabling real-time validation and optimization. Nonetheless, this task is inherently
complex and presents several challenges, such as the necessity of an accurate model of
reality and handling a large amount of data from various sources. Furthermore, utilizing
DTs to assist the certification process requires careful consideration of legal and regulatory
requirements. It is crucial to address these challenges and associated complexities to pave
the way for the successful implementation of UASs in UAM.

5. Conclusions

The popularity of UAV operations has increased, and new air mobility concepts have
emerged over the past years. It is essential to develop regulations in this new technological
context that effectively address the challenges and opportunities presented by UASs. There
are various levels of ongoing activities and recent advances in UAS regulatory frameworks,
especially in the domain of European Union (EU) regulations. Due to the growing demands,
advancements, and possible applications of UASs, particularly in research and innovation,
there is a need for a systematic overview. To bridge this gap, we present a comprehensive
overview of the developed UAS regulations in the European Union and explore the concept
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of DTs as well as their potential applications in the UAS domain. We aimed to conduct a
systematic review to provide a structured methodology that synthesizes multiple studies
to offer a comprehensive and unbiased assessment of DTs’ applications in UASs with EU
regulatory compliance. Despite limited scholarly focus on the implementation of DTs
in UASs considering certification and regulation, we analyzed the existing literature to
identify and emphasize the important trends and developments. The overall challenges
and the importance of UAS DTs are highlighted to provide a robust foundation for future
studies on UAS DTs and their compliance with the EU regulatory framework.
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Abstract: Light helicopters are used for a variety of applications, attracting users from private and
public market segments because of their agility and convenient storage capabilities. However, most
light helicopters on the market today are designed and manufactured with technologies dating
back to the 1980s, with safety issues to be addressed by advanced design methods, more powerful
engines, and innovative solutions. In this regard, the DISRUPT (Development of an innovative and
safe ultralight, two-seater turbine helicopter) project, led by Curti Aerospace Division (Italy) and
co-funded by the EU H2020 program, is a state-of-the-art concept for a novel ultralight helicopter
equipped with a ballistic parachute. In order to validate the first parachute ejection in a safe scenario,
a dronization process was selected as a viable solution to be performed in collaboration with the
University of Bologna. In the present paper, the steps followed to transform the helicopter into an
unmanned vehicle are detailed according to the model-based design approach, with particular focus
on mathematical modeling, control system design, and experimental validation. Obtained results
demonstrate the feasibility of using a civil helicopter first as a remotely-piloted vehicle and then
as a highly-automated personal transportation system in the framework of smart and sustainable
air mobility.

Keywords: urban air mobility; helicopter; parachute; model-based design; control system; flight
testing

1. Introduction

The interest in Urban Air Mobility (UAM) had a step increase over the last few
years [1]. On the one hand, the slow growth rate of ground infrastructure led to critical
traffic congestion in urban areas. On the other hand, the increasing demand for moving
people and payloads further and faster drove the attention of the research community
and stakeholders toward the exploitation of the vertical dimension [2]. For example,
Amazon and Google pioneered the testing of urban parcel delivery by means of multirotor
aircraft [3,4]. In such a way, they paved the way for a wide range of studies on highly-
automated low-altitude vehicles as an alternative means of transportation, where “the
regular Joe” is capable of performing a mission without having the skills of a licensed
pilot [5–7]. In this respect, two early attempts that investigated concepts of operation and
technologies for a new personal transportation system based on both an aerial platform
and a ground infrastructure were, respectively, PPlane (2009–2013) and myCopter (2011–
2014), projects funded by the European Commission under the 7th Framework Program
(FP7) [8,9].

By taking advantage of consolidated experience in conventional aviation, high relia-
bility of onboard systems, and rapid improvement of electrical propulsion performance,
manufacturers and transport stakeholders (such as Airbus, Volocopter, and Uber) inves-
tigated concepts for personal air transportation systems. With the aim of playing a lead
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role in this new raising market, they considered electric platforms with Vertical Take-Off
and Landing (VTOL) capabilities as key elements for the next generation of controlled
airspace [10,11].

Among all the above-mentioned projects and applications, it is acknowledged that a
cost-effective solution to sustainable Urban Air Mobility and Delivery (UAMD) is repre-
sented by the use of small/light aircraft, where onboard flight control systems, supported
by Air Traffic Management (ATM) technology, will provide safe navigation in dynamic
scenarios and weather conditions in the presence of other sky users [12]. Transforming a
conventional aircraft (both fixed and rotary-wing) into a Remotely–Piloted Aerial System
(RPAS) may represent a successful strategy for different reasons. First of all, available
light/ultralight conventional aircraft have already passed through several design, test,
and certification steps with the aim of fulfilling reliability, performance, and flying quality
requirements [13]. Moreover, reversible control chains can be easily replaced by Electro-
Mechanical Actuators (EMA), controlled by dedicated onboard avionics. Starting from
this design bias, researchers can thus focus on the design and experimental validation of
all other technologies allowing for UAMD (including Guidance, Navigation, and Con-
trol (GNC) systems, telemetry, communication, and ATM devices) in addition to ground
handling facilities. In this respect, thanks to their compact size and peculiar VTOL configu-
ration, civil ultralight helicopters represent suitable test-beds for performing the transition
toward a highly-automated personal transportation system.

By focusing on the very recent past, examples of the transition of conventional heli-
copters into RPASs can be dated back to 2004, when the Unmanned Little Bird demonstrator,
derived by Boeing from a civil MD 530F, made its first autonomous flight (with a safety
pilot). In particular, a pre-programmed 20-min armed intelligence, surveillance, and recon-
naissance mission was performed around the United States Army’s Yuma Proving Ground
facility [14]. In 2006, Northrop Grumman introduced the MQ–8 Fire Scout unmanned
helicopter family, obtained from Schweizer 333 and Bell 407, designed to provide recon-
naissance, situational awareness, aerial fire, and precision targeting support for ground, air,
and sea forces [15]. In 2008, an unmanned, highly-automated version of the Kaman K-MAX
helicopter took its maiden flight, with the aim of operating in combat scenarios as well as in
civilian situations involving chemical, biological, or radiological hazards [16]. Later on, Eu-
rocopter launched a series of flights for a new rotary-wing solution designed to expand the
mission capabilities of Eurocopter helicopters [17]. The Optionally–Piloted Vehicle (OPV)
program, based on the EC145 helicopter platform (now Airbus Helicopters H145), was
revealed during a demonstration flight: after an automatic takeoff, an EC145 flew a circuit
via pre-programmed waypoints and performed a mid-route hover to deploy a load from
the external sling. The EC145 continued on a return route segment representing a typical
observation mission, followed by an automatic landing. Finally, Sikorsky demonstrated
its OPV Matrix Technology on a modified S–76B helicopter called the Sikorsky Autonomy
Research Aircraft (SARA). Since 2013, the program has made progress with more than 300 h
of autonomous flight with the aim of improving decision-aiding for manned operations,
while enabling both unmanned and reduced-crew operations [18].

This paper presents the results of a research work performed within DISRUPT (2016–
2018), a collaborative project co-funded by the EU within the H2020 program and led by
Curti Aerospace Division. Specifically, DISRUPT proposed a new light rotorcraft configura-
tion, the two-seater Curti Zefhir helicopter, that features a turbine engine and an emergency
ballistic parachute to respectively enhance flight performance and increase passenger safety
(see Figure 1). PBS Velká Bíteš manufactures the turboshaft engine, derated from 160 to
105 kW of maximum continuous power. While ballistic parachutes have been certified on
some fixed-wing aircraft, such as Cirrus light airplanes, their installation on helicopters
is a challenging proposition due to the overhead presence of rotating blades. Contained
in a non-rotating pod above the main rotor, the parachute solution proposed by Curti
and Junkers ProFly thus becomes a backup for conditions where autorotation cannot be
performed, such as (a) flight control failure or loss of maneuverability, (b) flying over an
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area where emergency landing cannot be safely performed, or (c) flight conditions that
prevent restoring rotor rotation speed [19].

Figure 1. Zefhir helicopter (courtesy of Curti Aerospace Division).

Although the main objectives of DISRUPT were not strictly related to the main top-
ics of UAM, the need for a remotely-piloted configuration arose immediately; since the
experimental validation of the parachute system with the full-scale helicopter was one of
the main expected results, the transition toward an unmanned configuration became a
mandatory activity to perform the ejection test without a human pilot on board. A crucial
but challenging step of the process was the design of a stabilization system, intended as a
flexible and reliable software/hardware solution allowing the pilot to manage the ejection
task while reducing the workload required by control action. Helicopters generally show
nonlinear, complex dynamics that might manifest some unstable flight characteristics in
limited zones of the flight envelope. In the particular case of a radio-controlled rotorcraft,
without the direct perception of linear accelerations and attitude motion, the remote pilot-
ing of a helicopter is indeed an extremely hazardous task [20,21]. Hence, an Automatic
Flight Control System (AFCS) was designed, tested, and implemented, allowing the pilot
to safely control the aircraft in terms of desired attitude.

The main goal of the paper is to present for the first time a detailed description of
all the phases allowing the successful transition of a conventional light helicopter into
a RPAS while investigating the validity of a rescue system in the framework of future
UAM applications. According to the Model-Based Design (MBD) philosophy, (1) mission
requirements are listed and (2) system architecture is defined. Furthermore, (3) an accu-
rate 6DOF nonlinear model is implemented in the Matlab/Simulink environment, which
includes helicopter subsystems, environmental effects, and sensor and actuator behavior.
(4) The mathematical model is validated and refined by using flight data collected during
an identification campaign. (5) After the analysis of open loop dynamic modes, (6) an
attitude control system allowing the remote pilot to easily control the aircraft is designed,
implemented, and validated by means of both (7) Hardware–In–the–Loop (HIL) techniques
and (8) flight tests.

The paper is structured as follows. Section 2 addresses the outline of mission require-
ments and the selection of system components. The entire simulation model, the trim and
stability analysis, and the model validation procedure are presented in Sections 3 and 4,
respectively. Control system design, implementation, and HIL validation are described
in Section 5. Experimental results validating the AFCS performance and reporting the
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parachute recovery mission are finally summarized in Section 6. A section of concluding
remarks ends this paper.

The successful outcome of the ejection test and the interest that has arisen in several
journals and broadcast media prove the relevance of the research activity presented in
this paper [22,23]. Zefhir is currently the only civil helicopter equipped with a ballistic
parachute. Indeed, such a test has never been filmed or documented in the entire history of
aerospace technology. However, due to the highly-classified nature of the data involved in
the early stages of aircraft development, a detailed description of helicopter features and
both numerical and experimental results is omitted in the present framework. The focus of
the analysis is thus placed on the description of methodological aspects, with particular
attention to both numerical and experimental validations, supported by results available in
the literature. Furthermore, the comparison between experimental data and the results of
simulations is possibly characterized in terms of relative errors, while the description of
the technological setup is circumscribed to functional aspects. The uniqueness of the exper-
iment and the absence of strict performance requirements finally vindicate the limits posed
by the novelty of the proposed control approach. In this respect, the necessity to rapidly
design a safe single-case ejection test necessarily restricts the degree of experimentation,
driving the MBD workflow to focus on long-standing results in the field of PID control.
Although the latter does not guarantee optimality, it takes advantage of (1) a reduced
number of involved parameters; (2) simple implementation and low computational cost;
(3) the possibility to perform dedicated flight tests aiming at characterizing the closed-loop
dynamic behavior one axis at a time while evaluating the effects of single gain contribution;
and (4) an intuitive sizing procedure, suitable for collaboration with the candidate pilot to
pursue a set of prescribed handling qualities. Alternative control techniques, such as robust
nonlinear and adaptive control that involve the stabilization of vehicle speed components,
are currently under experimental validation by the authors, provided small-scale rotorcraft
are adopted as test beds in the direction of safe, scalable, and high-performance air mobility
and delivery scenarios [24].

2. Mission Requirements and System Architecture

2.1. Mission Requirements

Mission systems and subsystems are grouped into the ground segment and the
flight segment:

• Ground segment or Ground Control Station (GCS): the complete set of ground-based
systems used to control and monitor the flight segment. The main components include
the human-machine interface, computer, telemetry, and aerials for the control, video,
and data link to and from the unmanned vehicle.

• Flight segment: the helicopter is equipped with the necessary avionics to perform a
remotely–piloted flight. The main components include sensors, actuators for rotor
blade pitch angle control, an onboard computer, and aerials for the control, video, and
data links to and from the ground segment.

The final mission is defined by the following phases (Figure 2):

1. Pre-flight checks: the systems involved in the mission are prepared and visually
checked. The helicopter is placed on flat terrain at a safety distance from the GCS. The
airfield is required to be clear of obstacles while the mission airspace is circumscribed
by a radius of 5 km and a height of 500 m with respect to the GCS.

2. Avionics power-on: both the ground and the flight segment subsystems are activated.
Telemetry data are received by the GCS, and software/hardware verification checks
are performed. The pilot validates the correct actuation of control commands.

3. Engine start: the ignition procedure is started by the pilot’s action and the turbine
reaches the idle condition.

4. Take-off and climb: the helicopter takes-off and climbs out of ground effect at a
controlled rate until reaching 300 m above the airfield.

5. Cruise: the helicopter is stabilized in steady level flight at about 30 kts.
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6. Engine shutdown and parachute ejection: the pilot performs the termination proce-
dure, which includes engine shutdown and parachute ejection.

7. Descent: the helicopter descends with a stabilized speed and lands within the pre-
scribed area.

1. pre-flight checks
2. avionics activation
3. engine start

4. take-off and climb

5. cruise
6. engine shutdown and parachute

deployment

7. parachute descent

Figure 2. Mission phases definition.

The mission is performed in the visual line of sight. However, telemetry information
needs to be available to both the GCS crew and the pilot. Given the intrinsic dynamic
instability of the helicopter, fuselage attitude stabilization algorithms are required to assist
the pilot throughout the mission profile. Conversely, no closed-loop control is applied to
the MR collective pitch. The use of an independent Flight Termination System (FTS) is
mandatory to stop the engine in case of emergency.

2.2. System Architecture

The selection of components for both the ground and flight segments is performed
on the basis of mission requirements. At the same time, the MBD approach is adopted to
define systems and subsystems as the result of an iterative process, where the making of a
simulation model represents the core of control system development (see Sections 3 and 5).
In what follows, the equipment list is presented, while the unmanned system layout is
sketched in Figure 3.

The GCS is made of:

• the control module, where a modified commercial-off-the-shelf Radio Controller (RC)
is used as a human-machine interface. Commands from the pilot, represented by stick
deflections and switch activation inputs, are generated as Pulse-Width Modulated
(PWM) signals and collected via the Pulse-Position Modulation (PPM) protocol. The
PPM signal is finally provided to an integrated micro-controller board and output to
the communication module according to serial protocol;

• the monitoring module, represented by a rugged laptop, where a graphical user
interface is designed to display telemetry data, plan the mission, and send high-level
commands via an Ethernet TCP/IP connection to a Real-Time Computer (RTC1) for
data acquisition and processing;

• the communication module, which provides an RX/TX radio link to the flight segment.
An ethernet switch is used to collect data from the monitoring module, while a ground-
based radio modem is connected to a pair of 8 dBi 2.4 GHz directional patch antennas
(respectively characterized by right-hand circular and vertical polarization).
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Figure 3. The unmanned system setup.

The helicopter is equipped with:

• a corresponding radio modem. Data are output via serial protocol and converted to a
widespread standard industrial bus for communication with the Flight Management
System (FMS);

• a Real-Time Computer (RTC2) performing FMS data acquisition and control tasks;
• a combined navigation and Attitude and Heading Reference System (AHRS) to esti-

mate attitude information in a dynamic environment, along with position and velocity.
Data are output via serial protocol and converted to a standard industrial bus for
communication with the FMS;

• a set of 4 EMAs controls the collective, lateral, and longitudinal blade pitches of the
MR and the collective pitch of the TR. An additional EMA is used for parachute
deployment actuation. An FTS, based on a separate 868 MHz radio system, allows the
Fuel Shut-Off Valve (FSOV) to close for emergency engine shutdown. The EMA and
FTS selected for the experiment are devices available in the civil market.

3. System Modeling

Starting from the definition of reference frames, a 6 degrees-of-freedom model is
adopted to represent the helicopter, with general expressions for the kinematics and dy-
namics of a rigid body with a center of gravity CG.

3.1. Reference Frames

Three right-handed orthogonal reference frames are introduced, according to the
definitions in [25]:

1. an Earth-fixed North-East-Down frame, FE = {OE; xE, yE, zE}: the origin, OE, is
arbitrarily fixed to a point on the Earth’s surface, xE aims in the direction of the
geodetic North, zE points downwards along the Earth’s ellipsoid normal, and yE
completes a right-handed triad. This frame is assumed to be inertial under the
assumption of a flat and non-rotating Earth;

2. a Local Vertical-Local Horizontal frame, FH = {CG; xH , yH , zH}: the origin is located
at the vehicle’s center of gravity, CG. Under the hypothesis of a flat Earth, FH has
axes parallel to FE;

3. a body-fixed frame, FB = {CG; xB, yB, zB}: the xB–axis is positive out the nose of the
rotorcraft in its plane of symmetry, zB is perpendicular to xB in the same plane of
symmetry, pointing downwards, and yB completes a right-handed triad;
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4. an aircraft reference frame, FA = {OA; xA, yA, zA}, used to locate CG and all heli-
copter components: axes are parallel to the body-fixed frame axes, such that xA = −xB,
yA = yB, and zA = −zB. The origin is located ahead and below the rotorcraft at some
arbitrary point within the plane of symmetry. Stations (ST) are measured positive aft
along the longitudinal axis. Buttlines (BL) are lateral distances, positive to the pilot’s
right, and waterlines (WL) are measured vertically, positive upwards. A sketch of
the rotorcraft, including the selected FA frame, is reported in Figure 4. The positions
of the main components, expressed in FA, are listed in Tables 1 and 2, together with
relevant helicopter data.

STACG

STAH=STAMRH=STAPC

STAVF2

STAVF1

STATR

W
LV
F2

W
LT
R

W
LV
F1 W
LH

W
LC
G

BLCG

W
LP
C

Figure 4. Sketch of Zefhir helicopter (courtesy of Curti Aerospace Division).

Table 1. MR and TR relevant parameters.

Parameter Symbol Computer Mnemonic Value Units

Main Rotor

MR radius RMR ROTOR 3.8 m
MR chord cMR CHORD 0.195 m

MR rotational speed ΩMR OMEGA 528.5 rpm
MR Lock number γMR GAMMA 4.25 -
MR hinge offset ε EPSLN 0 percent/100

MR flapping spring constant Kβ AKBETA 0 N m/rad
MR tangent of δ3 K1 AKONE 0 -

MR solidity σMR SIGMA 0.0327 -
MR hub stationline STAH STAH 2 m

MR hub buttline BLH BLH 0 m
MR hub waterline WLH WLH 2.4 m

Tail Rotor

TR radius RTR RTR 0.57 m
TR chord cTR cTR 0.12 m

TR rotational speed ΩTR OMTR 3 061.8 rpm
TR tangent of δ3 K1TR FKITR 1 -

TR solidity σTR STR 0.0382 -
MR hub stationline STATR STATR 6.4 m

MR hub buttline BLTR BLTR −0.25 m
MR hub waterline WLTR WLTR 1.34 m

Table 2. Fuselage, empennages, and miscellaneous components location.

Parameter Symbol Computer Mnemonic Value Units

Fuselage (Fus.)

Fus. aerodynamic ref. point stationline STARPF STARPF 0 m
Fus. aerodynamic ref. point buttline BLRPF BLRPF 0 m

Fus. aerodynamic ref. point waterline WLRPF STARPF 0 m
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Table 2. Cont.

Parameter Symbol Computer Mnemonic Value Units

Horizontal stabilizer (HS)

HS stationline STAHS STAHS 6.199 m
HS buttline BLHS BLHS 0.435 m

HS waterline WLHS WLHS 1.394 m

Upper vertical fin (VF1)

VF1 stationline STAVF1 STAVF1 6.1 m
VF1 buttline BLVF1 BLVF1 0.052 m

VF1 waterline WLVF1 WLVF1 1.683 m

Lower vertical fin (VF2)

VF2 stationline STAVF2 STAVF2 6.069 m
VF2 buttline BLVF2 BLVF2 0.048 m

VF2 waterline WLVF2 WLVF2 0.996 m

Main rotor hub (MRH)

MRH stationline STAMRH STAMRH 2 m
MRH buttline BLMRH BLMRH 0 m

MRH waterline WLMRH WLMRH 2.4 m

Parachute canopy (PC)

PC stationline STAPC STAPC 2 m
PC buttline BLPC BLPC 0 m

PC waterline WLPC WLPC 2.468 m

Let s (·) = sin(·), c (·) = cos(·). Vector transformation between FH and FB is pro-
vided by the rotation matrix [12]

R(α) =

⎡
⎣ cθ cψ cθ sψ −sθ

sφ sθ cψ − cφ sψ sφ sθ sψ + cφ cψ sφ cθ
cφ sθ cψ + sφ sψ cφ sθ sψ − sφ cψ cφ cθ

⎤
⎦ (1)

obtained by a 3-2-1 Euler rotation sequence where α = [φ, θ, ψ]T describes the attitude
of the rotorcraft in terms of the classical ‘roll’, ‘pitch’, and ‘yaw’ angles, respectively. The
following notation is adopted: if w is an arbitrary vector, its components are transformed
from FH to FB through wB = R wH . In what follows, the subscript B will be dropped
for simplicity.

3.2. Rigid Body Dynamics

Vehicle dynamics is described by Newton–Euler equations of motion projected in
FB, namely:

v̇ = −ω × v + F/m (2)

ω̇ = J−1[−ω × (J ω) + M] (3)

where v = [u, v, w]T is linear velocity, ω = [p, q, r]T is angular velocity,

J =

⎡
⎣ Jxx −Jxy −Jxz
−Jxy Jyy −Jyz
−Jxz −Jyz Jzz

⎤
⎦ (4)

is the inertia tensor about CG with respect to FB, and m is the total mass of the rotor-
craft. F = [Fx, Fy, Fz]T and M = [Mx, My, Mz]T are the external force and moment
vectors, respectively.
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The external force acting on the rotorcraft is made of gravity, F(g), and aerodynamic,
F(a), contributions. Taking into account Equation (1), gravity force vector expressed in the
body frame is

F(g) = R(α)

⎡
⎣ 0

0
m g

⎤
⎦ = m g

⎡
⎣ − sin θ

sin φ cos θ
cos φ cos θ

⎤
⎦ (5)

where g is gravitational acceleration, described by means of WGS84 Taylor series model [26].
Rotorcraft attitude kinematics, that relates the generalized velocity α̇ and the angular

velocity ω is given by [12]:

α̇ =

⎡
⎣1 sin φ tan θ cos φ tan θ

0 cos φ − sin φ
0 sin φ/ cos θ cos φ/ cos θ

⎤
⎦ω (6)

while the position of the helicopter pE = [xE, yE, zE]
T , with components expressed in the

inertial frame FE, is obtained from the equation:

ṗE = R(α)Tv (7)

3.3. Aerodynamic Forces and Moments

The characterization of aerodynamic force, F(a) = [X, Y, Z]T , and moment, M(a) =
[L, M, N]T , is performed on the basis of the model detailed in [25], whose nomenclature
is adopted in the present work. A conventional single MR helicopter with teetering
configuration and counterclockwise rotation are considered. Contributions are provided
by the main rotor (MR), tail rotor (TR), fuselage (F), horizontal stabilizer (HS), upper and
lower vertical fins (VF1 and VF2), main rotor hub (MRH), and parachute canopy (PC). Air
parameters are calculated from the International Standard Atmosphere (ISA) model as
a function of rotorcraft altitude [27].

3.3.1. MR and TR Modeling

The following assumptions and simplifications are made about the MR model: (a) rotor
blades are rigid in bending and torsion; (b) flapping angles are small, and the analysis
follows the simple strip theory [28]; (c) the effects of aircraft motion on blade flapping are
limited to those related to the angular accelerations ṗ and q̇, the angular rates p and q, and
the normal acceleration component ẇ; (d) blade flow stall is disregarded; (e) rotor inflow is
uniform, and no inflow dynamics is modeled; (f) main rotor blade flapping is approximated
by the first harmonic terms with time-varying coefficients, that is

β(t) = a0 − a1 cos ξ − b1 sin ξ (8)

where a0 is treated as a preset constant (coning angle) and ξ is blade azimuth. Coefficients
a1(t) and b1(t) respectively represent the longitudinal and lateral tilt of the rotor tip–path
plane, obtained as solutions to the equations in Appendix C of [25] with null hinge offset
ratio, ε = 0, flapping spring constant, Kβ = 0, and pitch-flap coupling ratio, tan δ3 = 0.
Finally, the MR shaft is aligned with zB.

The tail rotor is modeled according to a teetering configuration without cyclic pitch.
Provided that the flapping frequency is typically much higher than that of the MR system,
TR tip-path plane dynamics are neglected, no flapping spring constant is considered, and the
pitch-flap coupling ratio, δ3TR, is characterized by a non-null value (see Appendix D in [25]).

Contrary to some of the assumptions provided in [25], the blades of both MR and TR
are characterized by cambered airfoils with a lift-curve slope a < 2π 1/rad and a zero-lift
angle of attack α0 �= 0. The rotor blade profile drag coefficient, Cd, is calculated as

Cd = 0.008 + 0.3
(

6 CT
σ a

)2
+ ΔCd (9)
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where CT is the rotor thrust coefficient, σ is rotor solidity, and ΔCd is the extra drag
coefficient determined by flow compressibility effects. Let M90 be the Mach number
evaluated at the tip of the advancing blade, where ξ = 90 deg. In order to estimate the extra
drag, the approximate model proposed by Prouty and described in [28] is adopted, where

ΔCd(M90) =

{
12.5(M90 − Mdr)

3 for M90 ≥ Mdr

0 otherwise
(10)

and Mdr = 0.74 is the drag-rise Mach number. With respect to the characterization of rotor
inflow, a number of non-ideal effects are considered, based on the approach in [28], for
the characterization of forces and moments. A constant tip-loss factor B < 1 is adopted to
account for blade tip losses. Other non-ideal effects, including nonuniform inflow, wake
swirl and contraction, and blade interference, are accounted for by an induced power factor
ki, assumed to be a constant. The MR in-ground effect is provided by the model in ref. [29],
and the inflow iterative scheme is solved according to Halley’s method with a damping
coefficient equal to 0.01 [30].

Cockpit/RC control of MR is provided by pilot commands in terms of lateral cyclic
δa, longitudinal cyclic δe, and collective δc. All commands are expressed in terms of non-
dimensional variables, such that δa ∈ [−1, +1] (positive direction: right to generate L > 0),
δe ∈ [−1, +1] (positive direction: aft to generate M > 0), and δc ∈ [−1, +1] (positive
direction: up to generate Z < 0). Onboard control of the tail rotor is performed by pedal
commands, expressed as δp ∈ [−1, +1] (positive direction: right pedal forward to generate
N > 0). The transformation of pilot commands into blade pitch angles is provided by
a set of low-order polynomial functions, A1s = C1(δa), B1s = C2(δe), θ0 = C3(δc), and
θ0TR = C4(δp), provided by the manufacturer. A1s and B1s, respectively, represent the
lateral and longitudinal cyclic pitch angles measured from the MR hub plane in FB. Rotor
blades are modeled with a linear twist, such that θ0 is the blade collective pitch ideally
extrapolated to the rotor center and θtw is the total blade twist angle (tip minus root pitch
angle). No twist characterizes TR blades, where collective pitch is identified by θ0TR.

An additional degree of freedom is related to the power plant made of free turbines,
MR, and TR transmissions. In particular, MR and TR rotational speeds vary according to
the current torque requirements and the engine power available. Changes in speed cause
the free turbine governor to vary fuel flow to change the available power and maintain the
desired angular rate. The engine dynamic model is found in [25]. For the sake of brevity,
details are not provided in the present paper. Modeling parameters in terms of maximum
available power, engine dynamics, specific fuel consumption, and mechanical transmission
efficiency are provided by the manufacturer.

3.3.2. Fuselage, Empennages, and Miscellaneous Components

With respect to fuselage aerodynamics, it is assumed that longitudinal forces and
moments are dependent on fuselage angle of attack and lateral forces and moments are
dependent on angle of sideslip. The exception is the drag force, which is assumed to have a
contribution from both angles of attack and sideslip. The modeling is based on a low- and
a high-angle representation of forces and moments, according to Appendix F in [25], with
data obtained through a detailed computational fluid dynamics characterization. Phasing
between the two approximations is performed by means of cubic spline interpolation, with
improved performance with respect to the proposed linear transition.

The modeling of the two vertical empennages and of the horizontal stabilizer also
follows the approach in [25]. The aerodynamics of the MR hub and parachute pod are
assessed by the equivalent flat plate area model. As an example, the force vector generated
by MRH is expressed as:

FMRH = −1
2

ρ
([

Ax MRH , Ay MRH , Az MRH
]
V MRH

)
V MRH (11)
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where V MRH = [uMRH , vMRH , wMRH ]
T is the velocity, relative to the air mass, of the main

rotor hub and includes the contribution of MR downwash, according to [31]. Ax MRH ,
Ay MRH , and Az MRH are the equivalent flat plate drag areas, respectively orthogonal to
xB, yB, and zB. The moment generated by FMRH about CG is given by MMRH = dMRH ×
FMRH , where

dMRH =

⎡
⎣STACG − STAMRH

BLMRH − BLCG
WLCG − WLMRH

⎤
⎦ (12)

is the vector directed from CG to MRH position, assumed to be coincident with its center
of pressure, with constant components expressed in FB.

4. Trim and Stability Analysis

The nonlinear model described in Section 3 is implemented in the Matlab/Simulink
environment, where differential equations are solved by the Dormand-Prince ode8 method
with a frequency of 1000 Hz [32]. In what follows, (1) the trim conditions are determined
for different cruise speeds, (2) a linearization procedure is applied to the complete model
about such equilibria, and (3) an open-loop dynamic analysis is performed to investigate
the helicopter control and stability properties.

4.1. Trim Analysis

The helicopter model is numerically trimmed for straight-and-level flight at h = 50 m
in standard atmospheric conditions. Different values of forward speed are considered,
ranging from 0 km/h (hover) to 180 km/h (approximately the never-exceed speed), with
steps of 5 km/h. For the sake of brevity, the results of both the static and the following
dynamic analysis are summarized only for the hovering condition, for which dedicated
flight tests were performed for validation purposes.

The main results of trim analysis for the hovering condition are given in Table 3
and compared with the data available from flight tests performed with the same vehicle
configuration (deviations with respect to measured data are reported in terms of absolute
values of percentage errors). To this end, the helicopter was equipped with a set of
sensors, including: (a) potentiometers for cockpit command acquisition and blade pitch
measurement, (b) torque–meters for MR and TR torque analysis, and (c) a AHRS providing
rigid body attitude, angular rate, acceleration, speed, and position information.

According to Table 3, good agreement is found between predicted and measured
values, showing the validity of the modeling approach. A major difference characterizes
the longitudinal cyclic pitch, with a 42% error. It must be noted that a degree of uncertainty
characterizes the knowledge of CG position (especially the STACG parameter) in the actual
flight configuration, which is estimated by means of CAD analysis and suspension tech-
niques. Uncertainty also characterizes the aerodynamics of the fuselage, especially in the
case of hovering and low-speed forward flight, where MR wake envelops a large portion of
the fuselage. For the aim of the present analysis, the model adopted for both MR inflow
and fuselage aerodynamics necessarily represents a compromise solution, which allows for
satisfactory accuracy in terms of the dynamic characterization of rotorcraft without the cost
of excessively-complex aerodynamic models.

The match expected at hover between MR cyclic pitch angles and flapping coefficients,
namely A1s = b1 and B1s = −a1, holds almost exactly in Table 3. Slight differences occur
for the simulated hover condition, which is actually obtained by flying the helicopter at a
residual forward speed of 0.1 m/s. With respect to the experimental campaign, effective
environmental conditions were also monitored, provided the helicopter was maintained in
upwind hover while estimating a maximum wind speed of 20 km/h.
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Table 3. Trim analysis for the hovering flight.

Parameter Symbol Value Units Est. Error |·|
Main Rotor

Long. first–harmonic flapping coeff. a1 2.92 deg N/A
Lat. first–harmonic flapping coeff. b1 −1.10 deg N/A

Induced speed vi 7.79 m/s N/A
Aerodynamic torque Q 1 579.5 Nm 3.1%

Tail Rotor

Long. first–harmonic flapping coeff. a1TR 0.24 deg N/A
Lat. first–harmonic flapping coeff. b1TR −0.24 deg N/A

Induced speed viTR 11.64 m/s N/A
Aerodynamic torque QTR 26.1 Nm 4.4%

Fuselage

Roll angle φ −2 deg 17.6%
Pitch angle θ −1.96 deg 6.7%

Control Pitch Angles

MR lat. cyclic pitch A1s −1.10 deg 4.8%
MR lon. cyclic pitch B1s −2.91 deg 42.0%
MR collective pitch θ0 12.62 deg 2.1%
TR collective pitch θ0TR 8.28 deg 2.1%

4.2. Dynamic Analysis

Consider the equations of motion introduced in Section 3 and detailed in [25]. In
nonlinear form, it is

ẋ = f (x, u, t) (13)

provided x is rigid–body state vector, namely

x = [u, w, q, θ, v, p, φ, r]T (14)

while time evolution of xE, yE, zE, and ψ is not accounted in the framework of system lin-
earization. Control vector u has four components, expressed in terms of pilot commands as:

u = [δc, δe, δa, δp]
T (15)

Using small perturbation theory [29], helicopter motion is described in terms of
perturbation from the equilibrium condition, xe = [Ue, We, Qe, Θe, Ve, Pe, Φe, Re]T and
ue = [U1e, U2e, U3e, U4e, ]T , written in the form x = xe + δx and u = ue + δu. By following
the approach and the nomenclature of [29], given the trim conditions in Section 4.1, the
model in Equation (13) is linearized at all considered speeds to respectively obtain system
and input matrices

A =

(
∂ f
∂x

)
xe , ue

, B =

(
∂ f
∂u

)
xe , ue

(16)

as a function of aerodynamic derivatives. The latter are estimated by numerical differencing
in the Matlab/Simulink environment [29]. To this end, aerodynamic forces and moments
are positively perturbed by each of the state and input vector components in turn, with
amplitude equal to 0.02 (respectively intended in terms of m/s for u, v, w, rad/s for p, q, r,
rad for φ, θ, and non-dimensional units for control inputs). State and control derivatives
are written in the form:

Xu =
1
m

∂X
∂u

(17)

and
L′

p =
Jzz

Jxx Jzz − J2
xz

∂L
∂p

+
Jxz

Jxx Jzz − J2
xz

∂N
∂p

(18)
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N′
r =

Jxz

Jxx Jzz − J2
xz

∂L
∂r

+
Jxx

Jxx Jzz − J2
xz

∂N
∂r

(19)

A total of 36 stability derivatives and 24 control derivatives are determined in the
standard 6DOF representation for each flight condition. Due to the highly-classified
nature of the data involved in the project, only one sample derivative is analyzed in the
present paper at hover. A qualitative discussion about the behavior of the most significant
derivatives is provided in what follows.

The effect of linear velocity on aerodynamic forces is principally taken into account
by Xu, Yv, and Zw. The force damping derivatives Xu < 0 and Yv < 0, which respectively
reflect the drag and side force on rotor–fuselage combination, steadily increase in absolute
value and are practically linear with speed beyond 50 km/h. At low speed, the effect of
disc tilt following perturbations in u and v becomes predominant. Similar considerations
hold for the heave damping derivative Zw, which is mostly influenced by the fuselage and
horizontal empennage in high-speed flight. At low speed, the MR tends to dominate Zw
through a reduction in CT determined by a vertical speed perturbation. In order to validate
the numerical linearization routine, a comparison is performed with the analytical results
obtained for the stability and control derivatives according to formulas available in the
literature. As an example, the MR contribution only to Zw can be analytically estimated
as [29]

Zw = −ρ(Ω R)π R2

m
∂CT
∂μz

(20)

where μz = w/(Ω R) is MR climb ratio and

∂CT
∂μz

≈ 2 a σ|λ|
16|λ|+ a σ

(21)

Based on the data in Tables 1 and 3, it is λ = −0.0371 at hover, such that ∂CT/∂μz ≈ 0.018.
It follows Zw ≈ −0.317 1/s, which is close to the value numerically obtained in the same
condition for the full helicopter, namely −0.345 1/s. In such a case, the estimation error
obtained according to literature results is −8.1%, provided that fuselage and appendages
contributions are disregarded.

The speed stability effect is observed in Mu > 0 and L′
v < 0, the latter showing a

practically linear behavior with speed. Mw > 0 is representative of the incidence static
stability effect, which increases non-monotonically with speed and approximately tracks
Mu, being influenced by MR inflow on helicopter components. Finally, N′

v > 0 accounts for
the weathercock effect by means of TR and vertical fins (stabilizing with speed) and the
fuselage (destabilizing).

The damping derivatives L′
p < 0, Mq < 0, and N′

r < 0 reflect short-term, small, and
moderate-amplitude handling characteristics. If, on the one hand, L′

p and Mq principally
account for MR flapping motion in the presence of roll and pitch rate perturbations, N′

r is
dominated by loads on TR and vertical fins, with a stronger yaw-damping effect at high
forward speeds.

Given the stability and control derivatives obtained above, the complete system and
input matrices A and B are generated according to the structure provided on page 277
in [29]. Note that, with the idea of designing closed-loop control systems, the input matrix
B is configured for application to the non-dimensional pilot commands. The formulation in
terms of blade pitch control angles is however possible by means of the mapping functions
C1, C2, C3, and C4 introduced in Section 3.3.1.

For the aim of the present work, however, the results of a decoupled analysis are
first discussed. Based on the approximate separation between the longitudinal and the
lateral-directional dynamics, the decoupled representation is available in ref. [29], where
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input matrices are applied to blade pitch control angles. The longitudinal dynamics are
described by the forced system:

d
dt

⎡
⎢⎢⎣

u
w
q
θ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Xu Xw Xq − We −g cos Θe
Zu Zw Zq + Ue −g sin Θe
Mu Mw Mq 0
0 0 1 0

⎤
⎥⎥⎦

︸ ︷︷ ︸
Alon

⎡
⎢⎢⎣

u
w
q
θ

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

Xθ0 XB1s
Zθ0 ZB1s
Mθ0 MB1s

0 0

⎤
⎥⎥⎦

︸ ︷︷ ︸
Blon

[
θ0
B1s

] (22)

A pair of complex-conjugate poles is determined from Alon, which is related to an
unstable phugoid mode with natural frequency ωph and time constant τph (calculated as
the reciprocal of the real part of the poles in its absolute value). Two real stable modes are
also evaluated, namely heave and pitch subsidence effects. The first pole, identified by
phv < 0, is practically determined by the vertical damping derivative Zw. The second pole,
pps < 0, accounts for the fundamental contribution of both Zw and Mq and is characterized
by a time constant approximately estimated as τps ≈ −1/

(
Zw + Mq

)
[29]. The decoupled

lateral-directional dynamics are defined by the system:

d
dt

⎡
⎢⎢⎣

v
p
r
φ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Yv Yp + We Yr − Ue g cos Φe cos Θe
L′

v L′
p L′

r 0
N′

v N′
p N′

r 0
0 1 cos Φe tan Θe 0

⎤
⎥⎥⎦

︸ ︷︷ ︸
Alat

⎡
⎢⎢⎣

v
p
r
φ

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎣

YA1s
Yθ0TR

L′
A1s

L′
θ0TR

N′
A1s

N′
θ0TR

0 0

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
Blat

[
A1s

θ0TR

] (23)

A pair of complex-conjugate poles is derived from Alat with the natural frequency
ωdr. Such poles characterize the dutch-roll mode, which is unstable but slowly develops
with a time constant τdr. The roll subsidence mode, mostly determined by the damping
derivative L′

p, is related to the real pole proll < 0. The spiral subsidence mode at hover is
stable, pspiral < 0, and dampens with a time constant τspiral .

The analysis of coupled representation behind state matrix A is also considered, and
the obtained poles are marked by a superscript ‘c’. A comparison with the corresponding
values derived through the decoupled analysis is provided where possible. Two real poles
are first extracted. The roll subsidence effect is recognized in the first pole, p1 = 0.85 · proll ,
provided p1 ≈ L′

p. The same consideration holds for vertical damping mode, identified

by p(c)8 ≈ phv ≈ Zw. Three pairs of complex-conjugate poles complete the analysis. The

first pair, p(c)2,3, is stable with a real part proportional to Mq + Zw. It is representative of a

damped oscillation with a natural frequency ω
(c)
py and time constant τ

(c)
py , determined by

the coupling of pitch and yaw subsidence modes. The second pair, p(c)4,5, characterizes the

unstable phugoid mode, which develops with a time constant τ
(c)
ph = 0.75 · τph and shows

natural frequency ω
(c)
ph = 1.38 · ωph. The last pair of complex poles, p6,7 characterizes the
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dutch roll motion, which is unstable and develops with natural frequency ω
(c)
dr = 0.92 · ωdr

and time constant τ
(c)
dr = 1.07 · τdr.

4.3. Model Validation

In Section 4, a comparison is provided between simulated and measured variables re-
garding the static characterization of hovering conditions. In what follows, predicted
dynamic properties about the same equilibrium are validated through identification
methods [33]. To this end, flight data are collected and eventually filtered after performing
frequency sweep maneuvers about the hover, according to the approach described in [34].
The frequency response for each selected input–output pair is then identified during an
optimization process driven by the difference between the computed and the predicted
frequency responses. The fidelity of the model is finally established using time domain ver-
ification, according to which time response predicted by the identified model is compared
with the response recorded during flight tests.

Different maneuvers and data pairs are considered for the identification of transfer
functions, such as p(s)/A1s(s) and q(s)/B1s(s), with the aim of validating the predicted
dynamic information. For the sake of brevity, the adopted procedure is detailed for the
characterization of the heave subsidence mode, whose dominant derivative Zw is discussed
above. In particular, the first input-output data pair describes the effect of MR collec-
tive pitch angle θ0 on vertical acceleration, az = ẇ, expressed in a body-fixed frame. A
detail of the data taken into account for such an identification procedure is reported in
Figure 5. The predicted transfer function as obtained from the state-space representation in
Equation (22) is:

az(s)
θ0(s)

∣∣∣∣
mdl

=
Zθ0 s(s − z1)(s − z2)(s − z3)

(s − phv)
(
s − pps

)(
s2 − 2/τph s + ω2

ph

) (24)

where a set of 4 zeros is determined. The first one is located at the origin, z1 = 0.9983 pps
is real negative, and z2, z3 are a complex–conjugate pair such that z2 z3 = 1.008 ω2

ph and
z2 + z3 = 1.059 · 2/τph. Heave subsidence mode evidently dominates the motion along zB,
provided that almost perfect pole-zero cancellation characterizes the terms depicted in gray
color. It follows:

az(s)
θ0(s)

∣∣∣∣
mdl

≈ Zθ0 s
s − phv

(25)

Numerical identification is performed by using a Prediction Error Minimization (PEM)
method focused on simulation [35], provided the transfer function in Equation (24) is
assumed as the initial guess model. The identified transfer function is:

az(s)
θ0(s)

∣∣∣∣
id
=

0.9964 Zθ0(s − π1)(s − π2)

(s − 1.0421 phv)(s − 0.9912 π2)

·
(
s2 + π3 s + π4

)
(s2 + 1.0090 π3 s + 0.9964 π4)

≈ 0.9964 Zθ0 s
(s − 1.0421 phv)

(26)

where pole–zero cancellation can evidently be performed for the gray terms. It must
be noted that π1 ≈ 0, such that the zero at the origin is also recovered. The estimation
error between model-predicted and identified parameters is provided in the second line
of Equation (26), where the updated values of

∣∣Zθ0

∣∣ and |phv|, respectively, result in being
0.36% smaller and 4.21% bigger than the model-predicted ones in Equation (25). A sample
comparison between measured and refined-simulation data after heave subsidence mode
characterization is finally provided in Figure 6 for the acceleration.
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Figure 5. The input–output measured data used for heave subsidence mode characterization near
hover (detail).
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Figure 6. Measured and simulated data after heave subsidence mode characterization at hover (detail).

Encouraging results are indeed obtained for other input-output pairs, thus validating
the modeling approach. In all cases, in fact, very good agreement is found between the
dynamic properties obtained through numerical simulation and identification techniques.

5. Control System Design and Test

In what follows, the control system design phase is described based on the mathemati-
cal model in Section 3 and the analysis performed in Section 4. The closed-loop system is
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first analyzed by Model-In-the-Loop (MIL) simulations, where linear controllers are directly
designed and validated in the nonlinear framework by means of an extensive campaign
of simulations performed in collaboration with the candidate pilot. HIL tests are then
performed to refine the control gains and validate the software/hardware setup [36].

5.1. Model–in–the–Loop Validation

Pilot commands, here named δ
(pilot)
a , δ

(pilot)
e , δ

(pilot)
c , and δ

(pilot)
p are an input to the

control system and follow the same convention described in Section 3.3.1. According to the
given requirements, no closed-loop control is designed for MR collective pitch, such that
δc ≡ δ

(pilot)
c .

In the framework of control system design, simulation models for selected AHRS
and actuators are also developed. Modeling parameters in terms of accuracy and per-
formance are obtained from both datasheets and dedicate experiments performed in
laboratory facilities.

The first controller is designed to stabilize yaw motion by the actuation of TR collective
pitch angle θ0TR through the closed-loop feedback of yaw rate r. Let er = ξr δ

(pilot)
p − r be

the error between the desired and the measured angular rate, provided that ξr > 0 is a
prescribed constant that transforms the non-dimensional command provided by the remote
pilot into the desired yaw rate. The control scheme is described by the equation:

δp = k(r)p er + k(r)i

∫ t

0
er(s) ds (27)

where k(r)p > 0 and k(r)i > 0 are control gains, respectively, providing proportional and
integral contributions related to the error signal er(t).

The second controller is used to stabilize the fuselage’s attitude in terms of roll and
pitch angles by the actuation of MR lateral and longitudinal cyclic control angles, respec-
tively. With respect to roll angle stabilization, it is:

δa = k(φ)p eφ + k(φ)i

∫ t

0
eφ(s) ds + k(φ)d p (28)

where k(φ)p > 0 and k(φ)i > 0. A derivative–like contribution is also provided by the direct

feedback of roll rate p through the gain k(φ)d < 0. The error between desired and measured

roll angle is calculated as eφ = ξφ δ
(pilot)
a − φ, where ξφ > 0 is a prescribed constant.

Controller structure for the stabilization of pitch angle follows the same approach, namely:

δe = k(θ)p eθ + k(θ)i

∫ t

0
eθ(s) ds + k(θ)d q (29)

where k(θ)p > 0, k(θ)i > 0, and k(θ)d < 0. The error between desired and measured pitch angle

is eθ = ξθ δ
(pilot)
e − θ, where ξθ > 0.

In Figures 7 and 8 the results of a sample maneuver are reported. Simulation is
started at h = 50 m with null attitude of the helicopter (φ0 = θ0 = ψ0 = 0 deg) and an
initial angular rate about the yaw axis, such that p0 = q0 = 0 deg/s and r0 = −5 deg/s.
MR collective pitch angle is kept constant and equal to the value obtained in Table 3 for
the hovering condition, namely θ0 = 12.62 deg, corresponding to δ

(pilot)
c = 0.495. Let

ξr = 40 · π/180 rad/s, ξφ = 25 · π/180 rad, and ξθ = 12 · π/180 rad. Input values to

the controllers are δ
(pilot)
p = 0, δ

(pilot)
a = −0.08, and δ

(pilot)
e = −0.163, which respectively

provide the desired values φ = −2 deg, θ = −1.96, and r = 0 deg/s necessary to hover.
In Figure 7, state variables describing fuselage attitude are plotted as a function of time,
showing the stabilizing effect of implemented controllers. The corresponding control pitch
angles are depicted in Figure 8, where the hover trim variables reported in Table 3 are
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retrieved. Given the highly-classified nature of the data involved during the dronization
process, the adopted first-guess controller gains are omitted.
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Figure 7. MIL stabilization of attitude variables.
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Figure 8. MIL stabilization of control pitch angles to the hovering condition.

5.2. Hardware–in–the–Loop Validation

The simulation setup described above is deployed to a HIL laboratory facility accord-
ing to the scheme outlined in Figure 9. System components are set up as follows:

• The software developed in Matlab/Simulink for the mathematical modeling of heli-
copter dynamics and AHRS devices is automatically coded and deployed to a high-
performance Real-Time Target Machine (RTTM) by Simulink Real-TimeTM tools. Solver

49



Drones 2023, 7, 288

frequency is set at 20 kHz, while AHRS model data are generated at 100 Hz. Soft-
ware coding and deployment are performed through a host desktop PC, where the
FlightGear open-source application is used to represent simulation data through a 3D
graphical interface.

• The output of RTTM is provided via a dedicated standard industrial bus I/O module
with two isolated ports. The first port is used to output the emulated AHRS data. The
second port is used to generate repeatable control commands for HIL validation only,
as if they were provided by the pilot on the ground.

LINEAR ACTUATOR
TEST STAND

RTC1
(CONTROLLER)

RUGGED LAPTOP
(MONITORING 

MODULE)

RC
(CONTROL 
MODULE)

16-BIT ANALOG I/O 
MODULE

RTTM
(PLANT + SENSORS)

INDUSTRIAL 
PROTOCOL

I/O MODULE

HOST MACHINE + 
MONITOR

AHRS DATA

GCS COMMANDS 
EMULATION

1 4

ETHERNET

ETHERNET

Figure 9. Sketch of HIL simulation setup.

• AHRS data and pilot commands from the RC device are the inputs to the onboard
computer. At the time of the HIL experiments the RTC2, was already mounted on
the helicopter as a pure acquisition device for an extensive campaign of manned
flight tests. Hence, laboratory HIL tests were performed by arranging the RTC1 as
an onboard computer. To emulate the presence of the radio modem, signals from the
RC are converted from serial to standard industrial protocol by a micro-controller
board equipped with a dedicated conversion shield. The control laws designed in
Matlab/Simulink are coded and deployed to the RTC1 through the rugged laptop.
The code developed for the onboard computer makes use of proprietary libraries for
PID control implementation, acquisition and processing of input signals (including
the application of Butterworth filters with order 1 and a cut-off frequency of 5 Hz to
measured data), and real-time monitoring of selected variables.

• Control signals are acquired through a terminal board by a dedicated I/O module, a
16 bit analog input device selected to close the control loop. An ad hoc test bench is also
provided where 1 EMA is controlled, in turn, by a voltage signal. Information about the
linear motion are acquired and made available to evaluate the actuation performance.

Different maneuvers are performed during HIL simulations to validate the control
strategy in Section 5.1 and the hardware implementation. A sample case is reported in
what follows. Starting from a hovering condition, a step input δ

(pilot)
a = 0.08 is generated

via the RTTM in order to reach a desired roll angle of 2 deg while keeping the other inputs
unaltered. In Figures 10 and 11, the results of the maneuver are reported in terms of
variation with respect to the hover trim variables.
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It can be noted that, for the same maneuver, the error between HIL and MIL simu-
lations always remains bounded and smaller than 0.001 deg (roll angle) and 0.005 deg/s
(roll rate). Furthermore, discretization and quantization effects of signals are investigated,
which, however, do not affect controller efficacy. This and many other simulation tests
validate the quality of the simulation software and the correct implementation of acquisi-
tion, actuation, and control system protocols in the presence of real flight hardware in a
controlled environment prior to flight.
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6. Flight Tests with the Unmanned Helicopter

After an extensive campaign of HIL simulations aiming at the fine-tuning of controller
gains and the correct setup of hardware implementation, the helicopter is finally configured
for unmanned flight tests and equipped with the ballistic parachute canopy. In order to
simulate the presence of on board passengers, sandbags are put on the two seats, thus
replicating the inertial configuration analyzed in Section 4, with the exception of the canopy.
The campaign, performed in June 2018 at the airport of Oristano–Fenosu (Sardinia, Italy) in
4 days, is organized according to the following steps:

1. Step 1. Direct control of onboard actuators by remote pilot commands, such that

δa = δ
(pilot)
a , δe = δ

(pilot)
e , δc = δ

(pilot)
c , and δp = δ

(pilot)
p . This piloting configuration

allows for validation of the overall actuation setup and represents a reversion mode
in case of AHRS failure (manual mode).

2. Step 2. The controller in Equation (27) is activated in order to stabilize the yaw rate.
Different flight tests are performed and control gains are refined according to remote
pilot recommendations, such that k(r)p and k(r)i are respectively increased by about 15%
and 14% with respect to the first-guess values in Section 5.1.

3. Step 3. Before activating the controllers in Equations (28) and (29), an intermediate
test is performed in order to evaluate the damping contribution only provided by
gains k(φ)d and k(θ)d to the flying qualities about the roll and the pitch axis, respectively.
To this end, the yaw rate is stabilized as in Step 2, while the direct control action of
the pilot on lateral and longitudinal cyclic commands is supported by roll and pitch
damper controllers, configured as follows:

δa = δ
(pilot)
a + k(φ)d p (30)

δe = δ
(pilot)
e + k(θ)d q (31)

At the end of Step 3, control gains are fine-tuned such that k(φ)d and k(θ)d are respectively
increased by about 2% and 13% with respect to the first-guess values.

4. Step 4. The attitude controllers in Equations (28) and (29) are investigated, leaving
the pilot with direct control of MR collective pitch only. Control gains are corrected
such that k(θ)p and k(θ)i are respectively increased by 25% and 60% with respect to

the precautionary small values proposed in Section 5.1. Finally, k(φ)p and k(φ)i are
left unaltered.

Some flight data is reported, which describes the tests performed after Step 4 with the
unmanned system in its definitive mission configuration.

In Figure 12, the commanded value of yaw rate, calculated as ξr δ
(pilot)
p (black line), is

compared with the corresponding value measured by the AHRS (gray line). The data are
expressed in deg/s and show the correlation between the desired and achieved attitude
motion while the pilot performs oscillatory yawing maneuvers.

In Figure 13a,b the stabilization of roll and pitch angles is also analyzed over the
same time period (80 s). In particular, roll angle oscillates with a standard deviation of
0.78 deg about the mean value of −1.91 deg. Similar considerations hold for the pitch angle,
characterized by a standard deviation of 0.74 deg and a mean value of 0.35 deg. If, on
the one hand, the roll angle is consistent with the simulation results obtained in Table 3,
the pitch angle shows major difference. This is caused by the presence of light tail wind
and the fact that the inertial and aerodynamic configuration of the unmanned helicopter
differs because of the presence of the parachute canopy over MRH. Collective command,
characterized by a standard deviation of 0.01, remains almost constant and equal to 0.66
(corresponding to 13.67 deg pitch angle).
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Figure 12. Yaw rate stabilization in a near–hover condition (flight tests, 10 Hz sampling).
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Figure 13. (a,b) Attitude stabilization and (c) collective pitch command in a near–hover condition
(flight tests, 10 Hz sampling).

The final experiment, performed on 22 June, is described in Figure 14, where heli-
copter trajectory is plotted in a 3D environment. Position data are obtained from GPS
measurements provided by the AHRS and recorded by the RTC2. After the initial phase
required for pre–flight checks and turbine engine warm up, the take–off occurs at time t0.
The climb phase to the height h1 = 330 m is performed in t1 − t0 = 97 s in the presence of
South–West (SW) wind, with an average climb rate of about 3.4 m/s. In particular, during
the first 40 s the climb rate is stabilized at 2 m/s by pilot’s action, and then pushed to
4.5 m/s until reaching the maximum height. At time t1, the prescribed flight termination
procedure is activated by switching-off the engine and commanding parachute ejection
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at time t2 = t1 + 4 s. Complete parachute deployment is performed in about 5 s, at time
t3 = t2 + 5 s (see Figure 15). During the helicopter accelerated free fall the total height
loss is h3 − h2 = −146 m, with an average vertical speed of −16.2 m/s. After t = t3 the
rate of descent stabilizes to a practically constant value of 7.5 m/s until the helicopter
safely lands at t4 = t3 + 27 s. The effect of wind is visible in Figure 14, where helicopter
trajectory deviates in the North–East direction and stops near the runway at about 285 m
from the take–off point. Upon impact with the ground, acceleration peaks are recorded that
fall within the parameters of crash tests in both the aeronautical and automotive sectors.
Test data show that the system is likely to achieve its goal of saving lives, even at a lower
altitude of just 150 m.

TAKE-OFF
t=t0

CLIMB

ENGINE OFF 
t1 = t0 + 97 s
h1 = 330 m

COMPLETE 
PARACHUTE 

DEPLOYMENT
t3 = t2 + 5 s
h3 = 185 m

SAFE LANDING
t4 = t3 + 27 s

SWSW

PARACHUTE 
EJECTION
t2 = t1 + 4 s
h2 = 302 m

Figure 14. Trajectory followed during the final mission with parachute ejection (Maps Data: Google
Earth © 2020 TerraMetrics).

Figure 15. Parachute ejection phases (courtesy of Curti Aerospace Division).

7. Conclusions

In the present paper, the complete procedure adopted to transform a light helicopter
into an unmanned rotorcraft is described. By adopting the MBD approach, mission require-
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ments were first outlined, and the design of the control system was addressed in terms
of system architecture definition. Particular attention was devoted to the mathematical
model of the helicopter and its subsystems, made on the basis of geometric, inertial, and
aerodynamic data provided by the manufacturer and refined by identification techniques.

With the purpose of validating an innovative ballistic parachute rescue system, a
closed-loop controller was developed to allow stable maneuvering in the field of view of a
remote pilot. To this end, attitude stabilization algorithms were first tested in a Model-In-
the-Loop environment. Furthermore, laboratory experiments allowed for (1) Hardware-
In-the-Loop validation of involved equipment and (2) control software deployment on
real-time target machines. Dedicated flight tests were performed to prove the effectiveness
of the approach and the achievement of the desired closed–loop flying qualities. The final
mission successfully showed the feasibility of the proposed termination procedure by
securing a safe helicopter landing in the event of engine failure. The experiment allowed
researchers to focus on the design and experimental validation of technologies at the core
of future UAM, envisaging a more efficient, safe, and possibly sustainable exploitation of
the vertical dimension.
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Abstract: It is necessary to develop a vehicle digital twin (DT) for urban air mobility (UAM) that
uses an accurate, physics-based emulator to model the statics and dynamics of a vehicle. This is
because the use of digital twins in the operation and control of UAM vehicles is essential for the
UAM operational digital twin infrastructure (UAM-ODT). There are several issues that need to be
addressed in this process: (i) the lack of digital twin engines for the digitalization (twinization) of the
dynamics and control of UAM vehicles at the core of UAM-ODT systems; (ii) the lack of back-end
system engineering in the development of UAM vehicle DTs; and (iii) the lack of fault-tolerant
mechanisms for the DT cloud back-end system to run uninterrupted operations 24/7. On the other
hand, software aging and rejuvenation are becoming increasingly important in a variety of computing
scenarios as the demand for reliable and available services increases. With the increasing use of
containerized systems, there is also a need for an orchestrator to support easy management and reduce
operational costs. In this paper, an operational digital twin (ODT) of a typical urban air mobility
(UAM) infrastructure is developed on a private cloud system based on Kubernetes using a proposed
cloud-in-the-loop simulation approach. To ensure the ODT can provide uninterrupted operational
control and services in UAM around the clock, we propose a methodology for investigating software
aging in Kubernetes-based containerized clouds. We evaluate the behavior of Kubernetes software
using the Nginx and K3S tools while they manage pods in an accelerated lifetime experiment. We
continuously execute operations for creating and terminating pods, allowing us to observe the
utilization of computing resources (e.g., CPU, memory, and I/O), the performance of the Nginx
and K3S environments, and the response time of an application hosted in those environments. In
some conditions and for specific metrics, such as virtual memory usage, we observed the effects of
software aging, including a memory leak that is not fully cleared when the cluster is stopped. These
issues could lead to system performance degradation and eventually compromise the reliability
and availability of the system when it crashes due to memory space exhaustion or full utilization of
swap space on the hard disk. This study helps with the deployment and maintenance of virtualized
environments from the standpoint of system dependability in digital twin computing infrastructures
where a large number of services are running under strict continuity requirements.

Keywords: operational digital twin; urban air mobility; cloud-in-the-loop simulation; software aging;
software rejuvenation; Kubernetes; Nginx; K3S
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1. Introduction

Digital twin (DT) technology is a cutting-edge innovation that has the potential to
revolutionize various industries. DT involves creating a virtual replica of a physical object
or system, and using data-driven analysis and decision-making to continuously update
and improve it. The virtual replica, or digital twin, is made up of computational models
that evolve and change over time, reflecting the structure, behavior, and environment
of the physical object or system they represent [1,2]. Digital twin systems are digital
representations of physical systems, such as vehicles, buildings, or manufacturing processes.
They are used to simulate the behavior and performance of the physical system, and to
predict its behavior or performance under different conditions. This can be useful for a
variety of applications, such as planning for maintenance, optimizing the operation of the
physical system, or analyzing the impact of changes to the system’s design or operation.

The development of an operational vehicle digital twin system for urban air mobility
(UAM-ODT) includes the following fundamental modules: (i) neural digital twin dynamic
engines (DTDE), (ii) neural digital twin control engines (DTCE), (iii) digital twin control
frame (DTCF), and (iv) digital twin cloud infrastructure (DTCI) as shown in Figure 1. The
DTDE module is responsible for creating a virtual replica of the aerodynamics of UAM
vehicles using learning-based techniques. The DTCE module performs control tasks, such
as robust control, optimal control, and adaptive control, to ensure the safety of the vehicle.
These two modules digitalize the dynamics and control of the vehicle to ensure that the
operations of the vehicle in the digital space are identical to those in the physical space.
The DTCF module serves as a bridge between the digital twin and the physical twin of the
vehicle. It can provide teleoperation services, fault-tolerant control, or traffic prediction
and management, with the belief that if the dynamics and control of the physical vehicle
are accurately captured in the digital space along with the digital environment (e.g., city,
region, country), the operations in the digital space can be effectively transferred to the
physical space. The DTCI module is the common computing platform that hosts the entire
UAM-ODT system, running constantly to create a virtual space of the real-world UAM
physical infrastructure. Due to the stringent requirements for the high availability of the
digital twin system, the DTCI must handle any failures and maintain constant digital
operations and services in the long run. Particularly, if a digital twin runs all day and
night, it can be subject to a phenomenon known as “software aging”. Software aging is
the gradual deterioration of the performance and reliability of software over time, due to
factors such as changes in the operating environment, errors and defects in the software,
or the accumulation of wear and tear on the software. If a digital twin runs continuously, it
can experience software aging more quickly than if it were run only intermittently. This
can cause the digital twin to become less accurate and less reliable over time, which can
affect the quality of the predictions and decisions it makes. In this work, we investigate the
software aging problems in the digital twin cloud infrastructure which is developed upon
Kubernetes-based cloud environment using a cloud-in-the-loop simulation approach.

Software aging is a phenomenon that occurs when software systems become less
reliable and less efficient over time. This can happen for a variety of reasons, such as
changes in the environment, changes in the software itself, or the accumulation of errors
and defects. When software ages, it can become less accurate and less reliable, which can
affect the performance and behavior of the systems that it is used to control or manage. The
software aging phenomenon occurs in operating software systems, causing sudden failures
such as crashes and continuous performance degradation, which can be circumvented by a
proactive strategy such as software rejuvenation to avoid abrupt system interruptions [3,4].
The relevance of such a phenomenon is remarkable, considering that the demand for
availability and reliability in the provision of services in practically all areas has increased
in order to have quality and competitiveness in each field of activity. Considering high
availability requirements, the services of computing, health, security, financial system,
geolocation, and routing are examples that can be cited. In order to meet such service
demands without the unwanted effects of software aging, it is necessary to use an architec-
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ture capable of maintaining its offer without huge operational costs of employing several
redundant servers with high computational power, requiring human resources for their
handling and management, and also incurring higher energy costs. Using virtual machines
in contexts such as these has been an alternative because they provide functionalities of
a physical server based on the same traditional computational architecture. Thus, it is
possible to create several virtual machines on a single server, and each virtual machine can
run different environments allowing the execution of heterogeneous systems [5]. The scala-
bility and flexibility of IT (Information Technology) can be increased through virtualization,
in addition to generating significant savings in operational costs. Thus, IT administra-
tion becomes easier to manage by obtaining better availability, operability, performance,
and greater workload mobility through virtualization [6].

Figure 1. Operational Digital Twin for Urban Air Mobility (UAM-ODT).

If the flight control software of an unmanned aerial vehicle (UAV) experiences software
aging, it can affect the performance and behavior of the UAV. As the software ages, it can
become less accurate and less reliable, which can cause the UAV to behave in unexpected
or unsafe ways. To address software aging in the flight control software of a UAV, it is
important to periodically update and maintain the software. This can involve installing
patches and updates, fixing errors and defects, and re-tuning or re-calibrating the software
to account for changes in the environment or the UAV itself. Regular maintenance and
updates can help to ensure that the flight control software remains accurate and reliable
over time, and can help to prevent or mitigate the effects of software aging. In some cases,
software aging can cause the flight control software to become unstable or unreliable. If this
happens, it may be necessary to take the UAV out of service temporarily in order to perform
maintenance or repairs. This can involve replacing or upgrading the flight control software,
or making other changes to the UAV in order to improve its performance and reliability.
So, software aging in the flight control software of a UAV can affect the performance and
behavior of the UAV. To address this problem, it is important to periodically update and
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maintain the flight control software, and to take the UAV out of service if necessary in order
to perform maintenance or repairs. This can help to ensure that the UAV remains safe and
reliable over time.

To create a digital twin, a mathematical model of the physical system is created using
data about the system’s behavior and performance. This model is then used to simulate the
behavior of the physical system under different conditions, and to make predictions about
its performance. In order to create a reliable and accurate digital twin, it is important to
use accurate and reliable software to create the model and simulate the system’s behavior.
However, software aging can be a problem for digital twin systems. As the software used
to create and simulate the digital twin ages, it can become less accurate and less reliable.
This can affect the accuracy and reliability of the digital twin, and can cause it to produce
incorrect or inconsistent predictions. In some cases, this can lead to incorrect or sub-optimal
decisions or actions based on the digital twin’s predictions. To address software aging
problems in digital twin systems, it is important to periodically update and maintain the
software used to create and simulate the digital twin. This can involve installing patches
and updates, fixing errors and defects, and re-tuning or re-calibrating the software to
account for changes in the environment or the system being modeled. Regular maintenance
and updates can help to ensure that the digital twin remains accurate and reliable over
time, and can help to prevent or mitigate the effects of software aging.

Digital twin systems can experience a variety of errors, depending on the specific
characteristics of the system and the software being used. Some common types of errors
that can occur in digital twin systems include:

• Data errors: Digital twin systems are typically based on data about the behavior
and performance of the physical system being modeled. If the data are incorrect or
inconsistent, it can cause errors in the digital twin. For example, if the data contain
missing or invalid values, or if the data are not properly pre-processed or cleaned, it
can affect the accuracy and reliability of the digital twin.

• Modeling errors: Digital twin systems are based on mathematical models of the physical
system being modeled. If the model is incorrect or incomplete, it can cause errors in the
digital twin. For example, if the model does not accurately represent the underlying
physical principles or behaviors of the system, or if the model is not properly calibrated
or validated, it can affect the accuracy and reliability of the digital twin.

• Software errors: Digital twin systems are implemented using software, and software
can contain errors or defects. If the software used to create or simulate the digital
twin contains errors, it can cause the digital twin to behave in unexpected or incorrect
ways. For example, if the software contains bugs or syntax errors, or if the software is
not properly designed or implemented, it can affect the accuracy and reliability of the
digital twin.

Overall, digital twin systems can experience a variety of errors, including data errors,
modeling errors, and software errors. To address these errors and improve the accuracy
and reliability of the digital twin, it is important to carefully collect and pre-process the
data, to create accurate and well-calibrated models, and to use high-quality software that is
free of errors and defects.

When using virtualization, it is possible to implement many servers in a smaller
number of hosts (physical servers), which consequently implies the gain of physical spaces
and energy cost reduction. However, once the virtual machine is initialized, all the hard-
ware on which the Operating System (OS) is running is loaded and not just a copy of the
OS, resulting in the consumption of many system resources, making virtualization very
expensive from a computational point of view [7]. The use of containerization mitigates
the operational cost of traditional virtualization, as stated by [5], in which the author ad-
dresses host-level virtualization known as container, which is another type of virtualization.
This type of virtualization acts on top of the physical server offering support to several
independent systems since the physical server already has an OS installed, not needing to
load all the host hardware or its copy. Container-based virtualization has recently gained
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much attention [8,9]. This virtualization makes an application run efficiently in the most
varied computing environments through its encapsulation and its dependencies [10]. This
virtualization technique is said by the author of [11] to be lightweight, as the system sig-
nificantly decreases workloads by sharing OS resources from host. Containers provide an
isolated environment for system resources such as processes, file systems and networks
to run at the host OS level, without having to run a Virtual Machine (VM) with its own
OS on top of virtualized hardware. By sharing the same OS kernel, containers start much
faster using a small amount of system memory compared to booting an entire virtualized
OS like in [10] VMs. Kubernetes is a widely used tool for managing containers, configure,
maintain and manage solutions that have containers as an approach to the detriment of
VMs. Thus, this work aims to evaluate the effects of software aging and the performance
of Kubernetes when undergoing a high-stress load, characterized by creating replicas of
pods to maintain service availability in the Nginx and K3S environments. Furthermore,
the aging problem on an unmanned vehicle refers to the degradation of the vehicle’s per-
formance over time, due to factors such as wear and tear, corrosion, and obsolescence.
As an unmanned vehicle ages, its components may become less reliable and less capable of
performing their intended functions, which can affect the vehicle’s ability to operate safely
and effectively. The aging problem can be particularly challenging for unmanned vehicles,
as they often operate in harsh or hostile environments, and they may be subjected to high
levels of stress and strain. For example, an unmanned aerial vehicle (UAV) may experience
high levels of vibration and air turbulence during flight, which can cause its components
to wear out faster. Similarly, an unmanned underwater vehicle (UUV) may be exposed
to corrosive saltwater, which can cause its components to corrode and deteriorate over
time. In this work, our focus is on the investigation of a digital twin cloud infrastructure
in which a Kubernetes-based cloud environment is investigated regarding software aging
phenomenon of the cloud if hosting the UAM-ODT with no downtime.

The study in this work extends the related research area on software aging in virtual-
ized environment through the following key contributions:

• proposed a cloud based simulation platform with provisioning for the development
of UAM-ODT infrastructures

• proposed a methodology for measurement and assessment of software aging in a
container-based environment with a Kubernetes cluster in the digital twin cloud.

• performed comprehensive test-bed experiments and observations of software ag-
ing phenomena along with software rejuvenation in Kubernetes clusters based on
Minikube and K3S environments.

• Findings and impacts:

– It is important to stress that aging events found in test-bed experiments indicate
the threats of system failures and performance degradation due to software
aging symptoms. However, the time that those events will occur depends on the
characteristics and intensity of the workload that the system needs to process,
as well as the hardware and software specification of that Kubernetes system.

– If the system has more resources available or less workload than those employed
in this experiment, the aging phenomenon would be slower, and subsequently,
the failures due to resource exhaustion would take longer to occur. This fact does
not reduce the importance of evaluating software aging in those systems as well
as planning actions for their mitigation.

To the best of our knowledge, this work contributes to the practical implementation
and maintenance of virtualized environment on the perspectives of system dependability
in digital twin computing infrastructures in which a huge amount of services are running
with a stringent requirement of continuity. The findings of this study bring about the
comprehension of software aging phenomena in digital twin computing infrastructures
developed on top of Kubernetes, which is at very early stage of current research on
software aging problems for a high level of dependability and fault-tolerance in digital
twin computing infrastructures.
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In order to facilitate the understanding of this work, the paper is organized as follows.
Section 2 addresses the related works that inspired this study on software aging assessment;
Section 3 presents the fundamental concepts and system design used in this work; Section 4
deals with the methodology used in the research; the objective and planning, covering
the context in which it was produced, the tools selected, variables involved, scripts for
reproduction and the hardware used are discussed in Section 5. The results are presented
and discussed in Section 6. In Section 7 are the remarks arising from our research results.

2. Related Work

The work described in [10] analyzes the performance of running containers with
services hosted on them, carrying out experiments with containers monitoring system
resources, including network, memory, disk, and CPU. The testbed environment consists
of a Kubernetes cluster manually deployed to carry out the evaluation, considering the
Microsoft Azure Kubernetes Service (AKS), Google Kubernetes Engine (GKE), or Amazon
Elastic Container Service for Kubernetes (EKS).

The authors in [12] evaluated the memory utilization, network overhead of containers,
storage, and CPU using Docker, comparing them with KVM hypervisors. They exposed
in their experiments that the containers obtained, in the worst case, similar or superior
performance when compared to the VMs.

The work presented in [13] conducted a similar study, however, comparing the perfor-
mance obtained from containers when monitoring the number of requests an application
server could handle in relation to the same application deployed in a VM and the results
showed that the VMs had significantly outperformed the containers.

The research reported in [14] performed application experiments for HPC (high-
performance computing), using benchmarking tools to evaluate memory, network, disk,
and CPU performance in Linux Container (LXC) related virtualization implementations,
along with OpenVZ and Linux VServer, showing that all containerized apps performed
similarly to a native system.

The authors of [15,16] showed improvements obtained related to performance isolation
for MapReduce workloads. However, when evaluating disk workloads, LXC failed to fully
isolate resources, opposite behavior to that of hypervisor-based systems.

Through memory, network, and disk metrics, the authors of [17] evaluated the per-
formance of LXC, Docker, and KVM running many benchmarking tools to measure the
performance of these components and concluded that the overhead caused by container-
based virtualization technologies could have its weight considered irrelevant, despite the
performance being compensated by safety.

Our main focus is on software aging investigation on a private cloud system hosting
an operational digital twin of an eVTOL vehicle flying in a virtualized urban air mobility.
Operational digital twins of vehicles in urban air mobility are digital representations of
real-world vehicles that can be used for a variety of purposes. Some potential uses of
operational digital twins in urban air mobility include:

• Performance modeling and simulation: Operational digital twins can be used to model
and simulate the performance of vehicles in urban air mobility systems, including their
flight dynamics, propulsion systems, and control systems. This can help to optimize
the design and operation of vehicles, to improve their performance and efficiency,
and to identify potential issues or risks.

• Fleet management and maintenance: Operational digital twins can be used to monitor
the condition and performance of vehicles in real time, and to provide information
about their current state and status. This can be used to support fleet management
and maintenance operations, by providing timely and accurate data about the health
and safety of vehicles, and by enabling proactive maintenance and repair.

• Traffic management and control: Operational digital twins can be used to support traffic
management and control in urban air mobility systems, by providing information
about the location, orientation, and velocity of vehicles. This can help to coordinate

62



Drones 2023, 7, 35

the movement of vehicles, to avoid collisions and other hazards, and to optimize the
flow of traffic in urban airspace.

• Emergency response and rescue: Operational digital twins can be used to support emer-
gency response and rescue operations in urban air mobility systems, by providing
real-time information about the location and status of vehicles. This can help to
quickly and accurately identify the location and condition of vehicles in distress,
and to coordinate rescue and recovery efforts.

Operational digital twins of vehicles in urban air mobility can be used for a variety
of purposes, including performance modeling and simulation, fleet management and
maintenance, traffic management and control, and emergency response and rescue. Due
to such constant operational services, the UAM-ODT cloud system is inevitable to suffer
software aging problems. In this study, we specifically investigate the software aging
problems of a UAM-ODT cloud system based on Kubernetes virtualization environment.

3. System Design

3.1. Cloud in the Loop Simulation (CILS):

The ability to simulate a wide range of heterogeneous personal aerial vehicles (PAV)
in the same virtual environment is critical and required to verify a variety of AI control
algorithms even before their practical implementation on physical twin vehicles in digital
twin infrastructures of future urban air mobility (UAM). One may deploy the AI control
algorithms on actual vehicles and train them through practical flight testing in actual sur-
roundings in order to improve the precision and calibre of neural network-based AI control
algorithms (for example, neural Lyapunov control [18], deep reinforcement learning [19]).
However, it frequently takes a lot of work and a considerable amount of time to collect
enough flight test data for developing a competent AI control model for autonomous PAVs.
As a result, one of the popular approaches is to develop an operational digital twin system
for UAM (abbreviated as UAM-ODT) to replicate the actions of UAM vehicles in real-world
settings within a shared virtual environment [20].

Inspired by the idea, we propose to adopt cloud-based solutions to develop a UAM-
ODT system for a specific eVTOL PAV, called eVTOL KADA-UAM vehicle, under develop-
ment by Konkuk Aerospace Design-Airworthiness Research Institute (KADA), Konkuk
University, Seoul, Republic of Korea as shown in Figure 2 and its virtual environment of
UAM-ODT as shown in Figure 3.

Figure 2. A digital replica of UAM vehicle in UAM-ODT infrastructure.
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(a) In Flight

(b) Landing

(c) Vertiport

Figure 3. A visualization of UAM-ODT infrastructure. (The figures are excerpts from a video at https:
//blog.naver.com/yy8661 provided by Hyeon Jun Lee, Konkuk Aerospace Design-Trustworthiness
Institute, Konkuk University, Seoul, Republic of Korea (rain9138@gmail.com)).

The proposal is the overall cloud-in-the-loop simulation (CILS) framework that can
simulate the operations of a multitude of heterogeneous UAM vehicles with completely
different aerodynamics in a UAM-ODT system, and thus can be used for verification
and training of AI control algorithms in virtual world before practical implementation.
The overall conceptual CILS architecture is designed as in Figure 4. To simulate multi-mode
operations of heterogeneous environment which consists of multi-vehicles with different
dynamics and configuration, we adopted the virtualization concept in cloud computing
paradigm to separate a multitude of SILS processes onto different VMs. A single SILS
process encompasses a PX4-based autopilot multi-mode AI control module (abbreviated as
PX4) and a JSBsim based aerodynamic module called Konkuk Flight Simulation-Digital
Twin Dynamics module (KFS-DT). The encapsulation of these two modules is called a
dynamics-control SILS package, which is deployed on a multitude of VMs. The KFS-DT
module guarantees the concept of digital twin framework for K-UAM vehicles in which
it captures a high-fidelity CFD dynamics model of each physical vehicle. The autopilot
control PX4 module transfer controls of each vehicle u to the dynamic module KFS-DT.
The KFS-DT module computes new vehicle states s and returns them to the PX4 module.
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The PX4 updates the current states s to a VM controller module. On the other hand, the PX4
receives updated sensor data from the VM controller module to generate new controls u.
On each VM, there is a VM controller module to handle the data transactions between the
VMs with a physical server for operational control management and for the visualization
of the virtual environment (called environment control center). The VM controller module
in each VM transmits vehicle states s receiving from a control PX4 module in the same VM
and receives sensor data or mission data to/from the visualization center using Airsim [21]
for AI application and Unity™for visualization. While an environment controller module
in the control center is designed to handle the operations of all vehicles in the simulated
environment upon the ground control module, AI module, Airsim server and Unity client
module. The scalability of this cloud-based simulation framework is guaranteed by an
auto-provisioning cloud system.

Figure 4. Cloud in the loop simulation framework.

In this work, our focus is on the digital twin version of an eVTOL vehicle to capture
flight operations in an urban air mobility for further studies on performance modeling
and simulation of vehicle, fleet management and maintenance, traffic management and
control, and emergency response and rescue. Thus, the detailed design of the overall cloud
in the loop simulation framework running on a private cloud platform is presented in a
comprehensive manner while the detailed design of the eVTOL vehicle in consideration
regarding circuit and IT problem in the individual engine control systems is out of scope of
the study. We consider how the dynamics of the vehicle and its corresponding control are
simulated in a virtualized environment of urban air mobility to mimic the real-world flight
operations for air traffic managements in urban areas.

3.2. Cloud Provisioning Hardware System:

The hardware infrastructure of CILS is designed as shown in Figure 5, consists of
main two components: one is virtual cluster (VC) disk image provisioning, and the other
is auto provisioning virtual instance creator. Virtual machines existing in the same VC
subgroup can be used by sharing the virtual disk image with homogeneous S/W as read-
only. The numerous existing cloud systems provides GUI where users can build instances.
It seems that this function simplifies the manipulation of creating instances on the cloud
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system whereas it just repeats useless operation to prepare requisites and build VMs.
The auto provisioning virtual instance creator based on infrastructure as a code (IaC)
provides a consistent CLI workflow to manage hundreds of cloud services and customize
simulation environments.

Figure 5. Cloud provisioning hardware system architecture.

Figure 6 shows the provisioning technology for virtual cluster images. The VC disk
image provisioning based on union mounting technique can integrates one instance with
diversified simulation virtual disk images depending on the simulation requirement such
as PX4-Autopilot, JSBSim, Airsim, FlightGear and so on. Due to the orchestration of the
cloud management, it can implement the communication via layer 2 or layer 3 between
instances. Thanks to the capabilities of cloud provisioning and orchestration as designed
in Figures 5 and 6, the UAM management can be maintained and stored on CILS Cloud
Compute System complying the CILS framework in Figure 3.

Figure 6. Virtual cluster image provisioning technology.

3.3. Software Aging and Rejuvenation

For urban air mobility (UAM), it is necessary to create a vehicle digital twin (DT) that
uses a precise, physics-based emulator to characterise a vehicle’s statics and dynamics. As a
result, the UAM operational digital twin infrastructures need the deployment of the digital
twin in vehicle operations and control (UAM-ODT). The problems are, (i) the absence of
digital twin engines for the digitalization (twinization) of dynamics and control of UAM
vehicles running at the core of UAM-ODT systems; (ii) the absence of back-end system
engineering in the development of UAM vehicles; and (iii) the absence of fault-tolerant
mechanisms for the DT cloud back-end systems running 24/7 uninterrupted operations.
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Unmanned vehicles, also known as drones, are a relatively new technology and there are
still many challenges and limitations associated with their use. One of the main causes
of errors in the management of unmanned vehicles is the lack of a reliable and robust
communication system. This can make it difficult for the operator to control the drone
and receive accurate information about its location and status. Additionally, the complex
algorithms used to control the drone’s movements can sometimes produce unexpected
or unpredictable behavior, leading to errors in the management of the vehicle. Other
potential causes of errors in the management of unmanned vehicles include software bugs,
hardware malfunctions, and interference from external sources such as radio waves or other
electromagnetic signals. Software aging refers to the gradual degradation of a software
system’s performance over time. In the context of unmanned vehicles, software aging
can be caused by a number of factors, including the accumulation of data, changes in the
operating environment, and the introduction of new features or updates. As the software
continues to be used, it may become slower, less reliable, and more prone to errors. This
can affect the performance of the unmanned vehicle and make it more difficult to manage.
Other potential causes of software aging in the management of unmanned vehicles include
the use of outdated or inefficient algorithms, inadequate testing and debugging, and the
lack of proper maintenance and support.

Software aging and rejuvenation has been an active line of research since 1995 when
it was proposed by Huang et al., then at AT&T Bell Labs [22]. The reasons that lead to
software aging include data loss, accumulated operating system error, resource consump-
tion, and sudden crashes, for example. These phenomena, which accumulate gradually
over time, can lead to software performance degradation, which can lead to a sudden
crash or shutdown of software systems [23]. A fault tolerance prevention strategy, called
software rejuvenation, aims at circumventing the negative effects of software aging, thus
making it an important issue for systems reliability by avoiding sudden system failures
caused by software aging, providing security and availability [24,25]. Companies such as
Amazon and Google have increased interest in adopting technology architecture based
on microservices (which usually rely on containerization) [26]. The reason for such an
adoption is that application systems based on microservices architecture have the advan-
tage of being easier to develop, deploy, and scale compared to monolithic architecture
systems [27]. Containerization systems allow the configuration of the environment for
software deployment in the shortest possible time, solving problems of integration of the
most diverse applications [28].

When using containers, the application code in any offered service is involved in
containerization along with its libraries, all dependencies, and configuration files necessary
for its execution in the most diverse types of environments. This containerization becomes
autonomous and portable, as it is abstracted from the host OS and can be executed on any
computing platform [29]. This approach has been widely applied in the computing industry
and demonstrated in several studies. Refs. [12,17] report overall cost reduction and overall
application performance optimization in containers. The applications’ microservices are
generated by dividing them into small units and independently, increasing the scalability
and portability of the services and the containers [10]. Nonetheless, the increase in the use
of containers implies the need for tools capable of managing, through the control of tasks
such as the operation of applications in containers throughout the infrastructure, scaling,
and automation of application deployment [30]. An example of a container orchestration
tool that is increasingly needed and widespread is Kubernetes, open-source and made
available by Google. Container management tools are at the peak of expectations in the
Hype Cycle for Cloud Computing from Gartner [31].

Such expectations give signs that the field in container orchestration technologies is
on the rise, attractive, and very competitive, and should continue at an increasing pace
as several organizations consider adopting the container-based approach [9,32,33]. A fair
amount of tools as solutions for the execution and orchestration of containers emerged and
quickly became solution standards in this context, among them Docker and Kubernetes.
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They enable the creation of new containers and pods (a computational unit in Kubernetes

comprising one or more containers) with their deployments in an agile way when an
increase in application workload is detected, or even a pod drops due to excessive con-
sumption of its resources, such as memory or CPU (Central Processing Unit), through
monitoring [34]. However, its various components and related complexity have a very
costly learning curve, which may not be easy to manage even with its proven efficiency in
scaling, configuring, and maintaining services. Therefore, managing a Kubernetes infras-
tructure is a complex task. This has given rise to a new market for managing Containers,
such as hosted Kubernetes solutions.

4. Methodology

The methodology adopted in this work followed the flow shown in Figure 7, which in
summary is based on an experimental evaluation applied by measuring the use of system
resources and performance in a container-based environment with a Kubernetes cluster.
The evaluation was carried out in different scenarios using the Nginx or K3S tool to manage
the cluster.

Figure 7. Methodology of the software aging measurement and assessment in Kubernetes environment.

Kubernetes is an open-source platform for managing and orchestrating containerized
applications. It allows you to deploy and manage multiple containers, such as those
created with Docker, across a cluster of machines, and it provides many features and
tools to help you automate, scale, and manage applications and their dependencies. One
of the main benefits of Kubernetes is that it helps to simplify and automate the process
of deploying and managing applications in a distributed environment. This can save
time and effort, and it can help to improve the reliability and scalability of applications.
Additionally, Kubernetes provides many features and tools that can help you manage and
monitor applications, such as: (i) Service discovery and load balancing: Kubernetes can
automatically assign unique IP addresses to each of containers, and it can automatically
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distribute incoming traffic across the containers in cluster. (ii) Configuration management:
Kubernetes allows you to define application’s configuration in a declarative manner, using
YAML files or other configuration formats. This can make it easier to manage and update
the configuration of applications. (iii) Health checking: Kubernetes can monitor the health
of containers and applications, and it can automatically restart or replace containers that
are not functioning properly. (iv) Self-healing: Kubernetes can automatically detect and
recover from failures in application, such as when a container crashes or when a node in
cluster goes down. Therefore, he benefits of Kubernetes include improved automation,
scalability, and reliability for applications, as well as a rich set of features and tools for
managing and monitoring applications in a distributed environment [35].

In this research, the experiments were carried out using scripts developed for these
scenarios to simulate a service’s distribution using a Kubernetes cluster, which can be
accessed externally through the Internet, receiving a high-stress load by performing re-
quests. We have also developed scripts to monitor software aging metrics, such as CPU

utilization, memory consumption, and disk utilization, among others, in order to mea-
sure the performance of a service hosted in Kubernetes by checking the time of requests
correctly fulfilled.

The environments of Nginx and K3S adopted in this experimental evaluation are com-
posed of a cluster containing 5 Pods and 1 Service—that allows communication between
the Pods. One of the Pods was configured as a Deployment of an Nginx web server, which
enabled testing the performance of an application hosted in Kubernetes, responding to
user requests from anywhere connected to the Internet.

CPU utilization, memory consumption, disk utilization, and total response time were
some of the metrics used for this study, based on the metrics used in [10,14]. The results of
these measures were captured by scripts developed for this purpose and, finally, evaluated
through analysis of their behavior.

The proposed methodology actually can be applied for typical operational digital
twin version of heterogeneous UAM vehicles including rotary aircrafts such as drones
or helicopters, fixed-wing aircrafts or hybrid aircrafts such as eVTOL vehicles. Since
the UAM-ODT platform is designed to run on a private cloud computing system based
on cloud-in-the-loop simulation paradigm with heterogeneous digital twin modules of
dynamics and controls as shown in Figure 4.

5. Experimental Planning

5.1. Goal Definition

To guarantee the mitigation of software aging emergence in the UAM-ODT platform
with proper operational management and maintenance, this work presents a developed
methodology for the investigation of software aging phenomenon by measuring the use
of system resources and performance. We use different tools for the measurement in
different experiments. The objective of this work was formally defined when using the
Goal Question Metric (GQM) method [36] to verify the emergence of the effects of Software
Aging as well as the performance of the Kubernetes Cluster in Minikube and K3S through
the response time of the service when responding to requests.

5.2. Planning

The independent variables in the experiment are the number of simultaneous pod
replication requests made to the service, overloading the Nginx application server, and em-
ulating Kubernetes’ autoscaling so that the service continues to be available under high
workloads. The dependent variables were: CPU utilization, memory consumption, disk
utilization, and average response time to requests.

Following the GQM method, the following research questions were designed to broadly
cover the scope of this work:

• Q1?: Have indicators of software aging been found?
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• Q2?: Which environment had the best performance in controlling the consumption of
resources related to software aging?

• Q3?: Was there a similarity in behavior between the results obtained with Minikube

and K3S?

In order to answer Q1 and Q2, the following metrics were evaluated: CPU utilization,
memory consumption, and disk utilization. In order to answer Q3, we conducted a com-
parative analysis of the results obtained from metrics that have been used to answer Q1
and Q2.

5.3. Object Selection

Samples of 125 h of monitoring in the Minikube environment and 95 h in the K3S envi-
ronment were considered to evaluate the system’s performance and verify the aging effects.

5.4. Experimental Design

The following steps were developed for the execution of the experiment:

• Step 1: Survey of the requirements for its realization in the Minikube and K3S envi-
ronment.

• Step 2: Development and analysis of monitoring scripts, execution of the environ-
ment and its stress.

• Step 3: The experiment execution script, both in Minikube and in K3S, followed the
following general script:

– Step 3.a: Execute the monitoring script for 2 h without any workload before
the cluster is started.

– Step 3.b: Run script that starts the cluster with the container orchestrator and
keeps monitoring for initial 2 h without stress.

– Step 3.c: Run the high workload emulating the auto-scaling 420 times in a loop.
– Step 3.d: After the end of stress, wait 2 h and execute a script that ends the

container orchestrator as a possible software rejuvenation action.
– Repeat steps 3.a, 3.b, 3.c, and 3.d until completing five cycles.

• Step 4: Generate graphs of the results obtained and analyze them.

To reinforce the understanding of our experiment, Figure 8 depicts a diagram that
represents the sequence of operations performed by the general script we just described.

Figure 8. Diagram for cycles of operations performed by the experiment script.
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Throughout all routines in step 3, another script sends client requests to the service
that is hosted in the cluster. Those requests are effectively serviced by any pods that might
have been created throughout the stress workload. Figure 9 illustrates the interaction be-
tween a client and the service in the Kubernetes cluster both in the Minikube environment
and in the K3S environment, in both, the infrastructure architecture is configured as in
Figure 2, which defines a logical set of Pods and enables exposure external traffic, load
balancing and service discovery for these Pods, which have Nginx as a lightweight HTTP
server, which is represented with Other App.

Figure 9. Cluster and Client Interaction Overview.

5.5. Instrumentation

The hardware used in this experiment was: a host with 8 GB of RAM, a Core i3

processor with a 3.1 GHz clock, a WiFi module, and Ubuntu Linux OS version 20.04 64

bits. The software used were: Shell script, for experiment implementation, monitoring and
collection of data generated as results through the bash command interpreter; K3S version
v1.22.5+k3s1; Minikube version 1.15.1 commit: 23f40a012abb52eff365ff99a709501a61
ac5876; Kubernetes v1.19.4 on Docker 19.03.13 for running the Kubernetes Cluster
and Pods.

Metrics were collected with an interval of 60 s for monitoring CPU utilization and
memory consumption, while for the disk usage metric the interval was 5 s, which we
considered necessary to have enough samples, avoiding interference from monitoring
activity. on actual system performance.

6. Experimental Results

In this section, the results collected from the experiment will be presented for both
Minikube and K3S environments, considering the metrics of CPU utilization, memory con-
sumption, disk utilization, and, finally, the requests made to the service. Each metric result
is described in the following subsections. These are metrics for continuity and performance
of the UAM-ODT cloud infrastructure. The data were collected from the cloud infrastruc-
ture rather than from the vehicle. The reason is we are investigating the software aging
problems in a private cloud to host 24/7/365 operational digital twin services for UAM
management.

It is worth highlighting that the experiments’ total time differs in Minikube and K3S

due to a difference in the average time to restart the pods within the auto-scaling process.
This information was also measured and is presented in Table 1, showing the fastest
execution of this action in the K3S environment, 25.4% faster than Minikube, evidencing
an improved efficiency in auto-scaling of K3S when compared to Minikube.

Table 1. Average Pod Reset Time.

Environment Time (s)

Minikube 97.56
K3S 72.80
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6.1. CPU Utilization

In the CPU utilization evaluation, data were collected from the following specific
metrics: USR, which is the percentage of CPU used by the task during execution at the
user level; SYS, which is the percentage of CPU used by the task during execution at the
kernel level of the OS; WAIT is the percentage of CPU spent by the task while waiting to
be executed; and finally, the CPU_TOTAL, which is the total percentage of CPU time used
by the task monitored by Pidstat tool, which provides statistics report for the tasks on
GNU/Linux systems.

Figure 10 shows a peak of 180% of CPU_TOTAL during the initialization of the Cluster,
but with an average slightly above 100% during the entire experiment in the Minikube

environment. It is also possible to notice in the graph a controlled behavior within Minikube

about the metrics limits since the limit is only exceeded when starting the environment.
Notice also that values of utilization higher than 100% in this context are related to the
usage of more than one core of the processor by this process.
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Figure 10. CPU utilization in Minikube.

Figure 11 shows a different behavior of K3S about Minikube regarding CPU utilization
when we look at the CPU_TOTAL metric, which, unlike Minikube, it shows an increase in
CPU_TOTAL utilization together with the USR metric over time, being interrupted when ap-
plying the cluster termination, which seems to act as a software rejuvenation technique for
this situation. Although, during the entire experiment, the CPU_TOTAL did not exceed 60%.
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Figure 11. CPU utilization on K3S.
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6.2. Disk-Related Metrics

In the evaluation of disk-related metrics, data were collected for the following metrics:
READ, which represents the amount of kilobytes per second that the task took to be read;
WRITE, which is the amount of kilobytes per second that the task sent to be written to
the disk; and finally CANCELLED, which is the amount of kilobytes per second whose disk
writing was canceled by the task, that can also occur when the task truncates some dirty
page cache. All these metrics were monitored by the Pidstat tool in both Minikube and K3S.

In Figure 12, the WRITE and CANCELLED metrics have their behavior unchanged through-
out the experiment, always walking close to 0 KB/s. Although, the READ metric had a
distinct behavior, holding the same value throughout a single cycle of the cluster stress,
and presenting a linear growth among cycles until the fourth execution cycle, being in-
terrupted abruptly when reaching about 4,000,000 KB/s due to the limiting factor of
the Minikube environment. Such behavior may be indicative of the software aging phe-
nomenon in this environment.
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Figure 12. Disk-related metrics in Minikube.

In Figure 13, the WRITE and CANCELLED metrics also remain close to 0 KB/s throughout
the experiment, similar to the execution in the Minikube environment. However, the be-
havior is different in the READ metric, which was not interrupted abruptly and had a linear
growth from one cycle to another until the end of the experiment execution in K3S. It is
important to mention that K3S presented smaller values of bytes read per second than
Minikube, which might have prevented it from the abrupt fall observed there.
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Figure 13. Disk usage in K3S.
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6.3. Memory Usage

In the evaluation of memory consumption, data were collected for the metrics:
MEM_USED, which represents the calculation of the total memory used; MEM_FREE, which is
the memory that is not being used; MEM_AVAILABLE, which estimates how much memory is
available to start new applications without swapping (it may include memory space that is
being used for buffers or cache); MEM_SHARED, which is the memory mainly used by TMPFS

which is the file system that keeps all files in virtual memory; MEM_BUFFERS_CACHED, which
is the sum of the memory buffers and cache; SWAP_USED and SWAP_FREE metric, which
represent respectively the used and free amount of virtual memory’s swap space, that
allows the system to use a part of the hard disk as physical memory. All these metrics were
monitored using the “free” tool in both the Minikube and K3S environments.

In the evaluation of memory utilization in Minikube, the MEM_USED metric in Figure 14
has its behavior mirrored with that of the MEM_AVAILABLE metric, while the MEM_USED

increases throughout the experiment, the MEM_AVAILABLE decreases in an inversely pro-
portional trend. MEM_USED has a consumption increase of around 70% at the end of the
experiment, even applying rejuvenation (i.e., cluster termination and restart between cy-
cles). Such an action drops the memory usage temporarily, but when the cluster is started
again, the system restores the same memory usage level observed at the end of the previous
cycle. The MEM_FREE metric has a drop close to 48%. The MEM_BUFFERS_CACHED metric has a
drop of around 41%. The SWAP_USED metric also behaves inversely to the SWAP_FREE metric,
while the SWAP_USED has a 20% increase at the end of the experiment and SWAP_FREE a drop
of 11%. The MEM_SHARED metric in both Minikube and K3S behave similarly, maintaining a
regularity between 48 to 179 MB of consumption.
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Figure 14. Memory consumption in Minikube.

In the evaluation of memory utilization in K3S, the MEM_USED metric in Figure 15
showed behavior similar to that observed in Minikube. MEM_USED has a consumption
increase of around 61% at the end of the experiment, even applying rejuvenation. The
MEM_FREE metric has a decrease of close to 79%. MEM_BUFFERS_CACHED has an increase of
around 12%, which differs from the behavior in Minikube. The SWAP_USED has an increase
of 8% when it reaches the end of the experiment and the SWAP_FREE a decrease of 8.5%.

For these memory consumption metrics, both in Minikube and in K3S, linear regression
calculations on MEM_USED were performed to estimate the moment when the system would
reach its upper limit for RAM usage, which in these cases is 8 GB. To confirm that estimate,
we also computed the linear regression for MEM_FREE, which is another way to indicate the
exhaustion of the resource, leading to system downtime and, consequently, the interruption
of service provision. Similar regression estimates were carried out for the swap space usage.
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Figure 15. Memory consumption on K3S.

Equation (1) of the linear regression was obtained for the MEM_USED metric in the
Minikube environment (MU_Minikube), shown in Figure 14. From this equation, it is possi-
ble to observe, as a function of MU_Minikube, that the 8 GB limit is reached after 170 h (i.e.,
7 days and 2 h) of continuous execution of the workload used in the experiment. For the
SWAP_USED metric, also exposed in Figure 14 for the Minikube environment, the linear
regression Equation (2) was obtained.

MUMinikube = 3900.84 + 23.98072 × Tstress (1)

In Equation (2), it is possible to observe that the upper limit of the SWAP_USED metric
of the Nginx environment (SU_Minikube), which in this case is 5.8 GB, is reached after
approximately 551 h of experiment, or 22 days of the same, so that the resource was
completely exhausted.

SUMinikube = −221.43413 + 10.37255 × Tstress (2)

For the MEM_USED metric of the K3S environment (MU_K3S), the linear regression
Equation (3) was obtained which, through it, it is possible to observe that the upper limit
of 8GB of resource for the MEM_USED metric is reached after 187 h (i.e., 7 days and 8 h) of
workload execution.

MUK3S = 2482.70 + 29.67105 × Tstress (3)

Finally, the SWAP_USED metric of the K3S environment (SU_K3S) had the linear regres-
sion Equation (4) obtained, which allows the visualization of resource exhaustion, which has
a total of 5.8GB, after 603 h (i.e., 25 days and 1 h) of workload performed in the experiment.

SUK3S = −120.24857 + 9.30782 × Tstress (4)

6.4. Evaluation and Discussions

When evaluating the results presented in Figures 10 and 11, it can be seen that most of
the CPU consumption happens through the USR metric in the K3S environment, while the
SYS metric does the highest consumption in the Nginx environment. This growth behavior
of the USR metric in K3S was recurrent even after applying Software Rejuvenation every
cycle, unlike the Nginx environment that maintains stability in the consumption of its CPU
utilization metrics.

The results presented in Figures 12 and 13 show similar behavior in the use of disk
usage metrics in the K3S and Nginx environment, differing only that in Nginx, the READ

metric presents an interruption when it reaches 4,000,000 KB/s, returning in the fifth
cycle with a total utilization close to 10%. In the K3S environment, this READ metric does
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not suffer an interruption but presents a linear growth from one workload cycle to another.
In both scenarios, the READ metric generally presents a linear growth representing a greater
need for reading from disk at each cycle.

Figures 14 and 15 show similar behavior related to memory consumption metrics in the
Nginx and K3S environments, respectively. In both, there is a linear growth of the MEM_USED
metric and in the SWAP_USED metric, and the opposite behavior of the MEM_AVAILABLE and
SWAP_FREE metrics. Thus, with Equations (1) and (2) obtained from linear regression,
it is possible to glimpse the effects arising from software aging related to memory con-
sumption even after the application of a potential software rejuvenation action, that is,
the cluster termination.

The results presented in this section are the observation of software aging phenomenon
for a private cloud system hosting a UAM-ODT platform for UAM management. It is
crucial to emphasise that those findings point to the dangers of system breakdowns and
performance declines brought on by signs of software ageing. However, the timing of
those events relies on the nature and volume of the workload that the system must handle,
in addition to the hardware and software requirements of particular Kubernetes system.
The ageing phenomena would be delayed and the failures caused by resource exhaustion
would follow if the system had more resources available or a lighter burden than that used
in this experiment. This reality does not lessen the significance of assessing the software
ageing in those systems and organising countermeasures. Evaluating these scenarios using
other software rejuvenation approaches and complementary metrics related to software
aging are the most promising steps that could be taken in future work.

Regarding how to avoid the observed software aging phenomenon in the UAM-ODT
infrastructure, in general, there are several strategies that can be used to avoid or miti-
gate software aging. These can include: (i) regularly updating and patching the software
to fix bugs and security vulnerabilities; (ii) monitoring the performance of the software
and identifying potential problems before they occur; (iii) implementing automation and
management tools to help manage the software and its dependencies; (iv) using modular,
microservice-based architectures to make it easier to update and maintain individual com-
ponents of the system; (v) using containerization technologies, such as Docker, to package
the software and its dependencies into a self-contained environment that can be easily
deployed and managed. These are just some examples of strategies that can be used to
avoid software aging in a cloud system. Currently, the technique to avoid software aging
is monitoring the performance of the software and identifying potential problems before
they occur. Further investigation on how to adopt the software rejuvenation techniques
in optimal and automatic manner will be an interesting extension for research into the
UAM-ODT system in which the services for UAM management using ODT are constant
and at zero downtime.

7. Conclusions

This paper presented a comprehensive study on the effects of software aging problems
on Kubernetes in container orchestration system in a digital twin cloud infrastructure
for UAM-ODT systems. The behaviours of Kubernetes software were analysed in an
accelerated lifespan experiment utilising both Nginx and K3S tools. The operations for
establishing and terminating pods were carried out in real time, allowing us to monitor
the usage of computational resources (such as CPU, memory, and I/O), the performance
of the Nginx and K3S environments, and the response time of an application hosted in
those environments. In particular settings and for specific metrics, such as virtual memory
utilisation, software ageing effects were detected, indicating a memory leak that is not
entirely cleansed when the cluster is halted. The study’s findings help to understand
the phenomenon of software ageing in digital twin computing infrastructures built on
Kubernetes, which is at the very beginning of current research on software ageing issues
for highly reliable and fault-tolerant digital twin computing infrastructures.
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Abstract: There is a growing desire to operate Uncrewed Air Vehicles (UAVs) in urban environments
for parcel delivery, and passenger-carrying air taxis for Advanced Air Mobility (AAM). The turbulent
flows and gusts around buildings and other urban infrastructure can affect the steadiness and stability
of such air vehicles by generating a highly transient relative flow field. Our aim is to review existing
gust models, then consider gust encounters in the vicinity of buildings as experienced by flight
trajectories over the roof of a nominally cuboid building in a suburban atmospheric boundary layer.
Simplified models of fixed- and rotary-wing aircraft are used to illustrate the changes in lift and thrust
experienced by flight around the building. The analysis showed that fixed-wing aircraft experienced
a substantial increase in angle of attack over a relatively short period of time (<1 s) as they fly through
the shear layer at a representative forward velocity, which can be well above typical stall angles.
Due to the slow flight speeds required for landing and take-off, significant control authority of rotor
systems is required to ensure safe operation due to the high disturbance effects caused by localized
gusts from buildings and protruding structures. Currently there appears to be negligible certification
or regulation for AAM systems to ensure safe operations when traversing building flow fields under
windy conditions and it is hoped that the insights provided in this paper will assist with future
certification and regulation.

Keywords: turbulence; gust; UAV; urban; severe; limitation; survey; CFD; city; urban air mobility;
buildings; infrastructure; air taxi; advanced air mobility; certification; regulation; vertiports

1. Background and Objectives

It is well documented that aircraft of all sizes are adversely affected by turbulence and
gusts; as identified by the Federal Aviation Administration (FAA) and the US Transporta-
tion Safety Board as a leading cause of accidents—costing over USD 100M p.a. [1]. Severe
injuries are reported, such as those in the 2015 Air Canada flight AC088, which injured
21 passengers, including three children [2]; and 2019 Qantas Flight QF108 whereby 3 cabin
staff had head and neck injuries [3]. Accidents still continue to occur with more recent
ac-cidents that resulted in injured passengers [4] and even a passenger death [5]. As
the size, mass and speed of aircraft decrease, the susceptibility to turbulence and gusts
increases [6,7]; or in sum, due to lower wing loading [8]. Smaller general aviation aircraft
and helicop-ters also tend to fly more at lower altitudes within the Atmospheric Boundary
Layer (ABL) which is dominated by high turbulence intensities from ground protruding
structures [7,9]. This has led to reported accidents directly relating to turbulence [10–13].
Even the tran-sition through the ABL can be detrimental to aircraft that are designed to fly
at very high altitudes such as Facebook’s Aquila Uncrewed Air Vehicle (UAV) and Airbus’
Zephyr UAV, whereby both had fatal crashes due to turbulence and/or gusts [14,15].

The advent of Advanced Air Mobility (AAM) vehicles involves operating fleets of
UAVs in urban environments far more frequently than we have ever anticipated, for
the purpose of transporting parcels and passengers. This exposes the fleet of aircraft to
a wide range of challenging flow conditions; specifically large-scale gusts induced by
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urban infrastructure which can persist up to several kilometers away from the source
and interact in complex ways. AAM will more than often involve operation in close-
proximity to physical structures (e.g., inspection of infrastructure, or take-off and landing
operations from building rooftops). In the presence of large-scale gusts, significant flight
path deviations can occur, increasing risk of collision with objects. Aircraft collisions with
high-rise buildings is not unheard of [16], and the routine operation of UAVs in cities further
increases the risk of collisions. There is a need for both research and regulation efforts to
enhance safety and minimize the risk through considering vertiport and vehicular design.

The most relevant aspect of aviation to AAM is the operation of helicopters which also
fly in urban environments, albeit less frequently and with a human pilot onboard. Landing
on buildings poses a specific challenge in some cases, warranting further aerodynamic
studies and field wind measurements being prudent [17]. From a vehicular design stand-
point, the AAM vehicles’ design and flight dynamics are different from the conventional
helicopter and airplane design which warrants an exploration into novel design features
and technologies that enable lower sensitivity to turbulence and precise maneuvering [1].
From a vertiport standpoint, the existing heliport infrastructure can potentially support
AAM; however there is a need for purpose-built buildings (for ease of public access and to
account for the autonomy of UAVs). The characterization of the flow fields for different
wind conditions around vertiports is warranted, similar to those conducted for heliports
[18–21]. New research is, thus, required to characterize the temporal and spatial variation
in the flow fields around buildings and vertiports. This will inform vertiport design and
site selection to minimize the risk imposed by the local wake of the building from affecting
flight safety as well as passenger ride quality.

In recent years, considerable attention has focused on measurements in ground-test
facilities or computations that replicate some idealized flow unsteadiness such as a pitching
and/or plunging maneuver or an imposed well-characterized gust [22–29]. However,
perhaps the most obvious gust problem for UAV flight is steady level operation, or at least,
intended steady level operation through the atmospheric boundary layer (ABL), where no
discrete obstacle (or associated wake) is present. Previous studies on UAV flight through
the ABL [30,31] have shown that three-dimensional (3-D) turbulent structures induce
particularly strong disturbances in UAV roll response owing to variation in effective angle
of attack along the wingspan. This disturbance in roll was also noted in comments from
pilots attempting to hold steady level flight in well-mixed turbulence [32]. Roll disturbances
not only degrade payload performance (particularly the blurring of images from optical
sensors) but may also lead to undesired flight path deviations. The most critical parts of
UAV urban operations entail flight in very close proximity to buildings and may include
entering buildings through windows or air vents or landing on their rooftops (see Figure 1).
Whilst the flow field around buildings has been extensively studied from a fixed reference
frame (e.g., by wind engineers for the purposes of structural loadings [33,34], dispersion
of pollutants [35,36], pedestrian wind comfort [37,38], etc.), there appear to be very few
studies from the reference frame of the moving aircraft and at the relevant frequencies [39].
We therefore examine this relative flow field with an overall aim to reveal the characteristics
of a “severe” gust for UAVs in close proximity to buildings.

In this paper we first review turbulence in the ABL to frame a taxonomy of gusts and
consider their relevance to UAVs. The more challenging flight environment for vehicles
passing through the local wakes of buildings is then considered and compared to flight
in the ABL. Flight in the urban environment is expected to yield gusts of high severity
(frequency and/or amplitude), most likely leading to unwanted, severe force spikes and
flow separation about the aircraft wing. While the problem is inherently 3D, we first
investigate a 2D longitudinal-only case by examining the relative flow near the centerplane
of the building. The outcome of this work is an assessment of the most basic research
question to characterize the urban environment: What are the disturbances in effective angle
of attack and relative flight speed magnitude in a flight-relevant urban gust encounter?
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Figure 1. Notional flow field about a building generated by atmospheric winds.

2. Turbulence

Turbulence is defined as a chaotic, random, highly nonlinear and unpredictable
flow [40]. In the atmosphere, the characteristics of turbulence are influenced by the thermal
stability of the ABL (adiabatic, or various degrees of stability). However, under strong
winds mechanical mixing tends to dominate the turbulence generation mechanisms and
thermal stability plays a smaller role. Thus, in the current work we ignore thermally driven
turbulent flows, as they only tend to dominate under light winds, which are unlikely to
generate severe gusts. The ABL extends from the Earth’s surface up to an altitude where
the wind is no longer influenced by the roughness of the ground, which may include
geological or civil structures. The mean wind speeds increase from zero at the Earth’s
surface up to the “gradient” wind speed, i.e., that which occurs at the gradient height,
typically 1–2 km depending upon terrain roughness. Above this height the air is generally
smooth, except for bursts of “clear air turbulence,” which are not considered here. The
ABL is well documented from stationary measurements for various purposes, including
meteorological and wind engineering studies (e.g., [41–43]). The interaction of the ABL
with obstacles such as buildings, bridges and other infrastructure will generate coherent
turbulence structures with length scales of a similar size to the obstacle, as depicted in a
3-D computational fluid dynamics (CFD) simulation shown in Figure 2, from [44]. The
building shown is nominally a cuboid of dimension 43 m, and the simulation includes
a representation of the velocity and intensity profiles in the approaching ABL. Figure 3
further illustrates the decaying nature of turbulence in an urban scenario, whereby the
coherent structures dissipate downstream of obstacles, and a well-mixed turbulent wake
then develops (as can be seen downstream of the building in the figure). These flow features
yield a velocity field with a broad spectral content that contains a wide range of length and
time scales.
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Figure 2. Instantaneous velocities in the atmosphere in an urban environment. Flow travels from
left to right. With the reference height and velocity as U∞ = 3 m/s and y∞ = 10 m, this results in a
domain (average) Re of approximately 2.05 × 106 [44].

Figure 3. The atmospheric environment in an urban location.

3. Prior Gust Models

Aircraft encounter different types of turbulence while flying through the ABL, and
there exists a significant body of knowledge relevant to manned flight focused on the
temporal and spatial characteristics of the flow environment that is well-removed from
local effects and (usually) from the influence of the ground. These prior works include
continuous gust models that represent the structure of the statistically random flow fluctu-
ations in the atmosphere as power spectral functions. These spectra allow for predictions
of the mean-square values of the flight vehicle and aeroelastic responses, provided that a
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transfer function between the gust and response can be established from deterministic or
other means [45,46].

The most common continuous gust spectra of Von Karman [47], as well as those
of Diederich and Drischler [48], Dryden [49]) are one-dimensional, i.e., they yield three
orthogonal velocity components at a single point, a restriction that neglects gradients in
the gust across the aircraft as well as any altitude-dependent wind shear effects. These
gust models are built up from the statistical theory and measurements of isotropic turbu-
lence. The von Kármán model form interpolates between the isotropic scaling results of
Heisenberg [50] at low frequency and the higher-frequency scaling of Kolmogorov [51]
in the inertial subrange. The Dryden model instead assumes a functional form that fits
experimental measurements of the isotropic turbulent energy spectrum in the early stages
of decay; see Liepmann, Laufer [52] for further discussion and comparison of these gust
models. The choice of the simpler Dryden form over the more theoretically-grounded von
Kármán model is largely a matter of engineering convenience; the correctness advantage
of the von Kármán model is important only if significant spectral content relevant also to
the flight and aeroelastic dynamics is centered in the microscale range, a decade or more
above the integral scale break frequency where the isotropic inertial subrange begins [53].
The isotropic turbulence assumption, central to both models, is valid for turbulence at high
altitude. However, at lower altitudes relevant to UAVs/AAM (less than about 2000 ft),
anisotropic effects of the ABL without the influence of urban structures may be modeled
by adjusting the turbulence intensity and turbulence length scales in the isotropic models
according to empirical design specifications. Such specifications at low altitude for the von
Kármán and Dryden models, as well as a discussion of more sophisticated gust models, are
organized by Standard [53]. Continuous gust models may be compared with traditional
discrete gust models including the sharp-edged gust and “1-cosine” gust used to establish
severe aeroelastic scenarios. However, if desired, one may readily construct a continuous
gust from a known series of discrete gusts [54], and the continuous and discrete models
may be superposed provided that the flow disturbances and resulting structural motions
are sufficiently small to retain linearity.

Flows within an urban environment are generally inhomogeneous, anisotropic, and
time-varying and, therefore, violate many of the core assumptions of traditional gust
models. Near the ground, turbulence length scales and intensities vary rapidly with altitude
and depend strongly on the terrain [55]; there is a lack of viable models to describe the broad
range of general turbulent flows possible in this environment. The introduction of AAM
and UAVs further complicates the modelling challenge of the urban environment. Wind
shears from the terrain and from multi-scale arrays of buildings produce longitudinal and
vertical gusts that generate significant roll and yaw moments, which must be characterized
and accounted for in the gust and vehicle dynamics models [56]. In the absence of buildings
and terrain, the length scales of the most energetic eddies in the ABL are much larger than
the UAV feature lengths, and the high-frequency content of the turbulence spectrum is
therefore expected to play a more significant role in the vehicle gust response. However, the
urban landscape affects this turbulent flow and can introduce gust length scales pertinent
to the air vehicle response. Furthermore, the gusts encountered by UAVs near buildings
may be large relative to the local background flow and can lead to catastrophic nonlinear
effects, such as stall-induced pitch-up. In light of these challenges, the next sections
survey experimental measurements and computational simulations to characterize the
three-dimensional gust fields of canonical urban landscapes and investigate scenarios of
vehicle trajectories in this environment.

83



Drones 2023, 7, 22

4. Turbulence Experienced by Moving Vehicles (Relative Turbulence)

Turbulence Intensity (Ti) is defined as the standard deviation of the fluctuating com-
ponent of wind velocity (u’) divided by the mean wind velocity (U),

Ti =

√
(u′)2

U
=

σ(u′)

U
(1)

The variation in the intensities and scales with height from the ground from a station-
ary perspective (i.e., with reference to the ground) is described in Watkins, Thompson [30],
and a database compiled from a wide range of measurements can be found in ESDU
85020 [57]. Movement through the turbulence field at different speeds and directions
changes how the turbulence is perceived by moving vehicles. The effect of a moving mea-
surement reference frame has been explored by Watkins and Cooper [58] for ground-based
vehicles, where two-component data (in the horizontal plane) obtained from hot-wire
anemometers mounted above a vehicle were compared for fixed and moving vehicle frame-
works. Turbulence intensities measured from the moving vehicle were found to be in good
agreement with those predicted from the measured vehicle-fixed data in relatively smooth
domains, well-removed from local wakes such as buildings. However, when data were
obtained in rougher terrains, which included traversing local wakes, a significant increase
in turbulence intensity was found in the data from the moving vehicle. The lateral intensi-
ties were considerably higher than values predicted from ground-fixed data, whereas only
slight increases in longitudinal intensities were noted. This result was attributed to the fact
that turbulence from a stationary perspective (referenced to the ground) was measured at
locations specifically chosen to be removed from local wakes.

Watkins, Milbank [6] extended this work to include three-component data obtained
from four laterally spaced, dynamically calibrated, multi-hole Cobra probes. This extension
was carried out to understand the turbulent flow environment of UAVs, whereby the lateral
separation between the probes could be altered to document the flow impinging at different
spanwise locations on a UAV wing. Data were collected over various types of terrain,
and under a range of wind speeds and vehicle speeds that included some data closer to
buildings than in earlier hot-wire measurements. The closest that the measurement tracks
came to buildings was about 5 m due to the vehicle being driven on public roads. The
study provided data relating the measured turbulence intensities to relative flight velocity
(Figure 4), demonstrating a reduction with increasing freestream speed. In the moving
case, the denominator in the turbulence intensity (Equation (1)), U, becomes Vr, which is
the vehicle speed relative to the air (i.e., the wind speed). Figure 5 illustrates the vector
addition used to compute Vr,

Vr =
√

V2
w + V2

w − 2 Vw Vv cos θ (2)

It is therefore important to differentiate between Ti and the Relative Turbulence
Intensity (J), which takes into account the relative velocity, Vr:

J =

√(
VW

′)2

Vr
=

σVW
′

Vr
(3)
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Figure 4. The relationship between relative turbulence intensity J and flight velocity VV [6].

Figure 5. Aircraft and wind velocity vectors.

5. Relevant Gust Characteristics

Excessively large gusts (i.e., those with length scales significantly larger than the
vehicle’s characteristic dimension) can often be considered quasi-steady, and their effects
are relatively easily compensated for [6]. Gust scales equivalent to or smaller than the
characteristic length are more deleterious and introduce significant asymmetrical forces
and moments. As a gust impacts the leading edge of an aerodynamic surface such as a
wing, the flow angle and velocity are altered, inducing variations in the load distribution
as illustrated in Figure 6. Gusts of a 3-D nature that are smaller than the wing span will
lead to uneven lift distribution over the wings, inducing a rolling motion. Lissaman [59]
demonstrated that a sinusoidal load distribution with a period relating to a dimension that
is slightly larger than the span of the aircraft results in the maximum roll moment.

Figure 6. Effect of gust length scale on wing loading. Adapted from Lissaman [59].
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Gusts in well-mixed turbulence are highly three-dimensional in nature and it has
been shown that out of the possible six degrees of freedom, rolling motion is the most
significant disturbing factor for UAVs [6]. Atmospheric measurements in well-mixed
turbulence removed from building wakes illustrate the three-dimensionality of gusts,
whereby significant flow pitch variations are evident across typical UAV wingspans or
rotor diameters. Figure 7a shows a typical time record of the angle of attack, α, recorded
by four laterally separated probes during a two-second sampling time, showing large
fluctuations of the order of ±10◦. At first, it might seem that there is a strong correlation
between the pitch angles measured from the four probes. However, closer examination of
the data presented in Figure 7b reveals that there are considerable differences, and at some
instances the variation is ≈15◦ across probes with a lateral separation of 150 mm.

(a) (b) 

Figure 7. Pitch angle variation: (a) 2-s sample (b) 0.2-s sample [6].

For fixed wings, Thompson, Watkins [60] showed that typical lateral variations in
α are more significant than the associated velocity magnitude variations in generating
potential rolling moments (using data from measurements of well-mixed atmospheric
turbulence close to the ground applied to simple wing strip theory). The experimental
work by Mohamed, Watkins [31] confirmed the high sensitivity of the roll axis to α variation.
For rotary wings, among the most relevant work was that conducted by Wang, Dai [61] in
which it was found that a variable pitch helicopter blade encountering a downward gust
experiences a significant reduction in thrust force. It was also found that the sharper the
gust, the more adverse the response is with respect to aerodynamic forces and structural
deflection. This behavior is particularly relevant when travelling through shear layers
at higher speeds, causing the relative encountered gust front to be perceived as a sharp
gust front.

6. Gust Taxonomy

It is desirable to approximate gusts as quasi 1-D or 2-D (see Figure 8) for fundamental
studies on the transient flow field around airfoils through, for example, pitch and/or plunge
motions in fundamental experiments. However, the reality of well-mixed atmospheric
turbulence is intrinsically three-dimensional in nature. Discrete gusts can be categorized as
either 1-D or 2-D in the streamwise or transverse directions. Streamwise 1D gusts involve a
momentary change in streamwise velocity. For example, as streamwise velocity increases,
the corresponding lift over an airfoil also increases, which if not corrected, will result
in a translation of the airfoil upwards (due to lift) and backwards (due to the increased
drag). Non-symmetric velocity changes along the span of a wing will result in a rolling
and yawing motion if not taken into consideration. It is worth noting that Thompson,
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Watkins [60], using a simple strip theory model, found that angular flow changes typically
have a tenfold greater effect on lift compared to the magnitude changes in atmospheric
turbulence. This behavior implies that travelling through a transverse gust will result in a
stronger generation of lift than from a streamwise gust.

Figure 8. Dimensionality of gusts (modified from Diederich [62]).

7. Severe Gusts around Buildings: Case Studies

Let us now consider the flow field around a nominally cuboid building in a suburban
environment. At the juncture between the building and the ground plane, there is the
usual horseshoe vortex, perhaps with associated finer structures [63]. Near the building
rooftop, there is expected to be a separated flow with meandering shear layers of time-
varying position, width, and intensity. Depending on the building’s geometry and wind
direction, vortices may also be present near the rooftop. Using the taxonomy discussed in
the previous section, possible gust encounters by UAV flight in urban environments are
illustrated in Figure 9. Given that the angular flow changes typically have a greater effect
on sectional lift coefficient in contrast to magnitude changes [31], the most detrimental case
in this set is likely to be a transverse gust given the rapidity of the encounter with respect to
the flight trajectory. The latter scenario will therefore be the focus of a case study presented
in the remainder of this paper, whereby we use the flow field around a representative
cuboid building computed by Mohamed, Carrese [44] (see Figure 2) to estimate variations
in the lift and rolling moment coefficients of representative UAVs. The CFD simulation
representing an urban environment uses an Improved Delayed Detached Eddy Simulation
(IDDES) turbulence model. Mohamed, Carrese [44] validated the simulation by demon-
strating excellent agreement of the solution strategy with the experimental and large eddy
simulation (LES) data of similar but simpler cases. The validation cases examined were:
(1) developed channel flow, (2) flow over a backward-facing step, (3) flow over periodic
2D hills, (4) wall-mounted hump flow, and (5) trailing-edge separation over a hydrofoil.
Full details of the basis of these simulations can be found in [44] and comparison with
point-probe atmospheric measurements is carried out in [39,64].
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Figure 9. Schematics of possible gust encounters by a fixed wing UAV flying in the vicinity of
buildings. Note drawn to scale for illustration purposes.

In the simulation, inflow boundary conditions replicate the relevant velocity and
intensity profiles of a suburban ABL. Due to the mesh resolution near the building (~0.05 m),
the scales of the resolved turbulence are suitable for the UAV spans discussed in this paper.
Initialization of the IDDES simulation was provided using a steady-state k—ω SST model.
The RANS momentum field is converted to an instantaneous momentum field before
commencing the transient run. The pressure-based Non-Iterative Time-Advancement
(NITA) fractional-step solver is utilized, with bounded second-order temporal discretization.
The time step is normalized by the ratio of (l∞/U∞) with a non-dimensional time-step of Δt∗
= 0.003 for the total time of the simulation t∗T = 600 with sampling statistics collected from
t∗ > 200. An average wind speed of 3 m/s at a height of 10 m was used in the upstream
boundary condition representing the ABL, and the mean wind direction was normal to the
southerly face (i.e., along the x-axis in the figures below). The modelling requirements and
profiles for the ABL were obtained from the work of Blocken, Stathopoulos [65], and the
ABL velocity profile U(y) was estimated using

U(y) =
u∗

κ
· ln

(
y
y0

)
(4)

where u* is the friction velocity, U∞ and y∞ are the reference velocity and height, κ is the
von Kármán constant, and y0 is the equivalent aerodynamic roughness height. The profiles
for the turbulence kinetic energy k and specific dissipation ω were estimated using:

k(y) = u∗2 · Cμ
−0.5 (5)

ω(y) = u∗ · Cμ
−1.5 · κ

y
(6)

7.1. Flight Trajectory Modelling

Consider a UAV flying at speed VV in close proximity to a building. Depending on the
flight path and the direction of the wind, a wide range of perturbations may be perceived
(i.e., the gusts experienced relative to the moving UAV will vary with flight path and
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wind). Severe gusts are taken to be those that result in a large step change in aerodynamic
forces or moments. Realizing that the atmospheric wind can vary from calm to extreme
(i.e., storm) levels, it is necessary to select a single atmospheric wind speed and direction,
then investigate flight paths relative to the building flow field that would generate the
severe cases.

We consider the flight trajectories outlined in Figure 10, representing two flight paths
towards the leading edge of the building (0◦ and 45◦ flight path angle), performed at
some height above the rooftop, thus encountering the shear layers shed from the building
structure. The 0◦ flight path represents the simpler case where the vehicle encounters the
gust head-on, and there are no gust-induced rolling moments. The 45◦ flight path provides
insight into the rolling moment that arises due to lift imbalance as one wing is immersed
into the shear flow before the other wing. In reality, the UAV’s trajectory will be influenced
by the flow field. We ignore these vehicle dynamics and any coupling of the vehicle’s flow
field with that of the building and assume that the vehicle acts as a massless point-particle
UAV. Thus, we assume “frozen” turbulence; that is, the computed wind field is sampled
at one instant in time, and the “turbulence” encountered by the UAV is the variations in
the relative flow field velocity as the vehicle proceeds in its idealized, steady level flight.
While such simplification is unrealistic from the viewpoint of airplane flight mechanics, it
is arguably sufficient to define a realistic “severe case” to be studied.

Figure 10. Planform view of flight paths considered in this paper.

The flow fields around a building were extracted from the CFD model (see Figure 11)
to identify the gusts encountered as perceived by a moving aircraft. These flow fields were
imposed on a simplified model of a fixed wing UAV in a way similar to that by Thompson,
Watkins [60] as well as an actuation disk model of a single rotor, in order to extract severe
cases during a straight flight path. The chosen aircraft speeds were 5 m/s and 15 m/s with
respect to the ground (i.e., typical velocities for UAVs).

The flow extracted from the CFD simulation is presented in this section. The wind
along a representative flight path (at fixed points along the flight trajectory) is shown in
Figure 12. The flow field for various heights is depicted in Figure 13, and the flow extracted
from the CFD simulation is given in Figure 14. The wind velocity is plotted as if it were
in polar coordinates following the convention shown in Figure 12. The “flow pitch angle”
is the direction of local flow at a h/H value of 0.0023 where h is the height of flight path
above the rooftop and H is the building height. The trajectory closest to the roofline is at
height ratio of h/H = 0.0023, or 10 cm above the roof, which is immersed in a boundary layer
of the building itself. This boundary layer is present even at the intermediate trajectory
height of h/H = 0.14, which is physically 6 m above the building. In this region, from 0 to
−1 on the abscissa of Figure 13, the wind speed is low, but highly variable. At h/H = 0.25
and 0.33, the flight trajectory is above this building boundary layer and the flow pitch
angle variation has settled down to a range within approximately 0–20◦. The normalized
velocity is the wind speed magnitude normalized by the aforementioned 3 m/s reference
velocity. If the wind field were uniform and parallel to the building roof, the flow pitch
angle would be zero, and the “normalized velocity” would be a constant. Instead, there are
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considerable variations in both angle and magnitude. The angle variations are not to be
regarded as an angle of attack; at this point in the discussion, the airplane flight has not yet
been introduced in the analysis. (Figures 13 and 14 represent the shape of the gust flow
independent of the aircraft).

Figure 11. CFD domain, whereby air flows in the positive x-direction. The transient velocity
magnitudes are shown in contour plots of the flow around the building located at the same plane of
the flight paths (travelling in the x-direction) in the vicinity of the rooftop.

Figure 12. Encountered velocity vectors during proximity flight in the rooftop region of the building.
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Figure 13. Flow velocity angles and magnitudes at different heights in the vicinity of the building’s
rooftop. Note that normalized positions −1 and 0 denote the edges of the building.

Figure 14. Velocity vectors along a representative flight path (h/H = 0.0023) in the rooftop region of
the building as extracted from CFD simulation.

The changes in velocity magnitude are greatest very close to the building’s top leading
edge, whereas the changes in flow pitch angles are smaller. From the results presented in
Figures 13 and 14, it is evident that a sharp increase in flow pitch angle at nondimensional
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position −1 on the abscissa exists at the trailing edge of the building. At the leading edge of
the building, 0 on the abscissa, the flow pitch angle drops sharply. The normalized velocity,
meanwhile, undergoes no change at the building trailing edge, but rises very sharply at
the building leading edge. This rise is closer to the building leading edge for lower h/H,
but it is essentially the same in magnitude for all trajectories up to h/H = 0.14 (6 m above
the roof). This implies that a large change in wind amplitude is experienced by the UAV
as it approaches the building edge, even if the desired trajectory is not particularly close
to the building itself. In the presentation of Figure 13, wind speeds and angles are the
result of the wind field computation, i.e., from a fixed reference frame. We next turn to how
the very same results affect candidate UAVs of various kinds, i.e., from the UAVs’ frame
of reference.

7.2. Estimations of Perceived Gust for Fixed-Wing

Now we consider the flight path of a fixed-wing UAV above the building roof as
indicated in Figure 12 at representative speeds of 5 m/s and 15 m/s. Consider how the
combined effects of flow angle and magnitude are perceived along one flight path by
superimposing the vehicle flight speed VV onto the vertical speed Vvert and horizontal
speed Vhoriz of the wind, Vvert and Vhoriz being the Cartesian analog of the “polar” results
given in Figure 13. The superposition of the flight velocity and wind speed enables the
relative velocity and angle of attack to be computed. The effective angle of attack, α(t), is
calculated using

α(t) = αo + atan
(

Vvert

VV + Vhoriz

)
(7)

The results for two nominal cruise speeds (5 m/s and 15 m/s), converted back into
velocity magnitude and angle of attack, are given in Figure 15. The immediately obvious
feature of Figure 15 occurs near the building leading edge, “0” of the abscissa. As expected
from Figure 13, the shear layer atop the building results in the worst-case perceived gust
encounter: at the lower flight velocity (5 ms−1) a ≈20◦ change in aircraft relative angle of
attack is accompanied by an approximately 50% increase in velocity magnitude, all over
a time increment of 0.25 s. At a higher flight velocity of 15 ms−1, the perceived angle of
attack is lower (≈10◦), accompanied by a 25% increase in velocity over a time increment of
0.11 s. Using a simple linear relationship between the incident flow changes (angle of attack
and relative velocity magnitude) and lift coefficient, and assuming a 2π lift curve slope and
an unperturbed flight path (i.e., steady level flight), this gust represents changes in CL of
8.5 and 2 for a flight velocity of 5 ms−1 and 15 ms−1, respectively. For flight paths at 45◦
(where one wing is immersed into the gust before the other) the roll moment coefficient CLp
presented in Figure 15 is calculated from the lift imbalance between the aircraft’s wings:

CLp =
b
2
∗ ΔCL (8)

CLp = M/qSb (9)

Taking time lags into consideration, conventional attitude sensing and control systems
of a fixed wing UAV travelling at 10 ms−1 will typically take 0.52 s to react (from sensing
to actuation) [7,66] which can be insufficient to mitigate this gust. The combination of
phase-advanced sensors, where flow, forward of the UAV, is measured and used as a control
input [67], and novel control techniques may be needed [68] to achieve flight control in this
type of environment. Examples of the latter include rotations of the entire wing, leading-
edge control surfaces [68], or “fast flaps” at the trailing edge [69], which are intended to
deflect faster than one convective time, producing lift transients well beyond what would
be considered quasi-steady.
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Figure 15. Gust shape as perceived by a moving aircraft. And the resultant CL in the vicinity of the
rooftop (from a simple strip theory model, utilizing transient flow data). Note that position 0 denotes
the physical edge of the building.

7.3. Estimations of Perceived Gust for a Rotor

For multirotor aircraft, gust disturbances do not affect the aircraft in the same manner
as fixed wing aircraft, especially in forward flight versus hover. This difference is due to the
nature in which lift is created via its rotors and the forward motion flight state that requires
a multirotor to tilt forward the rotors to generate forward speed. The purpose of this
section is to explore the effect of the encountered gust on the total thrust generated while
being agnostic about geometrical features of the rotor. This approach is key to making
the analysis non-specific to a particular rotor and configuration but more generic and
applicable to different multirotor configurations and even hybrid vehicles (i.e., fixed wing
with rotors for Vertical Take-Off and Landing, VTOL). We will therefore use momentum
disk theory and consider thrust of a single rotor. Aircraft designers can replicate this
study and approximate the moments around the center of gravity for any number of
rotors they intend to use. There are, however, limitations to this method, as it cannot
account for geometric interferences between rotors and/or lifting surfaces, stall conditions,
induced downwash effects from forward rotors, and other interactional aerodynamics of
the configuration it may be modelling. However, it is sufficient for purposes of analyzing
gust response within the context presented.

We consider two types of vehicles as outlined in Table 1 which represent two different
scales of rotorcraft. The first vehicle represents a relatively small quadrotor delivery
drone while the second is a larger octorotor AAM used for carrying human passengers.
The tabulated specifications are generic for purposes of the presented analysis for two
configurations which are likely to fly around buildings. The disk loading is determined by
the hover weight divided by the total rotor area.
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Table 1. Specifications of aircraft used for this analysis.

Parameter Specification

Delivery Drone Advanced Air Mobility
Vehicle

MTOW 4 kg 1683 kg
Disk Loading 14.14 kg/m2 35.68 kg/m2

Configuration Quadrotor Octorotor
Rotor Size (diameter) 0.3 m 2.74 m

Flight Velocities 5 ms−1, 15 ms−1 5 ms−1, 15 ms−1

A single rotor disturbance model is used and is shown in Figure 16. Similar models
have previously been used for turbulence and disturbance analysis for small multirotor
aircraft with success [70,71].

Figure 16. Wind disturbance model for a single disk.

The total induced thrust of the rotor can be represented b

Ti = 2ρAVvi (10)

where the velocity components can be written as the induced velocity of the thrusting disk
(vi), the wind velocity (Vw), and the summation of the two vectors resulting in total induced
speed (V).

V = Vw + vi (11)

The wind disturbance model allows the oncoming wind vector to be separated into its
horizontal and vertical components to resolve the total induced speed vector using

V =

√
(Vwcosαi + vi)

2 + (Vwsinαi)
2 (12)

where αi is the induced angle between the rotor disk and the relative oncoming wind
vector. As induced angle is influenced by the rotor tilt angle (φ) required for forward flight,
induced angle can be calculated using

αi = π/2 − φ (13)

With no gust disturbance, the relative induced angle between the disk and the on-
coming wind vector is completely perpendicular (αi = π/2). A purely vertical gust would
result in a wind vector at zero or π radians with the thrusting vector parallel to the disk in
hover. Vertical disturbances affect the angle of the disk relative to the oncoming wind vector,
which allows oncoming gusts to approach the model between the angles of 0 ≤ αi ≤ π.
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Tilt angles relative to the ongoing wind vector are calculated to be 34◦ and 63◦ using
forward flight speeds of 5 ms−1 and 15 ms−1 by resolving the induced angle from Equation
(12) assuming no wind gust disturbance. The upper flight velocity of 15 ms−1 is regarded
as high in terms of the normal flight speeds of multirotor aircraft at this scale; however, we
offer this analysis to directly compare to the fixed wing case shown earlier. Referring to
Figure 17, large variations are seen in the relative induced angle of the flow relative to the
rotor. The most obvious effect can be seen at the buildings edge where larger variations of
relative induced flow angle cause significant changes to thrust. The variation in thrust is
more significant at the lower flight speed of 5 ms−1. The higher flight speed of 15 ms−1

yields lower thrust variance due to a higher relative thrust required to maintaining flight
and relatively lower gust vector. In other words, the faster the drone speed, the lower
overall effect of the gust on the rotor as the thrusting vector to maintain flight becomes more
dominant. Rotor thrust reactions to turbulence are more erratic and greater in magnitude
than lift variations seen for the fixed wing aircraft found in the previous fixed wing study
featured in this paper. On a rotor disk, turbulent flow vectors from all directions directly
influence the aircraft incidence angle, the thrust required for steady level flight, and any
perturbations which result in altitude loss or gain. All these directly influence the amount
of thrust produced and incidence angle of the rotor significantly.

Figure 17. Gust shape as perceived by a moving thrusting disk of a delivery drone and the resultant
effects on induced velocity, thrust, and normalized thrust in the vicinity of the rooftop. Note that
position 0 denotes the physical leading edge of the building. T/Th is the thrust required over thrust to
hover fraction.

The fixed wing aircraft seems to be more passively tolerant to turbulence (although
further experimental studies are required to explore this). Lower tolerance of rotary wing is
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assumed to be due to the loss in forward flight of the disk when traversing though the gust
resulting in increased power and induced velocity while inducing larger rotor tilt angles
to maintain attitude and flight speed. As both lift and forward flight is maintained by
propulsive means, large variations in power/thrust are required when each are influenced
and have a compounding effect when traversing through a gust.

Flight altitudes closest to the building produce the most unsteadiness in rotary wing
thrust variation, which is a direct result of the relatively thin shear layer producing a
relatively sharp flow vector change. These effects near the building are consistent with
the fixed wing aircraft in the previous analysis. We observe that upward gusts result in
additional thrusting force required to maintain flight speed and altitude, which is clearly
seen when the UAV experiences the large upward gust in Figure 17 at a normalized position
between −0.4 and 0. The induced flow vector is altered in this region and results in a
higher thrust production in the direction of flight. Flight altitudes of h/H = [0.0023, 0.047
and 0.14] demonstrate similar trends in thrust. All stabilizes when the disk traverses
past the edge of the building to free stream flow which is upwind of the building. Flight
altitudes of h/H = [0.25,0.33] involve flight through a less sharp gust as perceived by the
UAV whereby less variations in thrust are observed. This is due to the UAV flying above
the shear layer and recirculating flow area caused by the leading edge of the building,
where only gradual changes in relative flow angle impinge on the disk. Unlike most fixed
wing aircraft, multirotor aircraft are inherently unstable and rely heavily on stabilization
through the variation of the thrust of each rotor. The response of the thrusting system
(i.e., propellor, motor, and controller) is the limiting factor in correcting for disturbances.
Slow-flying multirotor systems traversing through a building-induced gust will experience
a relatively high magnitude of thrust variation and will thus require an active stabilization
response to maintain steady level flight.

Figure 18 displays the same analysis presented in Figure 17 but for a larger AAM
vehicle capable of carrying a human passenger, thus resulting in higher disk loading and
thrust. Consequently, the vehicle is relatively less sensitive to the gust, whereby the induced
velocity through the rotor, the overall thrust, and the non-dimensional thrust (T/Th) all
show a lower thrust magnitude relative to the delivery drone. These changes are further
highlighted in the non-dimensional thrust subplot where the maximum variance near the
leading edge of building is ΔT/Th > 0.4, while the maximum variance for the delivery drone
is greater at values of ΔT/Th > 0.8 at the same flight altitude and speed of 5 m/s. Variance
in thrust magnitude is greater in all instances for the delivery drone relative to the urban
mobility vehicle. In both flight examples, the variance occurs more so in the locations of
highly separated and mixed flow featured at heights between 0.0023 < h/H < 0.14. Greater
heights show smaller flow vector variation, suggesting regions of flow that are out of
the turbulence shear layer. For both vehicles, the turbulence effects cannot be neglected
and require active turbulence mitigation through autopilot stabilization. The suitability
of stabilization systems depends on the actuation speed achievable for the given scale of
the aircraft. Higher actuation speeds will reduce the sensing-to-actuation time-lag which
thus enables the vehicle to mitigate sharper and higher-amplitude gusts. Light-weight
rotors, high-torque motors, greater excess thrust, and power will all contribute to required
turbulence reaction speeds.
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Figure 18. Gust shape as perceived by a moving thrusting disk of an advanced air mobility vehicle,
and the resultant effects on induced velocity, thrust, and normalized thrust in the vicinity of the
rooftop. Note that position 0 denotes the physical edge of the building. T/Th is the thrust required
over thrust to hover fraction.

7.4. Airframe Design and Certification Considerations

Considerable recent published work has considered the alleviation of gust loads on
aircraft [72–76] and in some cases even harvesting it [77–79]. Severe gusts around buildings
can pose a major challenge for flight of different vehicular scales and configurations. Smaller
UAVs are more sensitive to the disturbances, however larger UAVs are still affected albeit
to a lesser extent. The latter will depend on the relative magnitude and scale of a gust
with respect to the aircraft’s scale. Also, the UAV configuration (rotary vs fixed wing) will
respond differently to the disturbances. Hybrid configurations which have a combination
of lifting surfaces (i.e., fixed wing) and an array of thrusting disks (i.e., rotary wing) are
well suited for close proximity flight to buildings. However, there is a spectrum of design
possibilities which require careful design choices to truly alleviate the disadvantages of both
fixed and rotary wing. Further research is required to identify the intrinsic aerodynamic
deficiencies of these hybrid configurations and what are they particularly susceptible to. For
example, fixed-wing craft will stall if flown too slow, while rotary wing craft are susceptible
to the vortex ring state and weather cock stability. Some deficiencies may be resolved
with hybrid configurations while others may persist or even give rise to new deficiencies
especially during hover. Vehicles with large surface areas facing the wind direction (e.g., tilt
wings) will experience significant attitude control and flight-path tracking challenges due
to the relatively large forces generated by these surfaces. Such designs should be avoided
where possible if a UAV is expected to fly at low speeds near buildings and gust-generating
infrastructure. The frontal projection area of the UAV regardless of the configuration
needs to be minimized most critically during proximity flight. This may be even achieved
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through active wing area reduction, but the structural and mechanical challenges of an
airframe capable of reducing area or changing its wing planform. This design challenge
is complex but not impossible. There are also other means of mitigating turbulence and
gusts through the control systems [80–82], aerodynamic configuration [68,83–86], and novel
sensors [66,67,87]. Counteracting such flow disturbances comes at the cost of increased
weight and power demands which will affect range and battery consumption. The question
then becomes, how smooth of a flight will the passenger demand? How much control will
we need to give to the pilot and/or the system?

As a hybrid UAV flies slow and in proximity to a building, any fixed wing control
surface on the airframe become ineffective in controlling attitude due to low speed. The
effectiveness or relative force of control surfaces reduces by the square of the flow velocity
it is exposed to. In this case the UAV relies mainly on the rotary wings for lift and attitude
control. There are opportunities for unconventional fixed wings designs to increase the
control authority and rapidity [84,85], however the rotary wings will be required to achieve
the majority of the control and lifting work in such scenarios, and therefore require the
ability to rapidly adjust thrust to mitigate any gusts encountered. Variable-pitch propellers
are effective in generating rapid actuation and more efficient thrust vectoring to enable
the vehicle to approach a vertiport at low approach speeds with more control authority
and stability.

From a certification standpoint, AAM airframes need to demonstrate the ability to
counter attitude disturbances and flight path deviations for a reasonable range of wind
speeds and gust conditions to make AAM operational for the majority of the year despite
weather. Coping with high wind speeds, certification should include a demonstration
of limits on the angular perturbations allowed in the vehicles’ three axes during the
highest operational wind and gust magnitudes. These angular limits should be selected to
ensure that the physical extremities of the vehicle do not collide with the vertiport during
touchdown or take-off. Limits should also be imposed on how much flight-path drift
occurs for a range of wind and gust speeds to reduce risk of collision with infrastructure.
Airframe manufacturers can either conduct physical experimentations to demonstrate
compliance with the limitations imposed or utilize numerical-based modelling (with a form
of validation) [61].

Helicopter certifications requirements rely on the presence of human pilots on board
that can assess hazardous situations. Regulations for autonomous UAV operations in cities
(especially large air taxis) will be different and rely on measurable numerical thresholds,
which are used by the flight control system for automated decision making and planning,
given there is no human-in-the-loop to make such rapid judgments:

• “Operating in close proximity to obstructions can lead to recirculation and loss of
performance. Aerodromes, geographically situated in hilly, mountainous areas, in-
cluding certain coastal regions, can be subject to hazardous turbulent conditions in
moderate to strong wind conditions. Pilots should be aware that, in certain cases,
aircraft performance can be severely affected. History has shown, in extreme cases,
that turbulence has prevented the aircraft from climbing or being controlled near the
ground and has also caused structural damage”.

• “In winds below 15 kts, the turbulence may be experienced in the lee of an obstruction,
vertically to about one third higher than the height of the obstruction. Above 20 kts,
turbulence may be experience on the leeward side of an obstruction to a distance of
10–15 times the obstruction height and up to twice the obstruction height above the
ground”.

• “During take-off or landing in gusty wind situations where wind shear is likely to be
present, may require a greater power margin to deal with varying power demands
or an unexpected loss of airspeed and accompanying sink. Large anti-torque pedal
inputs to maintain directional control also act to reduce the excess power available”.

Regulations for autonomous UAV operations in cities (especially large air taxis) will
have to be more detailed and require the reliance on measurable numerical thresholds,

98



Drones 2023, 7, 22

which are used by the flight control system for automated decision making and planning,
given there is no human-in-the-loop to make such rapid judgments.

7.5. Vertiport Design and Certification Considerations

Currently, a small body of knowledge exists around specific heliport requirements
that deal with the surrounding turbulence levels from nearby buildings [13,88,89]. There
also exists some regulations that can be used as a basis to guide the design and location
of vertiport landing infrastructure [20,89]. A turbulence criterion was introduced for
helicopters to ensure safe flight is maintained [89]. The criterion sets a threshold on the
standard deviation of the vertical flow velocity, which results in a high helicopter pilot
workload. Mentzoni and Ertesvåg [88] later suggested the use of turbulence energy instead
as a criterion, arguing its benefits over the standard deviation of vertical velocity. Similarly,
a new criterion or threshold is needed for the autonomous operation of AAM vehicles,
which relies on the limitations of the flight control system instead of the workload of
human pilots. The results presented here have implications for vertiport design and a
similar analysis can be used to identify thresholds for such a criterion.

Most of the research on building aerodynamics presented in the literature focuses on
surface pressure measurements for predicting facade loadings. However, the advent of
AAM requires a unique understanding of the velocity field induced by the interaction of
the wind with the building on which UAVs will be operating form. Specifically, the shear
layers that form and their impact on flight. A thorough characterization of the flow field
for different wind directions is essential for each vertiport to be designed since each one
will have a unique flow environment. Similar methods and tools, such as those used in the
field of wind engineering, can be used.

Vertiport designers will need to avoid design features that generate turbulence or sharp
gusts of high amplitude and of length scales that are detrimental to UAVs. A few studies
explore this area [13,19,21,90]; however, more research is needed, with full-scale validation.
There exists a body of knowledge on designing wind sheltering systems (such as porous
fences) for road and rail vehicles which will be relevant. Similarly, building design features,
such as round corners and porous deflectors near rooftops, can help reduce the sharpness
of the perceived gust, which translates to a lower actuation requirement, thus providing
a UAV’s flight control system with more time to react and counter the flow disturbance.
Another key parameter is the unobstructed air gap below the landing platform, which will
also influence the severity of the shear layer by allowing more air to flow underneath the
platform. The ideal height of the air gap will be different for each building since it is a
function of the building’s geometry. A 1.8 m minimum air gap is cited by the FAA in the
Heliport Design Advisory Circular AC 150/5390-2D [91]. The document points to research
published in FAA/RD-84/25 [19], but it is unclear how the 1.8 m criteria were derived.
Regardless, there is enough justification for exploring a new threshold for AAM vehicles.
The new US Federal Aviation Administration (FAA) guidelines for vertiport design has
a small section on turbulence with high-level recommendations on using turbulence-
mitigating design measures [92]. As technology matures and more research is conducted in
this area, specific metrics and criterion can be included in future revisions of the guidelines
providing design standards, which will need to be met. It is also strongly believed that
aviation authorities should provide their own guidelines and regulations on turbulence and
gust thresholds around vertiports instead of relying on existing building guidelines and
regulations (e.g., [93]), which focus on reducing adverse wind effects that affect the quality
and usability of outdoor spaces and pedestrian comfort. The modeling and measurements
for the latter are very different from that required for AAM flight paths around the buildings
from a probe placement and mesh refinement perspective.

Modelling building aerodynamics and the local flow fields can be performed using
classical wind tunnel methods on scale buildings, or utilizing CFD similar to that presented
here. There is a need to provision for the surrounding wind environment and its interaction
with not only the vertiport structure but also neighboring structures which will have an

99



Drones 2023, 7, 22

impact on the local flow field [19] and can result in overspeed regions which are difficult to
predict. An additional analysis, which can complement wind tunnel testing and CFD, is
full scale measurements using airborne wind anemometers such as the one developed by
Prudden, Fisher [94]. A swarm of such sensors are ideal for rapid simultaneous measure-
ments that can map out the flow field accurately at full scale and later used for validation
of CFD or comparison with scale experiments to account for any Reynolds number effects.
Given the mobility of such systems, it can also be used to measure the perceived gust along
the flight paths of UAVs.

8. Concluding Remarks

UAVs used for both delivery and human carrying systems are being introduced
internationally and are intended to integrate into various civil domains. Urban and city
environments provide the greatest operational challenge due to the safety considerations
of operating in highly populated environments. Under even moderate winds, landing and
take-off maneuvers are subjected to high levels of turbulence intensities and gusts that
will impact the stability and control of these vehicles. Furthermore, the integral length
scale of turbulence may be such that they are similar to the scales of UAVs; these will
provide considerable control challenges in holding relatively steady flight. We are guided
by existing literature on helicopter landing and take-off procedures, which is not extensive
and is lacking in terms of autonomous operation. Minimization of turbulence and gusts
via building or vertiport design are limited and warrant further research.

In this paper we used a CFD simulation of the ambient wind field around a nominally
cuboid building in a suburban atmospheric boundary layer. Unperturbed flight paths
near the building’s roof were superimposed onto the simulated wind field. A possible
worst-case gust for the specified wind speed and building geometry was identified when
the flight path traverses the shear layer from the building’s top leading edge, resulting
in significant lift force variations. The analysis showed that UAVs would experience a
substantial increase in angle of attack over a relatively short period of time (<1 s) as they fly
through shear layer at a representative forward velocity, which can be well above typical
stall angles. Due to the slow flight speeds required for landing and take-off, significant
control authority of rotor systems is required to ensure safe operation due to the high
disturbance effects caused by localized gusts from buildings and protruding structures.
The analysis is then flowed by regulation and certification recommendations for AAM
vehicles and vertiports.

CFD simulation of atmospheric flows is challenging and warrants experimental vali-
dation via collection of careful gust measurements either in a wind tunnel environment or
by flying aircraft, which should be fitted with responsive anemometers capable of resolving
turbulence length scales smaller than a UAV’s characteristic length [94]. The resulting
datasets, both computational and experimental, should be interrogated to identify two-
and three-dimensional severe gusts. Subsequent work should include furthering the un-
derstanding of the transfer functions between a gust flow and the resulting aerodynamic
response of the UAV, which could then be used to understand disturbances and control
methods to minimize them. This paper used computational gust data to develop basic
disturbance models to understand the response of a fixed wing and thrusting disk. In
both instances, the effect of a gust around a cuboid building is significant and may cause
significant flight perturbations that cannot be ignored. Furthermore, for larger UAV, the
magnitude of corrective control required must be acknowledged and considered in the
design phase when such vehicles are developed.
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Abstract: Urban air mobility requires safe and efficient airspace management, as well as effective path
planning and decision-making capabilities to enable access to the urban airspace, which is predicted
to be very densely populated. This paper tackles the problem of strategic and tactical path planning
by presenting a framework specifically designed for accounting for several constraints and issues of
the urban environment. Multi-objective and multi-constraint planner algorithms are developed to this
aim, along with an innovative method for information simplification and manipulation. Navigation-
aware and optimized trajectories were retrieved from the strategic approach. Tactical path planning
was developed using three approaches that react differently to unpredicted conditions. The entire
strategic–tactical pipeline was tested in two real-world use cases, representing common missions in
urban environments, such as medical delivery and short-range air taxi. The results demonstrate the
effectiveness of the proposed methodology in generating the strategic path and show the different
outcomes of the proposed tactical approaches, thus highlighting their advantages and drawbacks.

Keywords: path planning; urban air mobility; tactical path planning; strategic path planning; urban
airspace; urban maps; urban airspace constraints; test cases

1. Introduction

The market of unmanned aerial systems (UAS) has witnessed a rapid growth in the
last decade, fostering research towards innovative algorithms and instruments to enhance
their reliability, autonomy and safety. Urban air mobility (UAM) represents the next frontier
of the UAS market, and a huge effort is being carried out in that direction in view of a wide
variety of applications. As an example, missions such as urban taxi [1], inspection and
surveillance [2] could experience a significant performance improvement (e.g., reduction of
mission time) if performed by highly autonomous unmanned aerial vehicle (UAV). The
development of urban air mobility will completely change our cities with a huge quantity
of UAVs that require to be accommodated in the airspace. The increased UAV density also
calls for new regulations [3] that are being developed to bridge the gaps between novel
technologies and urban safety requirements [4]. In this framework, path planning and
traffic management tasks are of paramount relevance to meet these safety requirements
and enable UAV access to a traffic dense airspace.

UAV path planning, aiming to define the best route from a start to a goal point, is
a widely discussed problem in the open literature, and several algorithms have been de-
veloped to specifically accommodate mission needs. In general, path planning requires
accounting for UAV dynamic constraints, energy consumption (and thus wind and weather
conditions [5–8]) and fixed and mobile obstacles to meet safety and effectiveness require-
ments [9]. When it comes to urban scenarios, navigation issues can arise for vehicles using
the classical GNSS/inertial fusion scheme due to the non-nominal GNSS coverage condi-
tions, which is experienced next to buildings and infrastructures. Indeed, these structures
cause GNSS signal shadowing or deviation, leading to either signal obstruction or multi-
path phenomena, respectively. In these scenarios, path effectiveness, should also account
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for the capability to follow the planned trajectory while keeping a bounded navigation
error and fulfilling the required navigation performance (RNP) [10]. Conversely, safety
requirements are also linked to the need for minimizing the ground risk [11]. Several
works in the open literature have addressed planning problems by accounting for ground
risk mitigation [12,13], GNSS coverage fault [14], wind condition and its effect to energy
consumption [6]. Nevertheless, an integrated framework which tackles all these aspects
altogether is required to effectively enable safe access to the urban airspace.

The “SMARTGO” (gnsS-enabled urban air Mobility through Ai-powered environment-
awaRe Techniques for strateGic and tactical path planning Operations) project [15], funded
by the Italian Space Agency (ASI) and carried out by a consortium composed by the
University of Naples “Federico II” (as coordinator), TopView S.r.l. and Euro.Soft S.r.l.
aims to develop strategic and tactical path planning algorithms that can handle several
information levels to meet urban environment requirements and constraints. Besides path
planning approaches, the project also aims to gather and synthesize relevant information
about the urban environment useful for path planning and at defining innovative U-
space services based on the project outcomes. Data gathering includes processing satellite
images with innovative algorithms, which are also based on artificial intelligence for terrain
classification and ground risk estimation. Tackling both planner design and information
gathering bridges the gap between data retrieval and usage and ensures information
collection and representation is specifically tailored to planner’s needs.

This paper briefly describes the main algorithmic outcomes of the project in terms of
path planning and focuses on the application of the entire algorithmic chain to real-world
test cases that have been specifically identified for the project’s needs. A brief overview
of the project and a preliminary version of both the strategic and tactical algorithms have
already been presented in [15]. Then, a more detailed version of the tactical framework
and the developed approaches to tackle with unpredicted events during flight has been
described in [16]. In addition, a detailed description of the strategic path planning algorithm
is reported in [17]. This work extends the previous contributions of the authors by providing
the following innovative points:

1. It describes the final version of both tactical and strategical path planning algorithms.
2. It provides a systematic approach to deal with tactical planning and its multiple

alternatives to overcome any type of unpredicted event.
3. It analyzes the tactical and strategic results on relevant environments by applying the

entire strategic–tactical path planning flowchart and also highlighting the strategic
path selection approach.

The remainder of this paper is structured as follows. Section 2 analyzes the constraints
to be taken into account at both tactical and strategic level while also detailing the pro-
cedure for information retrieval. Both strategic and tactical path planning algorithms
are summarized in Section 3. Test cases and their related information to be used at path
planning level are reported in Section 4, and Section 5 shows the tactical and strategic path
planning results. Finally, Section 6 draws conclusive remarks.

2. Environment and Vehicle Based Constraints

Risk, weather and no fly zone information, as well as 3D geometries, mobile obstacles
and vehicle specifications and constraints must be taken into account to plan for a safe
and effective path. Vehicle-based constraints include maximum airspeed and flight path
angle, as well as battery capacity, maximum allowed wind velocity and navigation system
performance. Environment-based constraints can, in general, be divided into two categories
depending on whether they are connected to the airspace or not. Airspace-based constraints
include (but are not limited to) no-fly-zones, maximum and minimum flight altitudes, traffic
information, contingency landing site location and possible airspace structure and/or speed
rules, as foreseen, for instance, in the geovectoring approach [18]. On the other hand, the
other environmental constraints include general information about the scenario such as 3D
geometry, weather information and estimate of ground risk.
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Because the majority of the developed planning approaches are designed to deal with
spatial based information, SMARTGO information gathering and organization aims at
simplifying most of the aforementioned sources in multi-dimensional maps. This is done to
reduce the information processing to be carried out at the path planning level. Specifically,
the following maps are defined and used as planning inputs:

1. 3D map with fixed obstacles and no fly zones. Fixed obstacle maps are obtained
from publicly available representation of the environment available on open source
platforms, such as CityGML [19] or OpenStreetMap.

2. Risk map. A 2D map that contains information about level of risk associated to each
latitude and longitude coordinates. It is computed from satellite images and GIS
databases. As detailed in [15], risk map retrieval first uses satellite imagery to classify
terrain with a VGG16 convolutional neural network (CNN) [20] trained with the
EuroSAT database. Then, information from the GIS database and building footprints
is integrated to further segment terrain classification and localize critical structures,
such as power plants, railway stations, subways, airports and hospitals. Level of risk
going from 1 to 4, with increasing damage entity forecasted in case of vehicle fault, is
extracted from segmented information of the terrain so that:

a. Class 1 includes low-risk areas such as natural and rural ones;
b. Class 2 includes industrial areas characterized by low people density;
c. Class 3 includes urban environments. In this scenario a subclassification is per-

formed to distinguish between buildings and populated areas such as squares
and streets;

d. Class 4 includes critical infrastructures (e.g., train stations and hospitals) and it
is again divided in various subcategories.

An example of risk level over a portion of Naples city (Italy) is reported in Figure 1.

3. Landing site maps are 2D maps containing cost information, which increases as the
distance from the contingency landing area increases.

4. Weather or wind maps are multidimensional maps corresponding to each ground
point information about wind intensity and direction in terms of azimuth and ele-
vation. In this work, the wind dependency on altitude is not considered, which is
consistent with currently available weather maps.

5. GNSS coverage maps. GNSS coverage maps are defined with the aim of spatially
representing the information about navigation performance, thus avoiding the need
to propagate navigation error covariance during the path planning process. Indeed,
the navigation performance of the majority of UAVs (which are usually implementing
INS/GNSS data fusion) is strictly connected to both the inertial instrument specifics
and GNSS coverage. A GNSS coverage map is a 2.5D map connected to the dilution
of precision (DOP) level, defining the elevation at which the DOP becomes smaller
than a certain threshold. As the GNSS constellation varies as a function of time, a
time-varying GNSS coverage map is expected over a selected time interval. The
approach followed in the SMARTGO project samples the time interval and defines
an elevation map for each sample. The so-defined elevation maps are merged in a
worst-case logic to have a constant GNSS coverage map to be used during the whole
mission time. Several GNSS coverage maps can be defined as a function of the selected
DOP threshold. As an example, Figure 2 shows three GNSS coverage maps obtained
over a portion of Naples city center with different colors. It can be noticed that the
map’s offset with respect to the buildings reduces as the selected DOP threshold (i.e.,
Dj) increases. Computing each GNSS challenging map can be very time demanding if
a very large scenario is considered. However, in many cases, the need for detailed
GNSS coverage maps may arise only in proximity of take-off and landing areas. The
approach followed in the SMARTGO project uses this idea, thus estimating the GNSS
coverage maps only in the surroundings of the start and the end point and assuming
the map altitude is equal to the terrain plus an offset in the other areas.
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6. Traffic information is provided via vehicle-to-vehicle (V2V) or infrastructure-to-
vehicle (I2V) communications. This work assumes the entire flight plan of the other
vehicles is fed to the ownship both in the strategic phase and during the flight. Flight
plan information of the intruder is stored in 3D time-varying occupancy maps, de-
tailed in [16]. N occupancy maps varying with time are used to prevent continuously
checking for intruder possible collision, each one covering a time interval equal to Δt.
The n-th occupancy map is used for checking collision in the time segment going from
tn−1 to tn (tn = t0 + nΔt, being t0 the starting time of the mission). The representation
of the intruder in each occupancy map is given by its path during the associated
time interval enlarged with time and spatial margins. The nature of traffic maps
allows them to be merged with the fixed obstacle maps so as to speed up the collision
check operation.

1

1.1
1.2
1.3
2.1
3.1
3.2
4.1
4.2
4.3

Figure 1. Risk map over a portion of the Naples city center, Italy.

Figure 2. GNSS coverage maps as a function of the DOP threshold. D1 < D2 < D3.

3. Path Planning Framework

Planning framework, whose flowchart is shown in Figure 3, foresees two phases, i.e.,
the strategic phase (detailed in Section 3.1), which is aimed at evaluating an optimized
trajectory for the UAV before the flight, and a tactical phase (described in Section 3.2),
which continuously checks the trajectory during the flight and takes action in the case an
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unpredicted event occurs that compromises the trajectory safety and effectiveness. The
need for decomposing the planning approach in two phases [21] comes from guaranteeing
path optimality while reducing the computational cost during flight, as tactical replanning
is only demanded at finding deviations from the nominal (strategic) trajectory. To ensure
the latter condition, a strategic path planner must be carried out with the largest amount of
available information, following the better-informed, better-planned logic.
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Figure 3. Strategic and tactical planning flowchart.

Both strategic and tactical solutions are conceived to deal with all the set information
reported in Section 2, or a subset of them in a scalable and adaptive way. Due to the large
amount of information to be dealt with and the huge dimension of the scenario where
the planner is considered to operate (with mission ranges in the order of few kilometers),
sampling based approaches, such as rapidly exploring random trees (RRT) [22] and its
modifications, are preferred in this work to graph search method, such as A* [23] because
of the high cost linked to sampling all the nodes belonging to the environment. Feasible
segments to add to the solution tree are those which:

• are not intersecting with any fixed (including NFZ) or mobile obstacle;
• are compliant with the battery capacity and with the maximum velocity and flight

path angle limits;
• have an altitude between the maximum and minimum flight altitude computed above

the ground level;
• never lie below the GNSS coverage map used as reference;
• do not enter in areas whose wind intensity is higher than the one the UAV can tolerate.
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3.1. Strategic Path planning

The strategic path planning approach developed within the SMARTGO project is
characterized by two steps, which are depicted in Figure 3. The first step is based on a
custom version of the batch informed three (BIT*) algorithm [24] embedded in the open
motion planning library (OMPL) framework [25]. More details about STEP I algorithmic
implementation are provided in [17]. Both constant (e.g., fixed obstacles and NFZ, landing
site, risk and wind maps, as well as GNSS coverage volumes) and time varying information
(i.e., traffic) are used as input in this step. The final path is a 4D trajectory which is
constrained to the feasible trajectory conditions reported in Section 2. An optimized
trajectory is obtained by minimizing:

f (s) = αsCs(s) + αlCl(s) + αrCr(s) + αwCw(s) (1)

Costs Cx and weighting factor αx can be referred to path length (s), landing site (l),
risk (r) and energy (w) information. Landing site and risk costs are obtained by integrating
the normalized version of the landing and risk maps along the trajectory. Energy cost is
obtained by using a simplified model based on rotor theory and described by [17]. Cs
represents the path length.

STEP I is repeated several (J) times, while the GNSS coverage map input changes as
a function of the DOP. The second step selects the minimum cost solution among the J
available ones. The trajectories are first smoothed with polynomial trajectory planning [26]
and then navigation state covariance propagation is performed to verify path navigation
feasibility, i.e., the fact that positioning error is always lower than a positioning error thresh-
old (Δpmax). Any solutions not fulfilling this requirement is discarded and the 4D strategic
(nominal) path is obtained as the one with minimum cost among the remaining alternatives.

3.2. Tactical Path Planning

Tactical planner is aimed at fast finding a path that can be followed by the UAV if
safety and effectiveness of the strategic path are jeopardized during the flight. Optimality
is non-accounted for at this level, and the first feasible alternative is considered as tactical
solution. Therefore, all the information sources, which are only used for the aim of cost
definition (i.e., landing site location and ground risk) are discarded at tactical level, and
their modification cannot trigger any level of tactical replanning. Conversely, updates of
GNSS maps, fixed and mobile obstacles and wind conditions may call for trajectory update.
As far as wind modification is concerned, it not only alters the UAV energy consumption,
but it also modifies the zones in which the UAV is allowed to fly due to the maximum
admissible wind velocity. Tactical path planner assumes the ownship has a lower priority
than the other UAVs, so it has to maneuver in case of conflict. It implements three different
solutions, referred to as levels in Figure 3, that are specifically designed to counteract
several events that could occur during the tactical phase. The three levels are characterized
by an increasing level of computational complexity and their performance is summarized
below. For further algorithmic details, the reader is referred to [16].

1. Level 1 is aimed at modifying the time history of the trajectory without altering its
geometry so as to keep the path optimality. Time history is modified by scaling down
the UAV velocity using an ad hoc scaling function, which decelerates the vehicle
before the encounter through a deterministic approach. Because spatial modification
of the trajectory is not foreseen in this approach, Level 1 can be only used for avoiding
mobile obstacle collision in the case of non-frontal confliction geometries. In addition,
despite the low computational time, this approach extends the mission time and can
be not suitable for vehicles whose nominal path requires an energy consumption close
to the battery capacity.

2. Level 2 provides spatial modification of the trajectory in the surroundings of the
location of the unfavorable event(s). The planner uses a customized version of the
RRT algorithm conceived as a global replanner that only provides a local modification
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of the trajectory because it is informed to return to the strategic path. The global
nature of this approach avoids sequential replanning if multiple unfavorable events
are experienced by the UAV, thus saving time. Due to the spatial modification of the
trajectory, this solution is not only able to deal with both fixed and mobile obstacle
geometries, but it can also be used to counteract wind velocity and GNSS coverage
maps alteration. The heuristic nature of the RRT makes this solution non-deterministic.
In addition, a higher computational time is experienced with respect to the previous
approach. However, since only a local modification is provided to the strategic path,
its optimality remains almost unaltered while also providing a small increase in flight
time, as demonstrated in [16].

3. Level 3 of the tactical planning provides a global modification of the trajectory starting
from its last non-corrupted point. From that point, a completely new trajectory is
recomputed with an algorithm still based on RRT, but not informed to return to
the strategic trajectory. This solution, which completely alters the path after the
unfavorable event, should be chosen when a significant modification of the flight
conditions has been experienced with respect to the scenario available at the strategic
level. Due to the similar algorithmic scheme, this level shares the same heuristic
nature of Level 2, as well as the higher computational time with respect to Level 1.

Among the proposed solutions, the one to be chosen during tactical phase is not trivial
to be identified. Although a simple geometry consideration can be made to deem whether
to use Level 1 solution or not, this is not true for the other two levels and their output must
be compared to this aim. Therefore, the tactical planner is conceived to run all the levels
sequentially and compare their solutions, if available, to choose the one with the minimum
cost. A flowchart of the tactical planning is reported in Figure 4.
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Figure 4. Tactical path planner flowchart.

Level 1, which has the lowest computational cost, is the first to be run (it runs only if
compliant to the conflict geometries), then Level 2 is queried. The level sequence runs until
a timeout, and the tactical output is picked among all the available solutions at that time.
During the flight, the current path is checked for any unfavorable event (i.e., contingency).
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If the time to the contingency (tcoll) is greater than the replanning timeout (trep), the tactical
replanning levels are run sequentially and the best cost path is selected to update the
flight plan. In the case no available solution is found by tactical planning or tcoll ≤ trep,
contingency landing actions are activated.

4. Use Cases

Strategic and tactical pipeline have been applied to two test case scenarios. The first
represents an urban air taxi problem, specifically designed to transport passengers from
airport to business center and port. The second scenario includes the delivery of medical
supplies from the mainland to an island, thereby saving time with respect to ship-based
transportation. Two scenarios have been identified in the Naples area and its surroundings
and are reported in Figure 5. Risk, landing site, wind and GNSS coverage maps estimated
with three different thresholds, i.e., D1 = 2, D2 = 3, D3 = 4 are reported both for air taxi and
medical delivery cases in Figures 6 and 7, respectively.

(a) (b) 

Figure 5. Test case scenarios. (a) Air taxi scenario. Top, lateral view and satellite map. (b) Medical
delivery scenario. Top, lateral view and satellite map.
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Figure 6. Air taxi scenario. (a) Risk and (b) landing site intensity maps. (c) Top view of wind direction,
identified by blue vectors. GNSS coverage maps associated to (d) D1 = 2, (e) D2 = 3 and (f) D3 = 4.

Because the two identified scenarios have a huge extension, the GNSS coverage map
has been computed only in a portion of the environment which is closer to the start or
the end point of the trajectory. They were obtained using a starting time of 11:30 UTC of
19th April 2022. A time interval of 20 min has been considered, with a time span of 5 min.
The ground grid has 5 m spacing. A uniform wind intensity of 5 m/s has been used for
both missions.
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Figure 7. Medical delivery scenario. (a) Risk and (b) landing site intensity maps. (c) Top view of
wind direction, identified by blue vectors. GNSS coverage maps associated to (d) D1 = 2, (e) D2 = 3
and (f) D3 = 4.

The air taxi scenario is reported in Figure 5a. It envisages transfers from Capodichino
airport to Naples business center or port. The three locations have been represented on the
map with an asterisk, a cross and a circle, respectively. Both the top and lateral views have
been reported in the Earth north up (ENU) coordinate frame originated at 40◦51′56′′ N,
14◦17′20′′ E, as well as the rectangles where GNSS coverage maps have been computed.
For the sake of concreteness, the satellite map of the identified area is also reported. The
lateral view highlights the high slope of the scenario. A maximum flight altitude estimated
above the ground level and equal to 150 m has been assumed. Two missions have been
considered, i.e.:
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• Mission 1. From Airport ([−511, 1290, 105] ENU coordinates) to Port ([−591, −2541,
20] ENU coordinates).

• Mission 2. From Airport ([−511, 1290, 105] ENU coordinates) to Business district
([−485, −950, 50] ENU coordinates).

The medical delivery scenario involves the Procida island and its closest city on the
mainland, i.e., Monte di Procida, which is about 4 km far. Even if several ship connections,
taking about 16 min, are organized in the summer season (from June to September), very
few transportations (twice a day and only on weekdays) are foreseen in the winter season,
making impossible to directly deliver urgent medicines. A dedicated drone service could
not only spare time but also be operated on-demand. The scenario extension (both in the
lateral and top view) and its satellite view have been reported in Figure 5b. The start and
arrival location includes a pharmacy in Monte di Procida (40◦47′20′′ N 14◦3′0′′ E and 100 m
altitude) and the Procida local medical unit (40◦45′25′′ N 14◦1′11′′ E and 60 m altitude),
which are reported with a cross and a circle in the figure, respectively. A maximum flying
altitude of 150 m above the terrain level (or the sea level when the aircraft flies in the
Procida channel) has been assumed.

5. Results

Strategic and tactical planning have been carried out assuming as aircraft a DJI M300
RTK [27], whose main parameters are reported in Table 1. Navigation performance of the
IMU sensor has also been included, which is assumed to be the one of the medium grade
IMU HG1120CA50 from Honeywell [28]. The positioning error threshold is assumed to
be equal to 2 m so that any trajectory which overcomes this value at least once during the
flight must be discarded. In order to trigger every tactical level to output a solution, in this
work, tactical information is only limited to intruder trajectory updates. The entire path
planning pipeline results will be detailed in the medical delivery scenario, which involves
a single mission, in Section 5.1. On the other hand, results related to the air taxi scenario
are shown in Section 5.2.

Table 1. Vehicle specifics.

Constraints Value

Battery capacity ξ (mAh) 11,870
Maximum airspeed (m/s) 23

Max wind speed (m/s) 15
Cruise speed vc (m/s) 10

Maximum Flight Path Angle α (◦) 15
Max Positioning error Δpmax (m) 2

IMU Parameters 1
Acc. In-run stability (mg) 0.11

Velocity random walk (m/s/
√

h) 0.06
1 Only accelerometer parameters are included since navigation error covariance propagation is run with a
simplified approach.

5.1. Medical Delivery Scenario

Strategic path planning results are obtained using in STEP I αs = αw = 1, αr =4, αl = 2
as weighting factors, thus privileging trajectories which reduce the ground risk and are
closer to the landing sites. STEP I paths are reported in Figure 8, along with the strategic
obstacles’ paths. A trajectory for each GNSS challenging map is obtained, with the cost
breakdown reported in Table 2. The costs are estimated over the smoothed trajectory
computed in STEP II. Results of trajectory flyability test (maximum trajectory positioning
error lower than Δpmax) are also reported in the Table. All the trajectories are compliant
with navigation requirements, and D2 (highlighted in green in Table 2), which minimizes
the cost function (f ) is picked as the strategic (nominal) solution. Computational time of
each solution estimated on an Intel i7 pc with a 2.59 GHz processing unit has been also
reported in the Table, demonstrating the planner requires less than one minute for output
each trajectory.
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Figure 8. STEP I strategic solution and strategic mobile obstacles. Medical delivery scenarios.
αs = αw = 1, αr =4, αl = 2.

Table 2. Medical delivery scenario. Strategic solution costs breakdown.

GNSS Coverage Map
Threshold

Cost Functions (m)
Flyable

Comput.
Time (s)Cs Cr Cl Cw f

D1 6650.7 1836.8 6472.8 7018.6 33,961.9 yes 53.0
D2 5440.8 1301.9 5098.4 5830.2 26,675.4 yes 55.3
D3 6384.0 1481.0 5807.1 6859.1 30,781.3 yes 60.3

Tactical deconfliction accounts for unknown (tactical) obstacles that the UAV has to
avoid during the flight. With the aim of testing tactical planner performance, these trajecto-
ries have been specifically designed in order to intersect the strategic path. Information
about these trajectories is transferred to the UAV by the U-Space Service Provider (USSP)
or via a vehicle-to-vehicle data link. This information, together with the UAVs flight plans
known in the strategic phase, must be taken into account to generate a safe and collision
free path. The trajectory costs obtained after tactical deconfliction are reported in Table 3,
along with the maximum navigation error, the computation time and the overall flight
time that (except for Level 1 approach, which experiences a huge time delay) does not
increase significantly. Using the same GNSS coverage map accounted for in the strategic
path definition as a boundary allows keeping the navigation error smaller than Δpmax. As
expected, the lowest cost solution is the one associated with Level 2, which is specifically
designed to produce local variation from the strategic path by keeping its cost function
almost unaltered. Because the Level 1 3D trajectory coincides with the strategic one, all
the spatial based costs (risk, landing site and path length) are equal. However, this is not
true for the energy cost, which is increased due to the high waiting time to avoid tactical
obstacles. As far as the computation times are concerned, Level 1 solution, based on a
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deterministic approach, gives the smallest contribution. On the other hand, about 5 s are
required to solve the deconflictions for spatial based solutions. These values are compatible
with typical values of tactical replanning cut off time which is of the order of 10 s.

Table 3. Medical delivery scenario. Tactical solution costs breakdown.

GNSS
Map Thr.

Tactical
Level

Total
Time (s)

Max Nav
Err. (m)

Comp.
Time (s)

Cost Functions (m)

Cs Cr Cl Cw f

D2

Strategic 543.5 1.19 5440.8 1301.9 5098.4 5830.2 26,675.4
1 1174.6 1.25 1.7 5440.8 1301.9 5098.4 6300.2 27,145.3
2 546.0 1.20 4.2 5457.5 1292.3 5110.4 5838.5 26,686.1
3 584.0 1.19 5.2 5958.5 1747.0 5484.7 6244.4 30,160.3

Tactical results are reported in Figure 9, either for spatial based solution (i.e., associated
to Level 2 and 3) and time scaling results (Level 1), which are depicted in Figure 9a,b,
respectively. Figure 9a shows both the lateral and the top view of the Level 2 and 3
trajectories by also reporting the information of strategic and tactical intruders (top view)
and the GNSS coverage map associated to the nominal trajectory, i.e., whose threshold is
D2 (lateral view). The Level 3 solution has a larger deviation from the strategic path than
Level 2, as expected. This deviation from the optimal path produces an increase of the
trajectory cost. Figure 9b compares the velocity history of the strategic path with respect to
the tactical one, noting the huge delay produced by the time scaling approach. Indeed, the
ownship is slowed down twice and the avoidance of the second intruder produces a huge
velocity reduction (near to zero) and a very long waiting time to avoid collision.

(a) (b) 

Figure 9. Tactical solution—Medical delivery scenario. (a) Level 2 and 3 trajectories. (b) Level 1
velocity norm history.
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5.2. Air Taxi Scenario

Air taxi strategic paths have been obtained using the same weights of the previous
section. The strategic costs breakdown and computational time for the two missions are
reported in Table 4, where the nominal solution (i.e., the one having the minimum cost)
for each mission has been highlighted in green. A lower computational time (about 20 s)
is required in this case to obtain the solution, which depends on the different scenario
geometry. Mission 2 does not have the D1 solution, because the point located in the business
center falls below its associated GNSS coverage map. The selected strategic path is the
one associated with D2. When mission 1 is accounted for, the lowest cost trajectory is the
one associated to D1, even if a shorter length is obtained using D2. This is due to the large
landing site weighting factor, which tries to push the trajectory far from the shortest length
one in order to make it pass over landing site locations. Results for Mission 1 and 2 are
reported for the first step of the strategic planning algorithm in Figure 10a,b, respectively,
along with the paths of the strategic intruders.

Table 4. Air taxi scenario. Strategic solution costs breakdown.

Miss.
No

GNSS Map
Threshold

Cost Functions (m)
Flyable

Computation
Time (s)Cs Cr Cl Cw f

1
D1 4168.0 2.4905 2.8956 4189.7 24,110.9 yes 26.3
D2 4098.6 2449.0 3347.8 4118.3 24,708.4 yes 22.0
D3 4110.2 2580.3 3125.7 4131.2 24,813.9 yes 25.4

2
D1
D2 2358.5 1449.9 2042.7 2349.2 14,592.7 yes 21.9
D3 2502.2 1510.7 1925.3 2490.8 14,886.4 yes 23.6

(a) (b) 

Figure 10. STEP I strategic solution and strategic mobile obstacles. Air taxing scenario (a) Mission 1
and (b) Mission 2. αs = αw = 1, αr =4, αl = 2.
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The trajectory updates during the tactical phase are shown in Figures 11 and 12
for mission 1 and 2, respectively. A zoomed portion of the scenario, which encloses the
trajectory in each mission, has been reported to better visualize the tactical variation of
the path. For each figure, the Level 1 solution in terms of velocity history is reported in
subfigure b, whereas the Level 2 and 3 trajectory deviation from the strategic path are shown
in subfigure a. As in the previous section, the strategic (nominal) trajectory is also reported,
as well as the trajectories of both the strategic and tactical intruders (in top view) and the
GNSS coverage map associated with the strategic solution (in lateral view).

(a) (b) 

Figure 11. Tactical solution—Air taxi scenario, mission 1. (a) Level 2 and 3 trajectories. (b) Level 1
velocity norm history.

The tactical paths’ cost breakdown is reported in Table 5, which also states the compu-
tational cost and the maximum navigation error. The latter, as in the previous case, slightly
differs from the strategic one, thus not exceeding the maximum limits. Computation time is
very low for the Level 1 (below the second) and is at a maximum 6 s when Level 2 and 3 are
considered. Figure 12 again shows that the path obtained with Level 2 locally deviates from
the strategic trajectory by providing less modification, also in terms of path cost. Conversely,
when the Level 3 solution is used, path cost increases because the path is completely rebuilt
without any knowledge of the ground information and costs. This could sometimes lead
to a reduction of the trajectory length and duration (as in Mission 1). However, in all the
cases, an increase of overall cost is provided.
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(a) (b) 

Figure 12. Tactical solution—Air taxi scenario, mission 2. (a) Level 2 and 3 trajectories. (b) Level 1
velocity norm history.

Table 5. Air taxi scenario. Tactical solution costs breakdown.

Miss.
No.

GNSS Map
Thresh

Tactical
Level

Total
Time (s)

Max Nav
Err. (m)

Comp.
Time (s)

Cost Functions (m)

Cs Cr Cl Cw f

1 D1

Strategic 414.1 1.19 4168.0 2.4905 2.8956 4189.7 24,110.9
1 492.4 1.21 0.2 4168.0 2.4905 2.8956 4223.2 24,142.5
2 414.6 1.19 2.0 4156.9 2504.5 2990.0 4191.1 23,246.0
3 407.3 1.19 6.2 4115.3 2519.4 3006.3 4114.9 24,320.3

2 D2

Strategic 233.6 1.35 2358.5 1449.9 2042.7 2349.2 14,592.7
1 339.7 1.36 0.4 2358.5 1449.9 2042.7 2367.2 14,611.4
2 235.7 1.36 2.7 2365.6 1465.7 2123.9 2369.6 14,845.7
3 252.1 1.41 2.0 2558.5 1556.3 2029.6 2546.7 15,389.6

6. Conclusions

Strategic and tactical planning algorithms to tackle UAV flight in urban environments
have been presented and tested in this work, with the aim to provide an adaptive and
scalable framework for urban operations. Indeed, the developed planning algorithms can
deal with multiple sources of information by using the whole set of data or a subset of
them. The design of the strategic path can be tailored to the user’s needs by acting on
the weighting cost factor, which spatially deviates the solution path towards the highest
priority requirement. In addition, tactical modification to the trajectory allows reacting to
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unfavorable conditions, still ensuring the safety and effectiveness of the path. The entire
algorithmic chain has been tested on two scenarios that involve air taxi within a very
complex and obstacle-dense urban environment, and medical delivery from mainland
to island. Results demonstrate the effectiveness of the proposed algorithms in yielding
optimized and time-saving trajectories, thus highlighting the advantage of using unmanned
aircraft to perform such operations. The promising results of the current work fulfill
the SMARTGO ambition by creating an approach that can be used as a milestone for
future urban air mobility planning algorithm design. Future efforts are aimed at further
developing the conceived architecture and assessing its performance in very high traffic
density, including flight rules and/or structured airspace. As an example, the tactical
planner computational burden can be further reduced in order to better comply with dense,
rapidly evolving scenarios, thus requiring better software engineering, which is foreseen as
further algorithm improvement.
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Abstract: Rapid advancements in the fifth generation (5G) communication technology and mobile
edge computing (MEC) paradigm have led to the proliferation of unmanned aerial vehicles (UAV)
in urban air mobility (UAM) networks, which provide intelligent services for diversified smart city
scenarios. Meanwhile, the widely deployed Internet of drones (IoD) in smart cities has also brought
up new concerns regarding performance, security, and privacy. The centralized framework adopted
by conventional UAM networks is not adequate to handle high mobility and dynamicity. Moreover,
it is necessary to ensure device authentication, data integrity, and privacy preservation in UAM
networks. Thanks to its characteristics of decentralization, traceability, and unalterability, blockchain
is recognized as a promising technology to enhance security and privacy for UAM networks. In this
paper, we introduce LightMAN, a lightweight microchained fabric for data assurance and resilience-
oriented UAM networks. LightMAN is tailored for small-scale permissioned UAV networks, in
which a microchain acts as a lightweight distributed ledger for security guarantees. Thus, participants
are enabled to authenticate drones and verify the genuineness of data that are sent to/from drones
without relying on a third-party agency. In addition, a hybrid on-chain and off-chain storage strategy
is adopted that not only improves performance (e.g., latency and throughput) but also ensures
privacy preservation for sensitive information in UAM networks. A proof-of-concept prototype
is implemented and tested on a micro-air–vehicle link (MAVLink) simulator. The experimental
evaluation validates the feasibility and effectiveness of the proposed LightMAN solution.

Keywords: unmanned aerial vehicle (UAV); lightweight blockchain; drone security; assurance;
authentication; resilience

1. Introduction

Thanks to rapid advancements in artificial intelligence (AI), big data, information
fusion, and Internet of Things (IoT) technologies, it has become realistic for the concept
of smart cities to provide seamless, intelligent, and safe services for communities [1,2].
As a class of robotic vehicles in the IoT, unmanned aerial vehicles (UAV), commonly
known as drones, are widely adopted in smart city scenarios for sensing data, carrying
payloads, and performing specific missions guided either by remote control centers or
in autonomous ways [3]. Thanks to fifth-generation (5G) communication networks and
mobile edge computing (MEC) technology, UAVs demonstrate higher mobility than other
robotic vehicles, and they can provide on-the-fly communication capabilities in a remote
area where terrestrial infrastructure is under-developed or disaster-struck areas where
physical or technology has infrastructure been destroyed [4]. Moreover, drones equipped
with different types of sensors, such as environmental sensors or cameras, can form UAV
networks to guarantee better quality-of-service (QoS) or quality-of-experience (QoE) for
users who demand a large number of network-based intelligent services in smart cities, such
as video surveillance [5], disaster management, smart transportation, medical suppliers,
and public safety [6,7].
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With an ever-increasing presence of UAVs in urban air mobility (UAM) networks,
the highly connected internet of drones (IoD) also raises new concerns on performance,
security, and privacy. On an architectural level, conventional UAV-enabled applications rely
on a centralized framework, which is prone to a single point of failure (SPF). As centralized
servers coordinate flying drones and perform decision-making tasks, the entire UAV system
may be paralyzed if control centers experience malfunctions or are under attacks such as
denial of service (DoS) attacks. In addition, complete centralized frameworks that swarm a
large number of distributed drones are prone to performance bottlenecks (PBN). As a result,
increasing end-to-end network latency degrades QoS or QoE in real-time applications.
Moreover, the dynamicity of UAV networks including resource-constrained drones also
meets security and privacy challenges within a distributed network environment. Security
threats that can severely affect UAV networks can be categorized as firmware attacks
(e.g., false code injection, firmware modification, malware infection, etc.) and network
attacks (e.g., spoofing, jamming, command injection, network isolation, etc.) [8]. Owing to
encrypted data transmission between drones and unauthorized access to data stored on
servers, privacy breaches lead to revealing sensitive information such as location, flying
path, or other identity-related data.

Thanks to multiple attractive features, such as decentralization, immutability, trans-
parency, and traceability, blockchain has demonstrated great potential to revolutionize cen-
tralized UAV systems. By utilizing a cryptographic consensus mechanism and peer-to-peer
(P2P) networking infrastructure for message propagation and data transmission, blockchain
allows all participants to maintain a transparent and immutable public distributed ledger.
The decentralization provided by blockchain is promising for the mitigation of the impact
of SPF and PBN by reducing the overhead of the central server in UAV networks. In ad-
dition, encryption algorithms, consensus protocols, and tamper-proof distributed ledgers
of blockchain enhance the privacy and security of UAV networks. As a result, blockchain
provides a “trust-free” network to guarantee the integrity, accountability, and traceability of
UAV data. Furthermore, smart contracts (SC) introduce programmability into a blockchain
to support a variety of customized business logic rather than classic P2P cryptocurrency
transactions [9]. Therefore, blockchain is promising to enhance governance, regulation,
and assurance in UAM networks with the help of decentralized security services, such as
identification authentication [10], access control [11], and data validation [12].

The shift from centralized UAV networks to decentralized blockchain-assisted UAV
systems improves the efficiency of system operations and ensures security and privacy guar-
antees. Existing blockchain-based UAV solutions mainly consider blockchain as a trusted
network and immutable storage to improve the efficiency of communications [13,14],
incentive mechanisms [15], security of access authentication [16,17], and data sharing pro-
cesses [18,19]. However, directly adopting conventional blockchains to build decentralized
UAV networks still meets tremendous challenges in IoD scenarios. The current solutions
based on permissionless blockchains (e.g., Bitcoin [20] or Ethereum [21]) demand high
computation resources in proof-of-work (PoW) mining processes such that they are not
affordable to resource-constrained drones. While using permissionless blockchains such
as Hyperledger [22] can achieve low energy consumption and high throughout, they are
highly limited in terms of scalability and communication complexity.

To address the aforementioned limitations of integrating blockchain into UAV net-
works, this paper proposes LightMAN, a lightweight microchained fabric for data assur-
ance and operation resilience-oriented UAM networks. Unlike existing works [6,8,18,19]
that rely on computation-intensive PoW blockchains, LightMAN adopts microchain [23],
a lightweight-designed blockchain, to achieve efficiency and security guarantees for a
small-scale permissioned UAV network. As drone information and flight logs are securely
and accurately stored on the immutable distributed ledger of the microchain, participants
within a UAM network can verify the authenticity of drones and verify tamper-proof data
sent to/from drones without relying on a third-party agency. Compared with blockchain-
based UAV networks that either directly save raw data on the distributed ledger [18] or
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outsource raw data to a cloud server [19], our LightMAN allows encrypted data to be
stored on a distributed data storage (DDS), while the microchain only records references
of data as checkpoints. Such a hybrid on-chain and off-chain storage strategy not only
improves performance (e.g., latency and throughput) but also ensures privacy preservation
for sensitive information in UAM networks.

In brief, the key contributions of this paper are highlighted as follows:

(1) A complete LightMAN system architecture is presented along with details of key
components and functionalities;

(2) A machine learning-based anomaly detection (MLAD) method to monitor the UAM
networks in real time is proposed. To generate the source data (MAVLink message)
for creating the cyber-resiliency scenario, we implemented a software-in-the-loop
(SITL) simulator and associated demonstration package (pymavlink) in a python
environment to emulate the message communications among UAVs;

(3) A lightweight blockchain called microchain is leveraged to guarantee security and
privacy requirements in UAV data access and sharing scenarios; and

(4) A proof-of-concept prototype is implemented and tested on a small-scale physical
network. The experimental results show that the proposed LightMAN only incurs less
than two seconds of latency while committing transactions on the distributed ledger
and no more than 18% overhead during access authentication.

The remainder of the paper is organized as follows: Section 2 provides background
knowledge of UAV and blockchain technologies and reviews existing state-of-the-art
blockchain-based UAV systems. Section 3 introduces the rationale and system architecture
of LightMAN. Section 4 presents the prototype implementation, experimental setup, and
performance evaluation. Finally, Section 5 summarizes this paper with a brief discussion
on current limitations and future directions.

2. Background and Related Work

This section describes the fundamentals of the UAV concept, explains blockchain tech-
nology, and introduces the state-of-the-art decentralized solutions to secure UAM networks.

2.1. Unmanned Aerial Vehicles

Unmanned aerial vehicles (UAVs), simply called drones, are specific robotic IoTs,
which have electronic components, mechanical power modules, and onboard operating
systems to execute complicated tasks. According to their flying mechanisms, UAVs can be
categorized as multi-rotor-wing drones, fixed-wing drones, and hybrid fixed/rotary-wing
drones [24]. Regarding the range and altitude that a done can be remotely operated at, UAV
platforms can be classified into two types: low-altitude platforms (LAPs) and high-altitude
platforms (HAPs). Original UAVs were mainly used for battlefields, with advancements in
hardware, software, and networking infrastructure, but there has been increasing usage of
UAVs in civilian and commercial applications.

Owing to their unmanned nature and requirements for remote wireless communi-
cation, modern UAV-aided systems are vulnerable to different attacks [25]. Thus, the
continued use of UAVs increases the need for cyber-awareness including UAVs in the
airspace, the development of the automatic dependent surveillance broadcast (ADS-B),
and the risk of cyber intrusion. The Federal Aviation Administration (FAA) mandates the
national adoption of ADS-B, which uses “plaintext” to broadcast messages in avionics
networks. Such an unencrypted ADS-B manner introduces serious privacy and security
vulnerabilities, such as message spoofing for false aircraft position reports. As a result, cur-
rent radar-based air traffic service (ATS) providers seek to preserve privacy and corporate
operations of flight plans, position, and state data. Moreover, the privacy of aircraft track
histories is mandatory and only accessible to authorized entities within UAM networks.
In addition, it is necessary to ensure confidentiality, availability, and integrity for urban
aircraft data accessing and sharing data during UAM operations.
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2.2. Blockchain Technology

From the system architecture aspect, a typical blockchain system consists of three
essential components: a distributed ledger, a consensus protocol, and smart contracts [26].
Essentially, distributed ledger technology (DLT) is a type of distributed database that is
shared, replicated, and maintained by all participants under a P2P networking environment.
Each participant maintains a local view of the distributed ledger in the context of a dis-
tributed computing environment, and a well-established consensus allows all participants
to securely reach an agreement on a global view of the distributed ledger under consid-
eration of failures (Byzantines or crash faults). Given different consensus algorithms and
network models, distributed consensus protocols are categorized into Nakamoto consensus
protocols [20] or Byzantine fault-tolerant (BFT) consensus protocols [27]. From a topology
aspect, blockchain can be classified into three types: public (permissionless) blockchains,
private (permissioned) blockchains, and consortium blockchains [28].

By using cryptographic and security mechanisms, a smart contract (SC) combines
protocols with user interfaces to formalize and secure the relationships over computer
networks [29]. Essentially, SCs are programmable applications containing predefined
instructions and data stored at a unique address on the blockchain. Through exposing
the public functions or application binary interfaces (ABIs), an SC acts as the trusted
autonomous agent between parties to perform predefined business logic functions or
contract agreements under specific conditions. Owing to the secure execution of predefined
operational logic, unique addresses and public, exposed ABIs, using a SC provides an ideal
decentralized app (Dapp) backbone to support upper-level IoT applications.

2.3. Blockchain-Based UAV Networks

There have been many studies in the past that have explored blockchain and smart
contracts to enable decentralized UAV networks. In general, existing blockchain-based
UAV networks can be categorized into three branches: securing UAV communications,
maintaining data integrity and improving identity authentication.

2.3.1. UAV Communication

By utilizing the blockchain concept in the development of drone networks, a blockchain-
empowered drone network called BeDrone allows drones in service to act as the miners of
the blockchain [15]. Each drone can acquire computing and storage resources from nearby
edge service providers to carry on the blockchain processes, such as mining blocks and
storing ledgers. BeDrone uses game theory to design incentive mechanisms for resource
allocation, acquisition, and trading among participants. However, details of the underlying
blockchain framework are not discussed.

To ensure ultra-reliability and security for intelligent transport during drone-catching
in multi-access edge computing (MEC) networks, a neural-blockchain-based transport
model (NBTM) [13] was proposed by forming a distributed decision neural network for
multiple blockchains. NBTM uses neural networks to formulate policies and rules as
the drone-caching model for reliable communication and content sharing. A hierarchical
blockchain model consisting of three blockchains and a master blockchain provides security
mechanisms for content sharing and data delivery. The simulation results demonstrate that
the proposed NBTM can enhance the reliability of UAV networks with a lower failure rate.
However, the performance of using multi-blockchains is not mentioned.

To build agile and resilient UAV networks for the collaborative application of large-
scale drone groups, a software-defined UAV network called SUV [30] was proposed by
combining software-defined networking (SDN) and blockchain technology to achieve a
decentralized, efficient and flexible network infrastructure. By decoupling the control panel
and the data panel of a UAV network, SDN allows SUV to optimally manage all drones
and simplify functions of data forwarding. Blockchain facilitates the decentralization of the
SDN control panel and ensures the credibility of the SDN controller identity and behavior
in an open networking environment. The proposed SUV is promising for the provision of
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flexibility, survivability, security, and programmability for 5G-oriented UAV networks [30].
However, its implementation and performance evaluation are not described.

Similar to the works [13,30] that focusesd on improving security in UAV communica-
tions, a lightweight blockchain based on a proof-of-traffic (PoT) consensus algorithm was
proposed to provide secure routing for swarm UAVs [14]. PoT leverages the traffic status
of swarm UAVs to construct a consensus rather than the computation resources used by
PoW. The evaluation shows that PoT can reduce the burden of energy consumption and
computational resource allocation for swarm UAV networking. However, the performance
of PoT consensus is not discussed, such as transaction latency and throughput.

2.3.2. UAV Data Integrity

Some early works used blockchain as tamper-proof storage to protect the UAVs’ data
integrity during sharing and operating processes. To secure drone communications and
preserve data integrity, a blockchain-based drone system called DroneChain [19] was
proposed using a PoW blockchain and a cloud server. The collected data of each drone
are associated with its device ID and are saved into a cloud server, while a hash of each
data record is stored in the blockchain. DroneChain allows for data assurance, provenance,
and resistance against tampering. Moreover, the distributed nature of DroneChain also
improves the availability and resilience of data validation for potential failures and attacks.
However, using a centralized cloud server for UAV raw data storage is prone to privacy
violations and SPF in data querying and sharing.

To address issues of DroneChain that adopts the traditional cloud server and PoW
blockchain in UAV networks, a secure data dissemination model based on a consortium
blockchain was proposed for IoD [18]. All users and drones are divided into multiple
clusters, and one master controller (MC) within a cluster can work as a normal node in a
public Ethereum blockchain network. A forger node selection algorithm on the basis of
utility function using game theory periodically selects one forger node for block generation.
The experimental results evaluate the performance of the data dissemination model, such
as the computation time of block creation and validation. However, details of blockchain
design and data storage are not mentioned.

2.3.3. UAV Authentication

By storing identification and access control information in the distributed ledger,
blockchain can provide decentralized authentication services for UAV networks. To solve
issues of authentication of drones during flights, a secure authentication model with low
latency for IoD in smart cities was proposed by using a drone-based delegated proof-
of-stake (DDPOS) blockchain atop zone-based network architecture [16]. Similar to [18],
a drone controller in each zone of a smart city is responsible for the management and
authentication mechanism for drones, and it also handles all operations related to the
blockchain. Compared to the original PoS algorithm, a customized DDPOS algorithm
can mitigate mining centralization and the flaws of real-life voting in the UAV network.
The experimental results show the efficiency of the proposed solution under a simulated
environment, such as low package loss rate, high throughput, and end-to-end delay.

To address the challenges of centralized authentication approaches in cross-domain
operations, a blockchain-based cross-domain authentication scheme for an intelligent 5G-
enabled IoD was proposed [17]. The proposed solution uses a local private blockchain based
on Hyperledger fabric to support drone registration and identity management. As multiple
signatures based on threshold sharing are used to build an identity federation for collabo-
rative domains, a smart contract contains access control policies, and multi-signatures aims
to secure mutual authentication between terminals across different domains.

3. Design Rationale and System Architecture

UAM offers the potential to create a faster, cleaner, safer, and more integrated trans-
portation systems. However, recent events have shown that modern UAVs are vulnerable
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to attack and subversion through faulty or sometimes malicious devices that are present on
UAM communication networks, which increases the need for cyber awareness to include
UAVs in the airspace and the risk of cyber intrusion. Aiming at a secure-by-design, intelli-
gent and decentralized network architecture for assurance and resilience-oriented UAM
networks, LightMAN leverages deep learning (DL) and microchains to enable efficient, se-
cure, and privacy-preserving data access and sharing among participants in UAV networks.
Figure 1 demonstrates the LightMAN architecture that consists of two sub-frameworks:
(i) the UAM network and (ii) the microchain fabric.

Figure 1. System Architecture of LightMAN.

A UAM network encompasses air traffic operations for manned and unmanned aircraft
systems in a metropolitan area. The left part of Figure 1 shows a UAV application that
provides on-demand, automated transportation services. Each drone uses its onboard
sensors to enroll and capture raw mission data, such as ADS-B messages or MAVLink
messages, and these data can be digitized and converted to key features, such as aircraft
identification and trajectories. The operation centers (ground stations) can collect data for
flight planning and monitoring. In addition, raw data can be transferred to an avionic data
center that provides long-term storage services (data at rest) for high-level information
fusion and analysis. Finally, a cloud server performs high-level computing extensive and
big-data-oriented tasks such as multi-airborne collaborative planning and decision-making
reasoning. Based on a thorough analysis of shared avionics data, intelligent avionic services
(data in transit) incorporates AI technologies to optimize UAV services and protect against
never-before-seen attacks. Information visualization (data in use) provides context-based
human–machine interactions for authorized users to learn dynamic mission priorities and
resource availability [31].

The microchain fabric acts as a security and trust networking infrastructure to provide
decentralized security and privacy-preserving guarantees for UAM data. Microchain lever-
ages a permissioned UAV network management and assumes that the system administrator
is a trustworthy oracle to maintain registered identity profiles of UAM. Thus, each drone
or user uses their unique ID to identify authentication and access control procedures. In
addition, cryptographic primitives such as public key infrastructure (PKI) and encryption
algorithms can guarantee the confidentiality and integrity of drone data (e.g., ADS–B) in
communication. Moreover, microchain integrates a lightweight consensus protocol with
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a hybrid on-chain and off-chain storage to ensure UAV data and flight logs are stored
securely and distributively without relying on any centralized server.

3.1. Deep Learning (DL)-Powered UAM Security

To better detect anomalous behaviors (e.g., aircraft route anomalies) to constantly col-
lecti high-resolution cyber-attack information across avionics flight data, we have designed
and developed DL-based cybersecurity monitoring techniques against cyber threats for
UAM situation awareness (SAW). The developed LightMAN with cognitive-based decision
support is not intended to replace human interaction and decision-making; rather, it is
meant to support the operator to combine data, identify potential threats rapidly for a
pre-planned mission, and provide timely recommended actions.

Learning directly from high-dimensional sensory inputs is one of the long-standing
challenges. Our objective is to develop machine learning (ML)-based anomaly detection
(MLAD) and reinforcement learning (RL) artificial agents that can achieve a good level of
performance and generality on diagnostics and prognostics. Similar to a human operator,
the goal for the agents is to learn strategies that lead to the greatest long-term rewards.
Formally, MLAD can be described as a Markov decision process (MDP), which consists of
s set of states, S, plus a distribution of starting states, P(s0); a set of actions, A; transition
dynamics, T(st+1 | st, at), that map a state-action pair at time t to the distribution of states at
time t + 1; a reward function, R(st, at, st+1); and a discount factor, δ ∈ [0, 1], where smaller
values place more emphasis on immediate rewards. It is assumed that an agent interacts
with an environment, S, in a sequence of actions, actions, observations, and rewards. At
each time-step, the agent selects an action, at ∈ A, A = 1, . . . , K, which is passed to the
environment and modifies its internal state and the corresponding reward [32]. In general,
S may be stochastic. The system’s internal state is not observable to the agent most of the
time, instead, it observes various target features of interest from the environment, such as the
signal features. It receives a reward R representing the change in overall system performance.

Based on the MLAD-RL strategy, we developed an automated monitoring mechanism
for system-level source analytics. The monitoring data are defined as a set of metrics
(e.g., route latitude/longitude, transmission delay, traffic buffer queue length, etc.) on
each UAM edge and associated applications and processes. Given a large number of
features, LightMAN uses feature extraction and reduction techniques in collected log data
to select a set of the most critical features and implement deep learning-based detection
schemes for identifying anomalous statuses. The general steps of the proposed anomaly
monitoring technique are as follows: (i) Data Collection: The relevant sensory data collected
across the system are assembled into a set of feature matrices. We define the feature
as an individually measurable variable of the node being monitored (e.g., data frames,
MAVLink messages, command and control (C2) mission logs, controller area network
(CAN) buses, etc.); (ii) Feature Extraction: To effectively deal with high-dimensional data,
we implement feature extraction techniques via named entity recognition (NER) [33] and
the vector space model (VSM), which can reduce data dimensionality and improve analysis
by removing inherent data dependencyl (iii) Deep Learning-Based Detection: LightMAN
applies DL techniques (e.g., L-CNN, RNN/LSTM, etc.) to characterize the dynamic state
of the monitored system. With the trained model in place, the operator can conduct the
detection and classification of potential attacks.

As shown in Figure 2, the detection process consists of two main steps: the training
process and the detecting process. In the training process, the collected log data are
converted to a uniform data format for the learning process. We then train the classifier
model for both normal and abnormal system states. In the online monitoring process,
LightMAN monitoring tools collect real-time flight data, and the processed traffic data are
sent to the learned classifier for anomaly detection. The effectiveness of the monitoring
schemes is characterized by the true positive rate, false positive rate, monitoring time,
overhead, etc.
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Figure 2. ML/DL Learning Process for UAM Monitoring.

3.2. Microchain Fabric for UAM Data Sharing

As the right part of Figure 1 shows, a microchain fabric consists of two sub-systems:
(i) a lightweight consensus protocol that relies on a randomly selected consensus com-
mittee to achieve a low latency when committing transactions on the distributed ledger;
(ii) a hybrid on-chain and off-chain storage strategy that improves efficiency and privacy-
preservation. For details regarding the consensus protocol in the microchain, interested
readers can refer to our earlier work [23,34]. The core functionalities and workflows are
briefly described as follows:

• The lifetime of a committee is defined as a dynasty, and all nodes within the network
use a random committee election mechanism to construct a new committee at the
beginning of a new dynasty. The new committee members rely on their neighbor-
ing peers, which use a node discovery protocol to reach out to each other. Finally,
all committee members maintain a fully connected consensus network, and non-
committee nodes periodically synchronize states of the current dynasty. Until the
current dynasty’s lifetime is ending, committee members utilize an epoch random-
ness generation protocol to cooperatively propose a global random seed for the next
committee election.

• Given a synchronous network environment, operations of consensus processes are
coordinated in sequential rounds called epochs. The block proposal leverages an
efficient proof-of-credit (PoC) algorithm, which allows the consensus committee to
continuously publish blocks containing transactions and extend the main chain length.
The block proposal process continues running multiple rounds until the end of an
epoch. Then, a voting-based chain finality protocol allows committee members to
make an agreement on a checkpointing block. As a result, temporary fork chains are
pruned, and these committed blocks are finalized on the unique main chain.

• The organization of on-chain and off-chain storage is illustrated by the upper right
part of Figure 1. As the basic unit of on-chain data recorded on the distributed ledger,
a block contains header information (e.g., previous block hash and block height)
and orderly transactions. The distributed data storage (DDS), which is built on a
swarm [35] network, is used as off-chain storage. The UAV data and flight logs that
require heterogeneous formats and various sizes are saved on the DDS, and they can
be easily addressed by their swarm hash. In an optimal manner, each transaction only
contains a swarm hash as a reference pointing to its raw data on the DDS. Compared
with raw data, a swarm hash has a small and fixed length (32 or 64 bytes); therefore,
all transactions have almost the same data size. It is promising to improve efficiency
in transaction propagation without directly padding raw data into transactions.
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4. Experimental Results and Evaluation

In this section, experimental configuration based on a proof-of-concept prototype
implementation is described. Following that, we evaluate the performance of running
LightMAN based on numerical results, which especially focus on microchain operations. Fi-
nally, a comparative evaluation among previous work highlights the main contributions of
LightMAN in terms of lightweight blockchain design, performance improvement, security,
and privacy properties.

4.1. Prototype Implementation

A proof-of-concept prototype of LightMAN was implemented and tested in a physi-
cal network environment. The microchain was implemented in Python with Flask [36]
as a web-service framework. All security primitives such as digital signature, encryp-
tion algorithms, and hash functions were developed by using standard python library
cryptography [37]. MAVLink [38] implemented a Software-In-The-Loop (SITL) simulator
consisting of Pymavlink, ArduPilot, MAVProxy and QGroundControl. As a package of
Python MAVLink libraries, Pymavlink was used to implement drone communication
protocol and analyze flight logs. ArduPilot [39] is an open-source autopilot software that
was used to simulate many drone types on a local server without any special hardware
support. MAVProxy acted as the ground control station for ArduPilot, and QGround-
Control provided the graphical user interface (GUI) for ArduPilot. We combined the
SITL simulator and Pymavlink package to emulate UAM scenarios and collect MAVLink
messages as UAV data.

Table 1 describes devices used for the experimental setup. Each validator of microchain
was deployed on a Raspberry Pi (RPi) while a SITL simulator was deployed on the Redbarn
HPC. The microchain test network contained 16 RPis. Regarding a test Swarm network,
6 service sites were deployed on six separate desktops that each had an Intel Core 2 Duo
CPU E8400 @ 3 GHz and 4 GB of RAM. All devices were connected through a local area
network (LAN).

Table 1. Configuration of Experimental Devices.

Device Redbarn HPC Raspberry Pi 4 Model B

CPU 3.4 GHz, Core i7-2600K (8 cores) 1.5 GHz, Quad core Cortex-A72 (ARM v8)
Memory 16 GB DDR3 4 GB SDRAM
Storage 500 GB HHD 64 GB (microSD card)
OS Ubuntu 18.04 Raspbian GNU/Linux (Jessie)

4.2. MAVLink Message Data Acquisition

To better perform the machine learning-based anomaly detection (MLAD) within
LightMAN among UAM networks, we leveraged the MAVLink Protocol, which stands for
micro-air–vehicle link, and its related messages as our starting point for the security analysis
of UAM networks. It is an open-source protocol, and it is supported by many closed-source
projects for drones to send way-points, control commands, and telemetry data [40]. Usually,
it contains two types of messages: state messages and command messages. State messages
refer to these messages sent from the unmanned system to the ground station and contain
information about the state of the system, such as its ID, location, velocity, and altitude.
Command messages are usually sent from the ground station to the unmanned system to
execute some actions by autopilot. Those messages are transmitted through WiFi, Ethernet,
or other serial telemetry channels. We also utilized a SITL simulator (ArduPilot) [40] to
emulate the MAVLink message communication. Specifically, we ran the ArduPilot directly
on a local server without any special hardware. While running, the sensor data came from
a flight dynamics model in a flight simulator.

Figure 3 presents an example of obtained MAVLink message source data. We recorded
and saved this key information for MLAD training. For instance, GPS_RAW_INT refers to
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the absolute geolocation of GPS, latitude, longitude, and altitude. AHRS refers to the atti-
tude and heading reference system (AHRS), which consists of sensors on three axes that pro-
vide attitude information for aircraft, including roll, pitch, and yaw. EKF_STATUS_REPORT
indicates that an extended Kalman filter (EKF) algorithm was used to estimate vehicle posi-
tion, velocity, and angular orientation based on rate gyroscopes, accelerometer, compass,
GPS, airspeed, and barometric pressure measurements.

Figure 3. Software-In-The-Loop Simulation for Data Acquisition.

4.3. Performance Evaluation

During the identity authentication stage, the system administrator or data owners
can launch a transaction to the microchain, which encapsulates a capability access token
assigned to an entity. Then, any user can query such a token from microchain participants
and verify it during the access validation process. We designed a capability-based access
control (CapAC) scenario [11] in which one HPC simulates a service owner to record
CapAC tokens into the microchain, and another RPi simulates a service provider to query
CapAC tokens from the microchain for the access control process. We conducted 100 Monte
Carlo test runs and used the average of results for evaluation.

4.3.1. End-to-End Latency of Authorizing Access Tokens

Figure 4 demonstrates how committee size K represented by the number of validators
and access authorization transaction throughput ThS measured by the transactions per
second (tps) affects the end-to-end latency incurred by committing a transaction on a
microchain network. As the microchain executes an efficient consensus protocol within a
small consensus committee, it brings a lower total latency, which has marginal impacts for
an increasing committee size K. As a trade-off, a small consensus committee containing
resource-constrained RPi devices as validators has limited capability to process large
volumes of transactions. Thus, the end-to-end latency is almost dominated by ThS, as
Figure 4 shows. We assume that each node within LightMAN waits no less than 5 s to
collect UAV data and then launch a transaction. Thus, the network latency of committee
transactions on microchain can satisfy real-time requirements of access authorization.
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Figure 4. End-to-end latency of committing CapAC tokens on Microchain: committee size vs. tps.

4.3.2. Processing Time and Throughput in Access Authentication

For comparing our LightMAN’s performance metrics with conventional centralized
frameworks in access authentication, we designed basic scenarios as a benchmark, which
did not cooperate with any access control strategy for UAV data access requests. To evaluate
the processing time and throughput of access authentication operations, we used an HPC
to simulate a cloud-based UAV server, which provided drone data query services given
basic and LightMAN scenarios. Then, we let an RPi send multiple access requests to a UAV
server and wait until all responses are correctly received.

Figure 5 shows average delays that evaluate how long a CapAC access request can
be successfully handled by the UAV data server as increasing ThS from 20 tps to 1000 tps.
Regarding the fixed bandwidth of the test network, the capacity of UAV servers dominates
the performance of handling access requests. Thus, the delays of access authentication
are almost linear scale to ThS given basic and LightMAN scenarios. However, LightMAN
still demonstrates efficiency in the decentralized access authentication process that queries
CapAC tokens from microchain and verifies access control policies, and it only incurred
limited extra overheads (no more than 18%) compared with basic scenarios.

Figure 5. Processing Time of querying CapAC tokens and validating access rights.
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To evaluate the data processing capability, we calculated throughput as ThS
TD

, where
TD is the time latency of completing ThS data tasks. A higher throughput indicates better
system performance. Figure 6 presents the transaction throughput of handling access
authentication requests, given that ThS varies from 20 tps to 1000 tps. Each access request
in LightMAN mode demands more computation resources on CapAC token validation;
therefore, LightMAN demonstrates a lower transaction throughput than the basic mode
even if the access request send rate ThS is the same. Owing to system capacities, such
as the network bandwidth and computation power of service providers, the transaction
throughput of LightMAN and the basic mode become saturated under conditions where
ThS ≥ 500 tps. Compared with the baseline, our solution can provide security and privacy
features without significantly reducing system performance.

Figure 6. Throughput of querying CapAC tokens and validating access rights.

4.3.3. Computation Cost by Preserving Data Privacy

We assumed that MAVLink message data streams of a drone were encrypted and then
recorded into DDS for each 60 s duration. As a result, each data file was about 1 MB, and
we used these sample data files to evaluate computation overheads incurred by sharing
UAV data via DDB along with data encryption and decryption procedures. Figure 7 shows
the processing time of accessing data from Swarm and data encryption algorithms given
different host platforms. Regarding DDS operations such as uploading files onto and
downloading files from a private Swarm network, delays are almost the same on both
platforms. Unlike downloading data, which simply query data from a DDS service site,
uploading data onto DDS takes a longer time than is used to synchronize data units across
distributed service sites within a Swarm network. Owing to constrained computation
resources, RPi takes a longer process time to encrypt and decrypt data than the desktop
does, even if sample data files have the same size. Compared with a 60 s cycle time of
recording a drone’s data, encrypting a data file and then uploading it onto DDS only brings
marginal delays on both platforms (2.4 s on desktop and 3.2 s on RPi). Given data-in-use
scenarios that frequently download files from a DDS service node and then decrypt them,
the encryption algorithm incurs more computation overheads than Swarm operations.
Given a data query request rate ThS = 500 tps that takes an average of 3.05 s on access
authentication, accessing UAV data incurs an extra 19% (0.57/3.05) of delays on desktop
and 59% (1.79/3.05) of delays on RPi. As a trade-off, using encrypted data to protect private
information is inevitable at the cost of a longer processing time.
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Figure 7. Processing time of data operations: accessing DDS and symmetric encryption.

4.4. Comparative Evaluation

Table 2 presents the comparison between our LightMAN and previous blockchain-
based solutions for UAV networks. The symbol

√
indicates that the scheme guarantees the

security properties or implements some prototypes to evaluate the system performance
or other specifications. The symbol × indicates the opposite case. Existing blockchain-
based solutions that are developed to secure UAV communications [13–15] lack details on
underlying blockchain frameworks, and most of them assumed that the cryptocurrency-
oriented blockchain designs can be adopted in the UAV communication systems. Being fully
aware of the specific performance requirements and resource constraints, we demonstrate
a complete system architecture consisting of ML-based UAM monitoring and a lightweight
microchain. Compared with solutions that adopt conventional PoW and BFT consensus
protocols [17,19], LightMAN focuses on a lightweight blockchain design for IoD, which
leverages a novel PoC+VCF consensus protocol to reduce computation and communication
overheads on IoT systems. We especially evaluate blockchain performance (e.g., network
latency, transaction throughput, and computation overheads) by applying a microchain-
enabled security mechanism to access authentication and data sharing process scenarios,
which are not considered or sufficiently discussed in related work [16,18].

In terms of the optimization for UAV data storage, a DDS is adopted atop the
Swarm network as the off-chain storage to store raw UAV data. Therefore, LightMAN is
promising for the enhancement of the system robustness (availability and recoverability)
for data-sharing applications compared with existing solutions that rely on centralized
storage [19]. Furthermore, LightMAN stores encrypted sensitive information on the DDS
while only recording references of raw data on the transparent distributed ledger. As
a result, blockchain transactions only contain references of small size rather than large
volumes of UAV data. Such a hybrid on-chain and off-chain data storage structure not
only reduces communication and storage overheads but also ensures privacy preservation
in the data-sharing process by exposing hash-style references as proofs.

Table 2. Comparison among existing solutions.

Consensus Storage Performance Security Privacy

BeDrone [15] × × × √ ×
NBTM [13] × × × √ ×

SwarmUAV [14] PoT × √ √ ×
DroneChain [19] PoW Centralized

√ √ ×
SecureIoD [18] PoS × × √ ×
ZoneIoD [16] DDPoS × √ √ ×
5G-IoD [17] BFT × √ √ ×
LightMAN PoC+VCF Decentralized

√ √ √
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5. Conclusions and Future Work

This paper presents LightMAN, which combines DL-powered UAM security and
a lightweight microchained fabric to support assurance and resilience-oriented UAM
networks. The DL-based cybersecurity monitoring techniques can prevent cyber threats
and provide cognitive-based decision support for UAM. A lightweight microchain works
as a secure-by-design network infrastructure to enable decentralized security solutions
for UAV access authentication and data sharing. The experimental results based on a
prototype implementation demonstrate the effectiveness and efficiency of our LightMAN.
However, there are open questions that need to be addressed before applying LightMAN
to real-world UAM scenarios. We leave these limitations to our future work:

(1) Although the microchain is promising for providing a lightweight blockchain for a
small-scale UAV network such as a drone cluster, it is not suitable for a large-scale
UAM system demanding scalability and dynamicity in multidomain coordination.
A hierarchical integrated federated ledger infrastructure (HIFL) [41] is promising
for the improvement of scalability, dynamicity, and security for multi-domain IoD
applications. Thus, our ongoing efforts include validating LightMAN in a real-world
UAV network and investigating the integration of microchain and HIFL to support
secure inter-chain transactions in a large-scale UAM system.

(2) There are still unanswered questions regarding an incentive mechanism that motivates
users and drones to devote their resources (e.g., computation, storage, and networking)
to participant consensus processes and gain extra profits. In our future work, we will
use game theory to model incentive strategies and evaluate the effectiveness, security,
and robustness of LightMAN in IoD scenarios.

(3) The third important milestone is an in-field validation of LightMAN in the context
of practical applications. Once all the functional blocks and integrated systems are
successfully tested in the lab environment, a small-scale drone network will be created
with drones that are designed by the team. The completely customized drones will
allow us to mount the LightMAN system on top of multiple application-determined
sensing blocks, such as smart surveillance cameras or motion sensors. Specifically, to
better validate the effectiveness of LightMAN, we plan to test our implementation
with a hardware-in-the-loop (HITL) design in a hierarchical practical environment.
We will deploy our validator devices on the hardware drones and establish a small-
scale decentralized platform. Each drone will function as an individual node with
communication protocols (e.g., MAVLink, TCP/IP) within LightMAN. Some typical
communication-related anomalies (e.g., GPS spoofing, and channel access attacks) will
be crafted to perform a practical injection attack onto the device sensors. In the future
study, we will also build multiple clients and servers onboard to stream the shared
data (e.g., MAVLink messages) and process the UAM monitoring among UAVs in
real time.
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Abstract: The application of drones provides a powerful solution for “the last-mile” logistics services,
while the large-scale implementation of logistics drone services will threaten the safety of buildings,
pedestrians, vehicles, and other elements in the urban environment. The balance of risk cost and
service benefit is accordingly crucial to managing logistics drones. In this study, we proposed a
cost-benefit assessment model for quantifying risk cost and service benefit in the urban environment.
In addition, a global heuristic path search rule was developed to solve the path planning problem
based on risk mitigation and customer service. The cost-benefit assessment model quantifies the risk
cost from three environmental elements (buildings, pedestrians, and vehicles) threatened by drone
operations based on the collision probability, and the service benefit based on the characteristics of
logistics service customers. To explore the effectiveness of the model in this paper, we simulate and
analyse the effects of different risk combinations, unknown risk zones, and risk-benefit preferences
on the path planning results. The results show that compared with the traditional shortest-distance
method, the drone path planning method proposed in this paper can accurately capture the distri-
bution of risks and customers in the urban environment. It is highly reusable in ensuring service
benefits while reducing risk costs and generating a cost-effective path for logistics drones. We also
compare the algorithm in this paper with the A* algorithm and verify that our algorithm improves
the solution quality in complex environments.

Keywords: urban logistics; drones; path planning; risk cost; service benefit; optimization algorithms

1. Introduction

The daily parcel of e-commerce enterprises has attracted huge attention due to their
rapidly growing volume. In 2021, the global parcel shipping volume exceeded 159 billion
parcels, which is expected to reach 256 billion in 2027 at a compound annual growth rate
of 8.5 per cent [1]. Meanwhile, the variability of customer demand characteristics, such as
different service locations and service times, has led to the need for logistic service providers
to invest large-scale capacity and resources in “the last mile” transportation of parcels [2].
Thus, more and more companies are trying to find innovative and autonomous delivery
methods for “the last mile” transport, such as drone logistics, to improve the quality of
logistics. With the development of technology, drones’ airworthiness and cargo-carrying
capacity have improved significantly. Electric-powered logistics drones are not restricted
by road networks and can reduce environmental costs and increase service flexibility [3].
The contactless services provided by drone logistics are also widely recognised due to the
coronavirus outbreak [4]. Overall, the above advantages make drone logistics a powerful
solution to solving the problems of traditional logistics [5]. Internationally renowned
logistics companies such as Amazon, DHL Express, and Jingdong Logistics have begun
developing drone logistics versions [6]. Statistics from BusinessWire also show that the
global business value of drone package delivery has grown from USD 0.68 billion in 2020
to approximately USD 1 billion in 2021 and is expected to be USD 4.4 billion in 2025 [7].
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However, the accident risks associated with the large-scale application of logistics
drones must be effectively assessed and managed. The drone would not only threaten the
safety of people and vehicles on the ground in urban environments [8], but also may collide
with high-rise buildings [9]. To ensure the safety of other aircraft, people, and property
after a drone crash, aviation organisations, including the Federal Aviation Authority (FAA),
require a risk mitigation assessment in the pre-flight state [10]. Hence, the study of path
risk assessment and mitigation methods is a critical technical prerequisite for logistics
drone applications.

Throughout the existing research, the vehicle path problem is a classical mathematical
model for studying urban last-mile logistics. It is based on the travelling salesman problem
(TSP) [11], which ensures the minimum transportation time or cost by planning the service
sequence of customers. The existing research evolved on the basis of this problem model.
Murray and Chu [12] proposed a collaborative path-planning model for trucks and drones
considering drone service range and load capacity constraints. In this work, they reported
two new variants of the traditional TSP problem, the flying sidekick travelling salesman
problem (FSTSP) and the parallel drone scheduling travelling salesman problem (PDSTSP).
Yurek and Ozmutlu [13], Freitas and Penna [14], and Mbiadou Saleu et al. [15] also presented
various algorithms for these problems. The above-simplified approaches assumed that the
order of customer service at different locations remains consistent with the drone’s service
path, while ignoring the problem of safety risks inevitably involved in the actual operation.
Inspired by this factor, existing studies have started to consider the risk assessment of
drone operations. These mainly include the risk of collision in flight and the impact
on the ground.

Falling drones would threaten the safety of pedestrians and vehicles on the ground.
Mitici and Blom [16] proposed a mathematical model for collision probability estimation,
which provides a research solution for the collision risk assessment of drones. Bertrand
et al. [17] studied the probability of drone operations threatening road traffic, defined the
range of ground a falling drone could affect, and developed a collision probability model
to identify high-risk areas in the road network. Koh et al. [18] and Clothier et al. [19]
studied the extent of injury to pedestrians struck by drones and proposed weight limits
for drones based on the associated injury scales and criteria. Drone aerial collision risks
mainly originate from buildings, no-fly zones, unstable weather, and other drones [20]. To
assess the risk of aerial collisions, existing studies have established various collision models,
mainly including the REICH model, the EVENT model, and the position probability model
based on the concept of position error. The REICH model [21] lays the foundation of flight
safety interval assessment and is mainly applied to assess the risk of collision between two
aircraft in parallel flight paths. It finds that the collision probability and relative velocity
in each direction determine the flight collision risk. The EVENT model proposed by
Brooker [22] combines radar and controller operations to analyse lateral and longitudinal
separation, which can calculate the probability of collision risk in each direction. The
probabilistic model based on position error focuses on collecting and processing information
about the positioning error and trajectory deviation of the drone, in order to predict the
probability of the flight trajectory conflicting with the risk area [23].

Based on the conflict risk assessment research, most research on drone path risk
mitigation aims to find no-conflict paths. One intuitive approach is geometry-based. The
closest proximity point approach is used to solve the potential conflict warning problem
by measuring the position between two drones, thus avoiding collision risk and ensuring
the safety of the planned path [24,25]. As an improvement to the geometric method, Fan
et al. [26] and Tang et al. [27] introduced artificial potential fields (APF) and simulated the
environment by designing virtual attractive and repulsive potential fields for autonomous
guidance of the drone to avoid obstacles. Driven by efficiency, many researchers have tried
to use heuristic search to find the optimal no-conflict path. For example, a node-based
optimal algorithm is a special form of dynamic programming. When a map or graph
is already constructed, they first define a cost function, and then search each node and
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arc to find a path with minimum cost. It mainly includes the A* algorithm [28], Lifelong
Planning A* (LPA) [29], Theta* [30], Lazy Theta* [31], D*-Lite [32], Harmony Search [33],
etc. Evolutionary algorithm, which contains genetic algorithm [34], memetic algorithm [35],
particle swarm optimisation [36], ant colony optimisation [37], and shuffled frog leaping
algorithm [38]. The evolutionary algorithm starts by selecting randomly feasible solutions
as the first generation. Then, taking the environment, drone capacity, goal, and other
constraints into consideration, the planner evaluates the fitness of each individual. In the
next step, a set of individuals is selected as parents for the next generations according to
their fitness. The last step is a mutation and crossover step and stops the process when a
pre-set value is achieved. The best fitness individual is decoded as the optimal path. Recent
studies have treated drones as intelligent agents for stochastic dynamic threats in urban
environments and used reinforcement learning to guide drones to avoid collisions [39–41].

Nevertheless, it is still an open problem for drone logistics to plan effective service
paths in complex urban environments and ensure service completion based on reducing
the threat to pedestrians, vehicles, buildings, etc. Many works focus on only considering
obstacles in the environment during the finding phase of collision-free paths, while little
attention has been paid to the fact that the risk cost from the threat is simultaneous with
the service benefit of providing services to customers. To address the shortcomings in the
above studies, we propose an urban environment model considering the coupling effect of
customer service requirements and complex risks and develop a path point search strategy
for improving the exploration of feasible paths in the environment. We summarise the
main contributions of this paper as follows.

(1) We studied the complex risk factors of drone operation in urban environments and
established a risk quantification model, which considers three primary risk sources in
urban environments, including pedestrians, vehicles, and buildings.

(2) We established a logistics service benefit quantification model and proposed a multi-
drone path planning method that integrates risk cost and service benefit, with the goal
of guiding drones to find a path with the highest service benefit and lowest risk cost
under the constraints of flight performance indicators, such as energy consumption
and step length.

(3) We proposed a path point search strategy to solve a dynamic path planning problem
driven by customer demand and risk. The strategy ensures that drones can adjust
local paths in dynamic environments through regular global searches.

The rest of this paper is organised as follows: Section 2 analyses the critical elements
affected by drones in the urban environment and illustrates the concept of path planning
that combines customer needs and risks. The proposed methodology is described in
Section 3, followed by simulation validations and case studies in Section 4. The summary
of our work is in Section 5.

2. Problem Definition

Drones operate at low altitudes below 400 feet above the ground in cities. Once there
is a collision, they can cause threats to buildings and other non-cooperative drones in the
air. On the other hand, they can threaten pedestrians and vehicles on the ground when
a crash occurs [42,43]. We conclude the primary environmental elements threatened by
drone operations into four categories as follows.

(1) Drone impacts pedestrians, causing fatalities;
(2) Drone impacts vehicles, causing traffic accidents;
(3) Drone impacts high-rise buildings, resulting in property loss;
(4) Drone collision with other non-cooperative drones.

In this work, we ignore other risk factors, such as noise and privacy impacts on the
public, due to their insignificance [44]. Pedestrians, vehicles, buildings, and logistics service
customers are randomly dispersed in the city. Therefore, the core problem in logistics drone
path planning is quantifying risk cost and service benefit for different locations. The urban
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environment for drone flight is divided into discrete 2D grids, and each grid’s risk cost and
service benefit are derived from environmental risk elements and customer demand. The
cost-benefit value within each grid is used to guide drones to serve more customers and
avoid high-risk areas in the complex urban environment.

The technology framework of the proposed work is presented in Figure 1. There are
five steps to quantify risk cost and service benefit in the environment. First, the threat of
drone operations to pedestrians, vehicles, and buildings in the city is analysed. Then, we
develop three risk cost assessment models to quantify the various types of risk costs from
the above elements under threat. Thirdly, we develop a service benefit assessment model
based on the characteristics of logistics customers. Fourth, we synthesise the integrated risk
cost and service benefit into cost-benefit values. Fifth, we construct the cost-benefit map.
The urban environment is gridded, and the cost-benefit value calculation method of the
flight path is established. Based on the cost-benefit map, we propose a drone path planning
model with energy limitation constraints and a search algorithm with heuristic factors.
To explore the effectiveness of the model in this paper, we next simulate and analyse the
effects of different risk combinations, unknown risk zones, and risk-benefit preferences
on the path planning results. We also compare the algorithm of this paper with the A*
algorithm to verify the solving ability of this paper’s algorithm. Finally, the reusability of
the method in this paper is demonstrated by statistical analysis.

Figure 1. The technology framework of the proposed work.

3. Materials and Methods

3.1. Risk Assessment Model

This section presents a quantitative model of the integrated risk cost. We analyse the
risks derived from the operation of drones in an urban environment. Figure 2 depicts the
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impact of considering risk cost mitigation on path planning results. The environment is
divided into equal-sized grids, and the risk cost within each grid is calculated according
to the integrated risk model. The colours in the map show the distribution of risk cost,
with red representing areas of high risk cost and blue representing areas of low risk cost.
The dashed line indicates the path with the shortest distance from the starting point to the
end, and the solid line is the path that considers risk cost mitigation, which chooses the
area with lower risk cost to pass, and the final path has a much lower risk cost than the
shortest path.

Figure 2. Risk cost mitigation affects path planning results.

3.1.1. Quantifying the Risk Cost Associated with Pedestrians

The risk cost of a drone striking a pedestrian is modelled according to the three
components of collision [45,46]: (a) a drone crash, (b) a drone striking pedestrians, and
(c) resulting in the death of pedestrians, as shown in Figure 3.

Figure 3. Drones and pedestrians.

We quantify the risk cost due to drones affecting pedestrians by potential fatalities as
in Equation (1):

Cost1 = Costp = PcrashSdρpPd (1)
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where Cost1 is the quantified value of pedestrian risk cost, Pcrash is the probability of a
drone crash, Sd is the exposed area of the ground impacted by the falling drone, ρp is the
population density, and Pd is the fatality rate associated with the kinetic energy of the drone.
The speed of the drone hitting the ground is shown in Equation (2):

vd =
∫ t

0
(g − f )dt =

∫ t

0

(
g − fdSdρAv2

d−real
2m

)
dt =

√
2mg

fdSdρA

(
1 − e−

H fdSdρA
m

)
(2)

where g = 9.8m/s2, f is the resistance acceleration, fd is the drag coefficient, ρA is the air
density, vd−real is the actual airspeed of the falling drone, m is the mass of the drone, H
is the height of the drone falling point. The energy generated by the descending drone is
shown in Equation (3)

Ef d =
1
2

mvd
2 (3)

Considering that the buffering effect of buildings and trees can mitigate the injury of
falling drones to pedestrians, a sheltering factor S f , S f ∈ (0, 1] is introduced to consider
this sheltering effect when calculating risk costs. A higher value implies a better sheltering
effect and a lower probability of death. By combining the sheltering element into the
kinetic energy equation, the lethality Pd of a falling drone can be obtained as shown in
Equation (4):

Pd =

(
1 +

√
μ

ν
(

ν

Ef d
)

1
4S f

)−1

(4)

where μ is the energy that might cause a 50% fatality with S f = 0.5, ν is the impact energy
threshold required to cause fatality as S f approaches zero. The values of S f for different
environments are shown in Table 1.

Table 1. Sheltering coefficients [47].

Sf Type of Shelters

0 None
0.25 Trees
0.50 Low-rise buildings
0.75 High-rise buildings

1 Industrial buildings

3.1.2. Quantifying the Risk Cost Associated with Vehicles

Vehicles are another key element in the urban environment that can shelter falling
drones; different from buildings and trees, the sheltering effect of vehicles mainly occurs
while driving. Similar to the modelling of drone strikes on pedestrians, falling drones
cause road traffic accidents in three components [17]: (a) a drone crash, (b) a drone striking
vehicles, (c) resulting in traffic accidents, and (d) causing human fatalities, as shown
in Figure 4.

Quantify the risk cost due to drones affecting vehicles by potential fatalities, as shown
in Equation (5)

Cost2 = CostV = PcrashPV NV (5)
where PV is the probability of a falling drone hitting a vehicle, proportional to the traffic
density, and NV is the average number of fatalities caused by a crash. The probability of a
drone hitting vehicles on the ground is defined as the ratio of the total area occupied by
vehicles to the entire scope of the road, as shown in Equation (6)

PV =
SVρV
Droad

(6)

where SV is the average projected area of the vehicle, ρV is the traffic density, and Droad is
the road width.
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Figure 4. Drones and vehicles.

3.1.3. Pedestrian Density and Vehicle Density

The density distribution of pedestrians and vehicles in the urban environment can
directly affect the risk cost of drone operations. Their density distribution is highly corre-
lated with attractive facilities [48]. To quantitatively assess this correlation, gravity models
are used to calculate pedestrian and vehicle density [49]. Inspired by gravity models, the
pedestrian density in urban environments is shown in Equation (7).

ρP = e(1−r2)ρ0
P (7)

where ρ0
P is the average pedestrian density, r is the distance from the centre of gravity. If

there is an increase in r, it leads to a decrease in ρP, as shown in Figure 5.

Figure 5. Gravity model for pedestrian distribution.

Similarly, the road traffic density distribution is shown in Equation (8):

ρV = e(1−r2)ρ0
V (8)

where ρ0
V is the average traffic density.

3.1.4. Quantifying the Risk Cost Associated with Buildings

As shown in Figure 6, the operation of drones in urban airspace inevitably involves
potential conflicts with buildings, and this potential conflict incurs risk costs [50]. Consider-
ing the overlapping locations of logistics customers and buildings, buildings cannot simply
be set up as no-fly grids.
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Figure 6. Drones and buildings.

The flight risk decreases as the distance between the drone and the building increases.
However, due to the different sizes and shapes of buildings in the city, the influence range of
buildings on drones is also different. For a normal distribution, setting different variances
can reflect the different influence ranges of buildings, which is simple compared to other
distributions or describing the shape and dimensions of the buildings. To simplify the
model calculations, the distribution of the risk cost due to the influence of the building is
assumed to be a normal distribution with different variances [51].

For n independent buildings in the map, given the central location Bi = (Xi, Yi) of the
i-th building, CostBu(x, y) denotes the risk cost of the point (x, y) when considering the
impact of the building Bi, as shown in Equation (9)

Cost3 = CostBu(x, y) =
1√
2πσ

e−
d2

2σ2 (9)

where d =
√
(x − Xi)

2 + (y − Yi)
2, i ∈ {1, 2, · · · , n} indicates the Euclidean distance

between the drone and the centre of the building.

3.1.5. Comprehensive Risk Model

In the previous section, risk cost quantification models were constructed for three
elements: pedestrian, vehicle, and building. The different calculation methods would
obtain different values of risk cost magnitude, which cannot be measured by the same
standard. Therefore, the risk costs of the three elements need to be standardised to describe
the total risk cost in the urban environment.

The risk costs of all three elements can be calculated through a particular distribution,
and then each type of risk cost contained in a raster would be divided by the maximum
risk value generated by the risk source separately. It is guaranteed that all risk cost values
for each type are in the range of (0, 1].

The weights of the three risks may vary with the difference in their importance or
preference, and the contribution of each risk may also vary with the cost [52]. For example,
aviation regulators emphasise the risk of pedestrian fatalities caused by drones. The risk
cost of pedestrians will be weighted much more than the other two factors. Traversing the
areas with high pedestrian density will result in higher costs, so the planned paths will be
more inclined to avoid these areas.

For point (x, y), its cumulative risk value needs to consider a pedestrian risk zones,
b vehicle risk zones, and c building risk zones. The total risk cost of the point (x, y) is
calculated as shown in Equation (10),

Rtotal(x, y) = αi∑a
i=1

Ci
1

Ci
1−max

+ αj∑b
j=1

Cj
2

Cj
2−max

+ αk∑c
k=1

Ck
3

Ck
3−max

(10)

where αi, αj, αk are the weighting factors, αi + αj + αk = 1.
The cumulative risk Rtotal(x, y) of the path C is shown in Equation (11)
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∫
(x,y)∈C

Rtotal(x, y) (11)

3.2. Drone Path Planning Model Based on Risk Cost and Service Benefit

The flight path of drones performing logistics services needs to mitigate the path risk
cost based on ensuring service completion. Therefore, the objectives of logistics drone
path planning include risk mitigation and customer service. The integrated risk cost
quantification model established in the previous section can be used for risk mitigation.
Customers’ locations in cities often overlap with risk factors, such as buildings, crowds, and
roads. This would cause drone service paths to pass through risk areas, so it is necessary to
balance the path risk cost and service benefit. Figure 7 depicts the impact of considering
risk cost mitigation and service benefits on the path planning results. The solid white
arrows indicate the shortest path, the white dashed arrow is the path considering risk
cost mitigation, and the white dotted line indicates the path that balances risk cost and
service benefit, where the path is changed to fulfil customer needs based on the most risk
cost-effective path.

Figure 7. The path planning based on risk and customer.

In this section, our primary work is to establish a multi-drone path planning method
to guide drones to find a path with the highest service benefit and lowest risk cost under the
constraints of flight performance indicators such as energy consumption and step length.
Furthermore, a global search strategy is proposed to solve the above paths.

3.2.1. Service Benefits Modelling

Assume that each customer has an initial requirement C0
demand−j that needs to be

handled by drone. We also assume that the drone can only serve a certain distance from the
customer’s location. Therefore, for a customer j, the range that can be served is denoted
as s(pj, R), where pj is the location of the customer j and R is the radius of the acceptable
service range. Service starts when the drones enter the service range of the customer j. Each
drone has a constant service speed τ. The remaining demand Cdemand−j of the customer
served by k drones simultaneously over time Δt is shown in Equation (12)

Ct
demand−j = Ct+Δt

demand−j − τkΔt (12)

Assuming a nonlinear relationship between customer residual demand Cdemand−j
and service revenue Cb(Cdemand−j), this paper uses a sigmoid-like function to improve
performance, as shown in Equation (13)

Cb(Cdemand−j) = 1 − exp

[
− (Cdemand−j)

χ

Cdemand−j + ψ

]
(13)

where χ and ψ are control parameters. For each customer, the service revenue Cb(Cdemand−j)
decreases rapidly with its remaining demand Cdemand−j. It is guaranteed that serving
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the customer with the highest remaining demand generates the greatest revenue, thus
increasing global customer service completion.

3.2.2. Energy Consumption Modelling of Drones

Assuming that the lifting and lowering process of the drone is ignored and only
straight-line flight is considered, the energy consumed for moving a distance d at a constant
speed v is shown in Equation (14),

Ev = P(w)
d
v

, ΔEv = P(w)Δt (14)

where P(w) is the power of the drone moving at a constant speed v. For the n-rotor drone,
its power is shown in Equation (15),

P(w) = (W + w)
3
2

√
g3

2ρAςn
(15)

where W is the self-weight of the drone, w is the weight of the load carried by the drone,
ρA is the fluid density of air, ς is the area of the rotating blades, and g is the acceleration of
gravity. The total power of the drone is shown in Equation (16),

Etotal = ηCVn (16)

where η is the energy conversion efficiency, C is the capacity of the cell, and Vn is the
nominal voltage of the n cells.

The drone departs with an empty load. As the drone services the customer, the
drone’s load increases while the customer’s remaining demand decreases. After the current
customer is served, the drone maintains the current load until it starts serving the next
customer.

Assuming that the demand is proportional to the load and the scale factor is ε, then
for a drone i serving x customers at the same time, the load varies with time, as shown in
Equation (17),

wt+Δt
i = wt

i + τxεΔt (17)

3.2.3. Global Path Planning Model

Based on the risk cost and service benefit quantification model, We introduce a cost-
benefit matrix to measure the benefits and costs between any two points on the map. The
map is represented as an N × N grid, and the cost-benefit matrix TCmn between any points
pm and pn is shown in Equation (18)

TCmn = dpm ,pn +
Mbene f it

1 + ∑n∈s(pj ,R) Cb(Cdemand−j)
+ Mrisk

∫
(x,y)∈C

Rtotal(x, y) (18)

where pm, m ∈ {
1, 2, · · · , N2} is the current position of the drone, pn,n ∈ {

1, 2, · · · , N2}
is the next position of the drone. dpm ,pn is the Euclidean distance between pm and pn.
∑n∈s(pj ,R) Cb(Cdemand−j) is the benefit generated by the demand of all customers that can
be served at point pn. Mbene f it and Mrisk are the coefficients of service benefit and risk cost,
which affect the path planning strategy. In practice, Mbene f it and Mrisk can be adjusted
according to preference. For example, if the tolerance for risk cost is poor, then Mrisk can be
set to a higher value to amplify the impact of risk cost.

The goal of the present work is to plan a service path with minimum total cost. The
total cost includes the risk cost and the inverse of the service benefit. The objective function
is shown in Equation (19)

min : TC(P) = ∑eir∈P TC(eir), i > 0, r = i + 1 (19)

where P is the flight path consisting of edge e, TC(P) is the total cost of the path P, and
TC(eir) is the cost of the edge eir.
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According to the drone energy consumption model, the power available for flight is
limited. Therefore, the logistics drone must complete the service and reach the endpoint as
soon as possible before consuming the planned available power. The constraint is defined as

∀lir ≥ lmin, eir ∈ P, r = i + 1, i, r > 0 (20)

Econsume = ∑eir∈P Eir
consume ≤ Eplan (21)

(xi − xi−1, yi − yi−1)
T(xi+1 − xi, yi+1 − yi)

‖(xi − xi−1, yi − yi−1)‖ · ‖(xi+1 − xi, yi+1 − yi)‖ ≥ cos βmax (22)

Equation (20) represents the shortest distance constraint for an edge between two
adjacent nodes in the drone path, lmin is the minimum distance of the edge, and lir is the
length of the edge eir. Equation (21) represents that the total energy consumption of the
drone must not exceed the available power, Econsume is the total energy consumption of the
path P, Eir

consume is the energy consumption of each side eir in the path P, and Eplan is the
total available power. Equation (22) represents the constraint on the maximum turning
angle of the drone, (xi, yi), (xi−1, yi−1), (xi+1, yi+1) are the coordinates of three consecutive
path points, and βmax is the maximum acceptable turning angle.

3.2.4. Path Planning Algorithm

To solve the least-cost flow problem for large scale in this study, heuristic methods (e.g.,
A* algorithm) have better performance in terms of computational time to solve the path
planning problem. The standard A* algorithm generally uses the Manhattan or Euclidean
distance to select the following move location. However, in the cost-benefit environment
established in this paper, the cost of each raster is different and unevenly distributed, so
considering only the distance cannot reflect the actual cost of the path. As the complexity
of the environment increases, the traditional A* algorithm has difficulty finding a suitable
path and deadlocks. Therefore, the following path search rule is proposed to improve the
environment’s exploration, and the rule’s effectiveness is verified in the experimental stage.

(1) Environmental exploration strategy
In this work, a heuristic factor is set according to the Boltzmann distribution to ensure

a complete exploration of the environment. The drone is currently at the path point pi,
i ∈ {

1, 2, · · · , N2}, and the probability of the point pr, r ∈ {
1, 2, · · · , N2} being selected as

the next path point is calculated based on the value TCir, as shown in Equation (23)

p(i, r) =
exp

[
T

TCir

]
∑

k∈R,k �=i
exp

[
T

TCik

] (23)

where T is the temperature parameter that controls the degree of environment exploration,
R is the set of all N2 points in the map. At the beginning of exploration, since the drone
knows little information about the environment, a smaller T value is set to ensure that the
drone can explore the environment quickly in the early stages. As the exploration time
increases and the drone has enough information about the environment, the value of T is
increased to ensure that the algorithm can reach convergence within a specific time.

(2) Original global path generation rules
A sequence of points forms a drone path. The calculation of the cost-benefit value

TCmn for the drone moving between two points in the map is established in Equation
(18). The path point exploration rule based on the cost-benefit value TCmn is established in
Equation (23). Based on this, our global path planning is divided into two steps. Based on
this, our global path planning is divided into two steps. Firstly, based on the cost-benefit
value in the environment at the planning start time t0, a series of paths satisfying the
constraints are iteratively generated according to the global search method (as shown in
Algorithm 1), and the path with the optimal cost-benefit value is selected as the original
global path. The second step performs local replanning on the basis of the original global
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path (as shown in Algorithm 2). The generation of the original global path is described
as follows.

(1) For the i-th drone (UAVi), for each episode repeat (2)–(6).
(2) Initialise Pathi to an empty list Pathi[]. The initial position P0 of the drone is the

first point Pathi[1] in Pathi.
(3) For each step in each episode, repeat (4)–(5).
(4) For the current location point ps, select the next point ps+1 according to the Boltz-

mann exploration strategy.
(5) Add ps+1 to Pathi[], as the s + 1-th path point Pathi[s + 1]. Return to (3) until the

target point is reached or the power is exhausted.
(6) Finish this episode, episode + 1, and return to (2).
(7) Until episode = MAX, the learning process ends and the current optimal Path

is output.
The process of global path planning is defined in Algorithm 1.

Algorithm 1 Original global path generation

1 For i in UAVnum do

2 For episode ← 0 toMAX do

3 Pathi ← Pathi[ ]
4 Pathi[1] ← P0
5 For ps ← P0 to Target do

6 ps+1 ← Boltzmann
7 Pathi[s + 1] ← ps+1
8 s = s + 1
9 End for

10 episode = episode + 1
11 End for

12 End for

(3) Drones Movement and local path replanning rules
Based on the original global path defined in Algorithm 1, we need to further establish

the rules that the drone moves according to the original path and simulate the actual
operation of the drone on the original path. During the flight of drones, new risk areas may
appear on the map as time changes, causing the subsequent part of the original global path
to cross high-risk cost areas, and then the original path needs to be locally replanned. The
reason for the above situation is that global path planning is carried out at time t0, and
some risk zones in the environment do not exist at this time but appear at time t = t0 + Δt
(e.g., the temporary gathering of pedestrians due to time-predictable activities). This risk
zone needs to be addressed by local path replanning rules during the actual flight of the
UAV based on the original global path. This does not require real-time path planning, only
further pre-planning for new risk zones that are known to occur during flight. The process
of local path replanning by the drones to avoid the newly generated risk zone is defined
in Algorithm 2.

For the ith drone (UAVi) Scan is executed after moving one step along the original
path. After Scan is executed, there are two scenarios. The first scenario is the discovery of
new obstacles (including other drones), and the cost-benefit matrix will be recalculated for
replanning the subsequent paths. The second scenario is that the surrounding environment
remains unchanged, and the path also keeps the same. For each time interval Δt, the
step length of the drone movement is fixed as Step. If the distance between the current
position and the subsequent path point is less than Step, the drone will move directly to
the subsequent path point.
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Algorithm 2 Drone Movement and local path replanning

13 For i in UAVnum do

14 Pathi ← Pathpoint Generation( )
15 End for

16 For i in UAVnum do

17 If posi == Target then

18 Stop(i)
19 else

20 Obstacle ← Scan
21 If Obstacle then

22 Pathi ← Pathpoint Generation( )
23 End if

24 If posi == Pathi[1] then

25 Pathi ← Pathi[2 . . . end]
26 End if

27 posi == Move(Step, Pathi[1])

28 For j with UAVi in (Pj, R) do

29 Cdemand−j ← Cdemand−j − τ

30 Ev ← Ev − P(wi)Δt

31 wi ← wi + ετ

32 End for

33 End if

34 End for

4. Results

In order to validate the path planning model coupling risk cost and service benefit,
we perform simulations and analyses in a constructed urban environment containing
pedestrian risk zones, vehicle risk zones, building risk zones, and logistics customers.

First, the urban environment model is constructed based on the modelling of risk
areas and customer demands above. Then, we apply the proposed path search algorithm
to search the logistics service path with the lowest risk cost and the highest service benefit.

Based on the above, the effect of risk combinations and the dynamic addition in
risk areas are investigated to verify the reliability of the model and algorithm, which can
mitigate the three risk costs while ensuring the response to the dynamic environment. Next,
sensitivity analysis is conducted for the risk and benefit coefficients to study the balance of
risk cost and service benefit in path planning. To evaluate the effectiveness of the algorithm
proposed in this paper, the three most critical metrics in logistics path planning, namely,
service completion, average path length, and average risk, are considered to compare with
the A* algorithm. Finally, simulations and statistical analyses were performed to evaluate
the effectiveness of the proposed path planning model for balancing risk cost and service
benefit when extended to other urban environments.

4.1. Path Planning for Multiple Drones

The urban environment model proposed in this paper includes pedestrian risk, vehicle
risk, and building risk, and it is verified that drones can ensure the completion of customer
service while reducing the cost of path risk. In this section, the required parameters for
simulation experiments are shown in Table 2 [46,53,54], and the optimisation effect of the
model in this study compared with the traditional method is analysed.
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Table 2. Simulation parameters.

Parameters Value Parameters Value

lmin/m 2 ρV/vehicle · m−1 7.12 × 103

Pcrash 6.04 × 10−5 NV 0.25
ρA/kg · m−3 1.23 αi, αj, αk 0.50, 0.25, 0.25

fd 0.30 χ, ψ 2, 8
Sd/m2 0.02 R/m 200

ν/kg · m2 · s−2 232 Mrisk, Mbene f it 20, 1
μ/kg · m2 · s−2 106 C/A · s 1/144

ρp/people · m−2 0.007 Vn/kg · m2 · A−1 · s−3 22.80
SV/m2 9.68 W/kg 20

Droad/m 20 n 6
η 0.70 ε 0.50

The flight area with a range of 1000 × 1000 m is divided into 50 × 50 grids. In the
environment model, we assume that the drone starting points are represented by black
circles; the endpoint is represented by a black cross; the building risk zones are randomly
generated variance σ; the crowd risk zones and the road vehicle risk zones are randomly
generated risk radius r; the customer zones to be served are assigned random initial
demand dj ∈ (0, 10].

Considering that the size of the drones is much smaller than the size of the grids, in
this paper, we use the integral method to obtain the path risk cost, and the calculation
result is not affected by the size of the grids and drones. Therefore, the drone is considered
a prime point to simplify the calculation. The drone path planning is guided based on the
risk cost distribution consisting of pedestrians, buildings, and vehicles in the environment
and the service benefit distribution determined by the customer’s location and acceptable
service range. The path planning is performed in MATLAB using the algorithm described
above. The initial environment modelling and path planning results are shown in Figure 8.
The paths of the three drones departing from different locations are represented by three
colours. Path group 1 represents the result of path planning considering the balance of
service benefit and risk cost, where Drone 1 serves Customers 1, 2, and 3 according to the
solid red path, Drone 2 serves Customers 4 and 5 according to the solid blue path, Drone 3
serves Customers 4, 5, and 6 according to the solid green path. Path group 2 is the path
only considering customer service without risk. Path group 3 is the path only considering
risk without customer service. The colours in the map show the distribution of risk cost,
with red representing areas of high risk cost and blue representing areas of low risk cost.
The contour lines represent the distribution of risk cost due to building risk and pedestrian
risk, and road 1 and road 2 represent the vehicle risk cost distributed along the road. The
specific path parameters are shown in Table 3.

As shown in Figure 8 and Table 3, the result of path planning without considering
the risk model (path group 2; no risk considered) traverses the high-risk area to ensure
the shortest path to complete the customer service and reach the endpoint, resulting
in increased risk cost. The path without considering customer service (path group 3; no
customer considered) ignores customers overlapping with the location of high-risk areas for
ensuring the shortest length and lowest risk cost path to reach the endpoint. The customers
overlapping with high risk cost areas are completely ignored, leading to a decrease in
service completion. The model of this paper, which considers both risk avoidance and
customer service completion as the driving force, can balance the risk cost and service
benefit. Risk cost is reduced by 81.25% compared with path group 2, and service completion
is improved by 57.00% compared with path group 3.
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Figure 8. Environment modelling and path planning.

Table 3. Comparison of path planning results.

Path Group Average Path Length/km Completion Ratio Average Risk Cost

Cost-effective path 1.24 1.00 6.20
No risk considered path 1.11 1.00 33.07

No customer considered path 1.19 0.43 3.01

4.2. Path Planning with Different Risk Combinations

According to the result in the previous subsection, it can be seen that the model
obviously mitigates the risk cost in path planning. However, the comprehensive risk
model proposed considers three types of risks: pedestrian, vehicle, and building. The path
planning results also are affected to an extent by the difference in risk models.

Therefore, further quantitative analysis is required to study the effects of different
risk combinations on drone path planning and risk costs in urban environments. This
section simulates and studies path planning in the above flight area with four risk combina-
tions: (a) Group A considers three risks, (b) Group B considers pedestrians and buildings,
(c) Group C considers buildings and vehicles, (d) Group D considers pedestrians and
vehicles, and (e) Group E does not consider risks.

Figure 9 presents the effect of different risk combinations on path planning. Path A
has a total risk cost of 6.20. Path E is the worst because it does not mitigate any risks, with
433.23% higher total risk cost than Path A. Path B and Path C have similar results, with
Path C being 7.99% higher than Path B due to dense pedestrian areas being more relevant
to buildings. The risk cost of Path D increases by 53.99% relative to Path A. Due to the
gravity model, the distribution of pedestrians and vehicles is associated with buildings,
and disregarding building risks leads to a subsequent small increase in pedestrian and
vehicle risks, but this increase is significantly lower than Path B and Path C, where the
corresponding risks are not considered.
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Figure 9. Impact of different risk combinations in the environment on path planning.

The average path length is affected by the combination of risks, and Path E has the
shortest length without considering risks. Considering all three risk types, the model
proposed in this paper only increases the path length by 12.00% over Path E.

For the increase in path length, on the one hand, the 12.00% increase in path length is
minimal compared to the 433.23% increase in risk. On the other hand, we add the constraint
of drone energy consumption to the path planning model. Although the length of Path
A increases, it still completes all customer service requirements and reaches the target
point within the energy consumption constraint, indicating that the increase in path length
is negligible.

The results show the path planning under different risk combinations to further
understand the differences in the various types of risk costs of the path planning results
while considering the risk combinations.

This paper investigates each type of risk cost (pedestrian risk cost R1, vehicle risk cost
R2, and building risk cost R3) in the above five risk combinations. The results are shown in
Table 4. Path C was planned without considering the risks associated with pedestrians in
the environment. The drone path enters dense pedestrian areas, resulting in a pedestrian
risk cost R1 of 15.48, which is higher than the case of Path A and Path B, where pedestrian
risk is considered. On the contrary, the risk combination considered in Path B includes
pedestrian risk, thus avoiding the area with high pedestrian risk costs. However, vehicle
risk is not considered, resulting in a higher vehicle risk cost of 14.47. The exclusion of
building risk in Path D leads to an increase in building risk by 452.63%.

Table 4. Split comparison of path risk costs.

Risk Cost Group A Group B Group C Group D Group E

Total Risk Cost 6.20 18.40 19.87 9.55 33.07
Pedestrian Risk Cost R1 3.35 3.56 15.48 5.64 16.62

Vehicle Risk Cost R2 2.66 14.47 3.11 2.86 15.11
Building Risk Cost R3 0.19 0.37 1.28 1.05 1.33

The gravity model leads to an overlap of the three risk types, which is similarly
demonstrated in the variation of the three types of risk cost. Path B ignores vehicle
risk, while pedestrian risk and building risk increase respectively by 6.27% and 94.74%;
Path C ignores pedestrian risk, but vehicle risk and building risk increase respectively by
16.92% and 573.68%; Path D ignores building risk, and pedestrian and vehicle risk increase
respectively by 68.35% and 7.52%. Although Path D ignores the building risk, the drone
path does not intrude into the high building risk zones due to the presence of pedestrian
risk, so the building risk is reduced by 17.97% compared to Path B. The relevance of the
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variation in different risk cost types also proves the importance of studying the integrated
risk assessment model in this paper.

Path E presents that all three types of risk values are the highest among the five paths
due to the correlation of various risk areas in the urban environment, such as the dense
distribution of pedestrians and vehicles around the buildings. Therefore, the path planning
results without considering any risk, the cost of all three risk categories is higher than the
value of the corresponding risk category in any other combination.

For the mitigation effect of each type of risk, comparing Path E with Path A, it is
shown that Path E in construction risk is 1.33 and Path A is 0.19, decreasing the risk by
about 85.61%. Path E in vehicle risk is 15.11, and Path A is 2.66, decreasing the risk by
approximately 82.40%. Path E for pedestrian risk is 16.62, and Path A is 3.35, decreasing
the risk by about 79.85%. The total risk is reduced by approximately 81.25%. As a result,
the model in this paper has a good mitigation effect on all three types of risks, and the
proportion of the three risk reductions is kept at about 80.00%.

We can conclude that more risk sources in path planning can effectively mitigate the
total path risk cost. This is because capturing more comprehensive risk sources is beneficial
for avoiding more high-risk areas. It also further demonstrates the importance of our
analysis and modelling for various types of elements threatened by drones in cities, which
can guarantee the effectiveness of capturing risk costs in path planning.

4.3. Temporary Response Effect of the New Risk Area

During the process of drone logistics transportation in urban environments, the ob-
stacles and risk areas in the environment can basically be examined and commanded to
go around in the global path pre-planning stage before starting the mission due to the
more comprehensive network coverage. However, due to the complexity of the urban
environment, it is still challenging to avoid unknown obstacles in advance, such as flocks
of birds, which require commanding the drone to change its route to avoid them.

In the path planning algorithm of this study, the drone scans the global environment
at each step. Once there are new risk areas that affect the original flight path of the drone,
the subsequent path is replanned to ensure that the drone adapts to the dynamic urban
low-altitude environment. This section focuses on analysing the effect of the avoidance
strategy proposed by the algorithm.

As shown in Figure 10 and Table 5, when a new risk area appears at the location of
the point (0.2, 0.9), drone 1 moves one step according to the original path and finds that
the subsequent original path passes through the new high risk cost area, so a local path
replanning is performed to avoid the new risk area. The red dashed line in Figure 10
represents the locally replanned path of drone 1, and the solid red line indicates the original
path. The solid blue line indicates the path of drone 2, the solid green line indicates the
path of drone 3. As the new risk zone does not affect the original paths of drone 2 and
drone 3, the paths of these two drones do not change. For analysing the impact on drone
1, which was replanned to avoid the new risk zone, we further compared and analysed
the path parameters. The path length of drone 1 increased from 1.62 of the original path to
1.69, and the growth rate was 4.32%. The path risk cost was affected by the new risk zone,
which increased from 5.20 to 5.22, with a growth rate of 0.35%. The service completion was
always 100%, indicating that the path length increase was negligible. It is clear that the
avoidance strategy proposed by the algorithm allows the drone to change the original path
before entering the new risk zone. It could ensure that the risk cost from the new risk zone
is mitigated and the increase in path length is minimal.
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Figure 10. Path replanning due to new risk zones.

Table 5. Results of path replanning.

Drone 1 Path Length/km Completion Ratio Path Risk Cost

Original Path 1.62 1 5.20
Replanning Path 1.69 1 5.22

In order to further study new risk zones, this paper investigates the effect of the
number of new risk zones on the path planning results. As shown in Figure 11, the length
of path 1 increased by about 3.99% on average with the addition of each new risk area, the
service completion always remained at 1, and the path risk cost increased by about 0.30%
on average.

Figure 11. Path replanning due to new risk zones.
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In summary, the temporary response of the algorithm to new risk zones can reduce
new risk costs on the basis of service completion. The avoidance strategy is influenced by
the time when the risk zone is discovered. The above discussed that a new risk zone is
discovered before the drone enters that risk zone. Because the avoidance strategy requires
the drone to scan and judge whether there is a new risk zone once in each step, it can guide
the drone to update the next path point in time to avoid the risk zone. In the case that the
drone has already entered the new risk zone when it is found, it is obvious that the drone
will change the next path point according to the strategy, thus leaving the risk zone with
the shortest distance. This case does not need to be discussed.

4.4. Sensitivity Analysis on Coefficients

After the above analysis, it can be seen that the model in this paper has a good effect on
mitigating the path risk cost based on the assurance of service completion. Trade-off effects
of service benefits and risk costs will be discussed in this part. In the model, the parameter
Mbene f it determines the priority for the service, thus affecting service completion. When
Mrisk has a fixed value, a larger Mbene f it makes the drone more inclined to satisfy more
customers, and the drone will bear more risk costs and path lengths due to the overlap of
customer locations and risk areas. On the contrary, a smaller Mbene f it means that the drone
will ignore some customers but reach the destination directly with a shorter path and lower
risk cost. As shown in Figure 12, service completion and average risk will increase with the
increase of Mbene f it.

Figure 12. Sensitivity analysis of the parameter Mbene f it (Mrisk = 5).

Since Mbene f it is the coefficient of customer service benefit, its change had the most
significant impact on service completion among the three indicators, which was 0.51 when
Mbene f it = 0 and increased to 1 when Mbene f it = 2 with a growth ratio of 49%; while the
average path length increased from 1.07 to 1.165 with a growth ratio of 8.87%; the average
path risk increased from 1.385 to 1.832 with a growth ratio of 32.27%.

Average path length and average path risk increased much less than service comple-
tion. Due to the increase in Mbene f it, drones tend to complete more services, resulting in
the drones needing to detour farther to reach the customer service area. The path risk also
increased due to the overlap of customers and risk areas. However, since the minimisation
objective in this paper’s model includes path length and risk cost, this constraint ensures
that the path length and risk cost remain stable when customer service completion increases
rapidly. It can be found that our model achieves a flexible balance of service benefit with
risk and path cost by adjusting Mbene f it.
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Similar to parameter Mbene f it, Mrisk controls the drone’s tolerance for risk. When Mrisk
increases, drones are more inclined to avoid the risk zone to reduce path risk, which leads
to a rapid decrease in the average risk. The average path risk decreases by 79.09%, with a
52.90% decrease from Mrisk = 0 to Mrisk = 10 and a 26.19% decrease from Mrisk = 11 to
Mrisk = 20. Customer service completion remained at 100% when Mrisk ≤ 10. Due to the
overlap between customer location and risk area, when Mrisk ≥ 11, the coefficient of risk
cost was much higher than customer service benefit, drones tended to avoid risk instead of
serving customers in the risk area, leading to a decrease in customer service completion
rate, which decreased by 25% when Mrisk = 20.

With the increase of Mrisk, drones tend to move away from the risk area, leading to
an increase in path length. Due to customer demand, the drone still needs to enter the
customer area while avoiding the risk area, so the path length grows faster with an increase
of 16.37% when Mrisk ≤ 10. In the stage of Mrisk = 11 to Mrisk = 20, the influence of the
customer is significantly weaker than the risk area, which can be proved by the 25% drop in
demand completion analysed above. A sufficiently large Mrisk value made the drone less
likely to extend the detour distance, which can be demonstrated by the average risk value
decreasing by 26.19% from Mrisk = 11 to Mrisk = 20, which is about 50% less than Mrisk = 0
to Mrisk = 10. The reasons mentioned above eventually led to a significant slowdown in the
growth of drone path length, which increased by only 0.5% from Mrisk = 11 to Mrisk = 20.
The results for the parameter Mrisk are shown in Figure 13.

Figure 13. Sensitivity analysis of the parameter Mrisk (Mbene f it = 0.5).

According to the analysis of the above results, it is evident that the adjustment of the
coefficients Mrisk and Mbene f it changes the preference for risk and benefit in path planning,
which leads to significant differences in the parameters of the planning results (average
path length, service completion ratio, average risk cost). It also further demonstrates the
importance of our proposed path planning approach that considers balancing risk cost
and service benefit, which can reflect the process of completing customer service while
avoiding risks in the actual operation of logistics drones.

Another critical parameter affecting drone paths in complex urban environments is
the acceptable service range for customers. Due to the fact that customer locations often
overlap with high risk cost areas such as buildings, pedestrians, and vehicles, part of the
customer demand may be discarded if the acceptable service range decreases and the drone
path needs to traverse more high-risk cost areas to complete the service. Therefore, we
further analyse the impact of acceptable service range R on path planning results.
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According to the results shown in Table 6, it can be seen that as the acceptable service
range decreases, the overall service completion decreases significantly due to balancing
the risk cost and service benefit, and the path risk cost will decrease due to ignoring
some customers. The acceptable service range decreases from 200 m to 100 m, and the
service completion decreases by 57.00%, while the average path risk cost only increases
by 12.26%. This is because the reduction of the acceptable service range causes the drone
needs to traverse more high-risk cost areas to complete the service, which is detrimental
to the goal of balancing risk cost and service benefit, so the drone discards part of the
customer requirement. When R = 150m, only the service to Customer 2 was dropped
due to balancing risk cost and service benefit, so service completion decreased. However,
providing service to Customers 4, 5, and 6 leads to a 5.97% increase in risk cost due to the
reduction in the acceptable service range.

Table 6. Sensitivity analysis of the parameter R.

R/m Mrisk Completion Ratio Average Risk Cost Unserved Customers

200 20 1 6.20 None
150 20 0.90 6.57 Customer 2
100 20 0.43 5.44 Customers 2, 4, 5, and 6
100 5 0.90 11.35 Customer 2

The variation of completion degree in customer demand shows that the reduction of
the acceptable service range does not affect the completion degree for Customers 1 and 3,
which do not overlap with the high-risk cost area. Meanwhile, Customers 2, 4, 5, and 6,
which overlap with high-risk cost areas, were not served. The comparative experimental
results of adjusting the risk cost preference parameter Mrisk also demonstrate that the
purpose of discarding some customer demands is to balance the service benefits and risk
costs. For the case that the acceptable service range was 100 m, the drone path accepted
a higher risk cost when Mrisk = 5; thus, Customers 4, 5, and 6 that were not served at
Mrisk = 20 could be served, and the service completion was improved to 90%. While path
risk costs increased by 83.06% due to serving customers whose acceptable service ranges
overlap with high risk cost areas.

In summary, it is important to improve the acceptable service range of customers
for logistics drone risk management. Logistics drone companies also need to adjust the
risk cost and service benefit preferences according to the acceptable service range and
customers’ location in order to ensure service quality.

4.5. Algorithm Effectiveness Comparison

We propose path point generation rules with an exploration strategy to adapt the
scenario for multi-drone logistics operations in urban environments and verify the effec-
tiveness of our algorithm in this section. The A* algorithm [55] is a standard algorithm for
path planning by limiting the selectable actions of drone movements. We consider that
both the A* algorithm and the algorithm proposed in this paper are node-based optimal
algorithms, while the A* algorithm performs local merit by limiting the candidate nodes at
the current location when selecting the next location. The algorithm in this paper is a global
merit algorithm that selects any point within the map in the form of probability by setting
heuristic factors. So, we take the A* algorithm as the benchmark for comparison, which
is a more relevant comparison. In addition, we choose the genetic algorithm as another
comparison algorithm because it treats paths as individuals and selects individuals with
higher fitness through the calculation of individual fitness functions. This approach is
consistent with the global merit strategy for node search, and the comparison shows the
effectiveness of the method in this paper more clearly.

Based on the A* algorithm, at each step of path planning, a drone can choose among
one of a fixed number of equally distributed directions to move one unit step. In our
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experiments, we set up eight directions for drones and thus have eight candidate nodes
pi for a drone to choose from at each step. To apply the A* algorithm in the constructed
environment, it is required to specify the cost-benefit function of performing an optional
action at the current location, as shown in Equation (24)

AiPi = di,pi + MriskRPi +
Mbene f it

1 + ∑Pi∈s(pj ,R) Cb(Cdemand−j)
(24)

where i is the current position, pi is the candidate point specified for the next step, di,pi is
the Euclidean distance between i and pi, RPi and Cb(Cdemand−j) are risk cost and service
benefit consistent with the previous definition.

For genetic algorithms, we need to specify the calculation of individual fitness, as
shown in Equation (25)

Ai =
1
di +

1
MriskRi +

Ci
b

(
C0

demand − Cend
demand

)
Mbene f it

(25)

where i is the i-th path individual, di is the path length of individual i, Ri is the total path
risk cost of individual i, Cend

demand is the remaining customer demand after the drone provides

service by path, C0
demand is the initial total customer demand, Ci

b

(
C0

demand − Cend
demand

)
is the

benefit of the service completed by path i.
According to the comparison with the results of the genetic algorithm, the quality of

the results obtained by the algorithm in this paper is basically consistent with the method of
directly generating the overall path. There was a difference in path length of about 2% and
a difference in risk cost of about 5%. The similarities in the values and trends of the results
demonstrate that applying the global merit strategy in the node search process can improve
the quality of the results. Service completion is the most important index to measure the
result of logistics service path planning in a complex urban environment. As shown in
Tables 7 and 8, compared with the A* algorithm, the service completion of our algorithm
is significantly higher, with an improvement of 20–40%. The path planning results of the
algorithm in this paper have a slightly higher average risk than the A* algorithm. While the
difference between the two algorithms’ path lengths remains between 1 and 2%, proving
that the increase in risk basically comes from the existence of an overlap between the
customer location and the risk area.

Table 7. Comparison of the planning results of the two algorithms by varying Mbene f it.

Mbenefit
(Mrisk=5)

Proposed Algorithm A* Algorithm Genetic Algorithm

CompletionRatio Path Length Risk Cost CompletionRatio Path Length Risk Cost CompletionRatio Path Length Risk Cost

0.01 0.66 1.08 1.41 0.45 1.10 0.50 0.65 1.10 1.50
0.05 0.69 1.14 1.57 0.49 1.14 0.51 0.69 1.15 1.64
0.1 0.73 1.14 1.60 0.54 1.13 0.55 0.74 1.15 1.70
0.15 0.74 1.17 1.79 0.54 1.15 0.55 0.74 1.17 1.84
0.2 1.00 1.17 1.83 0.61 1.15 0.54 1 1.18 1.91
0.25 1.00 1.17 1.83 0.61 1.16 0.54 1 1.18 1.91
0.5 1.00 1.21 2.42 0.61 1.19 0.54 1 1.22 2.50
1 1.00 1.21 3.62 0.61 1.19 0.54 1 1.23 3.81
2 1.00 1.21 3.63 0.61 1.19 0.54 1 1.23 3.81
5 1.00 1.21 3.63 0.61 1.19 0.54 1 1.23 3.81

The mentioned indexes show that the proposed search rule promotes the drone’s
exploration of the environment compared to the A* algorithm. Furthermore, the shortest
path could be found based on the guarantee of completing the service. In addition, the
algorithm can flexibly respond to the change of risk factor k, which ensures the risk
tolerance of drones. It avoids the situation that the original algorithm cannot complete the
path planning in the complex environment.

As Mrisk increased significantly, the drone was more sensitive to risks in the environ-
ment. This is equivalent to a more complex risk area in the environment, which requires
more detours to avoid, and the A* algorithm fails to find a valid path and deadlocks in
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this situation. The path search rule proposed in this study still guarantees 100% service
completion, while the average path length and average risk have a smooth change. It
indicates that the solving ability of our algorithm is still acceptable.

Table 8. Comparing the planning results of the two algorithms by varying Mrisk.

Mrisk
(Mbenefit=0.5)

Proposed Algorithm A* Algorithm Genetic Algorithm

CompletionRatio Path Length Risk Cost CompletionRatio Path Length Risk Cost CompletionRatio Path Length Risk Cost

1 1.00 1.09 2.86 0.58 1.10 0.73 1 1.12 2.99
2 1.00 1.16 2.72 0.58 1.15 0.62 1 1.18 2.90
3 1.00 1.18 2.50 0.59 1.16 0.61 1 1.13 2.83
4 1.00 1.20 2.45 0.60 1.19 0.61 1 1.21 2.69
5 1.00 1.21 2.42 0.61 1.19 0.54 1 1.25 2.56

10 1.00 1.23 1.65 1 1.27 1.87
20 0.75 1.24 0.60 0.76 1.28 0.73
50 0.60 1.26 0.59 0.58 1.29 0.71
75 0.60 1.26 0.59 0.57 1.29 0.70

100 0.60 1.26 0.58 0.57 1.29 0.70

As for the benefit coefficient Mbene f it, the search rule proposed in this study can better
show the change in the preference for customer demand. The service completion was 100%
when Mbene f it = 0.2, which increased by 34% compared with Mbene f it = 0.01, and remained
at 100% completion. For the A* algorithm, when Mbene f it = 0.2, the service completion
was 61%, with an increase of 16%, indicating that the A* algorithm is worse in response to
the demand factor Mbene f it. The main reason for this difference is that the path search rule
proposed in this paper can guarantee a comprehensive exploration of the environment.

4.6. External Validity Analysis

The effectiveness of the proposed path planning model needs to be validated in
balancing risk costs and service benefits when extended to other urban environments.
In this work, external validity is performed, and 100 different urban environments are
randomly generated.

Randomly generated pedestrian density and vehicle density were in the range
[5, 25]× 103(people/km2) [56]. The buildings in all environments had randomly generated
variance σ. The flight area range was 1000 × 1000m and was divided into 50 × 50 grid
areas. We set up the customer area to be served and assigned a random initial demand
of dj ∈ (0, 10]. The results of path planning without considering risk and the cost-benefit
model proposed in this paper were calculated separately in 100 independent environments.
The path risk costs obtained from these two methods were compared to demonstrate the
risk mitigation effect of the model in this paper. The total risk cost for each simulation
is shown in Figure 14. Among the 100 generated samples (urban model), the average
customer service completion rate of the paths planned by the model in this study reached
98.68%, and all showed good risk mitigation effects.

To test the effectiveness of risk mitigation, the results were further statistically analysed
to calculate the percentage of risk mitigation at the 95% confidence level. Two sample
groups were considered, the risk-mitigated group (Group 1) and the risk-unmitigated
group (Group 2). There were 100 samples within each group. Due to the large sample size
(n1, n2 � 30), a normal distribution could be used to calculate confidence intervals. The
results of calculating the sample means (x1 and x2) and sample variances (s2

1 and s2
2) for

the two groups are shown in Table 9. μ1 and μ2 are the population means. (μ2 − μ1)/x2 is
the confidence interval for the risk mitigation effect, where μ2 − μ1 was estimated by the

following equation: (x2 − x1)± Zα/2

√
s2

1/n1 + s2
2/n2.
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Figure 14. Mitigation effects of path risk in 100 urban environments.

Table 9. Statistical analysis parameters of the risk-mitigated group and the risk-unmitigated group.

Group 1 Group 2

Sample Size n1 = 100 n2 = 100
Sample Means x1 = 10.02 x2 = 34.99

Sample Variances s2
1 = 8.14 s2

2 = 31.13

The results show the 95% confidence interval for the risk mitigation effect (μ2 −
μ1)/x2 ∈ [0.6962, 0.7312]. In any urban environment, path planning with the cost-benefit
model proposed in this paper mitigates the average total risk by [69.62%, 73.12%] at the
95% confidence level and can effectively reduce the risk cost of path planning results for all
types of urban environments based on customer service completion.

5. Conclusions

Owing to the complexity of the urban environment, it is still a challenging task to
mitigate the security threats from drones while ensuring service completion in logistics
drone path planning. To address this issue, we propose a model that couples customers and
risk, and guides path planning in logistics drones by means of quantifying and balancing
the risk cost and service benefit. The results show that compared to traditional approaches
considering only obstacle avoidance, the model proposed in this paper can capture various
risks and customers dispersed in all types of urban patterns and mitigate the path risk
while ensuring customer service completion. In addition, the different risk and benefit
preferences would greatly affect the path planning results, which further demonstrates the
importance of our proposed model for balancing risk cost and service benefit. Furthermore,
the proposed path search rules with heuristic factors outperform the quality of results in
traditional algorithms in complex environments. It is well known that other customer
demands and risk areas also exist. For instance, convective weather also has a significant
influence on the integrated risk model. In addition, the customer demand model could also
consider some more conditions, such as the time window for acceptable service, customer
location movement, etc. Therefore, the present work would be further investigated in
subsequence research to build a more realistic logistics drone path planning model driven
by more customer demands and risk areas.
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Abstract: The new concept of Urban Air Mobility (UAM) and the emergent unmanned aerial vehicles
are receiving more and more attention by several stakeholders for implementing new transport
solutions. However, there are several issues to solve in order to implement successful UAM systems.
Particularly, setting a suitable framework is central for including this new transportation system into
the existing ones—both ground and aerial systems. Regulation and definition of aerial networks, but
also the characterization of ground facilities (vertiports) to allow passengers and freight to access the
services are among the most relevant issues to be discussed. To identify UAM transportation networks,
suitably connected with ground transportation services, digital twin models could be adopted to
support the modelling and simulation of existing—and expected—scenarios with constantly updated
data for identifying solutions addressing the design and management of transport systems. In
this perspective, a digital twin model applied to an existing urban context—the city of Bologna, in
northern Italy—is presented in combination with a novel air transport network that includes the third
dimension. The 3D Urban Air Network tries to satisfy the principle of linking origin/destination
points by ensuring safe aerial paths and suitable aerial vehicle separations. It involves innovative
dynamic links powered by a heuristic cost function. This work provides the initial framework to
explore the integration of UAM services into realistic contexts, by avoiding the costs associated with
flight simulations in reality. Moreover, it can be used for holistic analyses of UAM systems.

Keywords: vertiports; 3D Urban Aerial Network; dynamic links

1. Introduction and Background

Nowadays, Unmanned Aerial Vehicles (UAVs) are employed in several fields [1,2], and
for this reason Advanced Air Mobility (AAM), also known as Urban Air Mobility (UAM),
is expected to turn into reality in the near future. Currently, there are UAV applications in
different fields such as smart agriculture, emergency and detection of buildings, bridges
and other objects [3–6]. Moreover, UAM services for passengers—performed by electric
vertical take-off and landing (eVTOL) aircraft—and freight transport, or some other services
such as medical aid, are under development [7–12]. The use cases reported above are
only a limited number of UAM application opportunities, but they have attracted the
interest for AAM services by many stakeholders. For instance, in the Italian context, UAM
services have been considered by the Italian Civil Aviation Authority (ENAC) as a relevant
opportunity for civil aviation development [13], and a roadmap to develop UAM passenger
services before 2030 has been set. In Europe, public acceptance regarding AAM services
has been analysed in a European Union Safety Agency (EASA) report, which points out the
importance of operations for medical aid and drone delivery applications as emerged by
users’ opinions [14].

Most parts of the research efforts on UAM topics are focusing on prototype devel-
opment [15], but in order to implement an effective UAM service it is necessary to focus
on a number of additional aspects, including management of the low airspace, ground
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facility location and integration with the existing transport systems. Cooperating UAVs
or eVTOLs—hereafter named Aerial Cooperative Vehicles (ACVs)—will have to carry out
their functions in the low airspace (around 1200 ft), i.e., in the ICAO class G [16], which is
currently uncontrolled. Consequently, the implementation of a traffic management system
in the Class G airspace is essential to ensure safe and efficient ACV flows—both manned
and unmanned. Despite the existence of the air traffic management (ATM) system for
traditional aviation, which provides a good basis for the development of a similar system
in the lower space, there are technical and management problems to be solved to integrate
the UAM system into the current urban multimodal system due to the heterogeneous
characteristics of the urban airspace environment.

The National Aeronautics and Space Administration (NASA), in the USA, intro-
duced a Concept of Operations (ConOps) to set safe procedures for Unmanned Aerial
Systems (UAS) in the airspace organization, and then UAS Traffic Management (UTM)
systems [17,18] have been described. UTM aims to allow safe and successful operations in
the low airspace by achieving services such as airspace dynamic configuration, dynamic
geo-fencing, weather information, route planning and flight separation [19]. Also in Europe,
the U-space concept is being developed with the same goal, i.e., to support low-altitude
air traffic management [20] and integrate it with current air traffic. A limited number of
studies concerning a framework to develop aspects such as the organization and safety of
this emerging transportation system have been proposed [21–23], but the research in this
field is still evolving.

Another relevant factor for UAM service development is related to ground infrastruc-
tures, also called vertiports, which are aerial–ground interchange nodes. Municipalities that
want to ensure a successful UAM system should carefully identify the suitable number and
location of vertiports that have to be placed in a certain urban area [24]. Moreover, it is
important to consider that the introduction of vertiports in urbanized areas would modify
the city accessibility and lead to changes in the urban structure [25]. In the literature, some
methods have been discussed to locate vertiports as near as possible to people’s trip origins
and destinations [26,27]. Other studies focus on the minimization of travel times and
costs [28], whereas other approaches consider several variables such as the socioeconomic
and environmental features of the study area [29]. Solving the vertiport location problem
requires a large amount of information (also updated in real time, if possible), concerning
both infrastructural and organizational aspects.

The use of a digital twin of the urban area can help finding solutions by taking into
account most of the features considered above, both for introducing urban aerial networks
and for establishing vertiport locations.

A digital twin can be defined as the digital model of a physical system that is regu-
larly updated by the exchange of information between virtual and physical systems. In
recent years, technological innovations have transformed the way to study and simulate
processes and systems. Digital twins are a core part of this improvement, and they can be
used to simulate, design and process several application scenarios [30]. The digital twin
approach has already been explored to test, simulate, design and plan new solutions in
the transport field, such as operations of Connected Autonomous Vehicles (CAVs) [31] or
airport operations [32,33], as well as to recreate a virtual population in order to realize
agent-based simulations [34]. To the best of the authors’ knowledge, this is the first paper
that explicitly introduces a digital twin model for designing and developing UAM appli-
cations, such as vertiport location problems, airspace and air vehicle management. More
specifically, the purpose of this paper is to outline a novel framework that aims to improve
the use of the digital twin as a tool for developing UAM systems integrated with existing
ground transportation systems. A digital twin can be useful to identify the positioning of
vertiports—which requires specific conditions—by incorporating a dedicated air network
to identify flight paths suitable for ACVs. The paper also proposes a 3D aerial network
model, which would benefit from the digital twin model of the urban environment for
setting effective and safe air services. In particular, a simulation scenario in a real-world
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context is reported to show how the digital twin framework would operate to identify
vertiports and air corridors on which to set UAM services.

The paper is organized as follows. Section 2 provides the methodological scheme of
the paper. Section 3 aims to detail the digital twin concept by referring to the example of
the digital twin of a real city (Bologna, in northern Italy). Section 4 provides the possible
application of a digital twin for the vertiport location problem, while Section 5 discusses
airspace management issues. Finally, Section 6 contains the discussions and the conclusions.

2. Methodology

Figure 1 describes the relationship between Digital Twin, Vertiport Location and 3D
Urban Aerial Network (3D-UAN), which are the three interrelated elements here considered.

Figure 1. Relationship between Digital Twin, Vertiport Location and 3D Urban Aerial Network.

Digital twin models require data for representing physical systems. As for territorial
systems, and urban contexts in particular, data generally refer to socio-economic and
anthropic features as well as to the landform. As reported in Figure 1, the “context data”
may be different depending on the nature of the problem that the digital twin model would
help resolving. Here, the digital twin, and the related data, is thought to support the
location of vertiports and the configuration of a suitable 3D-UAN. Some data are similar,
although used for different goals. For solving the vertiport location problem, relevant
data includes, for example, anthropic features—such as height of buildings—as well as
socio-economic characteristics that would identify travel needs and then potential transport
demand for UAM services. For the vertiports being located, the further step is setting
the aerial network—here, the proposed 3D-UAN. The considered problems (3D-UAM
and vertiport location) are not independent, in particular the location of vertiports will
affect some of the nodes of the 3D-UAN (defined as “Fixed Nodes”, see also Section 5)
and then the corresponding links, which are the relationships between nodes and in this
case represent urban aerial routes between relevant points. It is worth noting that urban
aerial routes must satisfy several constraints within the urban context—such as technical
constraints, safety aspects and privacy issues—and then, still based on the use of the digital
twin model, additional nodes could be identified in order to set aerial routes that will meet
such constraints.
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From this perspective, the following sections will discuss the above issues, starting
from the potentialities offered by digital twin models (Section 3) and then showing how
to apply the framework of Figure 1 for the vertiport location problem (Section 4) and the
3D-UAN features (Section 5). Within the sections, examples are provided for a real context,
i.e., the city of Bologna (northern Italy).

3. Digital Twin Perspectives for Transport System Simulations

The employment of digital twin approaches to simulate processes and evolutions
of territorial realities has becoming more and more usual, with the aim of describing in
a quantitative and detailed way the physical world to simulate and predict the effects
of actions. The concept of digital twin was first formalized by Grieves [35] for some
industrial contexts, but it is now used in several other fields such as road infrastructures [36],
harbours [37], boats [30] and other civil sectors [38] to evaluate noise and air pollution, solar
potential, and the effects of future urban development [39], or for simulating, planning and
managing urban transportation networks [40,41].

Digital twins of complex systems, such as urban environments, could be fed by
off-line data and/or data collected in real time, depending on the aim. With respect to
a simple 3D urban model based only on geometrics data, the digital twin of an urban
environment considers socio-economic and anthropic information that may be obtained
by official sources (e.g., municipalities) or specific surveys—such as population and job
densities, median income, working places, recreational areas, building type and points
of interest. Such data require only periodic (not real time) updates. On the contrary,
some other data—such as traffic flows, pollution levels, traffic noise and meteorological
conditions—have to be collected in real time by sensors located suitably in the urban area.

A digital twin model could also be useful for the analysis and simulation of transporta-
tion systems that do not currently exist, such as UAM systems in metropolitan areas. In this
perspective, the digital twin model may be applied to identify and evaluate the suitable
areas for locating UAM ground infrastructures (i.e., vertiports) and also to run realistic
simulations and to establish urban air corridors in the lower airspace for ACVs operations.
Further details on these two aspects are provided in the following sections.

It worthwhile noting that the amount of gathered information related to the city
characteristics affects the UAM scenarios that can be developed. The basic information
useful for the vertiport positioning—particularly locations and also integration with ground
transportation systems—and to identify aerial corridors in the lower airspace, both size
and direction, are:

• Digital Terrain Model (DTM);
• Building height;
• Intended use of the building (or building type, such as schools, hospitals and churches);
• Socioeconomic variables (e.g., population density, workplaces, leisure spaces);
• Ground transportation infrastructures (e.g., roads, rails, terminals);
• Places where people can gather (e.g., stadium, main squares, pedestrian areas).

The use of these variables to locate vertiports and aerial corridors will be discussed in
detail in the next sections.

As an example for the application of the proposed framework depicted in Figure 1,
the digital twin model of the city of Bologna has been realized. Bologna is located in
northern Italy, with a population of almost 390,000 inhabitants. Some characteristics that
may represent relevant challenges for the introduction of UAM services are: (i) the relevant
number of medieval towers in the 3D city centre (see the digital twin model in Figure 2);
(ii) the land morphology, i.e., the northern part of the city is on a flat area, while the southern
one is placed on a hilly surface (see Figure 3). These characteristics, which introduce a high
number of obstacles for ACVs operations and vertiport location, make the city of Bologna
an interesting case study.
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Figure 2. Part of the digital twin of Bologna city centre.

Figure 3. Example of different information in the Bologna digital twin.

To realize the city digital twin, a GIS tool has been used to merge and process a high
amount of information that has been gathered by different sources (i.e., municipalities and
cadastral data). In this first attempt, the model is based on freely available data. First, a
DTM for the entire city was used as a base. Data on buildings such as height, type (e.g.,
schools, hospitals, churches, sport and leisure facilities), shape and size have been collected
and added together with information on population density referring to the different city
districts. Green areas such as parks have been modelled explicitly because they are places
where people group. The main ground transportation infrastructures (roads, railways),
the public transport stops and the airport area have then been added to the city model.
Finally, uncovered rivers or streams have been included because ACVs could overfly them
to minimize the risk of collision.

Figure 3 shows a graphic representation of the city digital twin, included the DTM on
the background, where buildings are in red, roads and railways are in light blue and blue,
respectively, and parks are in green. More data, included real time data, may be included
depending on availability.

4. Vertiport Location

Vertiports are important infrastructures of UAM systems, and their location plays a
crucial role for the development of the entire 3D-UAN in a given area. The location of
vertiports depends on a wide range of factors, which include: (i) existing/planned obstacles,
which have to be avoided by ACVs; (ii) available space, depending on vertiport layout;
(iii) procedures, which are required to set suitable connections between the ground and
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the aerial transportation networks; (iv) ground travel times (accessibility); (v) externalities
produced in the neighbourhood.

In the European context, the first regulation for vertiport design and placement has
been published by EASA [42]. However, it mainly focuses on vertiport design and only
takes into account the potential obstacles for ACV flight procedures in urban area. In the
Cologne Airport case study [43], considerations such as the ones in the EASA report on
obstacle clearance have been used to identify potential vertiport locations. The Geofences
data, i.e., virtual volumes around obstacles (such as buildings) set to avoid collisions,
especially for high urbanized cities, are considered among the most important ones to
support obstacle avoidance by ACVs and vertiport design suitability [44]. Furthermore,
as in current airport plan procedures, analyses of wind intensity and direction as well as
externalities produced by noise emissions are considered main criteria to identify vertiport
localization [45]. As for this latter, some studies suggest placing vertiports next to roads,
railways or airports [29] or in cloverleaf interchanges [46] to reduce noise impacts. In the
European context, people seem worried about UAM safety and noise pollution, which
might represent a relevant limit to implement UAM services in the EU [14].

The proximity between vertiports and the main ground transportation nodes could
be an important element to guarantee a good connection between the ground and aerial
transportation networks, which is a successful element for the introduction of UAM ser-
vices [47]. Other features that have been explored to choose vertiport locations involve
rooftop flatness and its shape and size. As an example, these analyses, coupled with the
socio-economic data of the study area, have been carried out for the city of New York [48],
whereas other applications—such as for Munich and Los Angeles—mainly focus only on
the socioeconomic characteristics of the area [29].

In some other analyses, obstacles or other physical hindrances have not been con-
sidered, while the aim has been to optimize some variables under specific criteria. For
example, some studies have developed optimization algorithms to place vertiports in order
to minimize the total travel time [49,50], maximize the number of passengers that can use
UAM services [51,52], maximize the service provider revenues [51] and maximize the travel
time saving [53].

All the studies cited above consider, in turn, only a limited number of variables useful
to identify vertiport locations. However, an effective vertiport location based on several
points of view requires a holistic approach that takes into account the different aspects,
such as urban environment, rules and impacts.

From this perspective, a digital twin of a city could give significant support to design,
place and manage vertiports as it contains detailed information that allows one to identify
space occupancy, obstacle clearance, acoustic impacts and accessibility to ground services,
but also potential demand based on socio-economic features as well as limitations for safety
and security issues. In more detail, information on building heights allows the identification
of potential spaces for locating vertiports, or, on the contrary, the areas that cannot be used
for this aim. Similarly, obstacles (e.g., antennas) would prevent the use of such areas for
locating vertiport. At the same time, population density, position of interchange ground
nodes and suitable socio-economic indexes (e.g., high-income areas) would facilitate the
identification of spaces potentially allocable to host vertiports. Integrating socio-economic
and trip data, in particular concerning passengers’ origin and destination points inside the
study area, is useful for optimal vertiport positioning.

High-density areas associated with high-income, which are attractive for starting UAM
services and then locating vertiports for accessing such services, generally correspond to
densely urbanized areas, where space is rarely available. Furthermore, space availability
does not refer simply to the area occupied by the vertiport infrastructure, but also to
a suitable volume around it for allowing safe landing and take-off manoeuvres. The
advantage of the digital twin city in this context is to use multi-criteria approaches for
identifying vertiport location also facilitated by the visual representation.
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Finally, externalities generated by the vertiport can be assessed based on some aerial
traffic hypotheses. Moreover, as the vertiport will be accessed mainly by ground trans-
portation modes, additional externalities due to the multi-modal ground transportation
systems can be considered and estimated—e.g., noise impacts, which is the most perceived
one by the population, can be assessed, and it might represent another criterion used to
identify the optimal vertiport location with respect to residents.

As an example, Figure 4 reports a preliminary solution—still referring to the city of
Bologna—where the vertiport location has been identified based on the information of its
digital twin. Particularly, vertiport suitability has been identified by Fadhil [29], based
on the weighted overlay of different features. In more detail, the suitability, S, may be
defined as [54]:

S = ∑ wixi·∏ Cj (1)

where wi is the weight assigned to factor i, Xi is the criterion score of factor i and Cj is
a constraint. Factors and constraints are identified in the digital twin database of the
case study (see also Section 3); in particular, the main factors are population density, job
density, median income, the characteristics of ground transportation and the main point
of interests, while the constraints are elements that prevent the location of a vertiport in
a given area (e.g., space unavailability, obstacles, proximity to schools, and similar). As
for weights, in this first attempt they have been identified based on some preliminary
results, also in the work by Fadhil [29]. The selected factors for the weighted overlay are
summarized in Table 1. A different radius for points of interest with respect to public
transport stops—respectively 1000 m and 500 m—has been identified, as points of interest
are expected to be less frequent than public transport stops, which generally are 500 m
from each other in city central areas.

Figure 4. Example of vertiport location (Bologna digital twin model).

Table 1. Factors used in the vertiport location procedure.

Factors Type of Information

Population Density Residential population per km2 for each census unit

Job Density Number of job activities for each census unit

Median Income Annual median income in a census unit

Ground Transportation
For each census zone, number of public transport (train, bus,
sharing mobility) stops within a radius of 500 m

Points of Interest
For each census zone, number of points of interest (especially
tourist attraction) within a radius of 1000 m

From Equation (1), a preliminary vertiport location has been found close to the main
train station, which is characterized by a large square that would facilitate safe manoeuvres.
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The identified area is also close to both the city centre, with several points of interest in the
surroundings, and an important interchange node, with train and bus services that would
improve intermodality between ground and aerial services. It is worth noting that the
assigned weights and constrains used in Equation (1) reflect, from one side, the importance
given to several factors and from the other side the unfeasibility of some locations based
on criteria such as building geofence, obstacles and so on, as it emerges from the digital
twin database. The area is also characterized by a high value of population and job density.
Although high population and job densities might be considered a constraint for vertiport
location, the considered geofence data would guarantee suitable distances from relevant
buildings and at the same time a suitable, potential demand for UAM services. Based on
the chosen factors, weights and constraints, the airport area, which is also close to the city,
has not been identified as a potential solution for locating the vertiport. For example, in
this case the population density is not so high as in the city centre, and intermodality is not
as relevant as in the location close to the train station.

This brief example has shown how the digital twin framework depicted in Figure 1
could support the location of vertiports. While this solution has been found by considering
simple constraints and weights coming from the literature, more precise solutions may be
found by improving the set of data in the digital twin and by adding further constraints
related to environmental impacts or minimization of access time to the vertiports, which
in this example have not been considered as not all the data were available at this stage.
As for environmental impacts in particular, several hypotheses on the expected traffic
at the vertiport could provide different solutions, thus also suggesting capacity limits to
guarantee good life quality levels to the community living around the vertiport.

Finally, it is worth noting that airports are expected to host vertiports inside or close
to their neighbourhood [55], especially for aerial airport shuttle services. Mainly for
airports close to urban areas (city airports)—but generally for airports serving a given
territorial system—the digital twin should also include information on aircraft take-off and
landing trajectories (and the consequent obstacle limitation surfaces) in order to consider the
potential risks due to ACVs movements in airport area and the related possible interferences
with traditional aviation. Geofencing data would also be a suitable solution in this case.

5. Urban Aerial Network Model

Ensuring effective and safe connectivity between trip origin and destination pairs by
UAM services requires setting a suitable aerial network where ACVs will move. Particularly,
vertiports represent access/egress points of UAM services, landing/take off spaces for
ACVs and initial/end nodes of aerial links, which may also be combined for providing
more complex aerial routes between some relevant vertiports. As depicted in Figure 1, the
location of vertiports has a direct effect on the urban aerial network that would guarantee
the aerial services in the area.

Among the considered factors and constraints, the appropriate location of vertiports
also has to take into account the local features of the low airspace—e.g., fixed and dynamic
obstacles, climatic conditions, protected zones. Again, the digital twin helps in identifying
such aerial routes, which should be suitably high above buildings, natural or artificial obsta-
cles and should guarantee safe flight conditions. In addition to the third aerial dimension, it
is necessary to define a structure for the management of routes and in-flight operations. For
this purpose, an aerial network model has been proposed in order to enable ACV [23]—i.e.,
drones, UAVs, eVTOLs—operations in uncontrolled airspace (class G). This model requires
a corresponding set of data that should be included in the digital twin model.

5.1. Main Features of the Aerial Network Model

The aerial network model integrates the concept of dynamic air corridors (e.g., DDCs) [56]
in a multilayer structure [57] in order to define a three-dimensional graph that involves the
vertical dimension for ensuring trips between origin/destination points. Here a 3D-UAN
model is proposed, given by the union of bi-dimensional graphs, GL, in multiple layers, L,
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which includes the set of Fixed Nodes (NF,L), a set of Transition Nodes (NT,L) and a set of
Dynamic Links (DL) connecting the nodes and the layers.

The 3D Graph (Θ) model [23] is summarized by the following formulation:

Θ = ∪L={1,...,n}GL ∪ Dv,L (2)

where GL = (NF,L, NT,L, Dh,L).
In more detail, Fixed Nodes correspond to vertiports, which are the access to egress

from UAM services, and are located based on the digital twin of the urban system, as
described in Section 3. Transition Nodes are set to allow horizontal crossings and shifting
to an upper or lower layer; some of them may be located at the same coordinates as Fixed
Nodes, except for the vertical coordinate. Again, the location of Transition Nodes—or
just their vertical position if they correspond to Fixed Nodes—is obtained by the digital
twin model, particularly by using the information related to height of buildings, potential
obstacles, and no-fly zones, among others. Pairs of nodes (both fixed and transition) are
connected by Dynamic Links, dm,L, which belong to the set DL = {dm,L} | m = {1, 2 . . .
PL}, where PL is the total number of links for layer L. More specifically, the dynamic link
set consists of horizontal and vertical link subsets, respectively, Dh,L = { hmL} ⊂ DL |
m = {1, 2 . . . } and Dv,L = { vmL} ⊂ DL | m = {1, 2 . . . }. Such links are identified by
ensuring safe flight conditions with respect to the external features, i.e., urban or extra-
urban environment.

The proposed 3D-UAN model also includes a cost function, defined on each link,
with the aim of providing minimum cost origin/destination connections, suitable ACV
separation and in-flight safety. The following link cost function ccc

(
Tt , Tg

)
has been defined

for each link belonging to DL:

c
(
Tt, Tg

)
=

{
Ttj for j = 1

Ttj + Tg(j, j−1) ∀ j > 1

}
(3)

where j is the j-th ACV using the dynamic link dm,L at a given time period; Ttj is the travel
time of j on dm,L; Tg(j, j−1) is the time gap between j and j − 1.

Depending on dm,L—horizontal or vertical link—the travel time, Ttj , will change.
By considering vertical links, if j = 1 the Ttij may be climbing (Taj ) or descent (Tfj

) time
depending on the link direction—i.e., to upper layers or to lower layers. If there are several
ACVs on the same link, i.e., j > 1, the time gap Tg(j,j−1) guarantees suitable separation
between two following ACVs along vertical links. For horizontal links, Ttj is the running
time, Trj , if j = 1, while if j > 1, the time gap Tg(j,j−1) guarantees appropriate separation
between two following ACVs. To assess the waiting time component, time gap Tg(j,j−1) is
assigned at a fixed node before ACV departure, to keep safe travel conditions among them.

Equation (3) may be re-written for different types of links as:

ch,L
(
Tr, Tg

)
=

{
Trj for j = 1

Trj + Tg(j, j−1) ∀ j > 1

}
(4)

cv,L

(
Ta, f , Tg

)
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Taj for upper layer transitions, j = 1
Taj + Tg(j, j−1) for upper layer transitions, j > 1

Tfj
for lower layer transitions, j = 1

Tfj
+ Tg(j, j−1) for lower layer transitions, j > 1

(5)

Data regarding travel, climbing and descendent times; physical obstacles; day time
(related to social economics habits); overflight zones; and environmental conditions—such
as wind phenomena or meteorological conditions, which affect flight conditions—should
be included in the digital twin model, together with real time information on aerial traffic
flows in more advanced versions.
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The cost function (4) is used to compute the minimum cost paths that each ACV
will use to realize the trip between the origin and destination vertiports, and to ensure
appropriate ACV safety separation (defined by Tg(j,j−1) ). Shortest paths based on such link
cost function may be found by iterative search algorithms—such as Dijkstra [58] or A* [59].

Flight operations within the same layer, L, occur along horizontal dynamic links (con-
necting fixed and transition nodes) belonging to Dh,L. The vertical links belonging to Dv,L
guarantee some specific procedures—i.e., landing and take-off operations, as well as layer
transitions to/from the upper or lower layers. As for the dynamic nature of both hori-
zontal and vertical links, it consists of enabling/disabling them in compliance with data
on environmental conditions and traffic capacity (e.g., operational delays, unfavourable
weather conditions). In addition, the features of the dynamic links may change according to
ACV size, which requires different features of dm,L cross sections. For example, large ACVs
require a greater distance between the layers and vertical link length increase and changes in
transition node positions in order to ensure suitable protection volumes around them [60].

5.2. Aerial Network Model Simulation Scenario

By considering the digital twin model of the metropolitan area of Bologna—which in-
cludes a wider area with respect to the example in Section 3 and also factors and constraints
for implementing the 3D-UAN in the city—three vertiports have been identified (Figure 5),
which are, respectively, at the airport (vertiport 1), at the main station (vertiport 2) and in a
city area with high population, job density and median income (vertiport 3). It is worth
noting that this result has been obtained by using still freely available data. More accurate
results and possibly different vertiport locations and/or number might be obtained by
using a more detailed database.

Figure 5. Vertiport location supporting 3D-UAN—case study.

Starting from the vertiport locations, the routes linking them have been set using
Equation (1) and the information provided by the digital twin model about local orography
and barriers. Where available, data about local environmental features have also been
considered. Particularly, some constraints to avoid conflicts with traditional aviation have
been introduced in the digital twin model. As for the urban environment, the presence

176



Drones 2022, 6, 387

of high buildings—such as historical towers and modern skyscrapers—has prevented the
connection of vertiport 1 with the other remaining two with a straight line (see Figure 5).

Figure 6 depicts the scheme of the obtained 3D-UAN network, while link and vertiport
features are reported in Tables 2 and 3, respectively. Due to the information contained in
the digital twin model (i.e., DTM and building heights) and the introduced constraints to
avoids obstacles along the dynamic air corridors, the altitude of the first layer (L1) resulted
at 200 m ASL (the highest building roof is at 184 m), while the following one (L2) is at 250 m
ASL (distance between L1 and L2 = 50 m).

Figure 6. The 3D-UAN model for the case study.

Table 2. Dynamic link features in the 3D-UAN case study.

Bidirectional Link

Horizontal Length (m) Vertical Length (m)

4–5 3310 1–4 160
8–10 3310 2–6 140
5–7 6670 3–7 110

10–11 6670 4–8 50
5–6 1700 5–10 50

10–9 1700 6–9 50
6–7 5190 7–11 50

9–11 5190

Table 3. Vertiport elevation.

Vertiport Elevation ASL (m)

Node 1 (Airport) 40
Node 2 (Main Station) 60

Node 3 (Populated–High income area) 90

To provide a preliminary application of the 3D-UAN for the case study, the following
hypotheses have been considered, particularly the existence of j on the dm,L; Tg(j, j−1) is the
time gap between ACVs j and j − 1., i.e., to the upper layers or to the lower layers. If there
are multiple ACVs on the same link, i.e., i > 1, the gap time, Tg(i,i−1) , guarantees suitable
separation between two following ACVs along vertical links.

For horizontal links, Tti is the running time, Tri , if i = 1, while if i > 1, the gap time
is Tg(i,i−1) . To assess the waiting time component, the gap time, Tg(i,i−1) , the following
are utilized: (i) advanced communication technologies (V2V, V2I/V2X) [61,62]; (ii) high
precision ACVs on-board sensors, such as radars, Detection and Avoidance (DAA) [63];
(iii) data transmission networks (i.e., FANET system [64]).
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The average cruising speed allowed on the horizontal links is considered equal to
90 km/h, while on the vertical links (included take-off and landing phases) it is 50 km/h.
This average speed value was chosen based on the data distributed by Volocopter on their
first prototypes [65], which should also support aspects related to flight safety.

Two scenarios have been investigated, which have been set as follows:

(a) scenario S1: time gap between successive departures Tg = 180 s
(b) scenario S2: time gap between successive departures Tg = 120 s.

For both scenarios, the dynamic link features are reported in Table 4. Furthermore,
for S1 and S2, six ACVs have been considered connecting specific origin/destination pairs,
and their shortest paths have been computed (Table 5). Additionally, a Tg value has been
assigned to fixed nodes, particularly for each scenario: ACV (1) and ACV (2) takes-off at
the same time t0 and Tg1 = 0; ACV (3) and ACV (4) takes-off at time t1 and Tg2 = t0 + Tg(1,2);
ACV (5) and ACV (6) takes-off at time t2 and Tg3 = t1 + Tg(3,4). Table 6 reports a detailed
analysis of the two scenarios over different periods of time

Table 4. Dynamic link features.

Dynamic Link Features

Maximum link capacity (number of ACVs) 2
Average cruise speed on horizontal links 90 km/h

Average cruise speed on vertical links 50 km/h

Table 5. O/D nodes, travelled distances and path costs in the two scenarios.

Origin
Node

Destination
Node

S1: Travelled
Distance (m)

S1: Path
Cost (s)

S2: Travelled
Distance (m)

S2: Path
Cost (s)

ACV (1) 3 1 10,250 418.64 10,250 418.64
ACV (2) 2 1 5310 222 5310 222
ACV (3) 3 1 10,250 418.64 10,250 418.64
ACV (4) 2 1 5310 222 5310 222
ACV (5) 3 1 10,250 418.64 10,350 605.84
ACV (6) 2 1 5310 222 5310 222

Table 6. Dynamic link status and ACV position in the two tested scenarios.

Scenario 1: Tg = 180 s Scenario 2: Tg = 120 s

0 120 s 180 s 240 s 360 s 420 s 0 120 s 180 s 240 s 270s 360 s

ACV (1) N * 3 (7-5) ** (7-5) (7-5) (5-4) \ N 3 (7-5) (7-5) (7-5) (7-5) (5-4)
ACV (2) N 2 (5-4) (5-4) \ \ \ N 2 (5-4) (5-4) \ \ \
ACV (3) \ \ N 3 (7-5) (7-5) (7-5) \ N 3 (7-5) (7-5) (7-5) (7-5)
ACV (4) \ \ N 2 (6-5) (5-4) \ \ N 2 (6-5) (6-5) (5-4) \
ACV (5) \ \ \ \ N 3 (7-5) \ \ N 3 (11-10) (11-10)
ACV (6) \ \ \ \ N 2 (6-5) \ \ N 2 (6-5) (5-4)

* N = node. ** = link.

From Tables 5 and 6, it can be seemed that, in a small urban context (such as the city
of Bologna), a time gap Tg = 180 s between successive departures would not generate air
traffic congestion, even if there are crossing routes. A different result is obtained in the case
of Tg = 120 s. In this scenario, the ACV (5) has to exploit the dynamism of the links and
switches to the next layer to ensure flight safety and avoid link congestion. In fact, thanks to
the information stored regarding the air traffic conditions, by both the ACV and the control
centre, the link (7-5) is disabled for transit, while the vertical links (7-11) and (8-4), and the
horizontal links (11-10) and (10-8) are enabled, ensuring a suitable air transport service.
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6. Discussion and Conclusions

The previous sections described two main aspects of UAM systems—i.e., vertiport
locations and 3D UAN—that may benefit from the digital twin approach. The presented
framework, together with the proposed 3D-UAN model, has been applied to the real
context of a medium size city and its metropolitan area. Although this is preliminary
research, the results obtained are very encouraging.

The first step, i.e., the location of the vertiport close to the main train station in
the city area, confirmed some of the suggestions and preliminary results in the litera-
ture. The identified area has some interesting features, such as high levels of population
and job densities—which would generate demand levels suitable for supporting UAM
services—and good ground connections—which would assure great accessibility to the
vertiport from the remaining part of the city.

As for the 3D-UAN structure, in the case study the metropolitan area has been consid-
ered, which is more suitable to this aim. Three vertiports have been identified and, by using
the digital twin information on the most important factors and constraints to set safe aerial
routes, a preliminary 3D-UAN structure has been identified. Furthermore, a preliminary
simulation of the aerial traffic flows has been provided, based on Equations (2)–(4). In a
real operational context, detected traffic data could also be added to the digital twin of the
system as time series data useful for figures and off-line scheduling purposes. In fact, in the
case of scheduled services, the computation of the shortest path and assignment of ACVs
at specific enabled links is performed before the departure of each aerial vehicle, based
on pre-trip information regarding the origin and destination points of ACVs. Scheduled
minimum paths and vehicle separations may be computed based on Equation (2).

It is worth noting that the data used for feeding the digital twin of the case study
were limited, because only freely available data have been used at this stage, and some
other data should be added for improving the nature of the information provided by the
digital twin, both static and dynamic data. For example, information regarding static
and dynamic populations could be relevant for dynamically adapting the 3D-UAN in
order to avoid overflying crowded locations. Similarly, information on dynamic and static
population density could be used to adjust the dynamic corridors in order to reduce the
externalities produced by ACVs, e.g., noise emissions during the day or night, respectively.
In the case study of Bologna, the information about the dynamic population is particularly
relevant because the city hosts one of the most important universities in Italy, with a student
population of about 90,000, which is a high number compared to the whole population
of the city. Particularly, many of them often live in Bologna for a limited number of
months. In this context, dynamic population density data are probably the best option for
safety evaluations of aerial corridors. Moreover, information on how much a location is
busy—which might be obtained by several sources (e.g., Google popular times)—can also
be useful to design and adapt the 3D network, while information on areas subjected to
urban canyon effects may help in refining the optimal routes.

Another important aspect that affects the location of the vertiports and the design
and management of the 3D-UAN is the energy consumption of each ACV. While for small
urban areas—as, for example, the city of Bologna—this kind of analyses is not necessary
because current aerial vehicle prototypes could realize several trips with a single charge;
however, for larger cities such as Rome, Paris or London the cost function of the 3D-UAN
model should include the energy consumption factor so that the computation of paths
between vertiports will also consider the vehicles autonomy. The maximum autonomy
range can then be included as relevant information for setting suitable locations of vertiports
and routes between them, as ACV energy autonomy affects the length of the links, also
depending on the vertiport (fixed node) where the recharging facilities has been located [66].

To summarize, the opportunity to use a digital twin approach at a high detail level will
help system designers and urban planners to evaluate and implement procedures to realize
successful aerial networks which can support the existent ground transportation system.
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For the effective use of digital twin models in UAM scenarios, several aspects should
be considered. First of all, it is important to validate the accuracy and the precision of the
gathered data before their integration into the digital model. For example, inaccuracies
in the measurement of building heights would compromise safety and produce problems
in the risk management process as well as vertiport location, which strongly depends on
obstacle clearance. Secondly, continuous digital twin data update is required to reproduce
the actual conditions of the represented system. For example, if cranes are introduced inside
the city for construction aims, which are possible obstacles to drone operations, the 3D
network should be verified and changed, if necessary, in order to avoid these hindrances.

To conclude, this paper proposed a coherent framework based on a digital twin
approach in order to deal with the vertiport location problem and the aerial network setting.
The digital twin model may significantly support the proposed 3D-UAN, characterized
by a high degree of dynamism. Particularly, dynamic links may be enabled or disabled
according to real time conditions that are expected to be included in advanced digital twin
models of the territorial system. In this perspective, data regarding link traffic volumes,
also transmitted in real time among both ACVs and traffic control centres (e.g., UTM),
should be included, which will allow one to compute new routes, even in real time. The
dynamic requirement of the links represents a considerable advantage and can be utilized
to better manage the system and guarantee adequate separations and fast and competitive
transport services, especially for medium-long distances.

Further studies will integrate other variables in the localization process, such as
environmental capacity, to limit the impacts on population as well as the use of an energy
consumption factors in the cost function of the 3D-UAN model.
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Abstract: Autonomous unmanned aerial systems (UAS) are having an increasing impact in the
scientific community. One of the most challenging problems in this research area is the design of
robust real-time obstacle detection and avoidance systems. In the automotive field, applications of
obstacle detection systems combining radar and vision sensors are common and widely documented.
However, these technologies are not currently employed in the UAS field due to the major complexity
of the flight scenario, especially in urban environments. In this paper, a real-time obstacle-detection
system based on the use of a 77 GHz radar and a stereoscopic camera is proposed for use in small
UASs. The resulting system is capable of detecting obstacles in a broad spectrum of environmental
conditions. In particular, the vision system guarantees a high resolution for short distances, while
the radar has a lower resolution but can cover greater distances, being insensitive to poor lighting
conditions. The developed hardware and software architecture and the related obstacle-detection
algorithm are illustrated within the European project AURORA. Experimental results carried out
employing a small UAS show the effectiveness of the obstacle detection system and of a simple
avoidance strategy during several autonomous missions on a test site.

Keywords: UAS; radar; computer vision; obstacle detection and avoidance; autonomous navigation

1. Introduction

In recent years, there has been growing interest in autonomous UAS, and this is
also reflected in the increase in scientific publications on the topic [1–5]. The importance
of this research area is fundamental since the development of autonomous technologies
in drones can guarantee significant benefits for society in the near future. For instance,
implementations for the search of missing people and the exploration of post-disaster or
inaccessible environments to humans where the use of drones with autonomous decision-
making capabilities could play a decisive factor in terms of the number of lives saved [6,7].

Nowadays, the topic of human transport in urban contexts through the use of au-
tonomous drones is also becoming more and more interesting, precisely because it would
allow to limit ground traffic by moving part of it to the sky. In this regard, the work
presented in this article was developed within the European project AURORA (Safe Urban
Air Mobility for European Citizens), which has as its ultimate goal the development of
autonomous technologies aimed at this type of use. In this regard, a fundamental element
that an autonomous driving system must implement on board is the obstacle-detection and
avoidance part [8,9]. In fact, without it, the aircraft cannot modify the global trajectory to
avoid unexpected obstacles and therefore would not be able to be used for applications
that instead require high safety and flexibility in terms of automatic recalculation of the
desired trajectory. In the literature, there are papers that deal with the development of
such systems; many of these are based on the use of stereoscopic cameras capable of depth
perception, allowing to carry out the detection of obstacles [10,11].
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Recently, the scientific community has begun to experiment with the use of radar
systems, which have multiple advantages, such as longer detection ranges and being insen-
sitive to light and visibility conditions [12,13]. Compared to optical systems, it is important
to note that radar technology also has disadvantages, such as a lower spatial resolution
and the almost total absence of resolution in height [12,14]. However, the two technologies
have complementary characteristics and therefore lend themselves well to being used
together; in fact, they are able to compensate for each other’s disadvantages. Automotive
applications of simultaneous radar and vision systems for obstacle detection [15–17] are
widely documented in the literature; however, this is not common in the UAS field. In
fact, except for some implementations where the 3D perception is obtained by merging
together the radar data with the monocular vision [14], until now and to the authors’
knowledge, there are no documented techniques that use radar and stereoscopic vision in a
complementary way.

In this article, an approach for UAS applications that exploits the complementary
features of an automotive-derived radar and a stereoscopic optical sensor to increase the
reliability of the detection algorithm is presented.

The two systems have been kept completely independent in such a way that a malfunc-
tion of one cannot affect the functioning of the other. As it will be detailed in the following
sections, the avoidance strategy comes into operation as soon as one of the two systems
detects a dangerous obstacle according to the detection policy implemented.

The paper is organized as follows: Section 2 describes the hardware and software
architecture, explains the method of creating environmental maps and defines the algorithm
that has the task of detecting dangerous obstacles inside them. Furthermore, Section 2
also discusses the implemented avoidance strategy which comes into operation only when
obstacles considered dangerous are highlighted. Section 3 shows the results obtained from
field tests carried out in an open environment that simulates an urban context. Finally,
Section 4 reports the discussion on results and future developments.

2. Materials and Methods

2.1. UAS Architecture

The platform used for the development of the obstacle detection and avoidance
system consists of a DJI Matrice 300 RTK drone to which a ZED 2 stereoscopic camera,
an AWR1843BOOST radar and an Nvidia Jetson Xavier AGX board have been added as
a payload. The obstacle detection algorithm runs on the Jetson board, which is directly
interconnected with the camera and the radar. Moreover, through a UART connection, the
board is also able to pilot the UAS autonomously.

Figure 1 shows the DJI Matrice 300 RTK equipped with the additional components.
In particular, at the top, it is possible to observe the Nvidia Jetson Xavier AGX board, while
at the bottom, there are the radar and the optical sensors used for the implementation of
the obstacle detection algorithm.

2.2. Stereoscopic Vision

To obtain three-dimensional information on the surrounding environment through the
use of computer vision, there are basically two technologies that can be used. The first is
based on RGB-D technology, where an RGB optical sensor is used alongside a TOF (time of
flight) depth sensor. The second one uses the optical flow coming from two RGB cameras
that needs to be processed on board the companion computer to provide 3D data. The TOF
sensor mounted on RGB-D cameras uses a laser beam matrix, very sensitive to ambient
light conditions, and does not guarantee high operating ranges.
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Figure 1. DJI Matrice 300 RTK drone equipped with the additional hardware components.

To comply with the specifications imposed by the AURORA project, classical stere-
oscopy based on two RGB optical streams was chosen, which provides more stable perfor-
mance, especially in outdoor environments. In particular, the ZED 2 stereoscopic camera
by StereoLabs was used, which in addition to providing the point cloud of the surrounding
environment defined in the fixed frame, is able to generate an estimate of the trajectory
traveled by the camera in 3D space. This estimate was obtained from the SLAM algorithm
implemented in the SDK (Software Development Kit) supplied with the camera. Unlike
other optical systems (see Intel t-265), the ZED 2 camera does not perform calculations on
board, leaving all the computational load to the Nvidia Jetson module. This is a significant
limitation since a considerable amount of the hardware resources is already reserved for the
camera SDK, leaving less space for user applications. For these limitations, it is important to
pay particular attention to the optimization of the detection algorithm in order to minimize
the computational cost necessary for the detection of dangerous obstacles. Despite the
presence of these problems, currently the ZED 2 camera represents the state of the art for
stereoscopic vision systems. In fact, it guarantees an operating range of up to 40 m and
performance superior to those offered by other products. Figure 2 shows a functional
example of this camera, where the RGB optical flow (a) and the depth flow, processed on
board the Jetson module (b), are visible.

Figure 2. Functional example of a ZED 2 stereoscopic camera. Image (a) shows an RGB frame coming
from the camera, while image (b) shows a depth frame processed by the ZED SDK on board the
Jetson module.
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2.3. Radar

The radar used for this work is an AWR1843BOOST by Texas Instruments [12]. A radar
detects the distance of the target by sending and receiving an electromagnetic signal through
at least a couple of antennas. Using a multiple input multiple output array, it is also able to
retrieve the direction of arrival. The sensor used is equipped with 3 TX and 4 RX antennas,
which correspond to 12 virtual antennas, disposed as shown in Figure 3. In Figure 3, the z
axis represents the altitude, while the x axis is left to right, and λ is the wavelength of the
electromagnetic signal. This arrangement of virtual antennas achieves a good azimuth
resolution and a poor elevation resolution, the elevation resolution being related to the
inverse of the z-distance between the antennas.

For the current application, the elevation resolution is used only as an angular cut-off.
In other words, the value of elevation measured by the radar is not used for mapping, and
it is set equal to zero for each target, but it is used as a spatial filter for rejecting the target
outside of a selected angular area. We set the angular field as ±45 deg in azimuth and
[0,20] deg in elevation. Therefore, all targets outside this interval are not used for mapping.

Since the radar is not able to provide the elevation of the target, we decided to always
consider zero as the elevation of the object. This is equivalent to assuming that each target
is on a horizontal plane at the same height of the drone. This hypothesis is not as restrictive
as it seems since usually a target at z = 0 m (at the same height of the UAS) is the most
reflective. Under this hypothesis, the map generated using the radar is bi-dimensional. It
becomes three-dimensional by changing the drone altitude [12].

Figure 3. Virtual antennas position of AWR1843BOOST [12].

In order to reduce the number of false alarms, the radar signal was filtered using two
constant false alarm rate (CFAR) algorithms [12]. The first CFAR algorithm discriminates
the physical targets from the thermal noise and from possible clutter using a moving
threshold on range direction. The second CFAR algorithm was applied in the Doppler
direction (which means on the speed) to further discriminate the possible targets from false
alarm. The radar provides the coordinates of each target that exceed the CFAR thresholds.

In the current application, the radar range resolution was 0.5 m with a maximum
range of 120 m and 10 Hz frame periodicity.

2.4. Framework

The whole framework runs on board the Jetson card, and it was developed through
the ROS (robot operating system) environment. The main advantage offered by ROS is
to guarantee extreme flexibility and modularity: it is possible to interconnect multiple
software packages, called nodes, through a publisher–subscriber scheme. The framework
developed is shown in Figure 4, where the nodes are visible in blue, the topics in green,
and the functions implemented within the nodes in black. The DJI OSDK node provides
a communication interface to the Matrice 300 RTK. In particular, through the telemetry
function, it is possible to obtain all the data of interest, while through the control function, it
is possible to autonomously fly the drone sending a set-point velocity vector. In the current
implementation, the telemetry data that are actually used in the framework are the GNSS
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(global navigation satellite system) coordinates and the attitude vector of the drone. This
data are then used to build the radar maps, which will be explained in Section 2.5.

Figure 4. Block diagram of the framework that implements the obstacle detection and avoidance
algorithm. In particular, the framework is able to communicate with the drone and to receive data
from the sensors to search for obstacles in the surrounding environment.

Regarding the radar node, it provides the topic containing the 2D coordinates of
the obstacles detected in the radar frame. In fact, as already explained in Section 2.3,
the AWR1843BOOST radar does not reliably provide the relative elevation coordinate.
The ZED 2 node creates the interface toward the stereoscopic camera: this node provides
the fixed-frame position estimation by processing the vision data, the camera attitude and
the topic point cloud that contains the 3D image of the environment. As will be explained
in Section 2.6, by suitably processing this topic, it is possible to create an obstacle-detection
system. The ODS node (obstacle-detection system) implements various functions: in
addition to the obstacle-detection task, it is responsible for the creation of the maps [12]
explained in Section 2.5, exploiting the absolute paths generated from the GNSS data [12]
via the DJI OSDK node and from the SLAM (simultaneous localization and mapping)
estimated by the vision process [18–21].

Since through the point cloud topic, it is not possible to create vision maps directly,
a specific node called “point cloud to voxel map” was developed. This node converts the
point cloud topic into a usable data structure [22] and the processed data are used for the
creation of the vision maps.

The last node implemented in the framework is the control node, through which
it is possible to define the generating policy (planner) of the desired set points for the
autonomous driving algorithm. In addition, the control node implements the avoidance
strategy, which is enabled in the event that a potentially dangerous obstacle is detected. In
this case, the function that realizes the avoidance strategy bypasses the planner function,
which is normally enabled during the autonomous mission.
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2.5. Mapping Algorithm

Both vision and radar maps exploit the Octomap library [23,24] to create and manage
volume maps (defined by sets of voxels) in an efficient and fast way, which is a requirement
when performed on embedded devices, such as Jetson boards. Two different type of maps
can be employed: local and global maps, both using the same Earth reference system (ENU
in this work). In general, we define a map as local when it only contains the obstacles
detected at the current time, whereas a global map includes all the objects detected during
the entire mission. In either cases, the task for updating the maps is computationally
expensive since it requires a transformation of each detected point from the sensor frame to
Earth frame, given the UAS attitude and position (pose). As said, for updating a local map,
it is necessary to destroy the previous information at each new frame. Conversely, for the
creation of the global map, it is sufficient to define a global container, where at each frame,
all detected targets are inserted, without, however, deleting previously detected objects,
even if they may no longer be present. Figure 5 shows the differences between the global
map built using the radar sensor and the global map built starting from the optical one.

Figure 5. Differences between vision and radar global maps: left (a) is the radar map where detected
obstacles are reported on the same plane as the drone; top right (b) is the optical point cloud, while on
the bottom right (c), there is the corresponding conversion into a set of voxels used for the detection
of dangerous obstacles. In this latter case, the map obtained also allows one to know the altitude of
the detected obstacles.

In order to meet project AURORA specifications, which require independent and
complementary sources for the obstacle detection subsystem, the proposed solution exploits
two specific maps: a Vision local map and a Radar global map, as shown in the diagram
of Figure 4. In particular, the vision maps are computed using the position estimate
obtained from the vision process as a reference. Due to the camera operating range, it is
quite common to have no visible objects during a mission for certain time intervals: in
these conditions the SLAM process can diverge, creating inconsistencies between the new
coordinates entered at the current time and the old ones, giving origin to distortions within
the global map (see Figure 6). For this reason, the global map is to be considered unreliable,
while the local map is the best choice for the task since in the latter, there are only the
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current obstacles, and these are always consistent with the position estimate provided by
the SLAM process.

Figure 6. Path divergence issues: estimated trajectories starting from data provided by the RTK
system (green) and by the SLAM algorithm that uses the vision data (red). The latter diverges if there
are no fixed objects in the operating range of the camera. This situation is shown in the image on the
top right, where, after the avoidance of the building, all the fixed obstacles are out of the range of the
optical sensor.

As for the radar obstacles detection, the reasoning for choosing a global map is different:
unlike the stereoscopic vision system, the radar has a much lower resolution, so some obstacles
may not always be reflective and consequently they could be detected only in certain time
intervals. Therefore, a global map reporting all the targets detected during the mission allows
for greater safety. It should be also noted that the radar maps, unlike the vision ones, are
created using the path received by the RTK system as a reference [12], which has no particular
divergence problems, being based on GNSS localization.

2.6. Obstacle Detection Methodology

Obstacle detection refers to the task of searching for dangerous obstacles in specific
regions of the maps introduced in Section 2.5 in order to guarantee safe UAS autonomous
navigation. As already mentioned, the vision system guarantees high resolution for dis-
tances within 40 m, while the radar system provides a lower resolution but an operating
range up to 120 m [12]. Therefore, the visual detection algorithm is typically more effective
in urban/indoor environments or in lower UAS speed ranges, whereas in larger open
environments, and with few obstacles, the radar detection system guarantees safer opera-
tions, allowing for faster flight. In addition to this, it must be considered that in urban or
indoor environments, there may be poor or incomplete GNSS coverage. In these conditions,
the visual detection system is more reliable, not only in terms of resolution, but also because
the vision maps are computed using the position provided by the SLAM process, which
does not require geolocation data.

In order to be able to detect the presence of dangerous obstacles starting from the two
maps used (vision and radar), it is necessary to define a region of interest (ROI) [25] as a
subset of the maps where the obstacles are searched. The approach followed in this article
considers any object (static or dynamic) found inside the ROI to be potentially dangerous.
The shape of the ROI is defined to ensure that the global trajectory produced a priori by the
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planner can be considered safe under the condition that no obstacles are inside the ROI. In
order to simplify the computational cost of the obstacle search, we make some assumptions
about the UAS navigation which are quite reasonable:

(i) The flight occurs with the sensors (radar and vision) facing the direction of motion;
(ii) The altitude is kept constant during the flight.

Under these operating conditions, we define the ROI as a cylindrical sector with radius
dm (maximum search depth along the flight direction), a FOV angle ψR, and vertical height
hm. This region can be first computed with respect to a reference frame B centered in the
UAS position �P and with Euler angles (0,0,ψ), i.e., with the yb axis aligned with the drone
heading angle ψ, as shown in Figure 7. The figure shows a schematic of the detection
process applied to the local map: the sensor FOV where obstacles are detected is shown in
gray. Instead, the yellow area defines the ROI such that the presence of obstacles in this
sub-region is considered dangerous.

Obstacle searching region

Mapping region

Detected obstacle

y

xz

Figure 7. Mapping region of the local map (gray); searching region where the presence of an obstacle
is considered dangerous (yellow); occupied voxels by obstacles (blue).

As the drone moves along the planned trajectory, the coordinates of the ROI in the
fixed reference frame must be updated at each iteration of the algorithm, taking into account
the UAS current position and yaw angle through the relation

�Fi = Rz(ψ)
−1�Fb

i + �P , i = 1, · · · , N (1)

where �Fi and �Fb
i are the coordinates of the i-th point of the ROI in ENU and B frames,

respectively, and

Rz(ψ)
−1 =

⎡
⎣ cos(ψ) sin(ψ) 0

− sin(ψ) cos(ψ) 0
0 0 1

⎤
⎦ ∈ R

3×3 (2)

is the corresponding rotation matrix.
This operation can be expensive, and its burden depends on the number N of points

representing the ROI. For this reason, in this article, an efficient algorithm to generate the
minimum number of points belonging to the ROI volume, given the map resolution mr, is
reported in Appendix A.

Once all the iterations necessary to update the entire ROI are performed, the result
shown in Figure 8 is obtained, where the relative voxel can be seen for each calculated
point. Finally, the last step of the obstacle detection task is to query the radar and vision
maps (via the Octomap libraries) using the coordinates of the ROI vectors �Fi in Equation (1):
for each point of the ROI, an occupation probability is returned such that for probabilities
greater than a given threshold (0.5 in our experiments), the relative voxel is considered
occupied, and an obstacle-avoiding strategy needs to be activated.
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Figure 8. The figure shows the voxels calculated by the detection algorithm within the search region.
In particular, the number of points computed by the algorithm depends both on the map resolution
and ROI volume.

It is important to underline that the ROI update algorithm should start calculating the
coordinates of the points from those closest to the drone. This is preferable to make sure
that the search for dangerous obstacles starts from the most critical points, i.e., those that
are closest to the drone.

2.7. Simplified Avoidance Strategy

To carry out the experiments required by the AURORA project, it was useful to
design and implement an obstacle avoidance strategy on board the drone. Although
in the literature, there are many refined techniques [26–29] that could have been used,
the main objective of the work package assigned to the University of Florence unit was
the development and testing of a fast complementary obstacle detection system exploiting
radar and optical sensors. In this context, it was chosen to implement a very simple
avoidance strategy able to correctly operate in an open environment.

In Figure 9, a flowchart shows the workflow of the algorithm: during the autonomous
mission, the planner and the obstacle detection (OD) blocks are enabled. As long as no
obstacles are detected inside the ROI, the OD block keeps the planner generating a trajectory
through a velocity reference �V1. When the OD task detects the presence of one or more
obstacles, it disables the planner by interrupting the loop connection and activates the
obstacle avoidance (OA) block, which remains active as long as there are obstacles inside
the ROI. As already mentioned, a simplified avoidance strategy was implemented by
switching to a velocity reference vector �V2, which corresponds to an increase in altitude.
This state persists until no more obstacles are found in the ROI such that the standard
mission planner can be re-enabled.
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Figure 9. Flowchart of the obstacle detection (OD) and avoidance algorithm (OA).

Figure 10 illustrates the different steps of the simplified avoidance strategy.
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Obstacle searching region

Obstacle searching region
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Figure 10. Avoidance strategy of dangerous obstacles. The voxels in front of the drone define the
ROI where the algorithm searches for dangerous obstacles (a). When an object is detected inside it
(b), the avoidance strategy is activated (c).

Notice that this strategy, once enabled, does not allow the subsequent lowering of
the altitude for realignment with the global path. This means that the mission will be
completed at a higher altitude than that of the path defined a priori. However, this is not a
problem since, as already mentioned, the avoidance strategy has been implemented only
for testing the detection system.

3. Results

The tests were carried out at the Celle castle at Incisa Valdarno (Italy) visible in
Figure 11. To test the correct functioning of the obstacle detection and avoidance system
in the planner, an autonomous mission was preloaded inside the control node, where the
global trajectory consists of a straight path that collides with one of the buildings present on
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the site. Considering the type of environment in which the tests were carried out, to prevent
the avoidance strategy from immediately starting to work, the desired depth of the ROI
was set at 7 m for the vision and 10 m for the radar.

The trajectory that the drone needs to follow is shown in Figure 12. This mission
foresees an automatic take-off from point 1, an arrival in point 2 and a return to the take-off
point with consequent landing. All phases of the mission were managed on board the
Jetson, which triggered the avoidance strategy explained in the previous section as soon as
the ODS node detected the presence of a building.

Figure 11. Celle castle site used to carry out the tests on the obstacle detection and avoidance system.

Figure 12. Example of mission carried out to test the correct functioning of the obstacle detection and
avoidance system. This mission involves a trajectory that takes the drone on a collision course with a
building on the site.

Since the two detection systems (radar and optical) are able to work independently,
several missions were carried out in order to separately test each sensor. Figure 13 presents
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the results obtained by enabling first the radar detection system and then the optical one.
On the top row of Figure 13a, three snapshots of a mission for the radar detection system
are shown together with the voxels relating to the global map and the voxels that make
up the ROI. In the central image, the ROI turns red since the algorithm detects an obstacle
(the edge of a building). Instead, the bottom row shows the text area, where the ODS
node starts publishing the warning messages with the coordinates of the detected obstacles
(central image) and the function that implements the avoidance strategy (right image). This
leads the drone to climb in altitude and subsequently to pass the building, avoiding the
collision. A similar behavior can also be observed for the optical detection system, visible
in Figure 13b.

As already explained, the resolutions that the two sensors can provide are very differ-
ent: in fact, for the global radar map, only the voxels relating to the edges of the building
are displayed, being more reflective, while in the optical local map, the entire visible wall
of the building is filled with voxels. In this regard, the resolution of the radar maps is set at
1 meter, while for the vision maps, it is equal to 0.5 m. Since the radar has less resolution, it
is safer to increase the volume associated with the single obstacles detected.

Figure 13. Screenshots of the building detection and avoidance phases through the separate use of
the two sensors: radar detection system (a), and optical detection system (b).

Table 1 shows the average update times for the coordinates of the ROI as a function
of different desired depths. Obviously, at greater depths, the algorithm must calculate a
larger number of voxels, and consequently, the complexity increases. These timings were
achieved by setting a map resolution of 0.5 m and a FOV of 24 degrees.
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Table 1. Number of voxels automatically calculated by the update algorithm of the ROI, the resolution
and the computation time as a function of various desired depths.

Depth (m) Resolution (m) Calculated Voxels Computation Time (s)

7 0.5 81 0.0032
10 0.5 139 0.0053
20 0.5 443 0.0081
30 0.5 915 0.0095
50 0.5 2361 0.0184
70 0.5 4477 0.0240
90 0.5 7261 0.0346

120 0.5 12699 0.0462

As can be seen, even at the maximum search depth (120 m), the average update time
is only 46.2 ms. This allows for the effective real-time detection of dangerous obstacles,
thus maximizing the time available for the implementation of the avoidance strategy.

4. Discussion

The experimental tests presented in this paper have shown how in an urban scenario,
the complementary obstacle detection and avoidance system is always able to detect and
avoid dangerous static obstacles along the UAS path. Having adopted a redundant archi-
tecture consisting of a radar sensor and an optical sensor, which possess complementary
operational features, it is possible to guarantee the detection of dangerous obstacles in
different operating conditions, significantly increasing the safety of the entire system. In
fact, as already discussed in the previous sections, in addition to having different operating
ranges and resolutions between the radar and the optical sensor, in low light conditions,
the radar can effectively replace the vision, even for short ranges. In conditions of accept-
able brightness, vision can guarantee higher resolutions and therefore greater safety in
detecting short-range obstacles. Moreover, redundancy can also be found in the different
map reference systems employed: radar maps are based on GNSS geolocation data, while
the vision maps use an independent position reference obtained from the optical SLAM
process. In this way, if the satellite coverage fails, the vision maps will continue to function
correctly and vice versa.

It is important to note that research associated with radar maps can involve larger
regions of interest than optical ones, as the radar sensor is able to reach longer ranges. This
implies that by appropriately scaling the resolutions of the vision and radar maps as a
function of the specific sensor range, it is possible to obtain equivalent calculation times for
the related regions of interest. This approach allows to add greater complementarity for
the two detection systems.

Future research work will focus on the implementation of more complex avoidance
strategies, which, eventually with the help of GPUs, can simultaneously compute multiple
alternative trajectories in order to find the optimal one, also avoiding moving obstacles.
Another interesting aspect that deserves additional work concerns the study of possible
different strategies for the creation and management of radar and vision maps, where, for
example, the RTK and SLAM references can be merged or replaced if necessary.
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Abbreviations

The following abbreviations are used in this manuscript:

FOV Field Of View
ROI Region Of Interest
SLAM Simultaneous Localization And Mapping
UAS Unmanned Aerial System
GNSS Global Navigation Satellite Systems
RTK Real-Time Kinematic
UART Universal Asynchronous Receiver-Transmitter
ROS Robot Operating System
ODS Obstacle Detection System
OSDK Onboard Software Development Kit
OD Obstacle Detection
OA Obstacle Avoidance

Appendix A. ROI Generation Algorithm

This appendix presents an algorithm to define a ROI geometry with the shape of a
cylindrical sector, depending on the parameters:

• mr: map resolution;
• dm: maximum depth to investigate (ROI radius);
• ψR: ROI field of view [rad];
• hm: ROI height.

The ROI is computed as the following set of N coordinates �Fb in the reference frame B

ROI =

⎧⎨
⎩�Fb ∈ R

3 s.t. �Fb =

⎡
⎣ nimr sin (nj/ni)

nimr cos (nj/ni)
nkmr

⎤
⎦
⎫⎬
⎭ (A1)

where the indexes ni, nj, nk are integers depending both on the ROI geometry and
map resolution:

ni = 1, · · · ,
⌈

dm

mr

⌉
, −

⌈
ni

ψR
2

⌉
≤ nj ≤

⌈
ni

ψR
2

⌉
, −

⌊
hm

2mr

⌋
≤ nk ≤

⌊
hm

2mr

⌋
.

In brief, the computation of the N points of the ROI proceeds along the radius (using
the ni index) from the origin up to the maximum depth, with a step resolution equal to mr.
For any generic depth, the nj index spans the FOV angle ψR to compute all the points along
the corresponding arc of circle. Finally, the third index nk computes a copy of the above
planar geometry along the vertical dimension. The number N of the points computed by
the algorithm can be approximately estimated by the ratio between the ROI geometrical
volume and the voxel volume, such that

N ≈ ψRd2
mhm

2m3
r

.

Figure A1 shows two examples of ROI with a common FOV angle of 24 degrees but
different depths.
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Figure A1. On the left (a) is the ROI relative to a desired depth of 7 m; on the right (b) is the ROI
relative to a desired depth of 120 m. FOV angle is equal to 24 degrees.
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Abstract: Novel electric aircraft designs coupled with intense efforts from academia, government
and industry led to a paradigm shift in urban transportation by introducing UAM. While UAM
promises to introduce a new mode of transport, it depends on ground infrastructure to operate
safely and efficiently in a highly constrained urban environment. Due to its novelty, the research
of UAM ground infrastructure is widely scattered. Therefore, this paper selects, categorizes and
summarizes existing literature in a systematic fashion and strives to support the harmonization
process of contributions made by industry, research and regulatory authorities. Through a document
term matrix approach, we identified 49 Scopus-listed scientific publications (2016–2021) addressing
the topic of UAM ground infrastructure with respect to airspace operation followed by design, location
and network, throughput and capacity, ground operations, cost, safety, regulation, weather and lastly noise
and security. Last listed topics from cost onwards appear to be substantially under-represented,
but will be influencing current developments and challenges. This manuscript further presents
regulatory considerations (Europe, U.S., international) and introduces additional noteworthy scientific
publications and industry contributions. Initial uncertainties in naming UAM ground infrastructure
seem to be overcome; vertiport is now being predominantly used when speaking about vertical
take-off and landing UAM operations.

Keywords: urban air mobility; UAM; eVTOL; vertiport; literature review

1. Introduction

“To take off, flying vehicles first need places to land” [1]

The interest in suitable VTOL ground infrastructure is rising due to the growing
amount of small UAS applications and the thriving topic of UAM introducing a new mode
of passenger transport and on-demand deliveries inside urban areas. UAM is striving for
revolutionizing the status quo of ground transportation, aircraft design, ATM processes
and the principles of multi-modality. Furthermore, UAM seeks to connect residential areas
and airports to city centres, to attract as many residents as possible by promising immense
time savings under affordable conditions. UAM is setting the scene for new approaches,
new technologies and new potential markets. However, UAM is describing a new mode of
aerial transportation which will be implemented in very challenging urban environment in
which VTOL capabilities and early considerations of infrastructure design specifications are
expected to be crucial. This is supported by EASA “Study on societal acceptance of Urban
Air Mobility in Europe” which concluded with infrastructure being the biggest challenge
for UAM [2].

These days, the topic of UAM is thriving, the number of published contributions is
large, but those who focus specifically on UAM ground infrastructure are widely scattered
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and are addressing different business cases, time horizons and technological readiness. This
manuscript provides a detailed and systematic review of 49 Scopus-listed, scientific publica-
tions about ground infrastructure in the context of UAM and published between the years
2016 and 2021 (including). The publications were selected through a text mining approach:
if the abstract of a publication contained both “urban air mobility” and at least one keyword
related to ground infrastructure (see the list of keywords in Section 1.1) it was included
in the selection. The various text mining techniques used in the analysis are explained in
Sections 1.2 and 1.3. These encompass database overlap analysis, document term matrix
and document classification. All scripts were written by the authors using the following
Python 3.8 packages: pandas, nltk, stop_words and statistics. A comprehensive introduction
into the text mining approaches used in this review can be found in [3].

The review predominantly focuses on VTOL operations and subsequently calls UAM
ground infrastructure: vertiports. Furthermore, additional noteworthy contributions made
by research, regulatory authorities and industry are presented. This review complements
already existing UAM review publications of Garrow et al. [4] and Straubinger et al. [5] and
contributes thereto by focusing explicitly on ongoing research, regulatory and industrial
contributions as well as intermediate achievements in the field of UAM VTOL ground
infrastructure. We are aware that the term “urban air mobility” indicates a limited view
compared to “advanced air mobility” (AAM) as proposed by NASA [6]. Yet NASA con-
tinues to use the term UAM as a subset of AAM, as do comprehensive reviews of the
field [4,5]. For this reason we will use the term UAM, but we do not intend to exclude other
applications of AAM, such as regional or rural air mobility.

Throughout the review, eleven research topics were identified: airspace operation, de-
sign, location and network, throughput and capacity, ground operations, cost, safety, regulation,
weather, noise and security (sequence: descending prominence), which shaped the following
structure of the manuscript. Section 1 provides an overview and a systematic trend analysis
(text mining) of already used UAM ground infrastructure terminology and classifications.
Section 2 elaborates a summary of current heliport design guidelines and introduces first
drafts and prototypes of vertiport design specifications focusing mainly on European and
American contributions. The subsequent Sections 3–5 summarize and discuss the contri-
butions of 49 publications based on the trend analysis introduced in Section 1. Additional
noteworthy scientific, regulatory and industry contributions are discussed. Section 3 exam-
ines the development of vertiport networks considering different operating environments
and groups of customer. Section 4 summarizes vertiport design proposals, analyzes dif-
ferent approaches of developing vertiport airside air and ground operations and collects
initial investment estimations for specific vertiport designs. Section 5 concludes the re-
view by providing initial evaluations of weather impacting UAM and vertiport operations.
Finally, Section 6 conducts a critical evaluation of all sighted contributions and highlights
pending and under-represented research questions.

1.1. Taxonomy of UAM Ground Infrastructure

One might ask the question, why is there a need to define a new class of ground
infrastructure specifically for UAM when we already have a distinct set of thoroughly
practiced design guidelines covering aerodromes, airports and heliports?

Assuming affordable access to UAM flights is targeted, high numbers of throughput
need to be achieved which will require larger and probably more complex ground infras-
tructure topology and access management as it is currently available for helicopter/heliport
operations [7]. This may include ground taxiing of VTOL aircraft, reduced separation,
simultaneous/automatic/autonomous operations as well as steep/vertical approach and
departure profiles in order to operate in densely populated and built-up urban environment.
For comparison, basic flight maneuvers for rotorcraft address a typical descent profile of 8
to 12 degrees whereas a steep approach is defined by approx. 15 degrees descent angle [8].
Moreover, UAM being considered on-demand, following high dispatch frequencies and
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mainly operating in urban scenery with shortly changing flight phases are characteristics
of significant difference compared to current aviation operations.

As to understand with what UAM ground infrastructure is associated with and what
considerations are stated in terms of classification and definition, the following Sections 1.1.1
and 1.1.2 will provide an overview of historic and current developments.

1.1.1. Regulatory and Standardization Context

Both well-established and novel aircraft manufacturers, research facilities, local and
public authorities, regulatory agencies, CNS providers, air navigation service providers,
consulting companies and many more all around the world are currently contributing to
the development of UAM. A considerable inconsistency was found in the classification
of such UAM VTOL ground infrastructures throughout different (scientific) publications
addressing UAM.

Starting with already familiar aviation ground infrastructure and according to
ICAO, the aerodrome, is “a defined area on land or water (including any buildings, in-
stallations and equipment) intended to be used either wholly or in part for the arrival,
departure and movement of aircraft” [9]. In the European certification specification for
aerodrome design CS-ADR-DSN, EASA follows ICAO’s guidelines but added the specifi-
cation of being located “on land or water or on a fixed offshore or floating structure” [10].
This also includes small general aviation airfields, heliports, commercial airports and
military airbases [11]. A distinct version for rotorcraft, the heliport, is defined by ICAO’s
Annex 14 and EASA’s CS-HPT-DSN as “an aerodrome or a defined area on a structure
intended to be used wholly or in part for the arrival, departure and surface movement of
helicopters” [9,12]. For completion, an airport has terminal(s) and car parks additional to
the infrastructure used by the aircraft itself, thus the aerodrome is part of an airport [11].
Consequently, the heliport extends the characteristic of an aerodrome by the definition of
an area on structure which includes the possibility of elevated areas. Also, the heliport
is exclusively used by helicopters, whereas the aerodrome can be used by both vehicles.
It needs to be highlighted that EASA’s CS-HPT-DSN only provides design certification
specification for heliports located at aerodromes that fall under scope of Regulation (EU)
2018/1139.

Transitioning from “traditional” aviation towards initial serious considerations of
inter-city aerial transportation, in 1983, the National Rotorcraft Program analyzed how the
national inter-urban transportation market in the U.S. can be improved [13]. Among others,
the report determined that conventional helicopters did not satisfy the stated requirements
due to lack of capacity, high operational costs and high noise levels. The recommendation
of considering tiltrotor aircrafts offered higher speed and range and vertical take-off and
landing capabilities.

Followed by this recommendation, in 1985, the FAA, NASA and the Department of
Defense conducted a joint civil tiltrotor study in order to identify the potential of the commer-
cial tiltrotor transport market [13] . Several studies followed covering the topics civil tiltrotor
missions and applications, potential risk areas, market evaluations, ground infrastructure
planning and development, air traffic control and public acceptance (see [13–16]).

Driven by those civil tiltrotor developments generated by industry, military and
government, in 1991, the FAA developed an AC 150/5390-3 guiding vertiport design [17].
The terminologies vertiport and vertistop were first introduced describing respectively “an
identifiable ground or elevated area, including any buildings or facilities thereon, used for
takeoff and landing of tiltrotor aircraft and rotorcraft” and “a vertiport intended solely for
takeoff and landing of tiltrotor aircraft and rotorcraft to drop off or pick up passengers or
cargo”. This AC paved the way for the term vertiport and the general idea of creating classes
of ground infrastructure to describe different characteristics and operational capabilities.
Those considerations were never put into practice since military tiltrotor technologies
were never used commercially therefore causing the cancellation of AC 150/5390-3 in July
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2010 [18]. However, years later, those former developments serve as important precedent
being now adjusted and refined for modern UAM operations.

First, the generic term UAM aerodrome was introduced by FAA’s first version of a
UAM ConOps [19] addressing foundational principles, roles and responsibilities, scenarios
and operational threats. It describes “a location from which UAM flight operations depart
or arrive. [. . . ] UAM aerodrome is used explicitly when the context indicates function-
ality to support UAM operations that is not present in NAS [National Airspace System]
operations” [19].

NASA is following FAA’s approach by using the term UAM aerodrome in the first
version of the published UAM Vision ConOps in 2020 [6], addressing a UAM operation of
medium density and complexity. The term UAM aerodrome is further specified by address-
ing operational UAM characteristics such as VTOL capabilities and ground movement
leading into the definition of a “specifically defined area that is intended for the arrival,
departure, and ground movement of UAM aircraft. Because of the VTOL nature of many
UAM aircraft, most UAM aerodromes look more like today’s heliports with landing pads as
opposed to long runways” [6]. In a follow-up ConOps addressing high-density automated
vertiports [20], NASA again further specified the classification and defined the term verti-
port in correspondence to the aircraft design (VTOL and rotorcraft) and its propulsion unit
(eVTOL). Also, the physical location of a vertiport (ground-based or elevated) is now part
of the definition which resulted into “an identifiable ground or elevated area, including any
buildings or facilities thereon, used for the takeoff and landing of eVTOL and rotorcraft”.

Responding to the rising requests claiming for a consolidated UAM ground infras-
tructure design guideline, in March 2022 the FAA published an engineering brief on the
subject of vertiport design limited to piloted and VFR VTOL operations in order to capture
early UAM VTOL operations [18]. In [18], UAM ground infrastructure is now following the
initial classification of [17], but clearly stating propulsion characteristics, VTOL capabilities
and the specific use of co-located buildings for passenger handling and other UAM services.
Consequently, the vertiport is defined as “an area of land or a structure, used or intended
to be used, for electric, hydrogen, and hybrid VTOL landings and takeoffs and includes
associated buildings and facilities” and the vertistop as “an area similar to a vertiport,
except that no charging, fueling, defueling, maintenance, repairs, or storage of aircraft are
permitted” [18].

Transitioning to European UAM applications, EASA introduced the term vertiport
in the first draft of the SC SC-VTOL-01 [21] in 2019. It provides an initial description
naming the vertiport “an area of land, water, or structure used or intended to be used for
the landing and take-off of VTOL aircraft”. There is no specific requirement attached to
that definition addressing the VTOL aircraft’s propulsion unit, passenger handling and
service facilities providing e.g., charging/refuelling and maintenance. This rather generic
definition was picked-up by EASA’s Prototype Technical Specification (PTS-VPT-DSN) for
VFR Vertiports [22] published in 2022.

Since regulatory authorities are working closely together with standardization bodies,
it is noteworthy mentioning them in this context. The EUROCAE, operating as a non-profit
organization, is dedicated to the elaboration of aviation standards since 1963. The devel-
opment of UAM operations is incorporated in working group 112 “Vertical Takeoff and
Landing” which is developing several standards such as vertiport operations (ED-299
currently under development [23]), and VTOL aircraft ConOps (ED-293 [24]). Important
groundwork for [22] was provided by EUROCAE. In [24], EUROCAE makes use of the
term vertiport following the definition stated in EASA’s SC-VTOL-01.

On an international standardization level, the International Organization for Standard-
ization ISO, is currently developing a vertiport standard ISO/AWI 5491 under the technical
committee ISO/TC 20/SC 17 Airport Infrastructure [25]. A publication is still pending.
Further, ASTM International initiated already in 2017 the work item of “New Specifications
for Vertiport Design” which also indicates the usage of vertiport and vertistop and providing
the following, sofar most precise definition: “Vertiport means a generic reference to the
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area of land, water, or structure used, or intended to be used, for the landing and takeoff
of VTOL aircraft together with associated buildings and facilities. Vertistop means a mini-
mally developed VTOL aircraft facility for boarding and discharging passengers or cargo.
The vertiport/vertistop relationship is comparable to a bus terminal-bus stop relationship
with respect to the extent of services provided or expected” [26]. It is also highlighted
that vertiports are expected to serve both civil VTOL aircraft and civil helicopters and the
extension for electric driven VTOL aircraft should be considered carefully [26].

1.1.2. Commercial and Research Context

In 2016, when UBER Elevate published the whitepaper “Fast-Forwarding to a Future
of On-Demand Urban Air Transportation” [27], the topic short range metropolitan air
transportation including the vertiport “came back to life”. Several whitepapers followed
addressing among others “The Roadmap towards scalable urban air mobility” [28], “The
New Digital Era of Aviation” [29] and a “Concept of Operations: Autonomous UAM
Aircraft Operations and Vertiport Integration” [30].

Ref. [27] picks up the terminologies introduced by [17] but focusses on layout and
charging characteristics. The infrastructure which supports urban VTOL operations is
defined as vertiports, described as “VTOL hubs with multiple takeoff and landing pads,
as well as charging infrastructure” and as vertistops “a single TLOF pad with minimal
infrastructure”. This whitepaper together with the following UBER Elevate Summits in the
years 2017, 2018 and 2019 received considerable attention and significantly pushed forward
the topic of UAM. This trend is also depicted by the number of publications related to the
topic UAM ground infrastructure in Figure 1. When investigating all publications listed in
the online database Scopus from the year 2000 onwards, which are displaying a connection
to the keyword UAM ground infrastructure, it appears that the number of publications is
increasing explicitly with the year 2016.

Figure 1. Publications related to UAM ground infrastructure as listed in Scopus after the year 2000
and in relation to the publication of UBER’s whitepaper in 2016 [27].

The consulting companies Deloitte [31] and McKinsey and Company [1] both estab-
lished a UAM ground infrastructure classification with multiple sub-categories addressing
varying features, capabilities and local implementation. The generic term of the physical
infrastructure is termed as vertiplaces [31] and VTOL ports [1], respectively. The largest
archetype is defined by both as vertihub. Ref. [31] describes it as small airports for eVTOL
aircraft, mainly located on the periphery of urban or suburban areas because of their large
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footprint including the availability of MRO infrastructure, whereas, ref. [1] envisions it
as a stand-alone building implemented in central and high-traffic areas providing charg-
ing/refueling capabilities for VTOL aircraft and distinct services for passenger. The second
archetype is termed as vertiport and vertibase, respectively. Based on [31], the vertiport is
located at points of interests ideally integrated with other modes of ground transportation.
Multiple eVTOL aircraft can be accommodated, fast-charging, refueling and minor MRO
services are provided. Security check-points, passenger waiting lounges, systems for fire
safety and real-time surveillance are highlighted as well. According to [1], vertibases are
medium size, located at medium-traffic areas and are either newly built or retro-fitted.
As third archetype depicting the smallest footprint, Refs. [1,31] use the term vertistation and
vertipad respectively. On the one hand a vertistation provides only one or two pads for which
the use of existent helipads can be considered. On the other hand, vertipads are assigned to
a “spoke” in a hub-and-spoke network. Both share the characteristic of smaller footprints
and lower costs which could enable an easy implementation as peripheral infrastructure in
suburban or rural locations.

Following the approach of multiple archetypes but based on aircraft performance and
UAM ground infrastructure capabilities, ref. [7] uses the term UAM aerodrome by [19] as
hypernym for UAM ground infrastructure. With regard to a UAM aircraft’s performance,
VTOL or STOL capabilities are distinguished resulting into different UAM aerodrome
classes. The term vertidrome was used for VTOL operations and stoldrome for STOL opera-
tions only. Two additional flavors of vertidromes are used, vertiport and vertistop, in order
to distinguish between operational and technical capabilities like charging, refueling, MRO
and passenger handling.

Numerous terms for novel take-off and landing ground infrastructure were found
by [32], such as vertiport, vertipad, pocket airport, skypark, sky node and sky port. To avoid
the definition of a specific term and therefore limiting ground infrastructure to a specific
characteristic, ref. [32] uses the generic term TOLA, take-off and landing area, for on-
demand mobility operations, which describes any location an aircraft, VTOL or STOL
aircraft, can depart from or arrive at. Additional terms were found such as Verti-X [33],
skyports [34] and airpark [35] if super STOL (SSTOL) and STOL aircraft are being considered
to serve metropolitan areas and intra-city operations.

But towards what terminology is the UAM community trending? The next section
will run a systematic analysis of what terminologies are used in the scientific context, based
on the set of identified terms introduced in this section.

1.2. Trends in Research and Scientific Publication

In this section, the use and prominence of the above-mentioned terms or keywords
(both words used synonymously) will be analyzed. The goal is to illuminate the usage of
different keywords in the past and present and help the community become more aware
of current developments in the field of UAM ground infrastructure. As hinted in the title
of this paper, we believe “vertiport” to be the most prominent keyword and it is therefore
used throughout this manuscript.

In Section 1.1, a total of 19 keywords were discussed. A search in the publication
database Scopus (find the Scopus publication portal under https://www.scopus.com/;
accessed on 11 July 2022) yielded that 11 of 19 keywords were used at least once in the
listed scientific literature (equals database “ground infrastructure”); this means 8 keywords
were not used at all. A limitation of this approach was that the keywords needed to occur in
the title or abstract of the publication, as Scopus only searches the meta data of publications.
This database was chosen as a compromise between a wide range of publications (e.g., Web
of Science does not list conference proceedings) and quality of publications (e.g., Google
Scholar has no transparent mechanism of selecting papers).

To gain a feeling for the trend of each keyword (see Table 1), three time spans and
sub-databases were looked at in particular: the last two decades, the last 10 years, and the
years after 2016 which marked a turning point due to the publication of the UAM white
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paper by UBER Elevate [27] (see Figure 1). The number of publications in each sub-database
is shown as well in Table 1. The size of the database does not have to match the sum of the
occurrences of all keywords for various technical reasons: for example, one paper could
contain multiple keywords from the list.

Table 1. Prominence of “ground infrastructure” related keywords.

Keyword
Scopus All

Years
Past Two Decades

(2000–2021)
Past 10 Years
(2012–2021)

Since UBER Elevate
(2016–2021)

aerodrome 662 536 383 296
airpark 30 27 12 9

pocket airport 2 2 2 1
skynode 23 23 13 8
skypark 6 5 5 4

vertidrome 1 1 1 1
vertihub 2 2 2 2
vertipad 4 6 6 6
vertiport 82 63 62 60
vertistop 2 2 2 2

verti-x 1 1 1 1
ine

Size of database
without duplicates

810 689 500 396

As the focus of this review is ground infrastructure in the context of UAM, the same
search was then applied to the keyword of “urban air mobility” (equals database “urban
air mobility”). The goal of this analysis is to find the best-fitting keyword for ground
infrastructure in the context of UAM, which is done by comparing the two databases
derived from Scopus. In Figure 2, the overlap of these two databases is visualized. Set A and
B represent the UAM and ground infrastructure database, respectively. The comparison
of two sets is conducted by looking at DOIs as unique identifier. As not all listed entries
carry a DOI, these entries are removed, yielding the sets C and D representing the cleaned
databases for UAM and ground infrastructure, respectively.

Entries in Scopus that do not carry a DOI number can be proceedings, workshop
summaries or other material, but also conference papers and articles. There are other ways
of comparing entries such as using the title, but this might lead to problems with consistency.
Excluding all entries that do not carry a DOI number is therefore a way of dataset quality
control, while we acknowledge that this might create a bias within the dataset.

The combination of both databases is labeled as set E, the papers exclusively occurring
in the urban air mobility database as set F and the papers exclusively occurring in the
ground infrastructure database as set G. Our set of interest are those papers shared by
both databases, which are labelled as set H. In Table 2, a brief description of all sets is
given, including the size of each set and their relation to one another. Comparing the
databases of both searches showed that only 8 keywords (see Table 3) of the 11 keywords
shown in Table 1 are used in the context of UAM throughout 49 scientific publications
listed by Scopus.
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Figure 2. Overlap between databases derived from the keyword “urban air mobility” and 11 key-
words related to “ground infrastructure”.

Table 2. Size of sets from database overlap analysis: 49 shared papers including keyword “urban air
mobility” (UAM) and keywords related to “ground infrastructure” (GI).

Set Descripton Size
Mathematical
Relation of Sets

A UAM all publications 551 A ⊇ C ⊇ F
B GI all publications 396 B ⊇ D ⊇ G
C UAM only publications with DOI 421 -
D GI only publications with DOI 335 -
E UAM and GI combined 707 E = C ∪ D
F UAM exclusive 372 F = C \ H
G GI exclusive 286 G = D \ H
H UAM and GI shared 49 H = C ∩ D

Table 3. Keyword occurrences describing UAM ground infrastructure (set H).

Keyword Hits

aerodrome 1
airpark 4

vertidrome 1
vertihub 1
vertipad 4
vertiport 40
vertistop 1

verti-x 1

total hits 49

Applying a document term matrix approach, the number of occurrences of each
keyword in the final database can be highlighted (see Table 3). A document term matrix
shows how often each keyword occurs in each publication. The number of hits shown are
the sum of occurrences across all 49 publications. It can be seen that “vertiport” occurs
in 40 of the total 49 publications and therefore covers over 80%. Vertiport is the most
prominently used term or keyword to describe UAM ground infrastructure. This is in direct
contrast to the wider field of aerospace research where “aerodrome” (296 occurences in the
last 6 years) appears to be the more prominent keyword while “vertiport” is used less often
(60 occurences in the last 6 years) as can be seen in Table 1. Yet, the keyword “aerodrome”
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has negligible relevance in the UAM community (1 occurence in the context of “urban air
mobility”, see Table 3). The process of selecting keywords describing ground infrastructure
and finding the overlap with the body of research concerned with UAM is summarized in
Figure 3.

Figure 3. Selection process of keywords used to describe “ground infrastructure” in the context of
“urban air mobility”.

An analysis of the full UAM database (set A displayed in Figure 2) shows, that
only two papers have been published before 2016, wherefore the assumption to start
our analysis with the publication of UBER’s whitepaper [27] in 2016 is justified. We are
aware that searching for the keyword “urban air mobility” may neglect former UAM-like
contributions covering intra-city air travel. The focus of this manuscript, however, is to
specifically cover the recent trend of UAM addressing novel eVTOL aircraft and airspace
designs as well as the concept of on-demand and multi-modal mobility.

An exponential growth in UAM related publications can be seen after the year 2018.
Analyzing the vertiport database (set H displayed in Figure 2) also shows a rising trend
in publications. Both trends are visualized in Figure 4. Using a data analytics approach
the most frequent authors are listed in the Appendix A. Similarly, the conference proceed-
ings and journals which published most often about the topic of vertiports are identified
(see Figure A1a and Figure A1b, respectively). Finally, a list of the top ten papers with the
highest impact according to number of citations is shown in the Appendix A in Table A1.
This overview is supposed to give the reader an idea of which publications and authors
impacted the research community; and where to search for articles and submit personal
contributions to.
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Figure 4. Trends of publication in the fields of UAM and vertiports.

1.3. Classification of Vertiport-Related Topics

Reading through the 49 scientific publications extracted from Scopus as explained in
Section 1.2, we identified eleven topics which will be proposed as a classification of the
current vertiport research. The topics and their prominence across those 49 publications
are displayed in Figure 5. The sizes of the rectangles correspond to the weight of each topic.
The larger the area of a topic the more attention it received so far. The weight of a topic was
determined via weighted sum analysis. First, for each publication it was analyzed if the
topic played no role (0 points), a minor role (1 point), or a major role (2 points). This was
applied for all topics giving each publication a sum of points. Second, the amount of points
for the topic was divided by the sum of all points of that particular publication to create a
normalized point-score (so that the sum of point-scores for each publication is 1). Third,
the normalized point-scores of the topic were added up across all publications.

Figure 5. Classification of vertiport-related topics and their weight in the reviewed scientific literature
(49 publications); size of rectangle corresponds to prominence of the topic.

1.4. Summary

Reviewing different publications addressing the description of UAM ground infras-
tructure resulted into a collection of various approaches, classifications and terminologies
used for UAM ground infrastructure (cf. Section 1.1). UAM ground infrastructure is often
classified based on the operating vehicle’s performance (VTOL, STOL, civil helicopter),
propulsion characteristics (electric, hybrid, hydrogen, LNG), operational features (charging,
refueling, MRO), entertainment services (passenger, residents) and training capabilities.
Additionally, the overall footprint (large, middle, small), the way of implementation (newly
built, retro-fitted) and the location where UAM ground infrastructure is going to be placed
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(city-center, urban, sub-urban, periphery, connected to other modes of transport) play an
important role when establishing UAM ground infrastructure and its specific services.
Based on the individual perspective, 19 different terms have been identified. Searching
in the database Scopus for “ground infrastructure” in connection to “urban air mobility”
and trough database overlap analysis, we found 49 publications building the basis for
this manuscript (cf. Section 1.2). Using a document term matrix, we were able to show
that “vertiport” is the most commonly used term occurring in over 80% of the sighted
publications. Additionally, we found a rising trend of vertiport publications starting in the
year 2018; this affirms our assumption to only include recent years in our analysis. Lastly in
Section 1.3, we identified eleven research areas in the vertiport domain presently addressed
with varying significance. This includes airspace operation, design, location and network,
throughput and capacity, ground operations, cost, safety, regulation, weather as well as
noise and security.

2. Heliport and Vertiport Design Guidelines

“Heliports provide the most analogous present-day model for VTOL vertiports. However,
despite the similarities between the two types of aircraft, there are design differences
between traditional helicopters and VTOL aircraft. VTOL aircraft come in varied con-
figurations and propulsion systems, with and without wings, and with varied landing
configurations.” [18]

Merging aerial transportation with our daily lives would often require vertiports
to be located in densely populated areas and inside city boundaries which is currently
more a vision than a reality. If future vertiports are going to play an eligible part of a
multi-modal transportation network already following certain standards, they have to be
additionally aligned with aviation safety standards in order to operate in the first place.
Skyports, a globally acting developer of UAM ground infrastructure, demands that “na-
tional and international aviation rules and industry standards must be changed rapidly to
enable the introduction of new VTOL aircraft and associated ground infrastructure” [36].
Driven by these demands, national aviation agencies who are responsible for providing and
regulating safe flight conditions are now working on adjusting current design guidelines
and regulations, and where necessary, to develop and implement new ones. Since the UAM
community is still lacking a comprehensive understanding of how VTOL operations are
changing ground infrastructure design specifications and requirements, it is frequently re-
ferred to already existent heliport and rotorcraft terminologies, approaches and procedures.
Figure 6 depicts the terminology typically used in the context of UAM and vertiports.

Figure 6. Vertiport topology terms used in the context of UAM.
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Depending on different time horizons, maturity levels and traffic densities, vertiports
can differ in elements, capability, size and throughput. One key element is the TLOF of
specific size, pavement, marking, load-bearing and drainage, etc. in order to withstand
dynamic forces during touchdown. At the TLOF, the VTOL aircraft initiates take-off and
conducts final touchdown. The FATO is a defined area of specific size over which the VTOL
aircraft is completing its final phase of approach or initial phase of departure. A dedicated
safety area surrounds the FATO to specific extent and provides an extended obstacle free
area. Additional stands of specific size and protection area can be used for parking and
passenger handling. They are connected by a taxi route in order to provide a safe transition
from one element to another. Taxi routes must follow pre-defined requirements and have to
provide protection areas to ensure a safe operation. Various operational modes of taxiways
can be considered, such as moving the vehicle through air or on the ground resulting into
different size and safety margins (see Section 4.2.2).

In the following two sections, a summary of historic and current regulatory design
guidelines will be provided with the focus on European and American contributions.

2.1. Europe

Ongoing vertiport research and regulatory work is driven by EASA’s drone and VTOL
operation initiative.

In 2020, a first issue of a proposed means of compliance MOC SC-VTOL was published
focusing primarily on basic VTOL aircraft design topics such as minimum handling quali-
ties and CFP [37]. A thorough definition of a vertiport’s role and minimum requirements
was missing. EASA’s second publication of proposed MOC-2 SC-VTOL [38] started to ad-
dress the airside operation of a vertiport such as approach and departure paths, operating
volumes, FATO dimension and climb gradients, for which a final publication is expected
in 2022.

Based on those developments, a Prototype Technical Specification for the design of
VFR vertiports accommodating manned eVTOL aircraft, PTS-VTP-DSN, was published in
March 2022 and is leading the way for a first European regulatory framework [22].

2.1.1. Operation Classes

In Europe, UAS operations are grouped in different operation classes based on the
performance involved and the operational risk addressed. Its categories are open, specific
and certified. Operations in the open and specific category address (leisure) operations
with low and medium level of risks for which we already have a European regulatory
framework for (Open: [39], Specific: [40]). Lastly, the certified category caters for the highest
level of risk, therefore asking for the highest safety standards compared to other operation
classes. According to [41], certified operations need to meet aircraft standards for manned
aviation requiring a type certificate and a certificate of airworthiness. The dependency
between type certificate, risk-levels and operational requirements including the use of
designated UAM ground infrastructure was developed in the first issue of SC-VTOL-01
in 2019 [21]. “VTOL aircraft that are certified in the Category Enhanced would have to
meet requirements for continued safe flight and landing, and be able to continue to the
original intended destination or a suitable alternate vertiport after a failure. Whereas for
Category Basic only controlled emergency landing requirements would have to be met, in a
similar manner to a controlled glide or auto-rotation” [21]. In order to better understand
the European approach of classiyfing UAS operations, a structured overview of its setup is
depicted in Figure 7. European regulation for certified UAS operations is currently under
development under the rule making task RMT.0230(C) which initially defines three types
of operation [42]. Operation type #1, IFR cargo UAS operations in class A-C airspace.
Operation type #2, UAS operation in congested environment in U-space airspace including
unmanned passenger and cargo transport. Completed by operation type #3 following
characteristics of type #2 but with pilot on-board and considering also operations outside
of U-space airspace. For further description of the topic U-space, please visit Section 2.1.5.
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Figure 7. European UAS operation classes, subcategories and types based on [41,43,44].

Later on, when operating volumes and contingency procedures at vertiports are being
defined, the corresponding operation class and operation type will determine performance
and therefore vertiport footprint requirements.

2.1.2. D-Value

Following former heliport design guidelines such as [12], the D-value has been used
to dimension a heliport’s airside topology, safety margins and operating constraints. The D-
value defines “the largest overall dimension of the helicopter when rotor(s) are turning
measured from the most forward position of the main rotor tip path plane to the most
rearward position of the tail rotor tip path plane or helicopter structure” [12]. Comparing
novel VTOL aircraft designs (cf. [45]), ref. [46] found that the smallest enclosing circle being
equally to the D-value for rotorcraft can be off by 15%. A thorough mathematical derivation
is provided in Appendix 1 of [22]. In order to secure sufficient obstacle clearance, EASA
re-defined the D-value for VTOL aircraft by changing it into “the diameter of the smallest
circle enclosing the VTOL aircraft projection on a horizontal plane, while the aircraft is in
the take-off or landing configuration, with rotor(s) turning if applicable. [. . . ] If the VTOL
aircraft changes dimension during taxi or parking (e.g., folding wings), a corresponding
Dtaxi and Dparking should also be provided” [38].

2.1.3. Vertiport Design Guidelines

Taking into account the new D-value definition specifically fitting VTOL aircraft de-
signs, key elements of a vertiport (airside ground) can be dimensioned in order to establish
an operating environment. Please re-visit Figure 6 to refresh specific heliport/vertiport
design elements and terminologies used.

According to [22], a vertiport has to offer at least one FATO, in order to provide a
designated area free of obstacles and with sufficient surface and load-bearing qualities.
The dimension of a FATO is driven by the vehicle with the largest D-value intending to
operate on the designated ground infrastructure. Furthermore, at least one TLOF needs
to be provided at a vertiport. It can be located within a FATO or co-located with a stand.
An additional safety area (solid/non-solid) exceeding the FATO and a protection side slope
should protect the operation from penetrating obstacles. The vertiport might also offer
taxiways and stands for additional operation. Both can be designed to meet either ground
or hover movement capabilities of the VTOL aircraft resulting in higher footprints for
the latter. Stands can be used simultaneously, sequentially, by turning in a hover or by
taxiing-through without a need to turn. Depending on the intended operation, different
requirements need to be met. Furthermore, EASA’s PTS-VTP-DSN proposes a lightning
vertiport identification marking of a letter “V” inside a blue circle, a D-value marking
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to clearly state those aircraft designs being able to be accommodated at the vertiport,
a FATO identification number, as well as a marker for the maximum allowable mass.
Additional proposals for approach lighting systems and flight path alignment guidance
markings and lights were elaborated, defining the location, characteristics, and configura-
tions of each system. It is expected, as a second step, that a full regulatory framework will
be developed in the context of the rule making task RMT.0230 “Introduction of a regulatory
framework for the operation of unmanned aircraft systems and for urban air mobility in
the European Union aviation system” [42] in the near-term.

For further details, the reader is pointed to EASA’s certification specification for VFR
heliports CS-HPT-DSN [12] and VFR vertiports PTS-VTP-DSN [22].

2.1.4. Proposed Reference Volume for VTOL Procedures

After examining the design requirements for a vertiport’s airside ground topology,
the airspace directly attached to the vertiport accommodating among others approach
and departure paths (airside air) needs to be structured. Reviewing different regulatory
proposals and guidelines, in the second publication of the proposed MOC-2 SC-VTOL [38],
VTOL take-off and landing procedures are building on existing regulations for helicopters
of category A. “Category A with respect to helicopters’ means a multi-engined helicopter
designed with engine and system isolation features specified in the applicable airworthiness
codes and capable of operations using take-off and landing data scheduled under a critical
engine failure concept that assures adequate designated surface area and adequate perfor-
mance capability for continued safe flight or safe rejected take-off in the event of engine
failure” [47]. Novel VTOL aircraft designs are expected to offer advanced vertical take-off
and landing capabilities in order to meet the needs of emerging VTOL operations in urban
environment. Therefore, a novel take-off path was elaborated addressing explicitly vertical
take-off. It consists of a significant vertical climb segment until the take-off decision point is
reached. Additionally, at least two take-off/climb and approach surfaces with a separation
of at least 135◦ (ideally 180◦) should be provided. Furthermore, obstacle clearance in terms
of protection surfaces apply with respect to the virtual elevated vertiport which describes
the top of the vertical climbing segment until positive rate of climb is achieved and the
VTOL aircraft is starting the acceleration into forward flight. VTOL aircraft can either follow
conventional landing or a newly developed vertical landing procedure while complying
with the requirements of obstacle separation. For this purpose, vehicle performance as well
as navigation and communication performance requirements need to be elaborated in order
to define the maximum allowed deviation from the nominal landing path. The required
landing distance provides a safe environment if a CFP event is recognized at the landing
decision point (LDP). For additional details please refer to Figures 1 and 2 of [38].

Due to the variety of VTOL designs, a first “Reference Volume Type 1” was proposed by
MOC-2 SC-VTOL providing standardized parameter values for vertical take-off and landing
procedures [38]. This proposed reference volume for VTOL procedures led into EASA’s so
called obstacle free volume (OFV) proposed in [22]. It describes a protection volume above
take-off/landing pads in order to create a safe environment for UAM operations especially
in congested and obstacle-rich environment (see left visualization in Table 4). In order
to qualify as a OFV, certain criteria and dimensions must be met. Considering different
accumulations of approach and departure surfaces to fit different obstacle characteristics
can lead into bi-directional or omni-directional OFVs. A standardized reference volume
Type 1 was developed and is displayed in Table 4. Manufacturer of VTOL aircraft may
voluntarily comply with the reference volume type 1, and if required, additional reference
volumes can be defined. It needs to be highlighted that the reference volume type 1
displayed in PTS-VPT-DSN [22] was enlarged compared to what was proposed initially in
MOC-2 SC-VTOL [38].

Next to the design dimensions of a VTOL-specific operating volume, VTOL aircraft
manufacturer and certification authorities need to agree jointly on an operating procedure
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and minimum performance requirements. This also includes strategies and measures if
non-nominal situations occur during different flight phases.

During the flight, ref. [22] introduced the concept of alternate vertiports assigned
to the flight prior take-off in cases of a critical failure. Whereas, if an individual take-off
procedure needs to be aborted, the vertiport needs to provide a suitable FATO extension
(rejected take-off distance) for the VTOL aircraft to complete a rejected take-off under a
CFP at the take-off decision point. This results into bigger vertiport footprints in order to
accommodate those contingency procedures. Similar to the aborted take-off procedure,
a vertiport needs to offer a safe operating volume when balked landing is conducted due
to CFP and a go-around procedure needs to be in place guiding the VTOL aircraft from
LDP back to LDP in order to start a second approach.

Table 4. VTOL reference volume type 1 according to PTS-VPT-DSN [22]; visualization (left) extracted
from [22], ©EASA.

Parameter Short Description Reference Volume Type 1

D D-Value VTOL aircraft specific
h1 Low hover height 3 m
h2 High hover height 30.5 m
TOwidth Width at h2 3 D
TOf ront Front distance at h2 2 D
TOback Back distance at h2 2 D
FATOwidth Width of the FATO 2 D
FATOf ront Front distance of the FATO 1 D
FATOback Back distance of the FATO 1 D
αapp Slope of approach surface 12.5%
αdep Slope of departure surface 12.5%

2.1.5. Airspace Structure and Traffic Management

Latest European UAM development show, that urban passenger-carrying operations
are considered to operate first under current ATM procedures and most probably under
visual flight rules, but are targeting an operation inside the European UTM system U-space
in the mid- and long-term. U-space was elaborated initially in form of a ConOps (see [48,49])
providing a first set of operational practices and rules, predominantly addressing drones
and small UAS. Those insights contributed to the recent regulation describing the U-space
framework, its foundational structure and mandatory services [50]. Furthermore, a corre-
sponding draft of acceptable means of compliance and guidance material was developed
in accordance with the U-space framework [51]. However, the peculiarities of passenger-
carrying operations were not considered during the initial U-space ConOps, consequently a
vertiport’s role, responsibility and participation in U-space is not defined yet on a ConOps
or regulatory basis. In addition, U-space is currently limited to very low-level airspace up
to 500 ft (150 m) AGL which might be re-evaluated considering passenger-carrying UAM
traffic. As UAM is considered to grow over time, the U-space system is assumed to mature
in levels of connectivity and automation as well (U-space services U1 to U4). Starting from
foundational services like e-identification and traffic information, it targets a full set of
strategic and tactical operating U-space services in order to accommodate the complexity
and dynamic behaviour of UAM including passenger-carrying VTOL operation. The ba-
sis of the U-space framework and its corresponding ConOps asks for a detailed analysis
of stakeholders, roles, required services and a thorough ground and air risk evaluation.
In 2021, the European standardization organisation EUROCAE published the second vol-
ume of an eVTOL ConOps ED-293 [24], in which the vertiport was highlighted as an
essential stakeholder and operational procedures such as ground handling processes were
proposed. Further details including the distinct definition of roles and responsibilities
within a vertiport’s organisation are currently finalized in ED-299 [23] and are expected to
be published this year.
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For vertiport operations, a thorough traffic management analysis is still pending.
What information is required by the U-space community during the course of different
flight phases? How is a vertiport integrated into urban airspace? Who is responsible for
the air traffic management at a vertiport and how do multiple U-space service provider
interact in the vicinity of a vertiport In the next years, U-space will be re-evaluated and
expanded in order to fit UAM demands in the mid-and long-term. The completion of
several European U-space research projects including but not limited to CORUS-XUAM
developing an extended U-space ConOps [52], TINDAiR investigating the safe integration
of UAM as an additional airspace user [53], DACUS developing demand and capacity
balancing strategies [54] and PJ34-W3 AURA developing a ATM U-space interface [55]) will
support essentially this development.

2.2. USA

In the U.S., heliport design guidelines have an extensive history and impacted reg-
ulatory efforts worldwide. According to the World Factbook of the Central Intelligence
Agency, over 80% of all heliports worldwide are located in the U.S. [56]. The current FAA
heliport design guideline published in AC 150/5390-2C in 2012 [57] is building the basis for
most ongoing vertiport research.

2.2.1. Heliport Design Guidelines

The FAA heliport design guidelines describe the dimensions of the airfield elements,
approach and departure paths, safety related questions and the heliport facility as a whole.
In the current version, general aviation heliports, transport heliports and hospital heliports
are treated individually. As general aviation heliports are most closely related to antic-
ipated early UAM operations, the following descriptions will focus on this application.
The dimensions for TLOF, FATO and safey area of pads are defined, as well as widths of
taxiways and safety zones around parking positions. The slope of approach and departure
operations should be 8:1 and two FATOs need to be at least 200 ft (61 m) apart to be operated
simultaneously. The safety area of the pad needs to be obstruction free, but can expand
over the rim of a building for elevated heliports. In Figure 8, two key figures from FAA’s
vertiport engineering brief can be seen.

Figure 8. Dimensions of pad and approach/departure slope according to FAA engineering brief on
vertiport design [18], ©FAA.

Various reports have been published containing considerations for updating heliport
guidelines to fit future vertiport requirements. As there are no vertiport guidelines in effect
today, heliport guidelines are the closest scenario. An update of the FAA heliport design
guidelines, AC 150/5390-2D, is currently drafted [58]. The National Air Transportation
Association published a review of UAM related literature in 2019 and finds that “there is
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no comprehensive canon of policy guidance or regulatory mandates governing vertiport
operations” [59]. The report goes on to address regulatory gaps in passenger facilitation,
ground handling, security, (ground) marking, design and planning and first response.
A similar view on regulatory aspects, but with a stronger focus on building codes is taken
in an article written by Zoldi [60]. Here, building codes around fire, health, safety, electricity,
plumbing, air circulation and sustainability standards are listed, which are not heliport
specific, but must be considered in the process of designing the facilities. A more operations-
related perspective is taken by [61], who describes a safe helicopter approach path to be at
a slope of 500 ft (150 m) per nautical mile for helicopter-carrying sea vessels.

In 2020 the FAA published a ConOps for UAM with an emphasis on novel airspace
structures in the national airspace [19]. Vertiports are viewed as “location[s] from which
UAM flights arrive and depart”. New “corridors” or tubes in the air are established
through which eVTOL aircraft travel. This airspace is designed to be shared by manned
and unmanned transport.

Lastly, NUAIR has recently published a ConOps for high-density automated vertiport
operations with the perspective of having hundreds of vehicles airborne simultaneously
in a metropolitan area [20]. Similar to the FAA ConOps, vertiports are defined as nodes
at the end of airspace corridors: “identifiable ground or elevated area used for the takeoff
and landing of VTOL aircraft”. In the NUAIR ConOps the NASA UAM maturity level 4 as
defined by [62] is treated. Vertiport operations are conceptualized as (1) a wider vertiport
operations area, (2) a smaller vertiport volume and (3) surface operations. A comprehensive
list of vertiport stakeholders is provided. The ConOps claims that “no vertiport exists and
operates today”, that “heliports are the most analogous current-state model for vertiports
of the future” and that early vertiports might be retro-fitted heliports [20]. Together,
the FAA and NUAIR ConOps show maturing thoughts towards creating future vertiport
design guidelines.

2.2.2. Historic and Future Regulatory Considerations for Vertiports

In the past, there have been attempts to formulate distinct vertiport design guidelines.
While they were discontinued they still form the historic root for current vertiport design
guidelines. Some things have changed dramatically, in particular aircraft technology,
automation and the electrification of aviation. Selected vertiport considerations will be
presented in this section.

In 1970 a vertiport study was published by [63] looking at intra-city air travel with
tilt-wing configurations using conventional fuels. The study already considered similar
aspects as today’s efforts, among others passenger processing, air traffic management
and design of vertiport airfields. One remarkable point is that noise and community
acceptance had already been identified as a key constraint. In 1991, the FAA launched
efforts to investigate vertiport design using larger tilt-propeller configurations for inter-city
air travel [17]. The design of approach and departure slopes and other regulations resemble
today’s heliport regulations, except for the sizes of take-off and landing pads, which are
larger due to the different vehicle sizes and configurations. Various studies followed, such
as [64] designing a single-FATO, eight-gate vertiport layout to be built at the Hudson river.
In order to operate the vertiport sufficient demand would be necessary and small access and
egress times were identified as essential to meet this goal. In a follow-up study, 13 vertiport
locations nationwide were investigated for passenger transport from the suburb to the city
center [65]. It was concluded that only about half of the 14 cities have the demand structure
to build a profitable vertiport. Only one vertiport was built, namely in Dallas. The FAA
AC 150/5390-3, responsible for those efforts, was cancelled in 2010 [17].

Most recently the FAA released a pre-print of a new edition of vertiport design
guidelines to be published in June 2022, which were already mentioned in Section 1.1.1.
Many aspects are identical to the current FAA heliport design guidelines and the authors
acknowledge that the guidelines will be subject to continuous change in the near future.
Yet, one of the novelties is the explicit treatment of charging for electric vehicles and the
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question of vertiport placement in the proximity of airport runways. The report uses
the term “controlling dimension” CD to describe the maximum dimension of the vehicle.
The dimensions of a pad are defined as TLOF (1 CD), FATO (2 CD) and safety area (3 CD)
depending on the maximum dimension of the vehicle, as can be seen in Figure 8 (left).

2.2.3. Air Traffic Management

Regulations for ATM are not exclusive to vertiports, but they overlap and, in particular,
NASA has espoused ATM for UAS as part of their focus. First thoughts on how to integrate
high numbers of UAS into the national airspace were presented by [66]. Here, it was already
clear that “UAS operations today challenge the ATM system in several ways”, seeing that
human air traffic controller would quickly experience overwhelming workload. In 2014,
NASA then coined the term UTM, which will “support safe and efficient UAS operations
for the delivery of goods and services” [67]. A range of new concepts are introduced, such
as dynamic geo-fencing, new flight rules and tactical de-confliction with improved CNS
capabilities. In 2017, NASA published their ConOps for the UTM system [68,69], while the
FAA released in parallel the ConOps for a Low Altitude Authorization and Notification
Capability [70]. Another noticeable effort is the ATM-X project done by NASA, who started
asking the question of how to integrate in particular UAM passenger services into the
national airspace [71].

Finally, in the year 2018, the ConOps for UTM was published by the FAA in coop-
eration with the Department of Transportation under the umbrella of “NextGen” [72];
also under this umbrella the above-mentioned ConOps for UAM has been published in
2020 [19]. In the UTM ConOps the airspace class G below 400 ft (122 m) AGL is proposed for
operations. Various principles are introduced, e.g., a hybrid of private/public partnership
and guarantee of equal access to the airspace by all participants. Further, the UAS service
suppliers or providers of services for UAM (PSU) are introduced and take on a central role
in the envisioned architecture. In contrast to the initial European U-space ConOps (see
Section 2.1.5), where vertiports are not specifically addressed yet, the U.S. UTM system
explicitly includes vertiports in its concept.

2.3. International

Next to the U.S. and Europe, there are considerations around vertiport design world-
wide, which also play a role in the current effort to draft first vertiport design guide-
lines. ICAO released its Heliport Manual Doc 9261-AN/903 in the fifth edition in 2021 [73].
Yet, this document is not open to public and follows generally speaking the guidelines
set by the FAA [57]. Airbus released a blueprint [74] sketching out principles for UTM
and stakeholders involved in UTM. In this report, next to UTM efforts in Europe and the
U.S., China [75,76] and Japan [77,78] are mentioned to have started investigating UTM.
It is not clear if these investigations yielded mentionable results or were further pursued
beyond 2018. Further, there where efforts in Australia in 2020 to define a ConOps for
UTM involving the Airservices Australia and Embraer [79]. In this report the relevance of
vertiport capacities was highlighted and an example for a vertiport network in Melbourne
was presented.

Lastly, a most recent report by the Organisation for Economic Co-operation and Develop-
ment (OECD) should be mentioned on the question of integrating drones into the transport
system [80]. The report considers both cargo and passenger drones. Noise and the envi-
ronmental impact are identified as key challenges, which will be important aspects to be
considered while drafting future vertiport design guidelines.

2.4. Summary: Selective Comparison

Different approaches to formulating vertiport design guidelines in Europe, the U.S.
and internationally have been described in the previous sections. Across these approaches
there are many similarities which reflect the desire to integrate UAM into existing airspace
regulations and structures. At the same time there are variations. A comparative summary
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of various design guidelines is contrasted in Table 5. This is a selective list and only reflects a
momentary snapshot since the elaboration of vertiport design guidelines is still an ongoing
worldwide development.

Table 5. Selection of diverging characteristics between various design guidelines.

Description FAA EASA International

UTM airspace below 400 ft (AGL) [72] up to 500 ft (AGL) [51] -

Main focus of reviewed
reports UAS/UAM [19,72] (s)UAS/(UAM) [48] UAS/(UAM) (see Section 2.3)

First mention of vertiports in
the context of UTM 2020 [19] 2019 [48] (2018/20) [74,79]

VTOL aircraft dimensions
Control dimension CD [18]
(historically tip-to-tip span

TTS [57])
Enclosing circle D [22] maximum dimension MD [73]

Pad dimensions
(references same

as aircraft)

TLOF = 1CD
FATO = 2CD

Safety Area = 3CD
FATO = 2D

TLOF = 2 under-carriage
FATO = 1.5 − 2MD
Safety Area = +6 m

Pad symbol cross [18] letter “V” [22] -

Approach/departure slope 7.1◦ (8:1) [18] 12.5◦ [22] -

Vertical segment as part of
approach/departure path no [18] yes [22] -

3. Vertiport Location and Networks

“Ground infrastructure and planning decisions at this stage of the project development
carry significant project risk, and hence, decision makers and stakeholders need to be able
to make well-considered business and operations decisions.” [81]

According to [82], the following factors make a location favorable for placing UAM
ground infrastructure: less densely built-up cities with substantial amount of free and un-
developed land; access to water like lakes and rivers; no existing strong and efficient public
transportation network; large commercial airport located nearby. Furthermore, a city’s
climate degrades initial UAM operations if reduced visibility, wind and icy conditions are
faced frequently. Therefore, an initial setup is recommended in consistent weather patterns
and mild climate until more operational experience is gained. In addition, the wealth
of the city and its population has to be considered since early implementation of UAM
and on-demand mobility services require high investments and will create high initial
operating costs.

How scientific publications are addressing the question of vertiport location and how
they propose to solve the optimization problem of finding the best place for a vertiport and
the right size of a corresponding network, is discussed in the following chapter.

For additional orientation, the reader is pointed to Figure 9 which shows the operating
areas of those vertiport networks discussed throughout the sections addressing the use-
cases: commuting, airport shuttle, holistic UAM system, other covering delivery and STOL
operations, and mixed.
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Figure 9. Vertiport network locations covered by selected scientific publications. Use-case is expressed
through color-code.

3.1. Vertiport Networks Based on Commuting Trends

Air mobility operations may be differentiated between urban air mobility inside city
limits, sub-urban air mobility connecting city and surrounding metropolitan areas (trip
exceeds 20 miles (32 km)), and regional air mobility providing city to city transport [81].
Depending on the operation type, different repercussions on vertiport location, size, re-
source provision and operating concept may be expected. Historic commuting behavior
can be used as a starting reference to evaluate where and to what extend air mobility may
serve mobility needs. Once the need and potential demand is evaluated, a suitable location
has to be defined for each vertiport of the network; on the one hand a vertiport needs to be
conveniently reachable, on the other hand the amount of vertiports should be reduced to
the most needed.

Developing theoretically a vertiport network may consider “uncapacitated” and “ca-
pacitated” facilities. The use of “uncapacitated” facilities makes sure that individual
vertiports are not causing any operational bottlenecks during analysis and, therefore, are
able to serve unlimited demand (see e.g., [81]). Instead, “capacitated” vertiports only serve
limited demand (see e.g., [81,83]).

For the U.S areas San Francisco Bay area, and Salt Lake City-Provo-Orem, Dallas-Fort
Worth and Washington-Baltimore-Arlington, the UAM market potential was investigated
considering a multi-modal transportation network in which UAM provides single legs of a
commuting trip [83,84], respectively. Further, ref. [81] analyzes a sub-urban air mobility
vertiport network setup in Miami (U.S.) based on work-home trip data-sets. A data driven
optimization framework for defining and solving the Mixed-Integer-Programming based
network problem was used while targeting to minimize the vertiport network setup costs.
Lastly, ref. [85] established a six-piece vertiport network in Islamabad (Pakistan) focusing on
vertiport site selections next to frequently used commute routes and places where traffic
congestion is faced.

In order to reflect different time saving requirements and to develop resulting verti-
port performance constraints, ref. [83] proposes to cluster commuting travellers into long
distance commuters and short distance commuters. For long distance commuters a time
saving of 25%, and at least 50% for short distance commuters is required due to their
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different value of time in order to switch to the UAM mode. The demand and vertiport
distribution problem is formulated as an uncapacitated facility location problem which
uses k-means algorithm for clustering.

This k-means approach was also used by [86], who investigated a vertiport network
of 10, 40 and 100 vertiports in the metropolitan area of Seoul (Korea). Areas like Han River
Park, highway intersections, rooftops of parking lots and existing helipads on skyscraper
rooftops have been utilized for vertiports. In order to evaluate how well the data is
clustered, the silhouette technique is performed. Final vertiport locations are selected by
re-positioning them to the appropriate sites near the centroid of the cluster to comply with
geographical conditions. This caused frequent challenges due to most of the clusters are
being residential areas.

Another “clustering approach” was defined by [81] who introduces the concept of a
“catchment area” (3 miles (4.8 km) radius) where vertiport locations are paired up. The re-
sulting time saving based on different numbers of work-home blocks and vertiport pairs is
analyzed for the operating area of Miami (U.S.). The larger the catchment area the bigger
is the number of potential vertiport locations and routing options which then requires
less vertiport pairs to satisfy the demand. On the contrary, larger catchment areas impose
longer egress and access legs for the customer.

Since a change of transport modes is inevitable when considering a multi-modal
transportation network, increasing overall time savings always asks for optimized transfer
times between subsequent modes of transport.

Transfer times of 5, 10 and 15 min and varying numbers of vertiports (1 to 30) are
considered for the San Francisco Bay area (U.S.) by [83]. The direct haversine between
the origin and destination of each trip is computed and compared to the travel time on
ground based on different ground traffic congestion levels extracted from the Mobiliti
simulation by [87] and Google Maps’ API. Focusing on short distance commuters, even if
high transfer times of 15 min and high ground congestion are assumed, 45% of the short
distance commuters in the San Francisco Bay Area (U.S.) will benefit from switching to UAM.
However, it requires a rather large network of 30 vertiports in the east and 24 in the west.
This benefited commuting share drops significantly to 3% if uncongested traffic and 10 min
transfer time is assumed. A smaller network of 29 vertiports in the east and seven in the
west is required instead. By contrast, no benefit is created if transfer times of 15 min and
uncongested traffic are assumed. Additional time-saving and efficiency analyses about
choosing UAM instead of ground taxis were conducted e.g., for New York City (U.S.) and
Hamburg (Germany), and parameters affecting UAM mode choice were analyzed for the
city of Munich (Germany) by [88–90], respectively.

Potential vertiports in the U.S. cities Salt Lake City-Provo-Orem, Dallas-Fort Worth and
Washington-Baltimore-Arlington were examined by [84] and resulted into potential vertiport
network sizes of 38, 407 and 207 vertiports, respectively. Census data and tracts are used to
approximate the vertiport location in the centroid of census block groups. Those networks
generated by different heuristic methods such as elimination heuristic, maximal edge-
weighted subgraph heuristic, greedy heuristic, greedy heuristic with updates are compared.
1200 different cases are explored differing in input variables such as location, network
type, battery range, number of vertiports and vehicle speed. Overall, the two greedy
algorithms with update steps concluded as best-performing algorithms and produced
solution networks with 91% of the optimal value. When selecting optimal vertiports the
interdependence of vehicle attributes, potential locations, and desired network structure
was considered.

Rather uniquely in this set of vertiport-network-publications, a noise analysis around
the UAM route is performed on the basis of the day-evening average sound levels for
the vertiport network in Seoul (Korea) [86]. To measure the percentage of the population
affected by noise, a curve fitting function of the Shultz curve is used. By dividing the area of
Gangseo-gu into hexagonal tiles, according to [86], noise will affect roughly 400,000 people
in the 41.6 km2 area. Due to the lack of eVTOL noise data, noise maps are created by using
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an aviation environmental design tool and by assuming noise characteristics of a five-seat
helicopter. A noise priority scenario defined as a flight along the least populated area was
compared to a business scenario describing a flight following the shortest distance; the
number of affected people decreased by 76.9% for the noise priority scenario.

3.2. Vertiport Network in Support of Airports

Establishing a vertiport network in the vicinity of airports and operating as first or
last leg of a multi-modal trip to or from an airport may be convenient for the passenger
and lucrative in terms of time-saving.

Placing a single vertiport of the network directly next to an airport requires the
identification of constraints which might be locally different but since a lot of aerodromes
are following (inter)national standards, they may be transferred and adjusted quickly.
Based on the exemplary operating environment of Cologne Bonn (Germany) airport, ref. [91]
developed a rating system considering passenger accessibility, obstacle clearance, noise
impact on adjacent buildings, expandability, applicability and strategic availability in order
to evaluate the potential of each identified vacant area adjacent to the airport. This included
parking garages, parking fields and rooftops of an existing bus terminal and of a future
hotel. Based on that rating system, ref. [91] prioritized the rooftop level of an adjacent
parking garage which provided the best passenger accessibility and may enable an almost
unhindered UAM operation. During this process, several requirements deemed crucial for
successful integration including vertiport connection to existing transportation modes and
the proximity to terminal buildings.

Similar but a more detailed analysis was conducted by [92] who used a 2019 LAX
passenger survey as primary data set to determine the optimal vertiport location and
network size based on the passengers’ selected top ten origin destinations in the area of
Los Angeles (U.S.). Restricted airspace boundaries prohibiting overflying or restricting
the placement of vertiports are taken into account. A mode choice model with varying
assumptions for the in-vehicle travel time, additional shuttle time and the out-of-vehicle
time was created to capture a traveler’s mode-choice to and from the airport. The demand-
driven vertiport placement methodology by [93] was used. As a result, a mixed logic model
with different parameters such as travel time, travel cost and the value of time is created.
Together with the Fuzzy C-means clustering method which places a certain number of
clusters in a specific area, ref. [92] concluded with an optimally placed vertiport set of three
network sizes: 50, 75 and 100 vertiports. Those vertiports located adjacent to LAX attract
zero demand due to the short travel distance or airspace restriction, whereas the vertiport
in LA downtown expected the highest demand.

Of contrast, for the 25 vertiport network in Dallas Fort-Worth, the vertiport adjacent
to Dallas Fort-Worth airport shares 28% of the total UAM operation and resulted into the
most demanded node [94]. Taken into account peak and off-peak demand distribution,
an average vehicle load factor of 67 and by using a M/M/1 queuing model together with a
target waiting time of four minutes, a 76% utilization factor for a FATO is proposed in order
to be able to absorb operational deviations. A FATO count per peak, off-peak and average
hours was calculated and concluded with a required number of 27.5 FATOs for the vertiport
located at the airport in order to serve peak hours. Operating multiple pads will require
sufficient separation on the ground (over 200 ft (61 m)) based on helicopter operations) and
separate arrival and departure paths with individual obstacle-free protection surfaces.

The vertiport network in Dallas Fort-Worth assumed a 5% shift of long distance trans-
portation, but still intra-city, into the air while considering early operations of UAM [94].
Ref. [92] derived a potential 3.6% market share of UAM operating mainly as an airport
shuttle and providing trips from and to LAX. To achieve this, a vertiport network size of
75 vertiports is required. For comparison, ref. [95] predicted a 0.5% mode share for airport
shuttle and air taxi operations in the whole U.S.
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Since operating in airport environment often leads to operating in controlled airspace
with multiple other airspace users, a safe separation has to be maintained throughout the
entire operation. Ref. [96] investigates different route designs for VTOL aircraft operat-
ing as an airport shuttle in a non-segregated airspace inside the terminal radar approach
control (TRACON) airspace of Tampa (U.S.). By using a Rapidly Exploring Random Tree
optimization algorithm, those trajectories with minimum design costs and sufficient dis-
tance to manned operations, obstacles and ground are being selected. A user-specified
distance was set to 25 ft (7.6 m) which increased incrementally by 25 ft (7.6 m). Based on
those selected routes, possible vertiport locations are determined. For the airport and
TRACON airspace of Tampa (U.S.), three vertiport locations, two inside airport area and
one outside, were found. The algorithm identified 100 ft (30.5 m) being the largest available
distance for those two vertiports located inside which does not provide sufficient distance
of terrain and manned aircraft. Therefore, “[. . . ] no acceptable airspace volumes could be
found that would be permanently available for VTOL trajectories under current operating
conditions” [96] for the selected airport (layout) in Tampa (U.S.).

Adding environmental constraints, uncertainties and passenger interaction to the
operation of individual vertiports located inside a UAM vertiport network, different
vertiport layout and performance capabilities might be required to serve “nominal” de-
mand [97,98]. An airport shuttle network in the Washington D.C. (U.S.) area was analyzed
by [98] in regard to changing performances of vehicle speed, boarding time, vertiport
operations times and arrival demand. A full set of requirements including historic travel
demand, location constraints, capacity of vertiports, number of vehicles and charging
limitations are considered. Additionally, the vertiport network “shall emit Day Night
Average Sound Level (DNL) less than or equal to 65 dB”, “[. . . ] shall limit vehicles arriving
at vertiports from waiting more than 20 min for an available landing pad” and “[. . . ]
system shall provide passenger transportation with 95% flights being within 5 min of
expected time” [98]. The deterministic simulation concluded with a five node vertiport
network, two FATOs and two parking spaces each and 70 vehicles in total being able to
serve the demand of high value travelers. Using normal distributions for vehicle speed,
boarding time and vertiport operations time and a Poisson distribution depicting passen-
ger arrivals, the required number of landing pads increased from two to three in order to
achieve same orders of throughput. In contrast to [98], ref. [97] conducted a sensitivity
analysis for several variables (e.g., arrival/departure service time at pad and stall) by
applying a lognormal distribution in order to evaluate the impact on vertiport capacity
and operational efficiency (for additional details see [99]).

3.3. Holistic UAM Network Approaches

Despite vertiport networks serving a specific purpose such as providing alternative
means of transport for commuter traffic or specifically operating in airport environment
as airport shuttles, several contributions focus on a holistic development of a vertiport
network. The overall goal is to provide a structured and generic process on how a vertiport
network can be developed based on e.g., socio-demographic, local travel/commuting
and city planning characteristics. According to [100], many U.S. cities of UAM inter-
est are following a “wheel-and-spoke” design with interstate highways radiating out
from the city center and circumferential concentric beltways connecting the suburbs.
Therefore, the generalized model of vertiport placement proposes a UAM traffic network
aligned to existing highway traffic configurations which can be adjusted to every American
metropolitan area by customizing the size of the hexagon. Following this approach of a
generic city model consisting of a hexagonal vertiport placement pattern, a UAM system of
system network was developed by [101] enabling the analysis of a UAM network of seven
vertiports in Houston (U.S.) and five vertiports in Dallas Fort-Worth (U.S.).

Based on socio-demographic characteristics and expected developments for the year
2030 (used tool: SILO for modelling a synthetic population), an existing agent-based traffic
simulation model (used tool: MATSim for trip assignment, MITO for generating travel
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demand) is used and extended to determine UAM demand and potential modal share
for the metropolitan area of Munich (Germany) [102]. Within this study, the vertiport was
inserted as a black box being able to accept and release UAM traffic. Serving four different
business cases (business, commuting, tourism, leisure), three level of vertiport archetypes
are considered; a low density network (24 vertiports) covering large agglomerations, trans-
portation hub and densely populated areas with large share of high income; a medium
density network (74 vertiports) including main subway and suburban lines and employ-
ment centers; a high density network (130 vertiports) covering all relevant trips and target
groups [103]. Moreover, number of vehicles, cruise speeds, processing times and ticket fairs
are varied. Potential vertiport locations are determined in the course of several workshops
with representatives of Munich Airport, city of Munich and Ingolstadt and the Upper
Bavarian Chamber of Industry and Commerce. For the medium density network a total
UAM mode share of 1% was predicted, whereas targeting for longer distances, the mode
share prediction increased to 3 to 4% [102].

A collaborative simulation approach is proposed by [104], in order to analyze a UAM
network inside the metropolitan area of Hamburg (Germany). It follows the objective of
defining low-fidelity analysis components such as demand, vertiport design, vertiport
integration, routing, scheduling and setting them into relation in order to analyze inter-
dependencies. The vertiport integration is based on published 3D building data, which
is then used to select a vertiport location in the centroid of every quarter in Hamburg.
This is being reconciled with the expected demand, airspace structure and resulting routes,
and general restrictions like no-fly zones.

A 3D geographic information system map was derived from lidar data and used
by [105] to determine the optimal vertiport location for the Tampa Bay area (U.S.). Both,
regulation constraints for eVTOL operations at vertiports and socio-demographic character-
istics were additionally considered. The potential UAM demand is analyzed and the UAM
mode share is evaluated based on allocation of user to vertiport, access- and egress-mode
choices and the interaction between vertiports. Ref. [105] concludes, that UAM ride shares
are small therefore congestion relief will be limited, but the passengers who choose UAM
will experience substantial time savings. Inside the network design, trips fully conducted
by UAM or ground transportation modes as well as multi-modal ride shares are feasible.
The network optimization follows the objective to minimize generalized travel cost for all
network users no matter what transport mode was chosen. It is seen, that with increasing
number of vertiports the overall accessibility and UAM mode share increases. However,
this is saturated choosing a vertiport network of 80 vertiports. The transfer time between
ground based modes and UAM plays a decisive role, which leads into a drastic reduction
in numbers of customers if the transfer time is increasing.

3.4. Other-Vertiport Networks Based on Parcel Delivery and STOL Operations

In the following section, other air mobility operations are described such as parcel
delivery and passenger transport with STOL aircraft. Even if those use-cases differ from
the core theme of this manuscript, resulting ground infrastructure requirements may be
comparable. Ref. [106] investigated the use of eVTOL aircraft for same-day/fast parcel
delivery in the San Francisco Bay Area (U.S.). The placement of vertiports is optimized based
on the maximum package demand served. Vertiports should be placed near to the customer
subject to minimizing the number of vertiports. This objective is additionally challenged by
high building costs and limited building locations. The foundation of the optimization is
the estimation of same-day delivery demands which is assumed to be the highest in areas
with larger population and higher income. For this use-case, the San Francisco Bay area is
discretized. For each census tract a scaled income measure, a combination of population
and average per capita income is defined representing the demand for eVTOL aircraft
parcel delivery. The ground-travel time of a customer’s origin to the pick-up location, based
on Google Maps Directions API, was determined as crucial limiting factor impacting the
amount of customers served by one vertiport. Additionally, airspace restriction are taken
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into account, prohibiting a vertiport placement in a census track with a centroid inside
class B and C airspace. A vertiport network of one to eight vertiports with an additional
ten minute last-mile driving threshold is assumed. As a near-term implementation result,
a network of seven vertiports with a distribution center and six distributed vertiports
was elaborated.

Another vertiport network serving a package delivery scenario was analyzed by [107]
but for the area of Toulouse (France). Four warehouses/vertiports and individual delivery
points are considered in order to optimize traffic flow management based on the key
performance areas fairness and equity. Two highly dynamic demand scenarios of 50 and
25 flights per hour per vertiport were assumed.

A variety of airpark designs for STOL operations are proposed in [82] in order to fit
different locations: vacant land construction, barge construction, additive construction
type and the re-use of pre-existing ground infrastructure. The size and location of ground
infrastructure accommodating STOL operations depend on runway dimension, faced
environment (e.g., obstacles), local atmospheric impact (e.g., on noise propagation) and
weather conditions (ice, snow, wind) including magnitude and direction. An airpark fitting
algorithm was used to provide a first estimate of the potential of vacant places (using a
Quantum geographic information system software together with a Boolean filter) and to
derive to a resulting airpark geo-density in the Miami (U.S.) metropolitan area.

3.5. Summary

It can be seen that competing approaches and solving algorithms are available to
determine the optimal vertiport placement. During theoretical analysis, vertiports are
either assumed to be constrained by capacity or not. Some are focused on specific business
cases of UAM such as airport shuttle (cf. Section 3.2), commuter (cf. Section 3.1), delivery
(cf. Section 3.4), STOL operations (cf. Section 3.4), others follow a generic and holis-
tic approach (cf. Section 3.3). Network designs may also learn from use-cases outside of
passenger-carrying UAM operations such as delivery and STOL operations.
Vertiport locations are mainly derived from (commuting) demand heat maps, 3D geo-
graphic information, frequently used traffic routes or vacant areas based on e.g., lidar data.
Most of the analyzed areas are cities or metropolitan areas located in the U.S. Other cities
of interest are located in Germany, Korea, France and Pakistan. The vertiport network
development starts with a determination of the overall demand clustered into areas of
interest. It is then followed by a specific location analysis for each vertiport serving the
selected area of interest. Therefore, the specific location and the environment in which the
vertiport is implemented in is a crucial step for initially setting up a vertiport network.
Throughout the sighted publications, the constraint of transfer times was determined
as important factor, which contributes significantly to the decision if a future traveler
is taking a UAM mode or not. Next to socio-economic and demography characteris-
tics of a certain area like population centres, commute routes and income distribution,
current airspace utilization, time savings, and considered ticket prices are important at-
tributes influencing UAM market shares and therefore a vertiport network’s shape and size.
Unfortunately, no vertiport networks exist yet, however, future vertiport network plans
have been announced recently: Ferrovial Airport’s 20-piece vertiport network in Spain [108],
25-piece vertiport network in the United Kingdom [109] and its plus 10 vertiport network in
Florida [110]. In addition, a four to six-piece VoloPort network in Singapore was announced
by Volocopter [111].

4. Vertiport Design and Operations

“We have a unique opportunity in aviation history to develop technical standards from
scratch which will ensure that vertiports are safe and can be adapted to a succession of
new VTOL aircraft types that we expect to be developed in the future.” [22]
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To conduct VTOL operations servicing UAM, not only infrastructure and procedures
on the ground need to be elaborated, also procedures covering the airside operation in a
strategic and tactical manner are required. Operational constraints affecting on-demand
mobility may vary depending on where UAM should operate and topics such as ground
infrastructure availability, scalability of air traffic control, emerging aircraft noise and
community acceptance needs to be taken into account (see [112,113]).

Even though hundreds of VTOL aircraft designs are currently under development [45],
only a handful flying prototypes are available and even fewer reached the process of
certification. In terms of vertiports, the pool of available vertiport operators/manufacturers
is even less. There are a few key players including Skyports, Ferrovial and urban-Air Port,
contributing significantly to this development. But, the current development stage does not
provide sufficient foundation to derive thorough conclusions regarding vertiport operations
and designs especially under realistic environmental conditions. This will change rapidly
once the first generation of VTOL aircraft and vertiports are available.

The following sections will provide a summary of vertiport design visions initially
driven by architecture companies participating in UBER Elevate’s UAM infrastructure
challenge as well as by current infrastructure developers. Additionally, different approaches
and concepts for vertiport airside air and airside ground operations will be discussed.
This chapter will be concluded by first estimations of vertiport infrastructure costs.

4.1. Vertiport Design

After UBER Elevate’s public UAM infrastructure challenge in 2016, many verti-
port design proposals were developed and started circulating the web (e.g., [114–116]).
One of the objective was to integrate all kinds of ride sharing in order to offer the customer
a transfer to other individual and public transportation modes. Environmental integration
as well as a neighbourhood’s and customer’s well-being, e.g., in terms of shopping, enter-
tainment, relaxing areas, sound-barriers and sustainability, were also taken into account by
the submitted design proposals. The vertiport was envisioned as a new public space for
local residents rather than only providing UAM transportation services [117].

4.1.1. Visions

Following current vertiport design developments, proposals range from a ground-
based single FATO (e.g., [118,119], left illustration of Figures 10 and 11), over one-story
vertiports with multiple FATOs and stands (e.g., [117,120], middle illustration of Figure 10,
and right illustration of Figure 11), to multiple/dozens of FATOs and stands distributed
along multiple stories (e.g., [121,122] and right illustration of Figure 10). All serving
different demand scales and operating environments.

Figure 10. Design visions ©MVRDV, Project “Airbus UAM” [118].
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Figure 11. Design visions ©DLR, Project: “HorizonUAM” [123].

The “world’s smallest airport” is provided by urban-Air Port [119] who partnered
up with Hyundai Motor Group in order to provide an innovative, rapidly deployable,
multi-functional and ultra-compact (fits in one container) infrastructure for manned and
unmanned vehicles. The structure is cone shaped with a flat top part on which the FATO is
located and which can be lowered to ground level. Additional access and egress is provided
via staircases. The urban-air port provides charging, refuelling, as well as aircraft command
and control suiting all kinds of UAM operations such as air taxi services, autonomous
logistic services and disaster emergency management. Deployments on water (Marine One),
on rooftops (Air One) and on ground (Terra One) are foreseen. The first fully operational
Air One was unveiled in Conventry (UK) in April 2022 [124].

Multiple vertiport designs such as [117,120] consider the vertiport as extension of the
public transportation network by re-using the roof of an already existing building or car
park and turning it into an airside operating area with a passenger terminal. “Key to the
designers’ intent was creating a consistent, stress-free process that allows users to truly
experience the joy of human flight. [. . . ] Passengers’ process of entering the building, rising
to the waiting area, and boarding the aircraft is streamlined—and intentionally unlike
a typical airport setup” [117]. By proposing the usage of a check-in app and biometric
scanners integrated in the elevator, ref. [117] addresses the topic of safety and security.
Ref. [117] vertiport design features an operating deck and a public area underneath which
are connected by a terminal area in the centre. From there, the passenger follows a marked
path towards the waiting VTOL aircraft. A designated sound barrier installed on the rim
of the upper deck protecting the vicinity from noise and wind, caused by arriving and
departing eVTOL aircraft, was incorporated into the design proposal.

If throughput needs to be increased drastically, modular and stackable vertiport
concepts developed by [121,122] provide possible design options. [121]’s The Hive 150,
a three-story high modular building including drop off, ride sharing, retail and public areas
mainly on the ground level, provides two upper decks dedicated to air traffic operations.
Each operating deck provides access to a terminal located in the center and offers several
FATOs and the usage of aircraft parking stands connected by taxiways. On the top of
the building, emergency FATOs are located offering an easy and quick access to the exit.
A total of 168 take-offs and landings per hour (Deck 1: 108 landings/take-off, Deck 2:
60 landings/take-off) are envisioned. The Hive was developed in order to meet scalability
constraints which enables different vertiport versions to accommodate different throughput
levels. UBER Hive 1000 may provide up to 1104 take-off and landings per hour while
actively operating four operating decks.

Another stackable modular approach was designed by [122] consisting of 96 stands,
six FATOs for landing and six FATOs for take-off, but here, all elements being connected
to each other. A throughput of 1000 arrivals and departures each per hour is predicted.
Instead of using lower levels for retail and entertainment purposes, they are used as vehicle
parking stands. After landing, the vehicle will roll onto an elevator-pad which levels down
and, similar to a car elevator, cycles through the parking position section until it finds its
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destination where the pad leaves the elevator and slides into the spot for disembarking
and boarding. During the vehicle’s turnaround time on the elevator-pad, it is charged
automatically without any human in the loop. After boarding, the vehicle slides back
on its designated elevator-pad into the elevator system and continues its way up to the
area where it is leaving the vertiport. This way, different vertiport levels are servicing
different destinations.

Next to architecture firms and infrastructure companies, eVTOL aircraft startups like
Lilium and Volocopter are developing infrastructure requirements and design visions for
vertiports. Lilium, a German eVTOL aircraft manufacturer, proposes a modular, adaptable
and scalable vertiport concept tailored to their ducted electric vectored thrust aircraft
design [125]. The vertiport needs to provide three key attributes: take-off and landing
area, parking stands and a terminal. Ref. [125] proposes three vertiport configurations
(courtyard, back-to-back, linear) based on the setup of stands at the terminal building. This
setup can be scaled up to match the predicted/required throughput resulting into “micro”,
“small”, “medium” and “standard” vertiport designs. All designs provide at least one FATO
and two parking stands.

Different vertiport designs, based on size and location are also considered by Volocopter,
another German eVTOL aircraft manufacturer naming them VoloPort. With the publication
of the second whitepaper on the topic “Roadmap to scalable urban air mobility”, ref. [28]
highlights the first VoloPort demo case exhibited in Singapore in 2019 and introduces the
development of a VoloPort in the area of Paris (France) for the 2024 Summer Olympic Games.

4.1.2. Sizing Approaches and Tools

Next to pure design visions, architecture firms, infrastructure companies, eVTOL
aircraft startups and researchers are currently developing requirement catalogues and
generic processes in order to provide a structured and automated way of designing a
vertiport while still serving specific demand and implementation needs.

A very generic and systematic single vertiport design process was proposed by [33].
A six-step approach, including the systematic investigation of the topics requirements,
functions, architecture, validation/implementation, testing and usage/application. Location crite-
ria including building and infrastructure parameters, wind current, statics and building
physics, space requirements, integration of charging infrastructure, noise protection, obsta-
cles limitation surfaces, safety regulations, simultaneous VTOL operations and vertiport
layout, have to be considered during the vertiport design process.

In order to support architecture groups in the trade-off between available vertiport
surface area and attainable vehicle throughput, a vertiport design tool (behind paywall)
was developed by [126]. The backbone of this analysis is defined by a stochastic Monte
Carlo simulation calculating the vehicle throughput of three different vertiport design
configurations: a multi-function single pad, a hybrid vertiport design consisting of a single
landing pad and twin/trio staging areas, a solo/twin linear single function pads including
a separate landing and take-off area and multiple parking spaces in single or double-row.
Different design approaches result in varying noise contours depending on approach and
departure flight paths and procedures. The more flight paths are available, the more
distributed noise contours result into less impact to one specific residential area. For the
multi-function single pad design, ref. [126] indicates an expected noise exposure at the
center of the FATO of over 80 decibel (see [126]’s Figure 7). In addition, ref. [126] considers
stakeholder interactions and tensions such as between community and property owners,
between UAM transportation system and the user and three types of hazards eVTOL
aircraft collision, charging and single pad operations. All constraints contribute to a certain
vertiport operation followed by a specific design proposal. According to [126], the vertiport
footprint has to increase by 420 m2 in order to accommodate an additional vehicle per hour.

In a branch-and-bound fashion, the optimal gate to pad ratio for four topologies
(single, satellite, linear, pier) is determined and the topology with the highest throughput
capacity is selected by [127] based on mixed-integer programming. In this way, the optimal
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spatial layout of the vertiport airfield can be determined for any given area. In a follow-up
work the vertiport “performance” indicator of “passenger throughput per hour and area”
was defined in order to quantify the operational efficiency of any given vertiport airfield
layout [128]. Through this indicator 10 prominent eVTOL aircraft (e.g., eHang, Lilium,
Joby) are compared based on their operational “performance”. Depending on the eVTOL
aircraft design, one hourly passenger throughput needs 22–67 m2 of airfield space, with the
CityAirbus being the most favorable and VoloCity the least favorable performer [128]. In com-
parison, a small vertiport for 10 vehicles and a daily passenger throughput of 5400 was
estimated to require an area of 4160 m2, followed by a large vertiport for 50 vehicles and pas-
senger throughput of 130,000 a day, resulting in over 20,000 m2 footprint [102]. In contrast
to VTOL operations, electric STOL operations might provide advantages in vehicle perfor-
mance but are expected to require runway lengths between 100–300 ft (30–91 m) depending
on the aircraft’s technology level, desired cruise speed and battery performance [129].

Together with aviation industry-leading partners and architects, a VoloPort handbook
was published to support vertiport design by guiding through design, constructions,
material use, infrastructure adaptability and facility operations [130]. Operational needs
are also discussed compliant with eVTOL designs, performance and ground handling
needs like charging, maintenance and fire protection. This handbook is only available for
Volocopter partners building UAM infrastructures.

4.2. Airside Ground Considerations and Operations

The vertiport airfield, or airside ground part of the vertiport, is a highly constrained
element within the vertiport due to the limited inner-city space. High throughput demands
are placed on this constrained space, which creates the need to optimize vertiport lay-
outs under consideration of various boundary conditions towards maximum throughput
capacity. Additionally, two processes are expected to be added to the airside ground opera-
tions, which are not or barely present on today’s heliports: ground taxiing and charging of
electric vehicles.

4.2.1. Airfield Layout and Capacity

The capacity of a vertiport is an important factor in the UAM system and depends on
the type, number and dimensions of airfield elements (e.g., TLOFs, gates). Ref. [94] defines
a vertiport as “taken to be one or more vertipads in close proximity that function as an
integrated arrival/departure node within the UAM system”. This statement reveals one of
the major complexities, namely operating multiple take-off and landing pads simultane-
ously, who are in close spatial proximity. Ref. [131] did ground-breaking work in this area
in 2019, suggesting three types of simultaneous pad operations: independent, dependent,
partially dependent. Further airfield elements, next to pads, that are considered across the
board are gates, parking stands, taxiways and the passenger terminal. Most sources derive
their assumptions from the FAA heliport design guidelines [57] and some give a detailed
treatment of airfield element dimensions [7,127,131,132].

Most publications determine the capacity of a vertiport analytically [91,132,133].
Ref. [131] on the other hand uses an integer-programming-based network flow approach.
Ref. [127] developed an integer-programming-based branch-and-bound approach, which
determines the number of pads and gates, the best suited topology and the anticipated
throughput based on the shape and size of a given area. In the paper a range of generic
scenarios is tabulated to determine the possible throughput on a given area or find the
necessary area for a desired throughput.

Other publications use discrete-event-based [7,92] or agent-based [134] simulation
approaches. In another work done by [135], the vertiport capacity is determined based on
the different vertiport layouts, varying behavior of passengers and vehicles, imbalances in
the vehicle fleet and magnitude and shape of the passenger demand profile with special
focus on demand peaks.
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The most common topologies proposed for vertiports are satellite, linear and pier
topologies. Refs. [32,127,132] all give a detailed description of the different characteristics.
Further topologies that are put forth are the remote apron topology [131], resembling
today’s commercial airports, the single topology [127], resembling today’s helistops and a
linear uni-directional flow topology (LIEDT [7], linear process configuration [20]) targeting
for a high-throughput potential. Early contributions of [131] on the ratio between gates and
pads have found the ratio to strongly depend on the turnaround time at the gates, which
in turn depends on passenger boarding and vehicle charging. Ratios that are being put
forth range from 2 to 8 gates per pad [104,132] and are therefore a novelty compared to
today’s heliports operations, which concerns itself almost exclusively with pad operations.
Most publications place all elements on a two dimensional plane. Ref. [132] in turn suggests
a level below the airfield, which is connected through staircases allowing the passengers
to enter the airfield. Ref. [7] uses the same idea of a second level, but suggests elevators
transporting the vehicle under deck for boarding and turnaround, freeing up space on
the airfield.

There is a wide range of vertiport capacities being suggested from less than 10 to
over 1000 operations per hour. A case study at Cologne airport determined an average of
9.6 movements per hour [91]. Another study focusing on business models in the Washing-
ton D.C. area considers 2–7 movements per half hour [98]. UAM network studies in San
Francisco [97] and Los Angeles [92] found a maximum of 325 and 250 passengers, respec-
tively, being serviced per day on the busiest vertiport. These studies showed that a vertiport
network tends to have one vertiport with very high demand, a few semi-high-demand
vertiports and a lot of low-demand vertiports. This was also depicted by [94] study for
Dallas-Fort Worth. Ref. [84] also described this phenomenon differentiating between large
vertiports and small vertistops while borrowing the hub-and-spoke concept from conven-
tional aviation. Ref. [133] largest vertiport can handle up to 76 operations per 15 min and
the use case study of [127] in northern Germany sees 60 to 780 passengers being processed
per hour. The highest number found comes from [94] with 1400 passengers during the peak
hour in Dallas-Fort Worth. Considering current operations, this number is in contrast to
the Silverstone heliport, which becomes the “busiest heliport on earth” for a short moment
each year during the Formula 1 British Grand Prix, with around 4200 helicopter operations
in one day (average of around 260 helicopter operations per hour for a 16-h operational
window) [136].

4.2.2. Ground Movement and Taxiing

A novel operational element on vertiports will be ground movement or taxiing of
vehicles to free up landing and departure pads. The basic operation of a helicopter does
not take ground movement into account to the extent we are familiar with fixed-wing
commercial airliners. Following FAA’s Helicopter Handbook [8], “taxiing” is conducted in
three different ways: The first option is to “hover taxi”, conducted above the surface and in
ground effect at air speeds less than 20 knots. To reduce the ground effect, the height can
vary up to 25 ft (7.6 m) AGL. The second option is to “air taxi”, also above the surface but at
greater heights (not above 100 ft (30.5 m) AGL) and at higher speeds (more than 20 knots).
The third option is to “surface/ground taxi” describing taxiing on ground and a movement
under the helicopter’s own power.

When targeting high-density UAM operations, several vertiport designs consider
a complex taxi-route system (e.g., [7,125,137]). It is assumed that the operating VTOL
aircraft must somehow be able to taxi, which is an expected novelty compared to present
helicopter operations. Different implementation approaches are already proposed in-
cluding the use of e.g., conveyors [138] or autonomously towing platforms/carts [139].
Refs. [7,131,132] differentiate between vehicle taxiing under its own power (hover, ground
taxiing) or being conveyed (ground taxiing). Yet, while different modes of taxiing are
described, the speed is not differentiated: [132] gives an estimated 4 ft/s, ref. [131] assumes
a median of 15 s taxiing time between pad and gate and [7] considers 2.6 m/s to meet
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the assumptions by [131]. Ref. [127] considers how taxiways and gates have different
dimensions according to helicopter design guidelines depending in the mode of taxiing,
which in turn affects to throughput capacity of a certain area. Ref. [7] further elaborates
on the idea of towing vehicles on the ground and through elevators into levels below the
airfield to safely process passenger handling and vehicle charging.

For the purpose of this review three types of taxiing will be differentiated: hover, passive
and active. The authors are aware that these categories provide slightly different meaning
in the context of helicopter operations. Yet, due to the expected novelty of vertiports
operations and VTOL aircraft, new categories might be necessary. (1) “Hover taxiing” has
been described above and combines all types of taxiing, where the main engines are in use.
It might be possible to physically touch the ground while doing so, if the configuration
has wheels/landing gears. In this exception, the used definition diverts from helicopter
operations. In most cases though, hover taxiing is expected to be conducted without
surface contact. The benefit of this way of taxiing is the low complexity and no need
for external devices on the ground. The downsides are safety concerns and the energy
intensity, in particular for tilt-wing or tilt-propeller configurations. (2) “Passive ground
taxiing” sums up all the ways of moving an eVTOL aircraft on the ground with all engines
and motors shut down. Conveyor belts or elevators have been mentioned before, but also
towing bots and moving platforms are conceivable. This mode resembles the pushing of
conventional aircrafts away from the gate onto the main taxiways, before they power up
their main engines. (3) “Active ground taxiing” will be suggested as a third way, where
the taxiing power comes from the vehicle, but from motors other than the main engines.
One approach could be electric motors attached to the wheels of the eVTOL aircraft, which
are powered by the on-board battery and let the vehicle taxi on the ground. Even though it
is not common in conventional aviation, this approach has been investigated in the past
and named alongside other modes of taxiing [140]. This novel taxiing approach might be
of particular interest to vertiport operations.

A parameter value specification based on expert interviews has been conducted to
determine the different taxiing speeds and related processes such as starting/stopping of
engines or mounting/de-mounting devices for passive taxiing [141]. 17 Experts from the
industry, research and active piloting were consulted with an average experience of over
10 years. Through statistical analysis the taxiing speeds were determined as follows: hover
taxiing at 3.25 m/s, passive taxiing at 2.63 m/s and active taxiing at 2.15 m/s.

4.2.3. Turnaround at Gate: Boarding and Charging

Next to the operations on the pad, turnaround at the gate is the second most sensitive
process on the vertiport airfield [141] and can encompass actions like passenger boarding
and de-boarding, vehicle battery charging or swapping, pre- and post-flight checks and
even minor MRO activities [126]. Ref. [131] found out that the turnaround time has a big
impact on the ratio of gates to pads, which is one of the design drivers as discussed above.
Several studies found the passenger processing time, which is directly linked to the vehicle
turnaround time, to be one of the most relevant factors determining the market share UAM
can achieve [102,105,142]. Parameter value specification for charging speed, swapping
time, boarding, etc. are presented in a systematic fashion by [141].

The turnaround time assumed in scientific literature varies, but can be distinguished
in short and long turnaround times. Short turnaround times take the perspective of a
touch-and-go vertistop design, where only passenger boarding and de-boarding occurs
at the gate as the minimal necessary operation. Turnaround times that are mentioned are
0.5–10 min [131], 2–10 min [105], 5 min [7] or 8 min [132]. Some of these studies leave
the question open, whether charging/fueling might happen during this time, but full
charging/fueling of vehicles is unlikely. Boarding of VTOL aircraft has not been studied
in depth, but conventional aircraft boarding simulations could provide a starting point
for initial assumptions [143,144]. Long turnaround times, in contrast, take the perspective
of a well equipped vertiport or even vertihub design with 30 min [91] or more. Next to
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the charging of the vehicle, which will be discussed in the next paragraph, minor MRO
activities might be conducted. Next to a few preliminary considerations [145,146] the
question of eVTOL aircraft maintenance is not possible to be addressed in detail, yet, due
to the missing experience of eVTOL aircraft operations.

One major question for turnaround length is the choice of primary energy source and
its handling. While most current VTOL aircraft designs assume fully electric propulsion
systems, a study conducted by [101] found LNG based designs to be more promising
due to higher availability of LNG and lower occupancy times of vertiport infrastructure.
Fully-electric designs, hybrid-electric fuel-cell based designs and direct combustion of
LNG were considered. These variants are also conceivable with hydrogen instead of LNG.
When choosing electric designs, the next question is direct charging of the vehicles or
swapping of pre-charged battery packs. On the one hand, battery swapping might have
potentials to mitigate peak loads on the electric grid and shorten turnaround times. On the
other hand, charging is more easily implemented and the difficulties of defining battery
pack standards in particular for mixed eVTOL aircraft fleets are unknown. Some studies
considered the novel idea of battery swapping [98,147] and vehicle manufacturers such as
Volocopter consider this approach for their vehicle design [148,149]. Further inspirations
might be drawn from battery swapping in automotive applications [150,151]. Yet, dur-
ing the time of writing, direct battery charging appears to be the preferred concept, possibly
due to its lower complexity and wider application in related transportation modes.

4.3. Airspace Considerations and Airside Air Operations

Transitioning from vertiport airside ground considerations and operations to UAM
airspace considerations and vertiport airside operations, it is important to define the
structure of a UAM flight in order to decide on its operational framework. Following the
classification of [79], a UAM flight is divided into six phases namely pre-flight, departure,
en route, approach, landing and post-flight. A UAM flight starts with the pre-flight phase
accommodating all actions related to flight planning and preparation including e.g., vehicle
pre-flight checks, charging and boarding. It ends with the post-flight phase addressing all
concluding actions after the particular flight is closed such as deboarding, vehicle servicing
activities and log book updates.

Additional terms like strategic and tactical are used frequently between and inside
different flight phases in order to address different time horizons and to refer to a certain
scope of possible services available (e.g., in terms of U-space services) and actions choosable.
For thorough description of both terms, please refer to [152,153]. Moreover, the term pre-
tactical was defined to bridge the gap between strategic and tactical phases (e.g., used
by [51,79]).

Providing on-demand UAM services require precise planning tasks on short time
horizons under changing requirements. A quick and efficient exchange of relevant infor-
mation between all involved stakeholders will be crucial. Since real UAM and vertiport
operations are not existent yet, we do not have any planning approaches nor procedures
in place. An impression on how it is currently conducted for commercial fixed-wing avia-
tion is depicted in Figure 12. For commercial fixed wing operations, air traffic flow and
capacity management tasks are conducted during four phases [154]. Passing each phase,
uncertainties get more certain, adjustments can be made collaboratively by considering
up-to-date information and the flight schedule created in the strategic phase gets more
accurate. An optimized and automated conflict detection and resolution service will be of
vital importance.

VTOL operations might follow a similar step-wise planning approach but addressing
much shorter and highly-variable lead- and transition times.
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Figure 12. Air traffic flow and capacity management phases for commercial aviation according
to [154]; all quotations by [154]; own depiction.

Especially during initial operations, UAM is facing very limited resources in terms
of endurance capabilities and ground infrastructure availability. This will require a thor-
ough analysis of demand and capacity balancing strategies on both strategic and tactical
levels, deciding among others on the magnitude of possible UAM operations in the chosen
operating environment (e.g., [88]). Furthermore, with rising UAM demand and increas-
ing complexity of vertiport topologies (multiple FATOs, stands, taxiways, etc.), a highly
automated flow and resource management will be necessary.

According to [155], flow management processes are seen as crucial operational ser-
vices in order to provide future day-to-day UAM operations next to flight planning and
authorization, dynamic airspace management and conformance monitoring. Vertiport
capacity is declared to be initially the greatest limitation to the vertiport flow management
service followed by airspace capacity when considering higher traffic densities.

A performance-based evaluation of a vertiport’s airside traffic flow was conducted
by [156]. For that purpose, a UAM tailored vertidrome airside level of service VALoS
concept was developed in order to identify how well a specific vertiport setup can process
a particular demand distribution based on a distinct vertiport layout, airside operational
concept and emerging airside traffic flow. The multi-dimensional VALoS framework is
build upon a set of stakeholder requirements, including but not limited to the VTOL aircraft
operator, the vertidrome operator and the passenger. Based on those individual stakeholder
constraints which are defining if an operation is acceptable or not, and a distinct definition
of how a “flow” is measured, the processed airside traffic can be evaluated.

Furthermore, local airspace designs, current roles and responsibilities inside different
airspace classes, as well as other airspace users need to be considered in order to estab-
lish a safe operation in- and outbound of vertiports. How current airspace classes will
be modified or extended to fit UAM is not clear yet. In that regard, different airspace
designs and management strategies such as density-based airspace management [157], full
mix/layers/zones/four-dimensional tubes [158] (updates expected under [159]), ATM/U-
space shared airspace AUSA [160] have been proposed and are currently under develop-
ment. UAM airspace, whether it is going to be segregated or not, needs to be integrated
safely and harmonized with already existing standards and airspace users. UAM airspace
integration concepts and considerations for the U.S. airspace are currently developed
addressing not only goals and objectives but also barriers and potential hazards [161].

Since eVTOL aircraft have significant short endurance characteristics, a detailed and
highly precise scheduling and sequencing approach will be crucial. Scheduling and se-
quencing techniques can be conducted before departure but also during the flight. It may be
assumed, the better an eVTOL aircraft flight is planned before take-off and strategic conflict
detection and resolution strategies are applied, the less major tactical conflict resolution
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actions are required on a daily basis. Short UAM flight times of less than one hour could be
favorable, nevertheless, all uncertainties can never be eliminated completely. Interaction
with humans, appearing weather, CNS and technical degradation causing contingency or
emergency situations are only predictable to a certain extent. Therefore, suitable strategic
and tactical techniques and contingency measures like schedules and slots, buffers, aerial
and ground delaying procedures, holding patterns and diversion to alternate vertiports
need to be tested in order to investigate the potential of intercepting occurring deviations.
Risk mitigation and maintaining the required safety standards are crucial.

Establishing a new ATM system coping with the peculiarities of on-demand, high
density traffic in obstacle rich environment, CNS systems are technological key enablers.
Ref. [85] identifies the need for fast and accurate communication between traffic con-
troller and UAM vehicle, vehicle-to-vehicle, vertiport-to-vehicle and vertiport-to-vertiport.
Additional needs are defined like self-position and situational awareness in the context of
navigation and surveillance, vehicle tracking, position and identification updates. The over-
all CNS system must provide integrity, robustness, security and high geo-spatial accuracy.

Concluding, airspace and procedure design as well as information exchange are two
substantial services in order to prepare the operating environment for upcoming UAM
traffic [155].

In the following sub-sections, strategic and tactical measures as well as specialized
approaches for operating UAM with respect to vertiports in airport environment are dis-
cussed.

4.3.1. Strategic Measures

In order to support strategic measures, several UAM mission and flight planning
systems such as [162,163] and scheduling and sequencing approaches [107,133,164] have
been developed .

A UAM mission planer algorithm considering capacity un-/limited origin and des-
tination vertiports, flight trajectories, number of available vehicle, and constraints im-
posed by previously planned flights was developed by [162] and exercised for the North-
ern California region. After an available vehicle was matched to a request, a suitable
take-off and landing time at the origin and destination vertiport will be determined.
Subsequently, a conflict-free 4D trajectory connecting origin and destination vertiport
will be calculated. The automated design and selection of the shortest strategically de-
conflicted 4D trajectory matching each UAM flight request is also provided by [163]’s
low-altitude air traffic management system inside the developed automated flight planning
system AFPS.

Strategic conflicts may occur, e.g., due to loss of separation or the crossing of no-
fly zones. Several resolution actions may be applied such as departure delay, change of
arrival/departure speed and direction, change in cruise speed and re-routing (for more
resolution actions see [162]). Delay can be therefore generated on ground and in the air.
Based on [162], a change in vertical speed during climb and descent appeared ineffective,
whereas, using en route conflict resolution achieved 94% effectiveness. Departure delay
was mainly used for resolving conflicts near the vertiport or in the first stages of take-off.

For a vertiport network in Dallas Fort-Worth (U.S.), ref. [164] concluded, when
horizontal spatial separation values are reduced (0.3 nm to 0.1 nm) less conflicts and delay
(−7.3%) were detected both on the ground and in the air. Instead, decreasing temporal
separation (60 s to 45 s) resulted in even less conflicts and total delay (−28.4%) on the ground
and in the air. Once the scheduling horizon was reduced (50 min to 8 min), total delay
decreased and shifted its appearance from ground to mainly airborne delay since more
conflicts have to be resolved post-departure. Considering a scheduling horizon greater
than the actual flight time, most of the conflicts are resolved pre-departure generating
ground delay.

Strategic conflicts may also occur due to multiple fleet operators utilizing same re-
sources such as airspace and vertiport capacity. [163] introduces the Unit Benefit Ratio as a
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metric to measure the benefit of each operator instead of each flight due to possible market
share differences. Under the aspects of system costs and operator equity, and based on
formerly developed vertiport locations in Tampa Bay (U.S.) by [105], ref. [163] studied
the applicability of a low-altitude traffic management system. Research on traffic flow
management measures based on fairness and equity was also conducted by [107] for UAM
delivery operations in Toulouse (France).

The tension between multiple fleet operators may even increase if different business
cases are operating simultaneously following different planning horizons such as expected
for on-demand delivery, on-demand and scheduled air taxi services.

According to [107], on-demand delivery and UAM traffic may reduce efficiency and
fairness of strategic UTM processes. Therefore, ref. [107] introduces three fairness met-
rics reversals, overtaking, time-order deviation. Furthermore a rolling horizon optimization
framework is considered in order to include low (on-demand) and high lead time flights
(scheduled) into the traffic flow. Therefore, a traffic flow management optimization problem
is solved for each rolling horizon of the length of a certain time period allowing different
ways of inserting or delaying demand pop-ups. The proposed approach is tested for the
area of Toulouse (France) by exemplarily describing a drone package delivery scenario.
If high number of pop-up demands are occurring on short horizons, inserting those pop-up
demands should be preferred. Instead, if pop-ups are occurring less frequently under a
short horizon, the option of inserting as well as delaying them are acceptable. It needs
to be highlighted that the option of re-routing already airborne vehicles was not taken
into account.

Following the most “natural” scheduling process and queuing approach, FCFS, [133]
developed a theoretical model to evaluate the capacity of different vertiport configurations
considering changing number of FATOs, parking spaces and occupancy times. A FCFS
approach increases in inefficiency if numbers of resources increase. At least 80% throughput
to capacity ratio can be captured by the FCFS model for most vertiport configurations in
the 102 vertiport-network in Dallas Fort-Worth (U.S.).

4.3.2. Tactical Measures

Following the operational requirements made by EASA’s SC-VTOL-01, VTOL aircraft
certified in category enhanced and operating in European airspace, need to provide contin-
uous safe flight and landing capabilities [21]. This means, once taken-off from the origin
vertiport, a continuous flight to the destination vertiport or to an alternate vertiport must
be possible after CFP. This will require additional extensive tactical contingency planning
and information exchange.

Dividing flight path planning and trajectory computation into an online and offline
phase, ref. [165] proposes a decision-based contingency approach calculating a tree of
trajectories leading to the destination vertiport including branches leading to alternate
vertiports. A Dubins path planner is used to ensure continuous transition between normal
and contingency trajectories. Additional adjustments are made in order to enable diversion
to other flight levels and local holding patterns for temporal de-confliction if velocity
reduction is not sufficient anymore and would force the UAS into a hover state.

As soon as trajectory changes are executed during the active flight phase, separation
violations and potentially occurring in-flight conflicts have to be evaluated and resolved
prior. To do so, high situational awareness, precise and reliable tracking data and real-
time traffic information is needed. This also means that airspace and safety conformance
monitoring services need to be available ensuring safe conditions during all phases of
the active flight. Since UAM operations are not yet conducted on a daily basis, the UAM
and U-space/UTM community might consider emerging ideas proposed for traditional
aviation such as [166–171].

Emerging in-flight separation conflicts of 40,000 simulated UAM flights in the area
of Dallas Forth-Worth are being analyzed by [94]. During a three-hour time window,
a departure scheduler ensured that emerging flights are not interfering with each other
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and causing immediate loss of separation due to their request time. A lateral separation
bandwidth between 200 ft (61 m) to one nautical mile (1.85 km) and a cruise altitude ranging
from 1000 ft (300 m) to 5000 ft (1500 m) was considered. The higher the separation value the
higher the number and duration of conflicts. Flights with many occurring conflicts show,
that many of those conflicts occur during the flight is approaching or leaving a vertiport
and while interacting with flights towards and from vertiports located nearby.

Compared to [94] who focused on a departure scheduler and in-flight separation
conflicts, the subsequent scientific contributions [172–177] are predominantly focusing on
scheduling and sequencing the arrival stream towards a vertiport. Since in-flight changes
may result into less-optimal flight paths (longer, additional maneuvers, varying wind
conditions), critical delay can be accumulated. Assuming that UAM traffic is targeting a
required time of arrival and is constraint by highly limited endurance capabilities, the ar-
rival management may create a critical bottleneck [175]. For eVTOL aircraft, delay can
be absorbed most energy efficiently if corrections procedures are conducted during the
last leg of the cruise phase prior hovering directly above the vertiport [172]. Adding into
operation various (e)VTOL aircraft designs such as tandem-tiltwing [172] and multicopter
designs [173] may even increase the complexity of harmonizing the approach traffic flow.

Due to the fact, that winged aircraft have different cruise speeds than wingless eVTOL
aircraft, ref. [174] proposes an airspace design in which both aircraft designs are operat-
ing but are separated into different traffic flows until they are merged at a metering fix.
A sequencing and scheduling algorithm was developed in order to achieve the maximum
on-demand arrival throughput of a mixed eVTOL aircraft fleet with different fleet mix
ratios at a vertiport with only one FATO.

Building upon [173]’s energy-efficient trajectory optimization tool, a distinct verti-
port terminal airspace structure and ConOps was developed in order to harmonize ap-
proaching UAM traffic [175]. The vertiport is assumed to be surrounded by a terminal
airspace structured in concentric circles in which the innermost ring of the vertiport is
controlled and designated for VTOL approach operations. The outmost ring defines the
approach threshold at 3900 m (12,795 ft) distance from the vertiport at an altitude of 500 m
(1640 ft) at which the arrival sequence is initiated. Each operation can adjust individually
its descent angle to meet the requested time of arrival and to absorb delay (up to 3 min)
if necessary without hovering or vectoring. Ref. [175]’s numerical experiment considered
up to 40 arriving eVTOL aircraft per hour processed in a FCFS manner. It provides an
optimal required time of arrival within a distinct planning horizon and selects arrival
routes in order to minimize the total delay of all aircraft within a shared terminal airspace.
This airspace concept was applied to a vertiport-hub with two FATOs located in the center
of a hexagonal vertiport network [176]. A rolling-horizon scheduling algorithm was de-
veloped to support the tactical vertiport arrival management. It is highlighted that future
work should be complemented by a departure scheduler and a conflict detection service
in order to support planning and scheduling processes already in the strategic phase of a
UAM flight and to ensure overall efficiency and safety.

Additional separation and collision avoidance services during the tactical arrival
sequencing process were added by [177]. Each eVTOL aircraft is responsible for maintaining
sufficient separation. Departing vehicles are assumed to operate either through distinct
departure gates to separate both aircraft flows, or may operate below the altitude of
the approach rings or may depart in hover mode through the center of the rings before
transitioning into forward flight. Challenges are identified in the handover from the
vertiport terminal area controller (responsible for flow through vertiport airspace structure)
to the VTOL controller (responsible for sequencing the final approach). Proposals are
made to change the first-in-first-out principle into a priority-based concept focusing on the
remaining energy level and to dynamically add rings. It needs to be highlighted that the
option of re-routing already airborne vehicles was not taken into account.

Ref. [178] identified “lacks” like the absence of an optimal airspace design for ATM
and the neglect of a PAV capability of hovering while analyzing the approach of [175,177].
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Additionally, ref. [178] highlights the concern “for safety in the surrounding urban areas due
to unnecessary flights around the vertiport”. Therefore [178] proposes not only dimensions
of holding rings but also distinct holding points where PAV can hover in order to reduce
unnecessary flights around the vertiport. Two different sequencing concepts for inward
movement are developed: Sequence-Based Approach (SBA) and Branch Queuing Approach
(BQA). For the SBA approach the PAV moves from the decision point into the inner circle
based on the landing sequence and waits at the hover point. The SBA approach is more
flexible and follows a clear landing sequence. In contrary, more conflicts are possible that
require higher situational awareness and interventions by tactical de-confliction measures.
For the BQA approach, only if a free holding point occurs which belongs to the starting
point, the PAV is allowed to move to the inner circle which makes the landing sequence
become inoperative. This will cause less conflicts and therefore less tactical de-confliction
actions may be required. It creates a safer operating environment but neglects the landing
sequence and therefore describes a more rigid and less flexible approach. For specific ring
configuration and dimensions please refer to [178].

Furthermore, a third sequencing approach was analyzed by [179] by adding moving
circles to the SBA approach (SBAM). After analyzing and comparing on-time performance
and loss of separation, resulted into a non-favorable approach compared to SBAM and
BQA of [178].

Following the prominent idea of a concentric airspace management structure, ref. [180]
elaborated an adaptive control system to set up a multi-ring route ConOps including
transition junctions inside the so called UAM multi-vertiport system terminal area and
developed a corresponding scheduling model. The multi-ring concept includes approach,
departure, emergency rings, junction points, approach and departure routes and waiting
areas distributed at different heights and radius around a set of vertiports. Transition
junctions are classified in different categories causing different levels of complexity and
sets of transit conjunction control rules.

Expanding the focus from a departure and arrival scheduler at one vertiport towards
a traffic management inside and between vertiport networks, ref. [181] proposes a decen-
tralized, hierarchical approach to define ATM for UAM which allows the ATM concept to
be scalable based on traffic densities and which can be used in a tactical and on-demand
manner. Vertihubs, a conglomerate of individual vertiports and their corresponding local
airspace “sector”, are bundled into one control authority in which one vertihub is responsi-
ble for all operating vehicles in that local airspace as well as vehicle flows in and out of its
sector. Thus, each vertiport is responsible itself for all vehicles taking-off and landing at
their vertiport. Therefore, a UAM network can consist of multiple vertihub airspaces with
differing capacity and changing responsibility which may result into several handovers
between different vertihub controllers for specific UAM trips. A first application of the
UAM ATM concept was conducted on the basis of large-volume UAM air traffic data
addressing 1000 vertiports in the San Francisco area.

4.3.3. Measures in Airport Environment

Throughout the world, UAM is either envisioned to operate in a non-segregated
airspace together with existing traffic (U-space in Europe) or is held separate by man-
dating UAM to operate within a corridor next to existing traffic (see UTM in the U.S.).
The concepts of segregated and non-segregated may change over time when different
maturity levels of UAM are approached. Specifically, the integration of UAM flights into
controlled airspace and the consideration of vertiports located adjacent to airports may
create additional challenges.

In this regard, ref. [182] “considers ATC as a critical barrier for the scaling of UAM
operations (as opposed to terminal capacity or surface operations) [. . . ]”. Looking back in
history, in 1960 both airports in Chicago (Midway International and O’Hare International)
already processed an average of 135 helicopter flights per day [183].
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In 1999, on one single day during the Formula 1 British Grand Prix, the temporary
adjacent heliport recorded 4200 VFR aircraft movements [136]. It required the service
of 24 air traffic controllers and the utilization of six ATC frequencies! In comparison,
for general aviation airports, ref. [182] assumes that a single controller may be capable of
managing 100 VFR helicopter operations per hour.

Official VFR routes and ATC protocols are used in order to manage theoretically UAM
traffic to and from a vertiport adjacent to Koeln Bonn Airport (Germany) [91]. While the
eVTOL aircraft is following the VFR route towards the destination vertiport, ATC needs
to provide clearance to the aircraft to confirm final approach at a pre-defined way point.
A similar clearance approach was proposed by [85] six-piece vertiport network in Islamabad
(Pakistan). For the vertiport adjacent to Koeln Bonn Airport, the UAM traffic should be able
to operate in any cardinal direction which means, that no specific direction for approach
and departure routes is defined prior. If the VFR approach is followed, the ATC would be
able to create flexible flight routes, also distributed at a wider area where noise is able to
expand within the controlled airspace. The separation between UAM to UAM and UAM
to fixed-wing operations would be feasible, other than using special corridors designated
only for UAM traffic. VFR routes and the corresponding compulsory reporting points
forces the vehicle to comply with the safety minimum altitudes. Every UAM flight will
be coordinated, managed and surveilled by an ATCO who is, in this case, now in charge
of both the UAM and the conventional air traffic. This may increase fast in workload
deteriorating a vertiport’s airside to the predominant bottleneck.

What attributes are mainly contributing to the integration and scalability of UAM op-
erations was investigated for the U.S. by [182]. The analysis addressed how existing arrival
(SCIA, MAPt, PinS) and departure procedures can be used or adjusted to accommodate
UAM traffic under either VFR or IFR. Next to separation minima and controller workload,
ref. [182] also takes into account CNS capabilities (automatic dependent surveillance-
broadcast (ADS-B), radio frequencies, traffic alert and collision avoidance system (TCAS)
and performance based navigation) that may affect the density limit of concurrent operating
UAM vehicles at airports. Five integration approaches are defined in which the UAM
traffic is either mixed with conventional flights on a shared runway, closely or widely
spaced from each other, operating independently or intersecting with conventional flights.
After applying those operating schemes to Boston, San Francisco and Atlanta airport ar-
chitectures, one departure (diverging departures) and four arrival procedures (converging
arrivals, widely spaced VFR arrivals using an air taxiway, and widely spaced IFR arrivals
following a PinS procedure) are concluded to be most suitable. From an ATC point of
view, vertiports accommodating VFR or IFR UAM flight routes diverging by at least 15◦
from the conventional runway are not affected by wake vortices and therefore can be
operated independently. Based on [182]’s insights, ref. [184] investigated different UAM
implementation approaches at Hamburg Airport (Germany) and rated the achieved air taxi
throughput while respecting the acceptable workload of an ATCO. A human in the loop
study was conducted for the Dallas Fort-Worth Airport in order to elaborate the workload
induced by integrating UAM flights in addition to existing commercial traffic [185].

Following standard procedures such as [182], ref. [20] adopts the point-in-space (PinS)
approach, an existing standard for helicopter operation, to manage the inbound traffic
inside the vertiport area. Here, “the PinS approach was taken as reference because it is
used for existing helicopter operations, can be charted, and is rigid while allowing for
some flexibility in arrival or departure procedure definition” [20]. The vertiport area is a
dedicated airspace surrounding the vertiport and is located inside the vertiport operating
area surrounding a single or multiple vertiports in which UAM traffic is assigned to
UTM. Following the approach of a segregated airspace for UAM traffic, after the eVTOL
exits the high-density UAM routes it starts descending into the vertiport operation area
airspace at the initial approach fix. Afterwards, the vehicle proceeds its approach on a pre-
defined pathway over the intermediate fix towards the final approach fix (FAF). The FAF
is leading towards the decision point/PinS where it is decided if the aircraft proceeds the
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approach towards landing or if a missed approach will be conducted. Multiple FAF can
converge towards a single PinS in order to develop a single stream towards the vertiport.
Deciding to proceed with the final approach, the vehicle will enter the visual segment of
the approach “where the vertiport has secured navigation and communication with the
arriving aircraft” [20] which follows then a pre-defined landing procedure. Departure
operations are not explicitly described.

4.4. Infrastructure Cost Estimation

Most of the building and operating costs of a vertiport are unclear as long as we do
not know the demand and the VTOL aircraft’s performance. Besides that, who is going
to pay for it? A vertiport’s cost heavily depends on what VTOL aircraft design and UAM
“airline” needs to be accommodated, which VTOL aircraft fleet is being operated, what
demand densities need to be served and where the vertiport is specifically located.

Considering all-electric and hybrid-electric propulsion systems, ref. [101] estimated
energy operating costs as well as total cost per vertiport. Assuming a VTOL vehicle power
level of 200 kW required in both propulsion systems, a vertiport network of five vertiports
and 500 vehicles each, will require a total cost investment per vertiport of $72 million
for operating only fully electric vehicles. This is assumed to decrease significantly to
$2.25 million if purely refueling is needed. On the one hand, the amount of required
chargers (160) will impose a significant burden on the city’s electricity grid, but on the other
hand, a fuel-based propulsion system will face non-revenue flights if refueling operations
are centralized at a specific vertiport location. However, decoupling UAM transportation
services from refueling operations would reduce a vertiport’s footprint, creates faster
turnarounds and therefore may increase potential throughput.

For a vertiport which offers only a multi-function single pad featuring the dimension
of 39 by 69 m, the estimated costs are declared to be approx. $350,000 according to [126].
This increases to $750,000 and $950,000 if two or three additional parking areas are attached
to the single FATO, respectively. The required footprint results into 72 by 99 m. Extending a
vertiport to a linear design with one landing pad, one take-off pad and two disembarking,
maintenance and embarking pads each, results into an expected vertiport cost of $1,600,000
and a footprint of 69 by 168. For the smallest configuration of Lilium’s vertiports being
ground-based with small terminal areas and a limited set of charging stands, an initial
investment of €1–2 million is predicted [125]. Elevated vertiports with larger footprints and
capabilities require investments between €7–15 millions depending on the resulting size
and location [125].

4.5. Summary

Though many design proposals have been made and research papers have been
published, there are no vertiports existing yet except of two single FATO designs such
as the 2019’s demo VoloPort in Singapore and Coventry’s first urban-Air Port. However,
the collection of vertiport designs displayed in Section 4.1 offer a wide range of ideas
and approaches how to integrate UAM into urban and sub-urban environment and how
to use already existent infrastructure. Keywords like scalability, acceptance and sustain-
ability were raised frequently in this context. For those considered contributions, impor-
tant topics influencing the vertiport design like energy grid capabilities, VTOL aircraft
storage during non-operational hours, safety and security measures, contingency oper-
ations, check-in procedures, passenger flow and guidance from gate to the vehicle and
operational weather dependencies are, if at all, described very briefly and not in de-
tail. It is also unclear yet, on what basis a vertiport will be dimensioned; is it designed
to accommodate peak hours, to fit the overall daily demand, or is the vertiport config-
uration dynamically adjustable to serve varying demand flows as proposed by [186].
Additional discrepancy is provided by the claimed footprint required for processing one
vehicle per hour (cf. [102,126,128]). Vertiport throughput capacity has been studied both
analytically as well es through simulation (cf. Section 4.2). There is a wide range of ana-
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lyzed throughput addressing up to 1400 movements per hour. Various vertiport topologies,
positioning pads, gates, and terminals, have been proposed such as satellite, linear and
pier topologies. The ratio of gates to pads can vary from 2 to 8. It appears that vertiports
will have strongly differing shapes and capacities depending on their location and demand
profile they have to process. A novelty of vertiports compared to conventional heliports
is the expected use of ground taxiing. Three types of taxiing are defined, namely hover
taxiing, passive ground taxiing and active ground taxiing. Lastly, the turnaround at gates,
which is driven by passenger de-/boarding and VTOL vehicle re-fueling will be of sig-
nificant influence for the overall available capacity provided by the vertiport; the latter
will depend on the primary energy source, which could be fully electric, hybrid-electric or
LNG-powered. Transitioning from airside ground to airside air operations, high-density
UAM operation itself is a challenging endeavor in terms of traffic management. But taking
into account other airspace users such as commercial and general aviation, helicopter emer-
gency and medical services will increase complexity immensely. This is even aggravated
by first implementing piloted UAM operations and, over time, transitioning to automated
and autonomous operations. The importance of harmonization between strategic and
tactical measures of arrival and departure traffic is highlighted throughout Section 4.3.
Different approaches how to structure a vertiport network airspace as well as a vertiport’s
local airspace and fair access to it was discussed. CNS and ATM capabilities are not only
crucial for managing UAM traffic around vertiports, but also when merging UAM traffic
with already existing airspace users and conventional traffic especially in airport envi-
ronment. A need for a thorough strategic planning is discovered, but tactical measures
cannot be neglected. The scientific publications discussed in Section 4.3 tend towards
a FCFS scheduling and sequencing approach. However, it was clearly highlighted that
certain parameters such as remaining endurance and agglomerated delay may impose
critical constraints which may favor a priority-based sequencing concept. The transition
from piloted to automated to autonomously operating UAM may impose additional im-
plementation challenges especially in terms of traffic management, the distribution of
roles and responsibilities, the way of communication and exchanging information while
ensuring the highest standards for safety and cyber-/security. In Section 4.4, the prediction
of vertiport costs was addressed, which seems to be not really part of scientific papers nor
discussed frequently in the public. Neither are UAM and vertiport operations existent
yet, nor does Europe has a mature high-volume urban air commuting market from which
historic experience may provide reliable cost estimations. Current European research as
well as UAM industry does not know what the real operation and traffic densities will
look like. Existing aviation infrastructure like airports and heliports may be used initially.
But, retrofitting and upgrading them to meet UAM needs and future standards, and in-
tegrating UAM traffic at those already existing traffic junctions may be limited and may
result into even more additional investments.

5. Weather Impact on Vertiports

“Moreover, the weather enterprise needs champions in the aviation industry to embrace
and promote weather as an integral component in the design, certification, and operation
of aerial vehicles like eVTOLs or unmanned aerial systems (UAS)” [187]

Airborne operations performing in urban environment do not only face challenges
due to a complex obstacle environment, but also due to so far unknown weather conditions
arising in highly and densely built-up areas. Every operating environment in which UAM
services should be offered, needs to be evaluated locally and regionally depending on the
vertiport network size.

Other than for vertiports, STOL contributions are “more conscious” about weather
influencing the placement and orientation of the take-off and landing strip. Based on
an initial airpark placement which focused on identifying the largest vacant area [82],
subsequent contributions like [188,189] use historical weather observation data together
with a detailed obstacle analysis to determine the location and orientation of the runway
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within those areas of interest. For a single runway, its orientation needs to be defined so
that the emerging crosswind vector does not exceed 10.5 kts (5.4 m/s) more than 95% of the
time [188].

From a European regulatory perspective, EASA’s SC-VTOL-01 provides the require-
ment “[. . . ] the applicant must demonstrate controllability in wind from zero to a wind
limit appropriate for the aircraft type” [21]. In the subsequent MOC-2 SC-VTOL, perfor-
mance data was considered under wind conditions defining “take-off until reaching VTOSS
(see MOC VTOL.2115) and from below VREF (see MOC VTOL.2130) to landing (i.e., the
ground referenced phase), at least 17 kts of relative steady wind should be considered” [38].
Additional high-level requirements regarding visibility during falling and blowing snow
are displayed in [38]. Other than that, no further requirements are yet provided.

5.1. Meteorological Conditions in Different Operating Environment

Targeting a vertiport network operation 99% of the operating hours per year in the
metropolitan area of Munich, future UAM vehicles have to withstand headwind of 20 m/s
(39 kts) after the average hourly windspeed, measured at 66 weather stations in the area
of interest between 2016–2018, was evaluated [102]. In order to compensate local bad
weather conditions an blackouts in the charging infrastructure, a diversion reserve of 10 km
(32,808 ft) is demanded.

Moving UAM operations to the U.S. and considering METAR data of 28 metropolitan
areas, ref. [100] derived a headwind requirement of 10 kts (5.14 m/s) if at least 50% of
the operational window should be covered. This requirement is followed due to the
assumption that not all flights are fully facing headwind conditions and necessary reserves
will account for uncertainties and additional deviation. Furthermore, if the eVTOL aircraft
can withstand wind of 20 kts (10.3 m/s) and 35 kts (18 m/s) of gusts, the operation can be
conducted in any of the 28 metropolitan areas a minimum of 95% of the time meeting wind
constraints and 95% of the time in all but two cities meeting gust constraints.

The meteorological repercussion on UAM operations in various U.S. cities was further
analyzed by [190], who determined the average number of weather-impacted hours for
each area of interest. Considering an annual operation with a daily operational window of
7 a.m. to 6 p.m., seven years of METAR surface data (2010–2017) were examined together
with supplemental data of pilot reports. In order to elaborate potentially impacted hours,
a set of “impact scores” is elaborated rating the captured METAR observation from 1
(minimum impact) to 10 (significantly impactful). This includes among others temperature,
rain, ceiling, visibility, wind, hazel and snow grains, but also appearances of dust storms,
tornadoes and volcanic ash. An hourly average impact score of three was defined as a
threshold between minimal and significant potential impact. Throughout the areas of
interest, ref. [190] concluded that an average of 6.1 h per day during the winter, 7.3 h per
day in the spring, 2.9 h per day in summer and 2.2 h per day in fall could be potentially
affected by considerable impactful weather conditions.

All three examples show that different operating environments call for changing
operating hours and vehicle requirements. [191] highlights regional and local variation
of weather amongst others caused by geographic influences like latitude defining solar
radiation and temperature, major water bodies being the source of moisture, mountains
affecting range of altitude and air density and landcover gradients providing differential
heating. Other influences are described as diurnal and seasonal cycles, weather systems
(wind, clouds, precipitation) and the cityscape causing local scale wind and turbulence.
Additional weather challenges need to be considered such as winds at and above ground
level (turbulent eddies, extreme and rapid changes in wind speed and direction, micro-
burst translation), ceilings and visibility (sub-grid micro climates) and temperature (heat
island effect, effects on density altitudes) [192].
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5.2. Meteorological Characteristics in Urban Environment

According to [193], the local climate in cities often differs from surrounding areas.
The “urban heat island” effect is a feature of the urban climate which is amongst others
characterized by differences in temperature of up to 10 Kelvins in large cities. Additional
changes can also be seen in air humidity, radiation, wind, air quality and noise.

Prevailing weather characteristics may also change on very small scales inside city
boundaries creating the phenomena of micro-weather. For this purpose, the investigation
of wind channeling, turbulence from buildings and urban canyoning, and the development
of smart city sensing, micro-grid networks/weather models as well as high computational
resources and machine learning approaches are required [187,192]. One of the biggest
challenges is that “it is recognised that the weather information for UAS operations may be
different from the one provided by today’s meteorological service providers [. . . ]. UAS can
fly near buildings and in areas where current aeronautical meteorological information is
not always provided” [51].

According to [192], additional smart urban sensing can be achieved by optimally
placed sensors. A contribution is expected in the development of urban climatology,
the improvement of forecasts and the reduction of uncertainties, while targeting optimal
UAM flight routes. Expected hurdles are communication bandwidth associated with high
costs of expanding the network and possible congestion of current wireless networks due
to the amount of data collectors required to achieve sufficient coverage. Processing and
computational resources to sight and analyze collected data are needed. The “optimal
placement” of weather sensors needs to be investigated thoroughly.

Equipping every VTOL aircraft with weather sensors and thereby increasing enor-
mously the amount of real-time weather data could be a supplemental approach. This data
could be then shared inside the UAM network e.g., through a U-space weather information
service provider and can be used for weather analysis and forecasts. However, this also
requires equipment investments and may probably lead to reduction of payload.

5.3. Weather Impact on Vertiport Elements and Procedures

Based on interviews with experienced helicopter pilots, ref. [132] concluded that
eVTOL aircaft should not attempt departure nor arrival operations with a tailwind possibly
causing the eVTOL aircraft to enter vortex ring state conditions and facing crosswind
greater than 15 kts (7.7 m/s). In the context of UAM, “Vertiport operations are sensitive to
wind conditions which may inhibit the use of one or more TLOFs for approach, departure
or both” [132]. Thus, weather influences the maneuverability of the eVTOL aircraft and
therefore may degrade the performance of the flight or specific flight phases.

How the performance of a vehicle is degraded during the final approach phase and
what landing pad size is required to safely accommodate deviations from the nominal flight
path was researched by [194]. The Drydon wind turbulence model is used to depict upcom-
ing light, moderate and severe turbulence. Ref. [194] elaborates operational requirements
for eVTOL aircraft and analyzes changes in approach angles and speeds leading towards a
set of approach surfaces with minimum energy and time considerations. Landing accuracy
under different weather constraints resulting into varying FATO sizes was analyzed statis-
tically. An approach surface of a 5 degree approach angle and 40 ft/s (12.2 m/s) approach
speed and “for general light turbulence conditions, 95% of the trajectories end up within a
radius of 20–30 ft (6–9 m)” for a FATO [194].

Increasing automation will, most likely, increase accuracy, throughput and may lead to
affordable UAM ticket prizes. In aviation, camera-based and visual recognition have been
researched for decades especially to support and, at some point, to initiate and conduct
fully automatic approach and landing operations.

For UAM operations, ref. [195] analyzes requirements and approaches how an en-
hanced vision system (EVS) can be used for landing procedures at vertiports. EVS is
currently used for enhanced visual operations ensuring a safe flight under visual flight
rules during night and adverse meteorological condition. According to [190], those con-
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ditions affect UAM operation in the U.S. for almost 16% of the operational time. Next
to requirements of minimum converted meteorological visibility and the field of view,
ref. [195] proposes to consider urban wind fields and wind gusts for EVS sensor require-
ments. A visual contact with the FATO has to be maintained continuously in order to
operate safely but affecting possible take-off and landing directions. As a result, future
UAM ground infrastructure and their FATOs need to make sure to be clearly distinguish-
able in the EVS imagery from surrounding buildings and infrastructure elements on the
ground. Additional challenges can be imposed by the surrounding urban lightning and
the limited amount and small size of the installed lightning systems at vertiports. With the
implementation of fiducial markers and ad-hoc light patterns, a high pose estimation
accuracy could be provided in the last 300 m of the nominal approach path.

5.4. Summary

All sighted sources addressing the impact of environmental constraints on UAM
operations claim the need for real-time weather data collection and monitoring due to
probably very sensitive UAM aircraft. Weather will not only constrain vertiport locations
but may also affect directly operational procedures and flight directions towards and
from vertiports. On a macro level, historic weather characteristics decide the selection
of the operating environment and therefor which vertiport network and what VTOL
aircraft performance is required. The specific vertiport design, its allocation of FATOs,
approach and departure path orientation and operating concepts are influenced by the
prevailing weather conditions and shape UAM on a micro level. Feasible operating hours of
certain areas are derived from historic weather data which are then compared to assumed
vehicle capabilities. Another approach is to examine historic weather data. Based on
appearance and frequency of certain weather phenomena, VTOL aircraft requirements may
be formulated in order to cover a certain proportion of the operational window. In both
cases, weather considerations including wind, gusts, temperature etc. are not sufficiently
addressed and researched yet in the context of UAM flights and vertiport operations.
Micro-weather research and the development of fine scale urban weather models need to
be pushed forward by current UAM development because weather will play a crucial role
during the development of future UAM operational procedures and U-space/UTM services.

6. Conclusions

“Say goodbye to congested streets, traffic diversions, and frustrating journeys” [196]

vs.

“Ground infrastructure experts wrestle with vertiport challenges” [197]

Urban Air Mobility needs vertiports to operate! This fact is unanimously acknowl-
edged in the scientific community and industry, but at the same time, vertiports are not well
understood and the research is scattered. This is the reason why we conducted a thorough
literature review following the objective to summarize systematically the current state of
the art and outline key areas where future research is needed. Due to the comprehensive
collection of noteworthy UAM vertiport contributions, this manuscript provides the reader
a structured setup, with each chapter concluded by a brief summary, which allows for
selective reading.

Initial uncertainties in naming UAM ground infrastructure seem to be overcome
since vertiport is now being predominantly used as the term of choice. After showing
that vertiport is the most popular term for UAM ground infrastructure in Section 1.2,
we continue to classify the field into eleven topics and analyze their prominence (see
Section 1.3). In this manuscript, the scientific literature as well as industry and regulatory
contributions such as existing vertiport and heliport design guidelines were reviewed
extensively; All three bodies of publication are needed to frame the state of the art of UAM
VTOL vertiports.
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While searching for scientific publications in the database Scopus until the year 2021
(including), 49 scientific publications shared the overlap of “urban air mobility” on the
one hand and “ground infrastructure” on the other hand which were used as a basis for
this vertiport review manuscript. After analyzing all 49 scientific publications, it became
apparent that airspace operations has been the strongest focus so far, followed by the
general design of vertiports and its related considerations around throughput and capacity
(see Section 4). Also the interaction between a UAM network and the choice of vertiport
locations finds mention in the research as elaborated in Section 3. It was found that the
majority of the vertiport network research considers U.S. UAM applications. Even German
VTOL aircraft manufactures consider initial full-scale UAM applications outside Europe.

Vertiports are recognized as one of the critical elements of UAM by operating on
limited spatial resources. Initial bottlenecks of a UAM network will be described by a
vertiport’s capacity and performance in the air and on ground. This will require thor-
ough knowledge about the vertiport layout, dynamic behavior of airside air and ground
operations and inter-dependencies of arrival, departure and passenger streams: who is
responsible for coordinating arriving and departing VTOL aircraft traffic? How is a mixed
VTOL aircraft fleet and multiple “UAM airlines” accommodated and managed fairly at
a vertiport? What traffic densities can be processed and can UAM really reduce traffic
congestion on ground?

Current vertiport designs, except of some early prototypes, are currently more describ-
ing a vision than providing a realistic and implementable proposal. And, although vertiport
design and operations have been the predominant research focus, only few publications
take into account non-nominal constraints and contingency incidences.

Continuing the review of current regulatory framework and design guidelines in
Section 2, thorough content was virtually not existent until March 2022, when both FAA
and EASA independently published a first engineering brief/prototype (respectively)
covering only VFR vertiports. Discrepancies also arise when vertiport sequencing and
scheduling procedures are discussed. On the one hand complex holding patterns and
hover points are proposed for arriving VTOL aircraft traffic, but on the other hand UAM
operations are considered using eVTOL aircraft currently providing very limited endurance
characteristics. Therefore, further research is necessary to identify and quantify operating
uncertainties and to evaluate the role and the limitation of strategic and tactical mea-
sures. The various UAM/vertiport design approaches are highlighted by contrasting
similarities and differences of U.S., European and international standards (see Section 2.4).
One crucial provider of uncertainty is described by the chosen operating environment
and the prevailing weather conditions. Weather will be the factor constraining UAM and
vertiport operational hours, consequently affecting throughput, ticket price and costumer
segment. High efforts will be needed to understand urban weather behavior and phe-
nomena in order to provide a safe but also efficient UAM operation. This review wants
to highlight the importance of environmental constraints such as weather for future UAM
and vertiport operations, since current vertiport research, except for a few publications
described in Section 5, do not yet specifically focus on it.

The most underrepresented topic in the body of scientific research, but also in regu-
latory guidelines and vertiport design proposals is noise as well as security. None of the
sighted contributions provide a distinct analysis of how noise is distributed at a vertiport
considering e.g., different vertiport layouts, locations, arrival and departure paths/surfaces
and VTOL aircraft designs. The same applies for the topic security which is mentioned
rarely, and if so, only when passenger security checks are addressed. But, security means
so much more especially when aviation eventually transitions towards a multi-connected,
digitized and automated operating system. Implementing vertiports in densely populated
environment will require thorough analyses in terms of noise propagation, safety and
cyber-/security in order to create a business case finally being accepted by society.

Vertiport approaches and contributions considering different time horizons, maturity
levels and traffic densities are currently available which need to be harmonized in order to
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allow for a structured development of UAM and to finally transition from vision to reality.
A European UAM road-map is necessary in order to understand the (regulatory) complexity
of UAM, the role of a vertiport and to derive realistic assumptions on societal implications.
This literature review gathered a considerable amount of publications to depict the state of
the art of UAM VTOL vertiports. The majority of them are of theoretical nature. At some
point in the future of research, realistic operational constraints and requirements have to be
considered which are going to require a lot of more research, testing, failing and lessons
learned until we really reach the implementation of on-demand UAM.

This review manuscript will aid the harmonization process as it summarizes all major
ongoing efforts and highlights both similarities and differences. We further hope that fellow
researchers will find our work helpful to position their own work well into the context of
vertiport and UAM research.
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Abbreviations

The following abbreviations are used in this manuscript:

AC advisory circular
AGL above ground level
API application programming interface
ATC air traffic control
ATM air traffic management
CNS communication, navigation and surveillance
ConOps concept of operations
CFP critical failure for performance
DOI digital object identifier
EASA European Union Aviation Safety Agency
eVTOL electric vertical take-off and landing
EUROCAE European Organization for Civil Aviation Equipment
FAA U.S. Federal Aviation Administration
FATO final approach and take-off area
FCFS first come-first served
ICAO International Civil Aviation Organization
IFR instrument flight rules
LNG liquefied natural gas
METAR Meteorological Aerodrome Report
MRO maintenance, repair and overhaul
NASA National Aeronautical and Space Administration
PAV personal aerial vehicle
PinS point-in-space
SC special condition
STOL short take-off and landing
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TLOF touchdown and lift-off area
UAM urban air mobility
UAS unmanned aerial system
UTM unmanned aircraft system traffic management
VFR visual flight rules
VTOL vertical take-off and landing

Appendix A

In Figure A1a, the top authors by number of publications in the field of vertiports
are listed. Peng Wei, the number one, is an associate professor at the George Wash-
ington University in Washington, D.C. He published many papers with is co-author
Priyank Pradeep. Another prominent institute is the Georgia Institute of Technology
in Atlanta, Georgia: Cedric Justin, Dimitry Mavris and Brian German are associated with it.
So far, it appears that the field is dominated by few strong players. In Figure A1b the
top sources of publication are shown, which are both conference proceedings and journal
issues. Transportation Research Part C, CEAS Aeronautical and Aerospace Information Systems
are journals; the remaining major sources are conference proceedings. Minor sources are
journals or proceedings with only one paper on vertiports. The 12 minor sources are the
following with one source unknown:

• IEEE Transactions on Intelligent Transportation Systems
• International Journal of Aeronautical and Space Sciences
• MDPI Sustainability
• IEEE Metrology for Aerospace
• MDPI Applied Sciences
• Elsevier Engineering
• International Conference on Engineering Design
• Aerospace Science and Technology
• Transportation Research Record
• IEEE Transactions on Control of Network Systems
• MDPI Aerospace
• IEEE Chinese Guidance, Navigation and Control Conference

The top ten individual publications in the field of vertiports according to number of
citations in Scopus are listed in Table A1. The reference day for the number of citations was
31 December 2021.

(a) Top publishing authors. (b) Top publishing conferences and journals.

Figure A1. Data analytics in the field of vertiports.
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Table A1. Top 10 papers according to citations in Scopus (as of 31 December 2021) addressing
vertiports in the context of UAM.

DOI Year Authors Title
Citations in
Scopus

10.1109/DASC.2018.
8569645 2018 I. C. Kleinbekman, M. A.

Mitici, P. Wei
Evtol Arrival Sequencing And Scheduling
For On-Demand Urban Air Mobility 30

10.2514/6.2018-3677 2018 L. W. Kohlman, M. D.
Patterson

System-Level Urban Air Mobility
Transportation Modeling And
Determination Of Energy-Related
Constraints

27

10.2514/6.2019-0526 2019 P. D. Vascik, R. J.
Hansman

Development Of Vertiport Capacity
Envelopes And Analysis Of Their
Sensitivity To Topological And
Operational Factors

25

10.2514/6.2018-2008 2018 P. Pradeep, P. Wei Energy Efficient Arrival With Rta
Constraint For Urban Evtol Operations 20

10.2514/6.2018-2006 2018
B. J. German, M. J.
Daskilewicz, T. K.
Hamilton, M. M. Warren

Cargo Delivery By Passenger Evtol
Aircraft: A Case Study In The San
Francisco Bay Area

19

10.1007/s13272-020-
00468-5 2020

K. O. Ploetner, C. Al, C.
Antoniou, F. Frank, M.
Fu, S. Kabel, C. Llorca, R.
Moeckel, A. T. Moreno, A.
Pukhova, R. Rothfeld, M.
Shamiyeh, A.
Straubinger, H. Wagner,
Q. Zhang

Long-Term Application Potential Of
Urban Air Mobility Complementing
Public Transport: An Upper Bavaria
Example

15

10.2514/6.2018-3054 2018
J. N. Robinson, M. D.
Sokollek, C. Y. Justin, D.
N. Mavris

Development Of A Methodology For
Parametric Analysis Of Stol Airpark
Geo-Density

12

10.1109/GNCC42960.
2018.9018748 2018 P. Pradeep, P. Wei

Energy Optimal Speed Profile For Arrival
Of Tandem Tilt-Wing Evtol Aircraft With
Rta Constraint

12

10.2514/1.I010710 2019 P. Pradeep, P. Wei
Energy-Efficient Arrival With Rta
Constraint For Multirotor Evtol In Urban
Air Mobility

12

10.2514/6.2021-1189 2021
R. C. Busan, P. C.
Murphy, D. B. Hatke, B.
M. Simmons

Wind Tunnel Testing Techniques For A
Tandem Tilt-Wing, Distributed Electric
Propulsion Vtol Aircraft

9
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Abstract: A zoning approach that divides an area of interest into multiple sub-areas can be a systemic
and strategic solution to safely deploy a fleet of unmanned aerial vehicles (UAVs) for package delivery
services. Following the zoning approach, a UAV can be assigned to one of the sub-areas, taking sole
ownership and responsibility of the sub-area. As a result, the need for collision avoidance between
units and the complexity of relevant operational activities can be minimized, ensuring both safe and
reliable execution of the tasks. Given that the zoning approach involves the demand-server allocation
decision, the service quality to customers can also be improved by performing the zoning properly.
To illuminate the benefits of the zoning approach to UAV operations from a systemic perspective, this
study applies clustering techniques to derive zoning solutions under different scenarios and examines
the performance of the solutions using a simulation model. The simulation results demonstrate that
the zoning approach can improve the safety of UAV operations, as well as the quality of service
to demands.

Keywords: unmanned aerial vehicle; zoning; unmanned aircraft system traffic management; clustering;
collision avoidance; drone package delivery

1. A Zoning Approach: A Systemic Solution for Successful Airspace Control

Unmanned aerial vehicles (UAVs), or drones, are a game changer in many business
and public sectors because of their ability to exploit aerial dimensions and inexpensive
operating cost. However, the applications of UAVs are often made with a single or a
few UAVs in a relatively safe operation area. One of the reasons for such limited UAV
applications is the difficulty in air traffic control and collision avoidance for UAVs [1] for
large-scale deployments. Although there have been dramatic advances in technologies for
collision avoidance (e.g., artificial intelligence for path finding [2]) and UAV flight system
automation, the technologies are not at the desired level to resolve safety issues completely.

This difficulty becomes more significant when multiple UAVs are deployed in a rela-
tively small area at the same time in a dynamic environment. When no cyclical stability
on UAV tasks can be identified, this difficulty becomes even worse [3]. This situation
can be found in UAV application scenarios with a delivery function, such as UAV-based
logistics [4,5], humanitarian/emergency aid operations [6,7], or in cooperation with other
unmanned systems [8,9]. These applications are where the demands for services are
expected to exceed the supply levels that can be fulfilled with traditional means of trans-
portation, and the task can be performed better with exploitation of the aerial dimension.
Therefore, a large-scale UAV fleet deployment is desired to handle the increasing service
demands and to maximize the service quality.

A key solution to realize large-scale UAV operations is an unmanned aircraft traffic
management (UTM) system, which manages airspace for multiple UAV operations through
real-time control. Following the increasing volume of UAV operations and the need for
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UTM systems, federal regulatory agencies such as the European Aviation Safety Agency
(EASA) and the Federal Aviation Administration (FAA) in the United States have conducted
several projects and discussed the concepts of UTM and regulations of UAVs [10,11].

While airspace for UAVs is increasingly regulated, the feasibility and performance of
UTM is still far behind the desired level, especially considering the envisioned future air
traffic densities. Unlike the well-established and -functioning air traffic management (ATM)
systems for manned aircraft, the following aspects of UAVs challenge the development of
UTM [12]:

• Different types of UAVs with different performances;
• Limited capability to carry heavy or power-intensive equipment;
• Limited capability to automatically detect and avoid collisions;
• Increasing needs for UAV operations beyond visual line of sight (BVLOS) for greater

economic values;
• High density of operations, likely flying very close to other units;
• High degree of vulnerability to operational environments (e.g., wind).

These key differences between manned aircraft and UAVs underline the complexity of
the development and implementation of a UTM system. UTM implementation involves
novel challenges, including decentralization of governing authority over large-scale UAV
operations and interactions with pilots to share crucial flight and safety data [13]. When
narrowing down the UTM for the safety aspects of UAVs, safety separation standards,
collision risk prediction, and collision avoidance can be listed as the critical research topics,
and there needs to be significant advances for full- and large-scale UAV operations [14].

Considering the complexity of the involved design and decision-making problems in
the UTM, it is clear that a centralized air traffic control (ATC) with a full synchronization
of large-scale UAV operations is extremely difficult to achieve. In the context of ATM,
the ATC-related decision-making authority is distributed among flight crews, the air traffic
service providers, and aeronautical operational control organizations in order to reduce
reliance on the centralized ATC [15]. In the context of UTM, however, it is difficult to give
UAVs the freedom for their path and speed selection in real time, because full automation
of path finding and conflict resolution for large-scale UAV operations in a decentralized
manner is highly complex [14,16,17].

As a systemic solution to the difficulties of UTM implementation, a zoning approach,
where an operational area for UAVs is decomposed into a set of sub-areas and a maximum
of one UAV can be deployed within a sub-area at a given time, can be considered [18].
By this approach, the flight paths of UAVs in different zones do not overlap, and it is likely
that UAVs remain well clear with or without minimum control efforts. The flight planning
and control problems involved in a UTM can also be made simple, as the interaction level
between UAVs are minimized by the zoning approach.

As such, the workload for airspace control and collision avoidance can be dramatically
reduced by the zoning approach. Importantly, this reduced workload can be further
distributed to the sub-UTMs for each zone in favor of the zoning approach. Given that most
of UAV control systems are still operated by humans, this zoning approach also brings
advantages to UAV service providers, that is, to reduce the manpower for UAV deployment
and corresponding operating costs. The expected benefits of the zoning approach are
summarized as follows:

• Reduced burden to control/monitor UAVs;
• Reduced risk to safety;
• Minimum communication between UAVs;
• Increased chance of UAV flight automation;
• Scalability for a large-scale UAV deployment;
• Reduced complexity of relevant planning and control problems in a UTM.

On the other hand, one can question the negative impacts of the zoning approach on
the service-to-customers level, as the means to serve demands is restricted by the approach.
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Indeed, the set of demands or the area a UAV can cover is limited by a zoning solution
in terms of volume, size, and location of the demands. Therefore, considering the zoning
approach as a demand-server allocation problem, it is important to derive a zoning solution
so that the resulting service level to customers is kept at an acceptable level, while fully
exploiting the advantages of the zoning approach.

The aim of this study is to demonstrate the advantages of the zoning approach from the
UAV safety and service quality perspectives. Specifically, we answer the following questions:

• How much separation between UAVs is expected to be achieved by the zoning ap-
proach?

• Will the zoning approach result in service quality degradation?
• What would be the determining factors for the zoning approach performance?

To answer these questions, we analyze the performance of the zoning approach from
a systemic perspective. We first generate package-delivery-like scenarios, where multiple
demand nodes in an area are served by multiple UAVs. We group the demand nodes using
clustering techniques and derive a zoning solution accordingly. The performance of the
proposed zoning approach is examined under multiple demand configurations using a
simulation model, compared to other benchmark service strategies.

2. Related Work: Zoning in Literature

UAV application areas are numerous and include those domains where automation,
low operation costs, and aerial dimension exploitation can bring values. Otto et al. [19]
present a comprehensive review on UAV applications, classifying the UAV-involved tasks
in the applications and relevant planning problems. Mukhamediev et al. [20] also present
detailed UAV use cases in various industry applications, highlighting relevant data man-
agement and processing tasks.

The UAV applications where the concept of zoning is relevant can be further classified
into two classes: area coverage and package delivery. The area coverage class addresses
tasks for searching and monitoring an area, whereas the package delivery class addresses
transportation-related activities.

By the nature of the zoning approach, one can easily find its link to the area coverage
class, where efficient use of units by properly assigning responsible areas to the units is
critical to achieve a service/mission goal (e.g., to minimize the time it takes to search an
area). Fu et al. [21] propose a local Voronoi decomposition algorithm for exploration task
allocation to multi-agents. In this approach, Voronoi regions of each agent are calculated
based on the agents’ positions, and the agents move only within their regions to avoid
overlapping tasks. Miao et al. [22] apply a map decomposition approach to assign sub-
maps to cleaning robots so that large-scale cleaning areas are effectively distributed and
assigned to the robots. Xiao et al. [23] apply area segmentation for UAV coverage planning
in a grid map. Once a take-off location is determined, an area of interest is specified as
a set of grids and further divided into sub-areas so that the energy required to cover the
sub-areas are balanced and collisions between UAVs can be avoided. For three-dimensional
coverage path planning, where different coverage paths depending on altitudes of a region
of interest are generated [24], multiple UAVs can be assigned to different altitudes for
coverage operations.

The zoning approach is also found in the package delivery application class, the focus
of the zoning approach in this study. UAV-based package delivery is a UAV application
with increasing demands and demonstrated profits. To realize this service concept with
minimum barriers to its implementation, various practical issues, such as preserving
privacy, have been addressed [25].

The main focus of the zoning approach in this class is collision avoidance and ease
of UAV traffic management, the critical challenges for package delivery by UAVs [26].
Amazon, who first introduced the concept of package delivery by UAVs, proposes an
airspace model where civil airspace is segregated by altitudes based on vehicle capabil-
ity [27]. In this model, a low-speed localized traffic area is used for the UAVs without
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sophisticated sense-and-avoid technology, whereas a high-speed transit area is used for
well-equipped vehicles. The model also includes a no fly zone to buffer the UAV operations
from current aviation operations. Feng and Yuan [28] apply space zoning to a low-altitude
airspace that divides the space into upper, buffer, safe, and bottom zones according to space
height restrictions in order to construct flight corridors for UAVs. Sung and Nielsen [18]
propose a zoning approach that divides a service area with a single UAV station into zones.
They allow at most a single UAV to fly within a zone and investigate the expected service
level with these zoning practice using a simulation.

Note that the clustering approaches applied to UAV routing problems for package
delivery services can also be seen as a special case of the zoning approach for tactical
decision-making. In particular, clustering has been actively applied to truck-assisted UAV
package delivery services, where a truck visits multiple spots following a path to support
UAVs’ operations (e.g., recharging and (un)loading payloads). Under this service delivery
scheme, delivery points are grouped into a set of clusters, and a route for a truck to visit
the clusters and routes for UAVs within the clusters are derived to maximize the service
delivery performance [29–31].

As reviewed, the concept of zoning has been addressed from different perspectives in
the literature. In general, the zoning approach is designed to optimize the UAV performance
for a single service instance (tactical/operational) under the area coverage class, whereas
the zoning approach is applied to design a UAV traffic management system for multiple
service instances (strategic) under the package delivery class. The zoning approach for
the package delivery class is further separated by the restriction level on a zone. Sung
and Nielsen [18] apply the most restricted practice, which allows only a single UAV to fly
within a zone at a given time, whereas the other studies separate airspace by altitudes and
allow multiple UAV operations in a zone.

Our study is aligned with the work of Sung and Nielsen [18]. It is difficult to assume a
full connectivity between UAVs during their operations and 100% reliable UAV control logic
mainly due to the dynamics in the airspace and the absence of a decent UTM. Considering
this fact, operating UAVs with zoning, as proposed by Sung and Nielsen [18], seems more
appropriate for safety and service reliability reasons and can increase the feasibility of
large-scale UAV deployment.

Based on the review, the contributions of our study can be noted as follows. We first
describe a systemic and strategic solution for application of UAVs to package delivery
scenarios, which allows UAV deployment at a large scale and reduces reliance on dramatic
advances in UAV navigation and control technology. Next, in contrast to the work of
Sung and Nielsen [18], we apply clustering techniques for zoning to address multiple UAV
stations in a service area, which can naturally be seen in a large-scale service scenario.
Last, we test the performance of the zoning approach under different demand distribution
configurations to clearly illuminate the expected benefits of the proposed zoning approach.

3. The Zoning Problem and the Considered Solution Approach

3.1. Problem Description

Assume that multiple demand nodes are distributed in a two-dimensional service area.
Demand node x has demand rate λx and is independent from the other demand nodes
in the area. K number of UAVs are available for operation, and a UAV will serve a single
demand (a demand instance at a demand node) per trip.

Given the setting, we seek a set of zones Z and base locations μ such that (1) all the
demand nodes are divided into K number of zones Z = {Z1, . . . ZK}, (2) a flight path
between the base of a zone and a demand node within the zone is guaranteed, and (3) the
total service level for the demand nodes by the zoning solution is maximized. The zoning
problem of this study can be formally described by

Pzoning = arg max
Z, μ

K

∑
k=1

∑
x∈Zk

L(x|μk, Z), (1)
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where L(x|μk, Z) is the service level for demand node x given a base location μk and a set
of zones Z.

From the safety perspective, the most relevant measure for the service level would be
the distance between operating UAVs in different zones. Considering this idea, a zoning
solution that maximizes the separation between demand nodes in different zones would
be desired. This concept is well-aligned with the k-means clustering algorithm, which
partitions observations into k clusters such that observations are assigned to the clusters
with the nearest mean. Based on this, the original zoning problem can be rewritten as

P∗
zoning = arg min

Z, μ

K

∑
k=1

∑
x∈Zk

λx · ||x − μk||2, (2)

which is intended to minimize the weighted within-cluster variances (which is the same
as maximizing between-cluster variances). It should be clear that this formulation is one
of the options to approximate the original zoning problem (Equation (1)); thus, a different
formulation can be designed based on the use case’s specific constraints, for example,
the minimum distance between demands and the center of a zone or no-fly zone.

3.2. Solution Approaches: Weighted k-Means Algorithm

The target zoning problem P∗
zoning is solved by a weighted K-means algorithm (WKMA),

based on the Hartigan algorithm for k-means clustering [32]. Instead of using the mean
and squared distance when updating centroids, we use the weighted mean and squared
weighted distance in order to account for the arrival rate. The WKMA implementation is
described in Algorithm 1. The computational complexity of the algorithm is γ · O(K · D),
where γ is the number of iterations performed by the algorithm until the clustering solution
is converged, and D is the number of demand nodes.

Algorithm 1: WKMA
Require: demand set, the number of centroids (k)

1: Randomly assign all demand nodes to a centroid
2: Calculate centroids as weighted mean of their assigned nodes
3: while Not converged do
4: for demand node d in demand set do
5: for centriod c in centroid set do
6: Assign demand node d to centroid c
7: Compute the sum of squared weighted distances from each node to

its centroid
8: end for
9: Assign d to the centroid which resulted in the smallest sum

10: Recalculate centroids as weighted mean over all nodes assigned
11: end for
12: end while
13: return demand allocation to centroids

3.3. Benchmark UAV Deployment Strategies

As a benchmark solution to the zoning approach, a strategy termed closest, which
assigns the closest available UAV to a demand without restrictions in its operation area,
can be considered. Note that from our initial experiments, the closest strategy showed poor
performance, because distant demands are often assigned to UAVs, hampering the efficient
use of UAVs.

To avoid such a distant demand allocation to a UAV, a relaxed version of the closest
strategy, termed closest with thresholds, is introduced. Given base locations, we first set
a maximum UAV flight range such that all demand nodes can be covered by at least one
UAV. For each demand node, any UAVs placed within the maximum flight range are then
considered as a candidate server for the demand. Illustrations of the service areas derived
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by the three different UAV deployment strategies—the zoning approach, the closest, and the
closest with thresholds—are given in Figure 1. In the figure, the base and demand node are
represented as a red box and a black circle, respectively.

(a) (b) (c)
Figure 1. Different service area configurations by the different UAV deployment strategies: (a) zoning;
(b) closest; (c) closest with thresholds.

4. Experimental Results

Following the aim of this study (i.e., to demonstrate the performance of the zoning
approach), we simulate UAV trajectories for package delivery scenarios and measure how
close to each other UAVs are supposed to fly based on the trajectories. We also evaluate
the service quality level for customers based on the simulated trajectories to evaluate the
service quality degradation by zoning approach.

4.1. Experimental Setting

We generate four problem classes, varying the settings of the following two design factors:
a geographical distribution of demands and a representative package delivery scenario.

For the geographical distribution of demands, we first create demand set U, where
100 demand nodes are uniformly distributed over a square-shaped 2D area. To see the
impact of densely located demand nodes on the performance of the zoning approach,
we also create demand set C, where demands are primarily located in the center of a
service area. This demand set is created by sampling 100 demand nodes from the york

dataset available from the r-package maxcovr. Figure 2 shows the two different demand
node distributions.

(a) (b)
Figure 2. The distributions of demands: (a) demand distribution U; (b) demand distribution C.

Next, we apply two different service modes to test the zoning approach under different
service scenarios. For scenario NQ (no queue), we assume a situation where a service request,
which cannot be served immediately by a responsible UAV, will leave the system without
receiving service. This scenario represents an emergency situation, where a timely response
to a demand is critical (e.g., visual surveillance of a traffic accident). For scenario FCFS,
we assume a situation where demands wait until they receive service by UAVs. In this
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scenario, demands in a queue are handled by the first come first serve (FCFS) policy. This
scenario is implemented to represent a commercial package delivery scenario.

Following the setting, we generate the four different problem classes ({U,C} × {NQ,FCFS})
and test the performance of the zoning approach in a simulation environment. Note
that the objective function of the zoning problem, that is, to minimize the within-zone
variances, is a proxy for the actual UAV safety level. Therefore, a simulation model is
implemented to investigate the performance of the proposed zoning approach close to
its actual performance. In principle, the zoning approach can be applied to a UAV-based
service system with any type of UAV. Since we examine the systemic performance of the
zoning approach, the detailed dynamics of UAVs (e.g., the minimum turning radius of
a unit, energy consumption as a function of weather conditions, and collision avoidance
logic during operation) are simplified in the simulation. The simulation model generates
demands following the demand rates of demand nodes and assigns available UAVs by the
applied UAV deployment strategy, updating the operational status (busy/idle) of the UAVs.

For each problem class, we replicate a simulation run 20 times. The length of the
simulation is four hours, and the status of UAVs and demands are updated every second
in a simulation run. In the simulation, the demand rate of a demand node (the number
of demand requests per minute) is drawn from a uniform distribution with the bounds
[0.4, 0.6]. The number of UAVs is set by ten to provide a sufficient service capacity for
the demands.

The output of a simulation run is the UAV flight trajectories for all time steps (every
second), including the positions of UAVs and their status, and the records regarding
how demands are served. Based on the output, the separation level between UAVs is
analyzed to see how much the safety can be improved by the zoning approach, which is
the main topic of this study (Section 4.2). The service quality with regard to the demands
is also analyzed to evaluate the performance of the zoning approach from the customers’
perspective (Section 4.3).

4.2. UAV Safety Improvement by the Zoning Approach

Given the UAV flight trajectories obtained from simulation runs, we compute the
distances between two operating UAVs at each time stamp to measure the proximity
between UAVs. Given that a key performance measurement from the safety perspective
would be the separation level between UAV flights, we compute the 5th percentile of
the proximity between UAVs (i.e., the distance between two flying UAVs) to identify the
minimum distance gap guaranteed for the majority of the UAV flights. Figure 3 shows the
distribution of the 5th percentile proximity values for 20 simulation runs under the four
different problem classes and the three different UAV deployment strategies (zoning vs.
closest vs. closest with thresholds).

From the figure, it is observed that for all the problem classes, the zoning approach
shows greater distance gaps than the other considered strategies. While the distance gap
increases when the demand distribution C is applied (which seems inevitable due to the
density of the demand nodes in the dataset), the zoning approach can still provide greater
distance gaps between UAVs than the other strategies. Given that collision avoidance
action is taken when a UAV detects an object within a certain range, a greater distance
between UAVs clearly indicates that UAVs are likely to be cleared with less efforts for
collision avoidance from both UAV operators and UTMs. The safety improvement by the
zoning approach becomes clearer in Figure 4, where distributions of the closest distance
between two operating UAVs from the experiments are presented.
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Figure 3. The 5th percentile of the distances between operating UAVs: (a) demand distribution U;
(b) demand distribution C.
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Figure 4. The worst case proximity between operating UAVs: (a) demand distribution U; (b) demand
distribution C.
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Figure 4 shows that the zoning approach always guarantees positive distance gaps
between UAVs, which reduces the relevant collision avoidance efforts. On the other hand,
the benchmark service strategies incur very close and even crossing UAV flights (i.e., zero
distance gap). Recall that under the zoning approach, a flight path is generated within a
zone, and thus it does not overlap with other paths in other zones. As collision avoidance
is complex and might be infeasible when the distance between UAVs is tight, the safety net
provided by the zoning approach is promising. In other words, the zoning approach can
guarantee the safety of UAVs and the reliability of the UAV-based system, especially when
large-scale UAV operations are considered.

4.3. Expected Service Quality to Demands by the Zoning Approach

The service quality for customers regarding UAV operations is another key factor that
determines the success of a UAV-based service system. Given that immediate responses to
demands determine service quality in many contexts, for emergency response in particular,
we measure UAV response time to demands (i.e., the time interval between a service request
receipt and a UAV arrival at the corresponding location). Figure 5 shows distributions of
the mean response time over 20 simulations under the different problem classes and UAV
deployment strategies.
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Figure 5. The mean response time to demands: (a) demand distribution U; (b) demand distribution C.

The results shows that the zoning approach outperforms the other considered service
strategies in terms of the mean response time for customers. This is because the benchmark
strategies allow UAVs to serve distant demands, whereas the zoning approach restricts
such behavior by limiting the UAV operation area. Naturally, long-distance travel increases
the individual UAV workload and the likelihood of being busy. Under the scenario FCFS,
where there is a waiting queue, such a practice significantly increases the response time for
customers (see the response time differences between the FCFS and NQ scenarios).

It should be noted that while the zoning approach can avoid such long-distance
and inefficient travels, it is true that a demand generated when the responsible UAV is
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busy will not be served under the zoning approach, even if there could be other UAVs
available nearby. When there is no waiting queue, such a practice might result in many
demand nodes being abandoned.

To verify this issue, we compute the percentage of demands that left the system
without receiving service, with regard to the total number of demands generated in a
simulation run. Figure 6 shows the results for scenario NQ. As shown in the figure, this
negative impact by the zoning approach seems marginal, and interestingly, the zoning
approach even serves more demands than the other strategies. This is due to the efficient
use of UAVs and corresponding low utilization levels of the units.
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Figure 6. The percentage of demand loss under scenario NQ: (a) demand distribution U; (b) demand
distribution C.

4.4. Summary

For all the problem classes, the zoning approach outperforms the other considered
UAV deployment strategies in terms of the safety of UAVs and the service quality for
demands. The zoning approach shows that it can guarantee a sufficient gap between oper-
ating UAVs and that it can serve more demands at a faster rate than the other benchmark
strategies. All of these findings are critical to implement a UTM with distributed workloads
for collision avoidance and to provide acceptable service quality to customers.

5. Discussion

5.1. The Trade-Off between the Safety of UAVs and the Service Quality for Demands

We observed that the distance gap between flying UAVs becomes decreased when most
of the demand nodes in a service area are densely located in the center of the area, which is
natural considering the distribution of the demand nodes. If the safety of UAVs should
be placed before the service quality to customers, one can consider further restricting
the zoning approach. For example, adding a constraint that restricts the allocation of
neighborhood demand nodes to different zones or treating the neighborhood demand
nodes as abstract nodes could be considered for the zoning approach. Figure 7 illustrates
two zoning solutions obtained with and without such additional constraints for UAV safety.

It should be noted that the zoning approach can also be implemented to maximize the
service quality for demands. For example, one may want a zoning solution that minimizes
the total distance between demand nodes and their responsible bases. The workload
balance between zones can also be considered to derive a zoning solution.

Following this idea, we obtain different zoning solutions by applying the objective
functions—to minimize the weighted total distance between demand nodes and bases and
to minimize the between-zone variance of the total weighted distance between demand
nodes and bases. We apply a genetic algorithm (GA) to derive the solutions. By the nature
of a meta-heuristic algorithm, the implemented GA can easily address different types of
objective functions and additional constraints (e.g., the limited flight time of UAVs) of the
zoning problem. Please refer to Appendix A for details of the GA implementation. Figure 8
shows the solutions obtained; differences to the solutions in Figure 7 are clearly observed.
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(a) (b)
Figure 7. Zoning solutions with and without additional safety constraints: (a) with safety constraints;
(b) without safety constraints.

(a) (b)
Figure 8. Illustrations of zoning solutions with the service quality-oriented objective functions: (a) a
solution to minimize the total distance between demands and bases; (b) a solution to evenly distribute
demands to bases.

Importantly, the shift in the objective function of the zoning problem (Pzoning), which
leads a different zoning solution, can bring a different degree of trade-off between UAV
safety and service quality to demands. This phenomena is conceptually visualized in
Figure 9.

Figure 9. The performance trade-off between different zoning solutions.

In the figure, the performance of two different zoning solutions with different numbers
of available UAVs is plotted. The solutions are distinguished by their line type (a solid line
for a safety-oriented zoning solution and a dotted line for a service quality-oriented zoning
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solution), and their performances with respect to different perspectives are represented
with different colors (blue for UAV safety and red for service quality for demands).

As illustrated in Figure 9, the UAV safety and the service quality for demands are
indeed difficult maximize at the same time. The degree of the trade-off would also vary by
the objective function applied to the zoning problem and the number of available UAVs.
Therefore, it is important to properly formulate a target zoning problem and tune a solution
algorithm for the zoning based on the priority, preference, and constraints of a target service
system, so that the proposed approach can produce a valid and effective zoning solution.
A whole process to successfully implement the zoning approach is illustrated in Figure 10.

Figure 10. A process for zoning approach implementation.

5.2. Further Considerations for Zoning

The followings can be further considered for the practical implementation and im-
proved performance of the zoning approach. First, the connectivity between zones is
important to guarantee relatively easy transition between zones. If the bases of zones were
placed outside of the zones, the connectivity would be guaranteed by a common and shared
area acting as a flight corridor for crossing UAVs.

Next, the shape of zones can be considered for potential flight trajectories within a
zone. For smooth and efficient movement within a zone, convexity of the zone would be
desired. This can be guaranteed by known methods, such as convex decomposition of an
area [33]. When there is a clear temporal pattern in demand arrivals, dynamic zoning that
changes a zoning solution over time can be considered. In this case, keeping the relevant
adjustments (e.g., frequency of updated zoning solution) at a minimum should be pursued.

Finally, aligned with the proposed and implemented solution for a UTM that separates
airspace by altitudes, a three-dimensional zoning approach can be designed. This approach
can provide flexibility in forming a zoning solution and scalability for increasing UAV
operation volumes.

6. Concluding Remarks

Considering that the zoning approach is initially proposed to guarantee the safety of
UAVs during operations, the relevant service quality degradation for customers is expected
due to the restricted movement of UAVs by the zoning approach. Unlike this concern, how-
ever, the zoning approach shows a dominant performance in our experiments compared to
the other current UAV deployment strategies in terms of both the safety of UAVs and the
service quality for customers. This is accordance with Sung and Nielsen [18]’s observation,
where they examine the zoning approach with a single UAV station.

We also observed the trade-off between the performance criteria (safety vs. service
quality) in the experiments, a natural phenomena of UAV-based service systems. To meet
a desired service level of a UAV-based system while addressing this trade-off, further
assistance from the tactical part of the UAV operation (e.g., UAV trajectory planning op-
timization) and a well-tuned zoning solution algorithm based on the system’s priorities
are essential for successful implementation of the zoning approach for a UAV-based ser-
vice system.
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Finally, let us highlight that the proposed zoning approach is a systemic solution for
a UAV-based service system, which includes a tactical and operational solution for UAV
deployment. The proposed approach does not require significant investments for a UTM,
nor dramatic advances in UAV navigation and control technologies. Therefore, based on
the demonstrated performance of the zoning approach and its implementation simplicity
for a UAV-based service system, we believe that the zoning approach is a breakthrough for
currently limited UAV applications and their deployment at large scale.
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Appendix A. Genetic Algorithm Implementation

We develop the GA such that it determines centroids of clusters from a predetermined
set of candidate centroids in a service area. By doing so, a clustering solution can be
derived while excluding the area where UAVs cannot fly (buildings, mountains, no-fly
zones, etc.). With the area discretization, the zoning problem is to choose K number of
centroids among a set of candidate centroids and to assign demand nodes to the selected
centroids. To address this zoning problem with a discrete solution space, we implement
the GA following the general purpose implementation presented by Scrucca [34].

A zoning solution is represented as a bit string for all candidate centroids, forming a
chromosome of the GA. A value of one represents that a corresponding centroid is used for
clustering; otherwise, it is zero. For the initial population we use 100 randomly generated
chromosomes. The fitness for each chromosome is computed by the corresponding objective
value. To generate the next population, the selection operator selects chromosomes from
the current population following the probabilities, assigned to each chromosome of the
population, inversely proportional to their fitness value. The selected chromosomes are
further updated by applying the crossover operator with an 80% probability. The mutation
operator that flips a bit of a chromosome is also applied to chromosomes with a probability
of 10% in order to escape from a local optima.
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