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#### Abstract

In this paper, nonlinear differential equations with a generalized proportional Caputo fractional derivative and finite delay are studied in this paper. The eventual presence of impulses in the equations is considered, and the statement of initial value problems in three cases is defined: namely non-instantaneous impulses, instantaneous impulses and no impulses. The relations between these three cases are discussed. Additionally, some stability properties are investigated. We apply the Mittag-Leffler function which plays a vital role and which gives well-known bounds on the norm of the solutions. The symmetry of this function about a line and the bounds is a property that plays an important role in stability. Several sufficient conditions are presented via appropriate new comparison results and the modified Razumikhin method. The results generalize several known results in the literature.


Keywords: generalized proportional fractional derivatives; delays; non-instantaneous impulses; instantaneous impulses; Mittag-Leffler stability; Razumikhin method; Lyapunov functions
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## 1. Introduction

Fractional calculus in real world phenomena is very applicable because of some typical properties such as memory. Various types of kernels in fractional integrals and fractional derivatives are applied (for example, in [1,2] the fourth-order time-fractional integrodifferential equation with various types of kernels are studied numerically). A very general type of kernel was studied in [3] and called a general fractional integral/derivative. These general fractional integrals and derivatives were systematically studied by Y. Luchko [4,5] in appropriate function spaces in the framework of fractional calculus. Luchko also studied some qualitative properties of solutions of various types of differential equations with general fractional derivatives (see, [5]). In this paper, we focus on stability for a particular kernel (to be described in Section 3). Stability properties for fractional differential equations were studied by many authors (see, for example, [6,7]). As mentioned in [8], the generalized energy of a system does not have to decay exponentially for the system to be stable in the sense of Lyapunov, and recently the Mittag-Leffler stability and the fractional Lyapunov direct method were introduced for various types of fractional differential equations (see, for example, [9-12]) and applied in fractional models ([13-17]).

Many real processes are characterized by rapid changes in their state, and they are adequately modeled by differential equations with impulses. The acting time of these changes could be short relative to the duration of the whole process and they could be modeled as instantaneous impulses (see, for example, the classical book for ordinary
differential equations [18] and the cited references therein). In some processes, the duration of changes might not be negligible, i.e., they start at arbitrary fixed points and remain active on finite time intervals. These types of changes could be modeled by non-instantaneous impulses (see, the overview given in the book [19]).

Even though fractional derivatives have memory, often various types of delays are involved in the fractional differential equations to represent some dynamics of the corresponding processes. When one studies fractional differential equations with delays and any type of impulse, there are a number of technical and theoretical difficulties.

In this paper, we study nonlinear differential equations with finite delay and with a generalized proportional Caputo fractional derivative. We consider three main cases: the case when there are non-instantaneous impulses in the equation, the case when there are instantaneous impulses in the equation and the case without any impulses. In all of these cases, we set up the initial value problem and we discuss the relation between them. The appropriate Mittag-Leffler type stability is defined, and several sufficient conditions are obtained. Our study is based on the Razumikhin method and its appropriate modifications. Some of the obtained results are generalizations of results known in the literature for the case of Caputo fractional differential equations.

Our contributions in this paper include:

1. The statement of the initial value problem for nonlinear systems of generalized proportional Caputo fractional differential equations with finite delays, and we consider three cases:

- With non-instantaneous impulses;
- With instantaneous impulses;
- Without impulses.

2. An appropriate interpretation and connection between the three cases are provided.
3. Generalized proportional Mittag-Leffler stability of the three types of systems is defined.
4. The appropriate modifications of the Razumikhin method are applied in the three cases.
5. Some extensions of the comparison principle are provided.
6. Sufficient conditions for the Mittag-Leffler-type stability are obtained.

The paper is organized as follows. In Section 2, we recall some basic definitions about generalized proportional fractional integrals and Caputo-type derivatives, and some basic results are presented. In Section 3, we discuss the statements of fractional order delay systems in our three cases, and the relationships between them is provided. In Section 4, in the three cases, the generalized proportional Mittag-Leffler stability is defined, some comparison results are proved and several sufficient conditions are obtained with the help of appropriate modifications of the Razumikhin method.

## 2. Preliminary Notes and Results

We will give some basic notations used in this paper.
Let $u:[0, b] \rightarrow \mathbb{R}^{n}, b>0, b \leq \infty$ and $\tau \in(0, b)$. Then, we will use the following notations $u(\tau)=u(\tau-0)=\lim _{t \uparrow \tau} u(t)$ and $u(\tau+0)=\lim _{t \downarrow \tau} u(t)$.

Let $r>0$ be a given number and consider the set $E=\left\{\phi:[-r, 0] \rightarrow \mathbb{R}^{n}\right.$ is continuous everywhere except at a finite number of points $\tau_{j} \in(-r, 0): \phi\left(\tau_{j}-0\right)=\phi\left(\tau_{j}\right), \phi\left(\tau_{j}+0\right)<$ $\infty\}$ with a norm $\|\phi\|_{0}=\sup _{s \in[-r, 0]}\|\phi(s)\|$, where $\|$.$\| is a norm in \mathbb{R}^{n}$.

Let two sequences of points $\left\{t_{i}\right\}_{i=1}^{\infty}$ and $\left\{s_{i}\right\}_{i=0}^{\infty}$ be given such that $0<s_{i-1} \leq t_{i}<$ $s_{i}<t_{i+1}, i=1,2, \ldots$, and $\lim _{k \rightarrow \infty} s_{k}=\infty$. Denote $t_{0}=0$.

Let $J \subset[0, \infty)$ be a given interval. Consider the following classes of functions:

$$
\begin{aligned}
& N P C\left(J, \mathbb{R}^{n}\right)=\left\{u: J \rightarrow \mathbb{R}^{n}: u \in C\left[J \cap\left(\bigcup \cup_{k=0}^{\infty}\left(t_{k}, s_{k}\right]\right), \mathbb{R}^{n}\right]:\right. \\
& u\left(s_{k}\right)=u\left(s_{k}-0\right)=\lim _{t \uparrow s_{k}} u(t)<\infty, \\
& \left.u\left(s_{k}+0\right)=\lim _{t \downarrow s_{k}} u(t)<\infty, k: s_{k} \in J\right\},
\end{aligned}
$$

and

$$
\begin{gathered}
P C\left(J, \mathbb{R}^{n}\right)=\left\{v: J \rightarrow \mathbb{R}^{n}: v \in C\left[J \cap\left([0, \infty) /\left\{t_{k}\right\}_{k=1}^{\infty}\right), \mathbb{R}^{n}\right]:\right. \\
v\left(t_{k}\right)=v\left(t_{k}-0\right)=\lim _{t \uparrow t_{k}} v(t)<\infty, \\
\left.v\left(t_{k}+0\right)=\lim _{t \downarrow t_{k}} v(t)<\infty, k: t_{k} \in J\right\},
\end{gathered}
$$

We will give a brief overview of the literature on fractional integrals and derivatives with general kernels. In [4], Luchko described what was known in the literature on general fractional integrals (GFI) and general fractional derivatives (GFD) and studied GFI and GFD with the Sonine kernel. In [5], Luchko studied some analytical properties of initialvalue problems for single and multi-term fractional differential equations with GFD with a Sonine kernel that possess integrable singularities of power function-type at the point zero. Luchko introduced the set of Sonine kernels $\mathbb{S}_{-1}$ and he considered GFI with a kernel $\kappa \in \mathbb{S}_{-1}$ (Definition 3.2 [5]):

$$
\begin{equation*}
\left(\mathbb{I}_{(\kappa)} f\right)(t)=\int_{0}^{t} \kappa(t-\tau) f(\tau) d \tau, \quad t>0 \tag{1}
\end{equation*}
$$

GFD of Riemann-Liouville type (Definition 3.3 [5]):

$$
\begin{equation*}
\left(\mathbb{D}_{(\kappa)} f\right)(t)=\frac{d}{d t} \int_{0}^{t} \kappa(t-\tau) f(\tau) d \tau, \quad t>0 \tag{2}
\end{equation*}
$$

and GFD of Caputo-type (Definition 3.3 [5]):

$$
\begin{equation*}
\left(* \mathbb{D}_{(\kappa)} f\right)(t)=\left(\mathbb{D}_{(\kappa)} f\right)(t)-f(0) \kappa(t), \quad t>0 . \tag{3}
\end{equation*}
$$

In [5], the first fundamental theorem of fractional calculus for the GFD (Theorem 3.1 [5]) and the second fundamental theorem of FC for the GFD (Theorem 3.2 [5]) are proved. Additionally, an explicit form of the solution of the initial value problem (IVP) for the linear fractional differential equation with Caputo type GFD is obtained. This formula significantly depends on the kernel $\kappa \in \mathbb{S}_{-1}$. Since the main goal of this paper is the study of fractional generalization of exponential stability, i.e., so-called Mittag-Leffler-type of stability, we will use a spacial type of the kernel $\kappa \in \mathbb{S}_{-1}$ :

$$
\begin{equation*}
\kappa(t ; \alpha, \rho)=\frac{\rho^{\alpha-1} t^{-\alpha}}{\Gamma(1-\alpha)} e^{\frac{\rho-1}{\rho} t} \in \mathbb{S}_{-1}, \alpha \in(0,1), \rho \in(0,1], t \geq 0 . \tag{4}
\end{equation*}
$$

Then, the definitions of GFI and GFD given by (1)-(3) are reduced:

$$
\begin{align*}
& \left(\mathcal{I}^{1-\alpha, \rho} f\right)(t)=\left(\mathbb{I}_{(\kappa(t, 1-\alpha, \rho))} f\right)(t)=\int_{0}^{t} \frac{\rho^{-\alpha}(t-s)^{\alpha-1}}{\Gamma(\alpha)} e^{\frac{\rho-1}{\rho}(t-s)} f(s) d s, \\
& \quad \alpha>0, \rho \in(0,1], \\
& \left({ }^{R L} \mathcal{D}^{\alpha, \rho} f\right)(t)=\left(\mathbb{D}_{(\kappa(t ; \alpha, \rho))} f\right)(t) \\
& \quad=\frac{1}{\rho^{1-\alpha} \Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-\alpha} e^{\frac{\rho-1}{\rho}(t-s)} f(s) d s, \quad \alpha \in(0,1), \rho \in(0,1],  \tag{5}\\
& \left({ }^{C} \mathcal{D}^{\alpha, \rho} f\right)(t)=\left({ }_{*} \mathbb{D}_{(\kappa(t ; \alpha, \rho))} f\right)(t) \\
& =\frac{\rho^{\alpha-1}}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-\alpha} e^{\frac{\rho-1}{\rho}(t-s)} f(s) d s-f(0) \frac{\rho^{\alpha-1} t^{-\alpha}}{\Gamma(1-\alpha)} e^{\frac{\rho-1}{\rho} t}, \\
& \quad \text { for } t>0, \quad \alpha \in(0,1), \rho \in(0,1] .
\end{align*}
$$

Remark 1. The fractional integral $\left(\mathcal{I}^{1-\alpha, \rho} f\right)(t)$, the fractional derivatives $\left({ }^{R L} \mathcal{D}^{\alpha, \rho} f\right)(t)$ and $\left({ }^{C} \mathcal{D}^{\alpha, \rho} f\right)(t)$ are called generalized proportional fractional integral, generalized proportional Rieman-

Liouville fractional integral and generalized proportional Caputo fractional derive, respectively, and they are studied in [20,21].

Remark 2. (see Remark 3.2 [20]) If $\alpha \in(0,1)$ and $\rho \in(0,1]$ then the relation $\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} e^{\frac{\rho-1}{\rho}}().\right)(t)=$ 0 for $t>a$ holds. At the same time $\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} K\right)(t) \neq 0$ for $K \in \mathbb{R}, K \neq 0$.

We recall some results about generalized proportional Caputo fractional derivatives and their applications in differential equations, which will be applied in the main result in the paper.

Lemma 1. (Proposition 5.2 [20]) For $\rho \in(0,1]$ and $\alpha \in(0,1)$ we have

$$
\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho}\left(e^{\frac{\rho-1}{\rho} t}(t-a)^{\beta-1}\right)(t)=\frac{\rho^{\alpha} \Gamma(\beta)}{\Gamma(\beta-\alpha)} e^{\frac{\rho-1}{\rho} t}(t-a)^{\beta-1-\alpha}, \quad \beta>0 .\right.
$$

Lemma 2. (Lemma 3.2 [22]) Let $u \in C^{1}([a, b], \mathbb{R})$ with $a, b \in \mathbb{R}, b \leq \infty$ (if $b=\infty$ then the interval is half open), and $q \in(0,1), \rho \in(0,1]$ be two reals. Then,

$$
\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} u^{2}\right)(t) \leq 2 u(t)\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t), \quad t \in(a, b] .
$$

Lemma 3. (Lemma 5 [23]) Let $u \in C\left(\left[t_{0}, T, \mathbb{R}\right), T>t_{0}\right.$, and there exists a point $t^{*} \in\left(t_{0}, T\right]$ such that $u\left(t^{*}\right)=0$, and $u(t)<0$, for $t_{0} \leq t<t^{*}$. Then, if the generalized proportional Caputo fractional derivative of $u$ exists for $t=t^{*}$, then the inequality $\left.\left({ }_{t_{0}}^{c} \mathcal{D}^{\alpha, \rho} u\right)(t)\right|_{t=t^{*}}>0$ holds.

Lemma 4. (Example 5.7 [20]) The scalar linear generalized proportional Caputo fractional initial value problem

$$
\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t)=\lambda u(t), \quad u(a)=u_{0}, \quad \alpha \in(0,1), \rho \in(0,1]
$$

has a solution

$$
u(t)=u_{0} e^{\frac{\rho-1}{\rho}(t-a)} E_{\alpha}\left(\lambda\left(\frac{t-a}{\rho}\right)^{\alpha}\right), t>a,
$$

where $\lambda \in \mathbb{R}, E_{\alpha}(z)=\sum_{i=0}^{\infty} \frac{z^{i}}{\Gamma(i \alpha+1)}$ is the Mittag-Leffler function of one parameter.
Lemma 5. Let $\alpha \in(0,1)$ and $\rho \in(0,1]$. Then

$$
\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho}\left(e^{\frac{\rho-1}{\rho}(t-a)} E_{\alpha}\left(\lambda\left(\frac{(t-a)}{\rho}\right)^{\alpha}\right)\right)=\lambda e^{\frac{\rho-1}{\rho}(t-a)} E_{\alpha}\left(\lambda\left(\frac{(t-a)}{\rho}\right)^{\alpha}\right) .\right.
$$

Proof. From Lemma 1 and the definition of Mittag-Leffler function with one parameter, we obtain

$$
\begin{aligned}
& \left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho}\left(E_{\alpha}\left(\lambda\left(\frac{t-a^{\alpha}}{\rho}\right)\right)\right) e^{\frac{\rho-1}{\rho}(t-a)}\right)=\sum_{i=0}^{\infty} \frac{\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho}\left(e^{\frac{\rho-1}{\rho}(t-a)}\right)\left(\lambda\left(\frac{t-a}{\rho}\right)^{\alpha}\right)^{i}\right.}{\Gamma(i \alpha+1)} \\
& =\sum_{i=1}^{\infty} \frac{\left.\lambda^{i} \rho^{\alpha} \Gamma(\alpha i+1) e^{\frac{-\rho-1}{\rho}(t-a)}\right)(t-a)^{\alpha i-\alpha}}{\rho^{\alpha i} \Gamma(\alpha i+1-\alpha) \Gamma(i \alpha+1)} \\
& =\lambda e^{\frac{\rho-1}{\rho}(t-a)} \sum_{i=1}^{\infty} \frac{\lambda^{i-1}(t-a)^{\alpha(i-1)}}{\rho^{\alpha(i-1)} \Gamma(\alpha(i-1)+1)}=\lambda e^{\frac{\rho-1}{\rho}(t-a)} E_{\alpha}\left(\lambda\left(\frac{(t-a)}{\rho}\right)^{\alpha}\right) .
\end{aligned}
$$

## 3. Statement of the Problems

In this paper, we will consider three cases: non-instantaneous impulses, instantaneous impulses and without impulse,s and we give the relations between them.

### 3.1. Non-Instantaneous Impulses

Let two sequences of points $\left\{t_{i}\right\}_{i=1}^{\infty}$ and $\left\{s_{i}\right\}_{i=0}^{\infty}$ be given such that $0<s_{i-1} \leq t_{i}<$ $s_{i}<t_{i+1}, i=1,2, \ldots$, and $\lim _{k \rightarrow \infty} s_{k}=\infty$. Let $t_{0} \geq 0$ be the given fixed initial time. Without loss of generality, we will assume $0 \leq t_{0}<s_{0}<t_{1}$.

Remark 3. The intervals $\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots$ are called intervals of non-instantaneous impulses.

Let $J \subset \mathbb{R}$ be a given interval. Consider the following class of functions:

$$
\begin{aligned}
& N P C^{\alpha, \rho}\left(J, \mathbb{R}^{n}\right)=\left\{u: J \rightarrow \mathbb{R}^{n}: u \in N P C\left(J, \mathbb{R}^{n}\right): \text { for any } k=0,1,2, \cdots: t_{k} \in J,\right. \\
& \left.\quad\left(t_{k}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t) \text { exists for } t \in\left(t_{k}, s_{k}\right] \cap J\right\},
\end{aligned}
$$

Consider the system of non-instantaneous impulsive delay differential equations (NIDDE) with the generalized proportional Caputo fractional derivative

$$
\begin{align*}
& \left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=f\left(t, x_{t}\right) \text { for } t \in\left(t_{k}, s_{k}\right], k=0,1,2, \ldots  \tag{6}\\
& x(t)=\Phi_{k}\left(t, x\left(s_{k}-0\right)\right) \text { for } t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots,
\end{align*}
$$

with initial condition

$$
\begin{equation*}
x\left(t+t_{0}\right)=\phi(t) \text { for } t \in[-r, 0] \tag{7}
\end{equation*}
$$

where $f:\left[t_{0}, s_{0}\right] \cup \cup_{k=1}^{\infty}\left[t_{k}, s_{k}\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \Phi_{i}:\left[s_{i}, t_{i+1}\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n},(i=0,1,2,3, \ldots)$, $r>0$ is a given number, $\phi:[-r, 0] \rightarrow \mathbb{R}^{n}$ and $x_{t}=x(t+s), s \in[-r, 0]$.

Remark 4. The functions $\Phi_{k}(t, x), k=1,2, \ldots$, are called non-instantaneous impulsive functions.
Remark 5. For some detailed explanations about non-instantaneous impulses in generalized proportional Caputo fractional differential equations without delays, see [24].

We will introduce the following conditions:
(A 1.1.) The function $f \in C\left(\cup_{k=0}^{\infty}\left[t_{k}, s_{k}\right] \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$.
(A 1.2.) For any natural number $k$ the functions $\Phi_{k} \in C\left(\left[s_{k}, t_{k}\right] \times \mathbb{R}^{n}, \mathbb{R}^{n}\right), k=1,2, \ldots$
Remark 6. We will assume that for any initial function $\phi \in E$ the IVP for the system of NIDDE (6) and (7) has a solution $x\left(t ; t_{0}, \phi\right) \in N P C^{\alpha, p}\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$.

We now give a brief description of the solution of IVP for NIDDE (6) and (7). The solution $x\left(t ; t_{0}, \phi\right)$ of (6) and (7) is given by

$$
x\left(t ; t_{0}, \phi\right)= \begin{cases}X_{k}(t), & \text { for } t \in\left(t_{k}, s_{k}\right], k=0,1,2, \ldots,  \tag{8}\\ \Phi_{k}\left(t, X_{k}\left(s_{k}-0\right)\right), & \text { for } t \in\left(s_{k}, t_{k+1}\right] k=1,2, \ldots\end{cases}
$$

where

- On the interval $\left[t_{0}-r, t_{0}\right]$, the solution satisfies the initial condition (7);
- On the interval $\left[t_{0}, s_{0}\right]$, the solution coincides with $X_{0}(t)$ which is the solution of $\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=f\left(t, x_{t}\right), t \in\left(t_{0}, s_{0}\right]$ with initial condition (7);
- On the interval $\left(s_{0}, t_{1}\right]$, the solution $x\left(t ; t_{0}, \phi\right)$ satisfies the equation

$$
x\left(t ; t_{0}, \phi\right)=\Phi_{0}\left(t, X_{0}\left(s_{0}-0\right)\right) ;
$$

- On the interval $\left(t_{1}, s_{1}\right]$, the solution coincides with $X_{1}(t)$ which is the solution of $\left({ }_{t_{1}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=f\left(t, x_{t}\right), t \in\left(t_{1}, s_{1}\right]$ and initial condition $x\left(t+t_{1}\right)=\tilde{\phi}(t), t \in[-r, 0]$ with

$$
\tilde{\phi}(t)= \begin{cases}\Phi_{0}\left(t_{1}, X_{0}\left(s_{0}-0\right)\right) & t=0 \\ x\left(t-t_{1} ; t_{0}, \phi\right) & t \in[-r, 0) ;\end{cases}
$$

- On the interval $\left(s_{1}, t_{2}\right]$, the solution $x\left(t ; t_{0}, \phi\right)$ satisfies the equation

$$
x\left(t ; t_{0}, x_{0}\right)=\Phi_{1}\left(t, X_{1}\left(s_{1}-0\right)\right) ;
$$

and so on.
In connection with the study of the stability properties of zero solutions, we introduce the following assumption:
(A 1.3.) The equalities $f(t, 0)=0$ and $\Phi_{k}(t, 0) \equiv 0, k=0,1,2, \ldots$, hold.

### 3.2. Instantaneous Impulses

Let the sequence of points $\left\{t_{i}\right\}_{i=1}^{\infty}$ be given such that $0<t_{i} \leq t_{i+1}, i=1,2, \ldots$, and $\lim _{k \rightarrow \infty} t_{k}=\infty$. Let $t_{0} \geq 0$ be the given fixed initial time. Without loss of generality we will assume $0 \leq t_{0}<t_{1}$.

Remark 7. The points $t_{k}, k=0,1,2, \ldots$ are called points of impulses.

Let $J \subset \mathbb{R}$ be a given interval. Consider the following class of functions

$$
\begin{aligned}
& P C^{\alpha, \rho}\left(J, \mathbb{R}^{n}\right)=\left\{v: J \rightarrow \mathbb{R}^{n}: v \in P C\left(J, \mathbb{R}^{n}\right): \text { for any } t_{k} \in J, k=0,1,2, \cdots:\right. \\
& \left.\quad\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} v\right)(t) \text { exists for } t \in\left(t_{k}, t_{k+1}\right] \cap J\right\} .
\end{aligned}
$$

Consider the system of instantaneous impulsive delay differential equations (IDDE) with the generalized proportional Caputo fractional derivative

$$
\begin{align*}
& \left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=f\left(t, x_{t}\right) \text { for } t \in\left(t_{k}, t_{k+1}\right], k=0,1,2, \ldots \\
& x\left(t_{k}+0\right)=\Psi_{k}\left(x\left(t_{k}-0\right)\right) \text { for } k=1,2, \ldots, \tag{9}
\end{align*}
$$

with initial condition (7), where $f:\left[t_{0}, \infty\right) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \Psi_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n},(i=1,2,3, \ldots)$.
Remark 8. The functions $\Psi_{k}(y), k=1,2, \ldots$, are called impulsive functions.
Remark 9. In the case in Section 3.1 that both sequences coincide, i.e., $s_{i}=t_{i+1}, i=0,1,2, \ldots$, the system (6) is reduced to the system (9) with $\Phi_{k}(t, u)=\Psi_{k}(u), k=0,1,2, \ldots$, i.e., the case of non-instantaneous impulses could be considered as a generalization of the case of instantaneous impulses.

We will introduce the following conditions:
(A 2.1.) The function $f \in C\left(\left[t_{0}, t_{1}\right] \bigcup_{k=1}^{\infty}\left(t_{k}, t_{k+1}\right] \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$.
(A 2.2.) The functions $\Phi_{k} \in C\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), k=1,2, \ldots$
(A 2.3.) The function $f(t, 0)=0, t \geq t_{0}$ and the functions $\Psi_{k}(0)=0, k=1,2, \ldots$
If condition (A 2.3) is satisfied, then for the zero initial function, the IVP for IDDE (7) and (9) has a zero solution.

Remark 10. We will assume that for any initial function $\phi \in E$ the IVP for the system of $\operatorname{IDDE}$ (7) and (9) has a solution $x\left(t ; t_{0}, \phi\right) \in P C^{\alpha, \rho}\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$

### 3.3. No Impulses

Consider the system of delay differential equations (DDE) with the generalized proportional fractional derivative

$$
\begin{equation*}
\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=f\left(t, x_{t}\right) \text { for } t>t_{0} \tag{10}
\end{equation*}
$$

with initial condition (7), where $f:\left[t_{0}, \infty\right) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.
Remark 11. The system (10) could be considered as a partial case of (9) in the case when there are no impulses, i.e., in Section $3.2 t_{i}=t_{0}, i=1,2, \ldots$, i.e., the case of instantaneous impulses could be considered as a generalization of the case of without impulses.

Let $J \subset \mathbb{R}$ be a given interval. Consider the following classes of functions

$$
\begin{aligned}
C^{\alpha, \rho}\left(J, \mathbb{R}^{n}\right)= & \left\{u: J \rightarrow \mathbb{R}^{n}: u \in C\left(J \cap[a, \infty), \mathbb{R}^{n}\right):\right. \\
& \left.\left({ }_{a}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t) \text { exists for } t \in[a, \infty) \cap J\right\} .
\end{aligned}
$$

We will introduce the following conditions:
(A 3.1.) The function $f \in C\left(\left[t_{0}, \infty\right) \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$.
(A 3.2.) The function $f(t, 0)=0, t \geq t_{0}$.
Remark 12. We will assume that for any initial function $\phi \in E$, the IVP for the system of $D D E$ (7) and (10) has a solution $x\left(t ; t_{0}, \phi\right) \in C^{\alpha, \rho}\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$

## 4. Mittag-Leffer-Type Stability Properties

We will study the Mittag-Leffler-type stability for NIDDE (6), IDDE (9) and DDE (10) by Lyapunov functions and an appropriate modification of the Razumikhin method.

### 4.1. Non-Instantaneous Impulses

Definition 1. The zero solution of the system NIDDE (6) and (7) is said to be generalized proportional Mittag-Leffler stable if there exist constants $\beta, \gamma, C, \lambda>0$ such that the inequality

$$
\begin{align*}
& \left\|x\left(t ; t_{0}, \phi\right)\right\| \\
& \leq\left\{\begin{array}{c}
C\|\phi\|_{0}^{\beta}\left(\left(\prod_{i=0}^{k-1} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right)\right)^{\gamma}, \\
t \in\left(t_{k}, s_{k}\right], k=0,1, \ldots, \\
C\|\phi\|_{0}^{\beta}\left(\prod_{i=0}^{k} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right)^{\gamma}, \\
t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots
\end{array}\right. \tag{11}
\end{align*}
$$

holds, where $x\left(t ; t_{0}, \phi\right)$ is a solution of the IVP for NIDDE (6) and (7) (with an arbitrary initial function $\phi \in E$ ).

Remark 13. The definition for generalized proportional Mittag-Leffler stability for NIDDE (6) and (7) depends significantly on the type of intervals-the intervals of differential equations and the intervals of non-instantaneous impulses (see, the first and the second line, respectively, in (11)).

We will use the following class of Lyapunov-like functions (for more details, see the book [19]):

Definition 2. Let $a<b \leq \infty$ be given numbers, $\Omega \subset \mathbb{R}^{n}, 0 \in \Omega$. Then, the function $V:[a-r, b] \times \Omega \rightarrow[0, \infty)$ is from the class $N \Lambda([a-r, b], \Omega)$ if:

- $\quad V \in C\left([a, b] /\left\{s_{k}\right\} \times \Omega,[0, \infty)\right)$ and it is Lipschitz with respect to the second argument;
- For any $s_{k} \in(a, b), x \in \Omega$, there exist finite limits $V\left(s_{k}-0, x\right)=\lim _{t \uparrow s_{k}} V(t, x)$ and $V\left(s_{k}+0, x\right)=\lim _{t \downarrow s_{k}} V(t, x)$.

We will consider the following scalar non-instantaneous impulsive differential equation (NIDE) as a comparison equation

$$
\begin{align*}
& \left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t)=-\lambda u(t), \quad \text { for } t \in\left(t_{k}, s_{k}\right], k=0,1,2, \ldots, \\
& u(t)=\Xi_{k}\left(t, u\left(s_{k}-0\right)\right) \text { for } t \in\left(s_{k}, t_{k+1}\right], \quad k=0,1,2, \ldots,  \tag{12}\\
& u\left(t_{0}\right)=u_{0} .
\end{align*}
$$

According to Lemma 4, the solution of the IVP for NIDE (12) is given by

$$
u(t)=\left\{\begin{array}{l}
u_{0} e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right), \quad t \in\left[t_{0}, s_{0}\right] \\
\Xi_{k}\left(t, u\left(s_{k}-0\right)\right), \quad t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots, \\
\Xi_{k-1}\left(t_{k}, u\left(s_{k-1}-0\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right), \quad t \in\left(t_{k}, s_{k}\right], k=1,2, \ldots
\end{array}\right.
$$

Applying the scalar NIDE (12) as a comparison equation, we will obtain the following comparison result for NIDDE (6).

## Lemma 6. Suppose:

1. The function $x^{*}(t)=x\left(t ; t_{0}, \phi\right) \in N P C^{\alpha, \rho}\left(\left[t_{0}, \infty\right), \Delta\right)$ is a solution of the NIDDE (6) and (7), where $\Delta \subset \mathbb{R}^{n}$.
2. The functions $\Xi_{k} \in C\left(\left[s_{k}, t_{k+1}\right] \times \mathbb{R}, \mathbb{R}\right)$ and $\Xi_{k}(t, u) \leq u$ for $t \in\left[s_{k}, t_{k+1}\right], u \geq 0$, $k=0,1,2, \ldots$.
3. The function $V \in N \Lambda\left(\left[t_{0}-r, \infty\right), \Delta\right)$ and
(i) for any $t \in\left(t_{k}, s_{k}\right]$ with $k=0,1, \ldots$ such that

$$
\begin{align*}
& V\left(t, x^{*}(t)\right) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(t-t_{k}\right)}{\rho}\right)^{\alpha}\right)}  \tag{13}\\
& \geq \sup _{\left.s \in[t-r, t] \cap\left[t_{k}, t\right]\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V\left(s, x^{*}(s)\right)
\end{align*}
$$

the inequality

$$
{ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V\left(t, x^{*}(t)\right) \leq-\lambda V\left(t, x^{*}(t)\right)
$$

holds where $\lambda>0$ is a given number.
(ii) For any $k=0,1, \ldots$ the inequalities

$$
V\left(t, \Phi_{k}\left(t, x^{*}\left(s_{k}-0\right)\right)\right) \leq \Xi_{k}\left(t, V\left(s_{k}-0, x^{*}\left(s_{k}-0\right)\right)\right) \text { for } t \in\left(s_{k}, t_{k+1}\right] .
$$

hold.
Then, the inequality

$$
\begin{align*}
& V\left(t, x^{*}(t)\right) \\
& \leq\left\{\begin{array}{c}
M\left(\prod_{i=0}^{k-1} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right), \\
t \in\left(t_{k}, s_{k}\right], k=0,1, \ldots, \\
M\left(\prod_{i=0}^{k} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right), t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots,
\end{array}\right. \tag{14}
\end{align*}
$$

holds where $M=\max _{s \in[-r, 0]} V\left(t_{0}+s, \phi(s)\right)$.

Proof. Case 1. Let $t \in\left[t_{0}, s_{0}\right]$. Define the function $m(t)=V\left(t, x^{*}(t)\right)$ for $t \in\left[t_{0}-r, s_{0}\right]$. Then, the function $m(t) \in C^{\alpha, \rho}\left(\left[t_{0}, s_{0}\right], \mathbb{R}_{+}\right)$and the inequality $m\left(t_{0}\right)=V\left(t_{0}, \phi(0)\right) \leq$ $\sup _{s \in[-r, 0]} V\left(t_{0}+s, \phi(s)\right)=M$ hold. We will prove that

$$
\begin{equation*}
m(t)<M e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)+\varepsilon e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)}, \quad t \in\left[t_{0}, s_{0}\right] \tag{15}
\end{equation*}
$$

where $\varepsilon>0$ is a small enough number. Note for $t=t_{0}$ inequality (15) holds. Assume (15) is not true on $\left(t_{0}, s_{0}\right]$. Therefore, there exists $t^{*} \in\left(t_{0}, s_{0}\right]$ such that

$$
\begin{align*}
& m(t)<M e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)+\varepsilon e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)}, t \in\left[t_{0}, t^{*}\right) \\
& m\left(t^{*}\right)=e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)+\varepsilon e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)} \tag{16}
\end{align*}
$$

Consider the function $\xi(t)=m(t)-M e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)-\varepsilon e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)}$ for $t \in$ $\left[t_{0}, s_{0}\right]$. According to Lemma 3 with $u(t) \equiv \xi(t)$ the inequality $\left.\left({ }_{t_{0}}^{c} \mathcal{D}^{\alpha, \rho} \xi\right)(t)\right|_{t=t^{*}}>0$ holds. Therefore, according to Lemma 5 and Remark 2, we obtain

$$
\begin{equation*}
\left.\left({ }_{t_{0}}^{c} \mathcal{D}^{\alpha, \rho} m\right)(t)\right|_{t=t^{*}}>-\lambda M e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right) \tag{17}
\end{equation*}
$$

Case 1.1. Let $r<t^{*}-t_{0}$. Then, $t^{*}-r>t_{0}$ and $\left[t^{*}-r, t^{*}\right] \subset\left(t_{0}, t^{*}\right]$, i.e., $\left[t^{*}-r, t^{*}\right] \cap$ $\left[t_{0}, t^{*}\right]=\left[t^{*}-r, t^{*}\right]$. Therefore, since the function $E_{\alpha}(-\lambda t)$ is decreasing for $t \in\left(t_{0}, t^{*}\right]$, i.e., $\frac{1}{E_{\alpha}\left(-\lambda\left(\frac{\left(t-t_{0}\right)}{\rho}\right)^{\alpha}\right)} \leq \frac{1}{E_{\alpha}\left(-\lambda\left(\frac{\left(t^{*}-t_{0}\right)}{\rho}\right)^{\alpha}\right)}$ for $t \in\left[t^{*}-r, t^{*}\right]$ by (16), we obtain

$$
\begin{align*}
& m(t) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)}<M+\varepsilon \frac{1}{E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)} \\
& \leq M+\varepsilon \frac{1}{E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)}  \tag{18}\\
& =m\left(t^{*}\right) \frac{e^{\frac{1-\rho}{\rho}\left(t^{*}-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)}, t \in\left[t^{*}-r, t^{*}\right]
\end{align*}
$$

i.e., inequality (13) is satisfied for $t=t^{*}$.

According to condition 3(i) the inequality

$$
\begin{align*}
& \left.\left(\begin{array}{l}
c \\
t_{0}
\end{array} \mathcal{D}^{\alpha, \rho} m\right)(t)\right|_{t=t^{*}}=\left.\left(\begin{array}{l}
c \\
t_{0}
\end{array} \mathcal{D}^{\alpha, \rho} V\left(t, x^{*}(t)\right)\right)\right|_{t=t^{*}} \leq-\lambda V\left(t^{*}, x^{*}\left(t^{*}\right)\right) \\
& =-\lambda m\left(t^{*}\right)=-\lambda M e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)-\lambda \varepsilon e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)} \tag{19}
\end{align*}
$$

holds.
From inequalities (17) and (19), it follows that $-\lambda \varepsilon e^{\frac{\rho-1}{\rho}\left(t^{*}-t_{0}\right)}>0$. The obtained contradiction proves the inequality (15) on $\left[t_{0}, s_{0}\right]$.

Case 1.2. Let $r \geq t^{*}-t_{0}$. Then, $t^{*}-r \leq t_{0}$ and $\left[t^{*}-r, t^{*}\right] \cap\left[t_{0}, t^{*}\right]=\left[t_{0}, t^{*}\right]=$ $\left\{t_{0}\right\} \cup\left(t_{0}, t^{*}\right]$. Similar to the proof in Case 1.1, we obtain the inequality

$$
m(t) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)} \leq m\left(t^{*}\right) \frac{e^{\frac{1-\rho}{\rho}\left(t^{*}-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)}, t \in\left(t_{0}, t^{*}\right]
$$

For $t=t_{0}$, apply (16), $E_{\alpha}(0)=1$ and obtain $m\left(t^{*}\right) \frac{e^{\frac{1-\rho}{\rho}\left(t^{*}-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{t^{*}-t_{0}}{\rho}\right)^{\alpha}\right)}>M \geq m\left(t_{0}\right)$.
Therefore, inequality (13) holds for $t=t^{*}$.
Thus, condition 3(i) is applicable and as in Case 1.1 we obtain a contradiction.
The contradiction proves inequality (15). From inequality (15) as $\varepsilon \rightarrow 0$ follows the validity of (14) on $\left[t_{0}, s_{0}\right]$.

Case 2. Let $t \in\left(s_{0}, t_{1}\right]$. Then, $x^{*}(t)=\Phi_{1}\left(t, x^{*}\left(s_{0}-0\right)\right)$. From conditions 2, 3(ii) for $k=0$ and Case 1, we obtain

$$
\begin{aligned}
& V\left(t, x^{*}(t)\right)=V\left(t, \Phi_{0}\left(t, x^{*}\left(s_{0}-0\right)\right)\right) \leq \Xi_{0}\left(t, V\left(s_{0}-0, x^{*}\left(s_{0}-0\right)\right)\right) \\
& \leq V\left(s_{0}-0, x^{*}\left(s_{0}-0\right)\right) \\
& \leq M e^{\frac{\rho-1}{\rho}\left(s_{0}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{0}-t_{0}}{\rho}\right)^{\alpha}\right), \quad t \in\left(s_{0}, t_{1}\right] .
\end{aligned}
$$

Therefore, inequality (14) holds on $\left(s_{0}, t_{1}\right]$.
Case 3. Let $t \in\left(t_{1}, s_{2}\right]$. Define the function

$$
m_{1}(t)= \begin{cases}V\left(t_{1}, x^{*}\left(t_{1}\right)\right) & \text { for } t \in\left[t_{1}-r, t_{1}\right] \\ V\left(t, x^{*}(t)\right) & \text { for } t \in\left(t_{1}, s_{1}\right]\end{cases}
$$

Then, the function $m_{1}(t) \in C^{\alpha, \rho}\left(\left[t_{1}, s_{1}\right], \mathbb{R}_{+}\right)$. Denote $M_{1}=V\left(t_{1}, x^{*}\left(t_{1}\right)\right)$. Then,

$$
\left(\max _{s \in[-r, 0]} m_{1}\left(t_{1}+s\right)\right)=M_{1}
$$

and according to Case 2, the inequality

$$
M_{1}<M e^{\frac{\rho-1}{\rho}\left(s_{0}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{0}-t_{0}}{\rho}\right)^{\alpha}\right)
$$

holds.
Similar to the proof of inequality (15) in Case 1, we have the validity of the inequality

$$
m_{1}(t)<M_{1} e^{\frac{\rho-1}{\rho}\left(t-t_{1}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{1}}{\rho}\right)^{\alpha}\right)+\varepsilon e^{\frac{\rho-1}{\rho}\left(t-t_{1}\right)} . t \in\left[t_{1}, s_{1}\right] .
$$

Thus,

$$
\begin{align*}
& m_{1}(t)<M e^{\frac{\rho-1}{\rho}\left(s_{0}-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{s_{0}-t_{0}}{\rho}\right)^{\alpha}\right) e^{\frac{\rho-1}{\rho}\left(t-t_{1}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{1}}{\rho}\right)^{\alpha}\right)  \tag{20}\\
& \quad+\varepsilon e^{\frac{\rho-1}{\rho}\left(t-t_{1}\right)}, \quad t \in\left(t_{1}, s_{1}\right] .
\end{align*}
$$

Taking the limit in (20) as $\varepsilon \rightarrow 0$ we obtain the claim of Lemma 6 on $\left(t_{1}, s_{1}\right]$. Continue this process and an induction argument proves the claim in Lemma 6.

Remark 14. The condition (13) is a modified Razumikhin condition applied in connection with generalized proportional fractional derivatives.

Remark 15. The inequality (13) in condition 3(i) of Lemma 6 could be replaced by

$$
\begin{equation*}
V\left(t, x^{*}(t)\right) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V\left(s, x^{*}(s)\right) \tag{21}
\end{equation*}
$$

Note that if (21) holds, then inequality (13) is also satisfied.

Remark 16. If the condition (21) is satisfied, then the classical Razumikhin condition $V\left(t, x^{*}(t)\right) \geq$ $\sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} V\left(s, x^{*}(s)\right)$ holds.

Remark 17. The condition 3(i) is satisfied only at some particular points of $t$ from the studied interval.
We study the generalized Mittag-Leffler stability properties of the zero solution of NIDDE (6).

Theorem 1. Suppose:

1. Conditions (A 1.1)-(A 1.3) are satisfied.
2. There exists a function $V \in N \Lambda\left(\left[t_{0}-r, \infty\right), \mathbb{R}^{n}\right)$ such that
(i) There exist positive constants $A, B, a, b$ such that the inequalities $A\|x\|^{a} \leq V(t, x) \leq$ $B\|x\|^{a b}, t \geq t_{0}, \quad x \in \mathbb{R}^{n}$ hold.
(ii) For any point $t \in\left(t_{k}, s_{k}\right]$ with $k=0,1,2, \ldots$ and any function $\psi \in C^{\alpha, \rho}\left(t_{k}\right.$, $[t-$ $\left.r, t], \mathbb{R}^{n}\right)$ such that $\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t)=f\left(t, \psi_{t}\right)$ and

$$
\begin{align*}
& V(t, \psi(t)) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(t-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \\
& \geq \sup _{\left.s \in[t-r, t] \cap\left[t_{k}, t\right]\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V(s, \psi(s)) \tag{22}
\end{align*}
$$

the inequality

$$
\begin{equation*}
\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V(t, \psi(t))\right) \leq-D V(t, \psi(t)) \tag{23}
\end{equation*}
$$

holds where $D>0$ is a given number.
(iii) For any $k=0,1, \ldots$ and $u \in \mathbb{R}^{n}$, the inequalities

$$
V\left(t, \Phi_{k}(t, u)\right) \leq C\|u\|^{a} \text { for } t \in\left(s_{k}, t_{k+1}\right] \text {. }
$$

hold where $C \in(0, A]$.
Then, the zero solution of NIDDE (6) with the zero initial function is generalized proportional Mittag-Leffler stable with $C=\sqrt[a]{\frac{B}{A}}, \beta=b, \lambda=D, \gamma=\frac{1}{a}$.

Proof. Let $\phi \in E$ be an arbitrary initial function and now let $x(t)=x\left(t ; t_{0}, \phi\right) \in N P C^{\alpha, \rho}$ $\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)$ be the solution of the IVP for NIDDE (6) and (7). Let $t^{*} \in\left(t_{k}, s_{k}\right]$ with $k$ a non-negative integer, be such that the inequality (22) holds with $\psi(t)=x(t)$. Note that $x \in C^{\alpha, \rho}\left(t_{k},\left[t^{*}-r, t^{*}\right], \mathbb{R}^{n}\right)$ and $\left.\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)\right|_{t=t^{*}}=f\left(t^{*}, x_{t^{*}}\right)$. Then, according to condition 2(ii) of Theorem 1, the inequality (23) holds, i.e., we have

$$
\left.\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V(t, x(t))\right)\right|_{t=t^{*}} \leq-D V\left(t^{*}, x\left(t^{*}\right)\right)
$$

i.e., the condition 3(i) of Lemma 6 is satisfied with $\lambda=D$.

Let $k=0,1, \ldots$ be an arbitrary number. Then, from conditions 2(i) and 2(iii) of Theorem 1, we obtain $V\left(t, \Phi_{k}\left(t, x\left(s_{k}-0\right)\right)\right) \leq C\left\|x\left(s_{k}-0\right)\right\|^{a} \leq \frac{C}{A} V\left(s_{k}-0, x\left(s_{k}-0\right)\right)$, i.e., condition 3(ii) of Lemma 6 is satisfied with $\Xi_{k}(t, u)=\frac{C}{A} u \leq u$ according to the choice of the constants $A, C$.

According to Lemma 6, the inequality

$$
\begin{align*}
& V(t, x(t)) \\
& \leq\left\{\begin{array}{c}
M\left(\prod_{i=0}^{k-1} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-D\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-D\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right), \\
t \in\left(t_{k}, s_{k}\right], k=0,1, \ldots, \\
M\left(\prod_{i=0}^{k} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-D\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right), t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots .
\end{array}\right. \tag{24}
\end{align*}
$$

holds where $M \leq B\|\phi\|_{0}^{a b}$.
Thus, from condition 2(i) of Theorem 1, we obtain

$$
\begin{align*}
& \|x(t)\| \\
& \leq\left\{\begin{array}{c}
\sqrt[a]{\frac{B}{A}}\|\phi\|_{0}^{b}\left(\left(\prod_{i=0}^{k-1} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-D\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-D\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right)\right)^{\frac{1}{a}}, \\
t \in\left(t_{k}, s_{k}\right], k=0,1, \ldots, \\
\sqrt[a]{\frac{B}{A}}\|\phi\|_{0}^{b}\left(\prod_{i=0}^{k} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-D\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right)^{\frac{1}{a}}, \\
t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots .
\end{array}\right. \tag{25}
\end{align*}
$$

Thus, the zero solution of (6) is generalized Mittag-Leffler stable with $C=\sqrt[a]{\frac{B}{A}}, \beta=$ b, $\lambda=D, \gamma=\frac{1}{a}$.

Corollary 1. Let the conditions of Theorem 1 be satisfied where the inequality (22) is replaced by

$$
\begin{equation*}
V(t, \psi(t)) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V(s, \psi(s)) \tag{26}
\end{equation*}
$$

Then, the zero solution of NIDDE (6) with the zero initial function is generalized proportional Mittag-Leffler stable.

Proof. If the inequality (26) is satisfied for the point $t$, then we obtain

$$
V(t, \psi(t)) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(t-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \geq V(t, \psi(t))
$$

i.e., inequality (22) is satisfied.

Corollary 2. Let the conditions of Theorem1 be satisfied where the condition 2(ii) is replaced by $2(i i)^{*}$ for any point $t \in\left(t_{k}, s_{k}\right]$ with $k=0,1,2, \ldots$ and any function $\psi \in C^{\alpha, \rho}\left(t_{k},[t-r, t], \mathbb{R}^{n}\right)$ such that $\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t)=f\left(t, \psi_{t}\right)$ and

$$
\begin{equation*}
V(t, \psi(t)) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V(s, \psi(s)) \tag{27}
\end{equation*}
$$

the inequality

$$
\begin{equation*}
\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V(t, \psi(t))\right) \leq-D \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]}\|\psi(s)\|^{a b} \tag{28}
\end{equation*}
$$

holds where $D>0$ is a given number.
Then, the zero solution of NIDDE (6) with the zero initial function is generalized proportional Mittag-Leffler stable.

Proof. From condition 2(iii) of Theorem 1 and inequality (27), we have that $\|\psi(s)\|^{a b} \geq$ $V(s, \psi(s)), s \in[t-r, t] \cap\left[t_{k}, t\right]$, i.e.,

$$
-D\left(\sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]}\|\psi(s)\|^{a b}\right) \leq-D\left(\sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} V(s, \psi(s))\right)=-D V(t, \psi(t))
$$

Thus, from inequality (28) we have inequality (23).
Corollary 3. Let the conditions of Theorem1 be satisfied where the inequality (23) is replaced by

$$
\begin{equation*}
{ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V(t, \psi(t)) \leq 0, \tag{29}
\end{equation*}
$$

and condition 2(i) is changed by
2(i)* There exist positive constants $A, B$ such that the inequalities $A\|x\| \leq V(t, x) \leq$ $B\|x\|, t \geq t_{0}, \quad x \in \mathbb{R}^{n}$ hold.

Then, the zero solution of NIDDE (6) with the zero initial function is stable.
Proof. Inequality (29) is a partial case of (23) with $D=0$, then use $E_{\alpha}(0)=1$ and inequality (25) and we obtain $\|x(t)\| \leq \frac{B}{A}\|\phi\|_{0}$ for $t \geq t_{0}$, which proves the stability of the solution.

Example 1. . Consider the scalar IVP for NIDDE

$$
\begin{align*}
& \left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=-\frac{2+t}{t+1}\left(x(t)-0.5 x_{t}^{(k)}\right), \quad \text { for } t \in\left(t_{k}, s_{k}\right], k=0,1,2, \ldots, \\
& x(t)=0.5(\sin t) x\left(s_{k}-0\right) \text { for } t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots,  \tag{30}\\
& x\left(t_{0}+s\right)=\phi(s), s \in[-r, 0]
\end{align*}
$$

where for any $t \in\left(t_{k}, s_{k}\right]$ we denote $x_{t}^{(k)}(s)=x(t+s), s \in\left[\max \left\{-r, t_{k}-t\right\}, 0\right]$.
The scalar IVP for NIDDE (30) with $\phi(s) \equiv 0$ has a zero solution.
Consider the Lyapunov function $V(t, x)=x^{2}$. Then, condition 2(i) of Theorem 1 is satisfied with $A=0.25, B=1, a=2, b=1$. Let $k$ be a whole number and the point $t \in\left(t_{k}, s_{k}\right]$ and the function $\psi \in C^{\alpha, \rho}\left(t_{k},[t-r, t], \mathbb{R}\right)$ be such that $\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, p} \psi\right)(t)=-\frac{2+t}{t+1}\left(\psi(t)-0.5 \psi_{t}^{(k)}\right)$ and

$$
\begin{equation*}
\psi^{2}(t) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \psi^{2}(s) . \tag{31}
\end{equation*}
$$

Then applying $\sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \psi^{2}(s) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \psi^{2}(s)$ we obtain

$$
\begin{align*}
& \left(\begin{array}{l}
C \\
t_{k} \\
\mathcal{D}^{\alpha, \rho}
\end{array} \psi^{2}\right)(t) \leq 2 \psi(t)\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t) \\
& =-2 \frac{2+t}{t+1}\left(\psi^{2}(t)-0.5 \psi(t) \psi_{t}^{(k)}\right) \\
& \leq \frac{2+t}{t+1}\left(-2 \psi^{2}(t)+0.5 \psi^{2}(t)+0.5\left(\psi_{t}^{(k)}\right)^{2}\right) \\
& \leq \frac{2+t}{t+1}\left(-2 \psi^{2}(t)+0.5 \psi^{2}(t)+0.5 \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \psi^{2}(s)\right)  \tag{32}\\
& \leq \frac{2+t}{t+1}\left(-1.5 \psi^{2}(t)+0.5 \psi^{2}(t)\right)=-\frac{2+t}{t+1} \psi^{2}(t) \\
& <-V(t, \psi(t)) .
\end{align*}
$$

Let $t \in\left(s_{k}, t_{k+1}\right]$ where $k=0,1,2, \ldots$ Then, $(0.5 \sin t u)^{2} \leq 0.25 u^{2}=0.25|u|^{2}$.

Therefore, the conditions of Corollary 1 are satisfied with $D=1, C=A=0.25, B=1, a=$ $2, b=1$. According to Corollary 1 the zero solution of the scalar NIDDE (30) is generalized proportional Mittag-Leffler stable with $C=\sqrt{4}=2, \beta=1, \lambda=1, \gamma=0.5$, i.e., the inequality

$$
\begin{aligned}
& \|x(t)\| \\
& \leq\left\{\begin{array}{c}
2\|\phi\|_{0} \sqrt{\left(\prod_{i=0}^{k-1} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right)}, \\
t \in\left(t_{k}, s_{k}\right], k=0,1, \ldots, \\
2\|\phi\|_{0} \sqrt{\prod_{i=0}^{k} e^{\frac{\rho-1}{\rho}\left(s_{i}-t_{i}\right)} E_{\alpha}\left(-\left(\frac{s_{i}-t_{i}}{\rho}\right)^{\alpha}\right)} \\
t \in\left(s_{k}, t_{k+1}\right], k=0,1,2, \ldots
\end{array}\right.
\end{aligned}
$$

holds.
Remark 18. The Mittag-Leffler type stability for the Caputo fractional differential equations (with $\rho=1$ ) is studied in [25].

### 4.2. Instantaneous Impulses

As mentioned in Remark 9, the case of non-instantaneous impulses could be considered as a generalization of the case of instantaneous impulses. That is why we can translate the results from the previous section to instantaneous impulses.

Definition 3. The zero solution of the system $\operatorname{IDDE}(7)$ and (9) (with $\phi \equiv 0$ ) is said to be generalized proportional Mittag-Leffler stable if there exist constants $\beta, \gamma, C, \lambda>0$ such that the inequality

$$
\begin{gather*}
\left\|x\left(t ; t_{0}, \phi\right)\right\| \leq C\|\phi\|_{0}^{\beta}\left(e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right)\right)^{\gamma},  \tag{33}\\
t \in\left(t_{k}, t_{k+1}\right], k=0,1, \ldots,
\end{gather*}
$$

holds, where $x\left(t ; t_{0}, \phi\right)$ is a solution on the IVP for IDDE (7) and (9) with an arbitrary initial function $\phi \in E$.

We will use some comparison results for IDDE (9) by applying piecewise continuous Lyapunov functions and we introduce a class of Lyapunov-like functions:

Definition 4. Let $a<b \leq \infty$ be given numbers, $\Omega \subset \mathbb{R}^{n}, 0 \in \Omega$. Then, the function $V:[a-r, b] \times \Omega \rightarrow[0, \infty)$ is from the class $P \Lambda([a-r, b], \Omega)$ if:

- $\quad V \in C\left([a, b] /\left\{t_{k}\right\} \times \Omega,[0, \infty)\right)$ and it is Lipschitz with respect to the second argument;
- For any $t_{k} \in(a, b), x \in \Omega$, there exist finite limits $V\left(t_{k}-0, x\right)=\lim _{t \uparrow t_{k}} V(t, x)$ and $V\left(t_{k}+0, x\right)=\lim _{t \downarrow t_{k}} V(t, x)$.

The comparison scalar equation (IDE) is

$$
\begin{align*}
& \left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t)=-\lambda u(t), \quad \text { for } t \in\left(t_{k}, t_{k+1}\right], k=0,1,2, \ldots, \\
& u(t)=\Xi_{k}\left(u\left(t_{k}-0\right)\right) \text { for } k=1,2, \ldots,  \tag{34}\\
& u\left(t_{0}\right)=u_{0} .
\end{align*}
$$

According to Lemma 4, the solution of the IVP for IDE (34) is given by

$$
u(t)= \begin{cases}u_{0} e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right) & t \in\left[t_{0}, t_{1}\right] \\ \Xi_{k}\left(u\left(t_{k}-0\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right) & t \in\left(t_{k}, t_{k+1}\right], k=1,2, \ldots\end{cases}
$$

The auxiliary Lemma, corresponding to Lemma 6, reduces to

## Lemma 7. Suppose:

1. The function $x^{*}(t)=x\left(t ; t_{0}, \phi\right) \in P C^{\alpha, \rho}\left(\left[t_{0}, \infty\right), \Delta\right)$ is a solution of the IDDE (7) and (9) where $\Delta \subset \mathbb{R}^{n}$.
2. The functions $\Xi_{k} \in C(\mathbb{R}, \mathbb{R})$ and $\Xi_{k}(u) \leq u$ for $u \geq 0, k=1,2, \ldots$
3. The function $V \in P \Lambda\left(\left[t_{0}-r, \infty\right), \Delta\right)$ and
(i) For any $t \in\left(t_{k}, t_{k+1}\right]$ with $k=0,1, \ldots$, such that

$$
\begin{align*}
& V\left(t, x^{*}(t)\right) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(t-t_{k}\right)}{\rho}\right)^{\alpha}\right)}  \tag{35}\\
& \geq \sup _{\left.s \in[t-r, t] \cap\left[t_{k}, t\right]\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V\left(s, x^{*}(s)\right)
\end{align*}
$$

the inequality

$$
{ }_{t_{k}}^{C} \mathcal{D}^{\alpha, p} V\left(t, x^{*}(t)\right) \leq-\lambda V\left(t, x^{*}(t)\right)
$$

holds where $\lambda>0$ is a given number.
(ii) For any $k=1, \ldots$, the inequalities

$$
V\left(t_{k}-0, \Psi_{k}\left(x^{*}\left(t_{k}-0\right)\right)\right) \leq \Xi_{k}\left(V\left(t_{k}-0, x^{*}\left(t_{k}-0\right)\right)\right)
$$

hold.
Then, the inequality

$$
\begin{equation*}
V\left(t, x^{*}(t)\right) \leq\left(\max _{s \in[-r, 0]} V\left(t_{0}+s, \phi(s)\right)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{k}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right), \tag{36}
\end{equation*}
$$

$t \in\left(t_{k}, t_{k+1}\right], k=0,1, \ldots$,
holds.
Remark 19. The comparison scalar Equation (34) is chosen such that its explicit solution is known and condition 3(i) will be satisfied for the Lyapunov function.

Theorem 2. Suppose:

1. Conditions (A 2.1)-(A 2.3) are satisfied.
2. There exists a function $V \in P \Lambda\left(\left[t_{0}-r, \infty\right), \mathbb{R}^{n}\right)$ such that
(i) There exist positive constants $A, B, a, b$ such that the inequalities $A\|x\|^{a} \leq V(t, x) \leq$ $B\|x\|^{a b}, t \geq t_{0}, \quad x \in \mathbb{R}^{n}$ hold.
(ii) For any point $t \in\left(t_{k}, t_{k+1}\right]$ with $k=0,1,2, \ldots$ and any function $\psi \in C^{\alpha, \rho}\left(t_{k},[t-\right.$ $\left.r, t], \mathbb{R}^{n}\right)$ such that $\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t)=f\left(t, \psi_{t}\right)$ and

$$
\begin{align*}
& V(t, \psi(t)) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(t-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \\
& \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-D\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} V(s, \psi(s)) \tag{37}
\end{align*}
$$

the inequality

$$
\begin{equation*}
{ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} V(t, \psi(t)) \leq-D V(t, \psi(t)) r \tag{38}
\end{equation*}
$$

holds where $D>0$ is a given number.
(iii) For any $k=1,2, \ldots$ and $u \in \mathbb{R}^{n}$ the inequalities

$$
V\left(t, \Psi_{k}(u)\right) \leq C\|u\|^{a} \text { for } t \in\left(t_{k}, t_{k+1}\right] .
$$

hold where $C \in(0, A]$.
Then, the zero solution of $\operatorname{IDDE}$ (9) with the zero initial function is generalized proportional Mittag-Leffler stable with $C=\sqrt[a]{\frac{B}{A}}, \beta=b, \lambda=D, \gamma=\frac{1}{a}$.

Now we will provide an example illustrating the application of the given above sufficient conditions. To be able to compare both cases about non-instantaneous impulses and instantaneous impulses we will consider the scalar IVP for NIDDE (30) with appropriate changes.

Example 2. . Consider the scalar IVP for IDDE

$$
\begin{align*}
& \left(\begin{array}{l}
C \\
t_{k} \\
\left.\mathcal{D}^{\alpha, \rho} x\right)(t)=-\frac{2+t}{t+1}\left(x(t)-0.5 x_{t}^{(k)}\right) \quad \text { for } t \in\left(t_{k}, t_{k+1}\right], k=0,1,2, \ldots, \\
x\left(t_{k}+0\right)=0.5\left(\sin t_{k}\right) x\left(t_{k}-0\right) \quad \text { for } k=1,2, \ldots, \\
x\left(t_{0}+s\right)=\phi(s), s \in[-r, 0] .
\end{array}\right.
\end{align*}
$$

The scalar IVP for IDDE (39) with $\phi(s) \equiv 0$ has a zero solution.
Let $V(t, x)=x^{2}$. Thus, the condition 2(i) of Theorem 2 is satisfied with $A=0.25, B=1, a=$ $2, b=1$.

Let $k$ be a given natural number and $t \in\left(t_{k}, t_{k}+1\right)$, and the function $\psi \in C^{\alpha, \rho}\left(t_{k},[t-\right.$ $r, t], \mathbb{R}$ ) be such that

$$
\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t)=-\frac{2+t}{t+1}\left(\psi(t)-0.5 \psi_{t}^{(k)}\right)
$$

and

$$
\psi^{2}(t) \geq \sup _{s \in[t-r, t] \cap\left[t_{k}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\left(\frac{\left(s-t_{k}\right)}{\rho}\right)^{\alpha}\right)} \psi^{2}(s)
$$

Then, we obtain $\left({ }_{t_{k}}^{C} \mathcal{D}^{\alpha, \rho} \psi^{2}\right)(t)<-V(t, \psi(t))$ (see (32)), i.e., condition 2(ii) of Theorem 2 is satisfied with $D=1$.

For any $k=1,2, \ldots$ we obtain $\left(0.5 \sin t_{k} u\right)^{2} \leq 0.25 u^{2}=0.25|u|^{2}$, i.e., the condition 2(iii) of Theorem 2 is satisfied with $C=0.25$.

According to Theorem 2, the zero solution of the scalar IDDE (39) is a generalized proportional Mittag-Leffler stable with $C=2, \beta=1, \lambda=1, \gamma=0.5$, i.e., the inequality

$$
\left\|x\left(t ; t_{0}, \phi\right)\right\| \leq 2\|\phi\|_{0} \sqrt{e^{\frac{\rho-1}{\rho}\left(t-t_{i}\right)} E_{\alpha}\left(-\left(\frac{t-t_{k}}{\rho}\right)^{\alpha}\right)}, t \in\left(t_{k}, t_{k+1}\right], k=0,1, \ldots
$$

holds (compare with the special case $t_{k+1}=s_{k}, k=0,1,2, \ldots$ of Example 1).

### 4.3. No Impulses

As mentioned in Remark 11 the case of instantaneous impulses could be considered as a generalization of the case of no impulses, i.e., the system (10) could be considered as a partial case of (9) with $t_{i}=t_{0}, i=1,2, \ldots$. That is why we can translate the results from the previous section to the case without impulses.

Definition 5. The zero solution of the system $\operatorname{DDE}$ (10) (with $\phi \equiv 0$ ) is said to be generalized proportional Mittag-Leffler stable if there exist constants $\beta, \gamma, C, \lambda>0$ such that the inequality

$$
\begin{equation*}
\left\|x\left(t ; t_{0}, \phi\right)\right\| \leq C\|\phi\|_{0}^{\beta}\left(e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)\right)^{\gamma}, t \geq t_{0} \tag{40}
\end{equation*}
$$

holds, where $x\left(t ; t_{0}, \phi\right)$ is a solution on the IVP for DDE (7) and (10).
Remark 20. In the case $\rho=1$, Definition 5 is the same as in [26].
We will use some comparison results for DDE (10) by applying Lyapunov functions:
Definition 6. Let $a<b \leq \infty$ be given numbers, $\Omega \subset \mathbb{R}^{n}, 0 \in \Omega$. Then, the function $V:[a-r, b] \times \Omega \rightarrow[0, \infty)$ is from the class $\Lambda([a-r, b], \Omega)$ if $V \in C\left([a, b] /\left\{t_{k}\right\} \times \Omega,[0, \infty)\right)$ and it is Lipschitz with respect to the second argument.

The comparison scalar equation (DE) is

$$
\begin{align*}
& \left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} u\right)(t)=-\lambda u(t), \quad \text { for } t>t_{0},  \tag{41}\\
& u\left(t_{0}\right)=u_{0}
\end{align*}
$$

According to Lemma 4, the solution of the IVP for DE (41) is given by $u(t)=$ $u_{0} e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right) . t \geq t_{0}$.

The auxiliary Lemma, corresponding to Lemma 6 reduces to
Lemma 8. Suppose:

1. The function $x^{*}(t)=x\left(t ; t_{0}, \phi\right) \in C^{\alpha, \rho}\left(\left[t_{0}, \infty\right), \Delta\right)$ is a solution of the $\operatorname{DDE}$ (7) and (10), where $\Delta \subset \mathbb{R}^{n}$.
2. The function $V \in C \Lambda\left(\left[t_{0}-r, \infty\right), \Delta\right)$ and for any point $t>t_{0}$ such that

$$
\begin{align*}
& V\left(t, x^{*}(t)\right) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(t-t_{0}\right)}{\rho}\right)^{\alpha}\right)} \\
& \geq \sup _{s \in[t-r, t] \cap\left[t_{0}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(s-t_{0}\right)}{\rho}\right)^{\alpha}\right)} V\left(s, x^{*}(s)\right) \tag{42}
\end{align*}
$$

the inequality

$$
\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} V\left(t, x^{*}(t)\right)\right) \leq-\lambda V\left(t, x^{*}(t)\right)
$$

holds where $\lambda>0$ is a given number.
Then, the inequality

$$
V\left(t, x^{*}(t)\right) \leq \max _{s \in[-r, 0]} V\left(t_{0}+s, \phi(s)\right) e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\lambda\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right), \quad t>t_{0}
$$

holds.
Theorem 3. Suppose:

1. Conditions (A 3.1), (A 3.2) are satisfied.
2. There exists a function $V \in \Lambda\left(\left[t_{0}-r, \infty\right), \mathbb{R}^{n}\right)$ such that
(i) There exist positive constants $A, B, a, b$ such that $C \leq A$ and the inequalities $A\|x\|^{a} \leq$ $V(t, x) \leq B\|x\|^{a b}, t \geq t_{0}, \quad x \in \mathbb{R}^{n}$ hold.
(ii) For any point $t>t_{0}$ and any function $\psi \in C^{\alpha, \rho}\left(t_{0},[t-r, t], \mathbb{R}^{n}\right)$ such that $\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)$ $(t)=f\left(t, \psi_{t}\right)$ and

$$
\begin{align*}
& V(t, \psi(t)) \frac{e^{\frac{1-\rho}{\rho}\left(t-t_{0}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(t-t_{0}\right)}{\rho}\right)^{\alpha}\right)} \\
& \geq \sup _{\left.s \in[t-r, t] \cap\left[t_{0}, t\right]\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{k}\right)}}{E_{\alpha}\left(-\lambda\left(\frac{\left(s-t_{0}\right)}{\rho}\right)^{\alpha}\right)} V(s, \psi(s)) \tag{43}
\end{align*}
$$

the inequality

$$
\begin{equation*}
{ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} V(t, \psi(t)) \leq-D V(t, \psi(t)) \tag{44}
\end{equation*}
$$

holds where $D>0$ is a given number.
Then, the zero solution of $D D E$ (10) with the zero initial function is generalized proportional Mittag-Leffler stable with constants $C=\sqrt[a]{\frac{B}{A}}, \beta=b, \lambda=D, \gamma=\frac{1}{a}$.

Example 3. Consider the scalar IVP for $D D E$

$$
\begin{align*}
& \left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} x\right)(t)=-\frac{2+t}{t+1}\left(x(t)-0.5 \sup _{s \in[-r, 0]} x(t+s)\right), t>t_{0}  \tag{45}\\
& x\left(t_{0}+s\right)=\phi(s), s \in[-r, 0] .
\end{align*}
$$

The scalar IVP for $\operatorname{DDE}(45)$ with $\phi(s) \equiv 0$ has a zero solution.
Let $V(t, x)=x^{2}$. Thus, the condition $2(i)$ of Theorem 3 is satisfied with $A=0.25, B=1, a=$ $2, b=1$.

Let $t>t_{0}$ and the function $\psi \in C^{\alpha, \rho}\left(t_{0},[t-r, t], \mathbb{R}\right)$ be such that $\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} \psi\right)(t)=$ $-\frac{2+t}{t+1}\left(\psi(t)-0.5 \sup _{s \in[-r, 0]} \psi(t+s)\right.$ and $\psi^{2}(t) \geq \sup _{s \in[t-r, t] \cap\left[t_{0}, t\right]} \frac{e^{\frac{1-\rho}{\rho}\left(s-t_{0}\right)}}{E_{\alpha}\left(-\left(\frac{\left(s-t_{0}\right)}{\rho}\right)^{\alpha}\right)} \psi^{2}(s)$. Then, we obtain

$$
\left({ }_{t_{0}}^{C} \mathcal{D}^{\alpha, \rho} \psi^{2}\right)(t)<-V(t, \psi(t))
$$

(see (32)), i.e., condition 2(ii) of Theorem 3 is satisfied with $D=1$.
According to Theorem 3, the zero solution of the scalar DDE (45) is generalized proportional Mittag-Leffler stable with $C=2, \beta=1, \lambda=1, \gamma=0$, i.e., the inequality

$$
\left\|x\left(t ; t_{0}, \phi\right)\right\| \leq 2\|\phi\|_{0} \sqrt{e^{\frac{\rho-1}{\rho}\left(t-t_{0}\right)} E_{\alpha}\left(-\left(\frac{t-t_{0}}{\rho}\right)^{\alpha}\right)}, t \geq t_{0}
$$

holds (compare with the special case of $t_{0}=t_{k}, k=1,2, \ldots$ of Example 2 ).

## 5. Conclusions

In this paper, a system of nonlinear differential equations with finite delay and with a generalized proportional Caputo fractional derivative is studied. The basic cases are presented: the case when there are non-instantaneous impulses in the equations, the case when there are instantaneous impulses in the equations, and the case without any impulses in all equations. The appropriate initial value problem is set up in all these cases, and the relation between them is discussed. It is shown that the case of non-instantaneous impulses is a generalization of the case of instantaneous impulses, and the case of instantaneous impulses could be considered as a generalization of the case without any impulses. These statements could be applied to study various qualitative properties of the solutions. In this paper, based on the application of Lyapunov functions and an appropriate modification of the Razumikhin method, the Mittag-Leffler type stability is investigated.
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This paper explores the realm of fractional integral calculus in connection with the onedimensional Dunkl operator on the space of tempered functions and Lizorkin type space. The primary objective is to construct fractional integral operators within this framework. By establishing the analogous counterparts of well-known operators, including the Riesz fractional integral, Feller fractional integral, and Riemann-Liouville fractional integral operators, we demonstrate their applicability in this setting. Moreover, we show that familiar properties of fractional integrals can be derived from the obtained results, further reinforcing their significance. This investigation sheds light on the utilization of Dunkl operators in fractional calculus and provides valuable insights into the connections between different types of fractional integrals. The findings presented in this paper contribute to the broader field of fractional calculus and advance our understanding of the study of Dunkl operators in this context.
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## 1. Introduction

On the real line, for a positive real number $\kappa$, the Dunkl operator $\mathscr{D}_{\kappa}$ provides a one-parameter deformation of the ordinary derivative $\frac{d}{d x}$. It is defined as:

$$
\begin{equation*}
\mathscr{D}_{\kappa}:=\frac{d}{d x}+\frac{\kappa}{x}(1-s), \tag{1}
\end{equation*}
$$

where $s$ is the reflection operator acting on a function $f(x)$ of a real variable $x$ as $s f(x):=f(-x)$. The Dunkl operator incorporates the additional term $\frac{\kappa}{x}(1-s)$, which accounts for reflection symmetry and introduces a dependence on the parameter $\kappa$. This operator plays a fundamental role in generalizing various classical results in harmonic analysis and approximation theory, as explored in the works of Dunkl [1,2] Trimeche [3], de Jeu [4], Rosler [5-7], and others.

Fractional calculus [8-15] has gained significant importance in recent decades as a powerful tool for developing advanced mathematical models involving fractional differential and integral operators. When applied to the Dunkl operator, fractional calculus offers a fresh perspective by incorporating the effects of reflection and asymmetry within the underlying space.

A notable feature of the Dunkl setting is the existence of a natural Riesz transform, which shares similarities with classical singular integrals. In the multidimensional case, S. Thangavelu and Y. Xu [16,17] established the $L^{p}$-boundedness of the associated Riesz transform. This study was further extended by Amri and Sifi [18], who considered the general case for $1<p<\infty$. Additionally, investigations into singular integrals and multipliers were carried out in [18-22]. These contributions have significantly enriched our understanding of the Dunkl operator and its associated Riesz transform.

In this study, our main focus is on the comprehensive exploration of the one-dimensional fractional Dunkl integral within Lizorkin type spaces [10-12], with a specific emphasis on analytic continuation techniques. The obtained operators go beyond the conventional Riesz fractional integral [9] and Feller fractional integral [8,11], as they are specifically tailored to operate within the Dunkl setting. By extending the applicability of these operators to the Dunkl context, we aim to unlock new possibilities and gain deeper insights into the realm of fractional calculus.

To address the challenges posed by the divergence of fractional Dunkl operators, we adopt a unique approach that incorporates the regularization technique for divergent integrals, inspired by the work described in the book by Samko [11,12]. Our methodology involves utilizing specific segments of the Taylor formula associated with the Dunkl operator, as originally formulated by Mourou [23]. This regularization technique plays a pivotal role in extending the fractional integral operators to the domain of $\Re(\alpha)>0$. As a result, we introduce an alternative normalization scheme for tempered power functions, offering a fresh and insightful perspective on fractional calculus within the Dunkl setting. It is important to note that while Soltani [24] relies on the conventional Taylor series, our approach, based on the Taylor formula of Mourou [23], better suits the specific requirements of the Dunkl operator.

Our paper is organized as follows: In Section 2, we begin by collecting some essential facts about the Dunkl operator and the Lizorkin space. Section 3 focuses on studying the generalized power function and its analytic continuation. Moving on to Section 4, we dedicate that section to the study of extensions of well-known fractional integrals such as the Riesz fractional integral, the Feller fractional integral, and the Weyl fractional integral.

## 2. Preliminaries

In this section, we introduce some notations and gather some facts about the onedimensional Dunkl operator.

### 2.1. The One-Dimensional Dunkl Operator

Let $\kappa \geq 0$, and $f$ be a differentiable function on $\mathbb{R}$. The Dunkl derivative $\mathscr{D}_{\kappa} f(x)$ is defined by

$$
\mathscr{D}_{\kappa} f(x)=\left\{\begin{array}{l}
f^{\prime}(x)+\kappa \frac{f(x)-f(-x)}{x}, \quad \text { if } \quad x \neq 0  \tag{2}\\
(2 \kappa+1) f^{\prime}(0), \quad \text { if } \quad x=0
\end{array}\right.
$$

We denote by $L_{\kappa}^{p}(\mathbb{R})(1 \leq p)$, the Lebesgue space associated with the measure

$$
\begin{equation*}
\sigma_{\kappa}(d x)=\frac{|x|^{2 \kappa}}{2^{\kappa+1 / 2} \Gamma(\kappa+1 / 2)} d x \tag{3}
\end{equation*}
$$

and by $\|f\|_{\kappa, p}$ the usual norm given by

$$
\begin{equation*}
\|f\|_{\kappa, p}=\left(\int_{\mathbb{R}}|f(x)|^{p} \sigma_{\kappa}(d x)\right)^{1 / p} . \tag{4}
\end{equation*}
$$

Now, consider the so-called nonsymmetric Bessel function, also called Dunkl type Bessel function, in the rank one case (see [25]) [§10.22(v)]:

$$
\begin{equation*}
\mathscr{E}_{\kappa}(x):=\mathscr{J}_{\kappa-1 / 2}(i x)+\frac{x}{2 \kappa+1} \mathscr{J}_{\kappa+1 / 2}(i x) . \tag{5}
\end{equation*}
$$

where the normalized Bessel functions is defined by

$$
\begin{aligned}
\mathscr{J}_{\kappa}(x) & :=\Gamma(\kappa+1)(2 / x)^{\kappa} J_{\kappa}(x) \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!\Gamma(\kappa+n+1)}\left(\frac{x}{2}\right)^{2 n+\kappa}, \quad x>0 .
\end{aligned}
$$

It is evident to the reader that the Dunkl kernel $\mathcal{E}_{\kappa}(i \lambda x)$ coincides with the exponential function when the parameter $\kappa$ is equal to zero, i.e., $\mathcal{E}_{0}(i \lambda x)=e^{i \lambda x}$. This function also has a close connection with the Wright function.

$$
\begin{equation*}
\mathcal{E}_{\kappa}(x)=\Gamma(\kappa+1 / 2)\left[W_{1, \kappa+1 / 2}\left(\frac{x^{2}}{4}\right)+\frac{x}{2} W_{1, \kappa+3 / 2}\left(\frac{x^{2}}{4}\right)\right], \tag{6}
\end{equation*}
$$

where the Wright function is defined by the series representation, valid in the whole complex plane [26]

$$
\begin{equation*}
W_{\alpha, \beta}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{n!\Gamma(\alpha n+\beta)}, \quad \alpha>-1, \quad \beta \in \mathbb{C} . \tag{7}
\end{equation*}
$$

The Wright function provides a powerful tool for dealing with fractional calculus problems, as it allows for the analysis of fractional differential and integral equations in a unified framework, see [26,27].

The function $\mathscr{E}_{k}(i \xi x)$ satisfies the following eigenvalue problem

$$
\begin{equation*}
\left.\mathscr{D}_{\kappa}\left(\mathscr{E}_{k}(i \xi x)\right)=i \xi \mathscr{E}_{K}(i \xi x), \quad \mathcal{E}_{k}(0)\right)=1 \tag{8}
\end{equation*}
$$

and has the Laplace representation

$$
\begin{equation*}
\mathscr{E}_{\kappa}(i x)=\frac{\Gamma(\kappa+1 / 2)}{\Gamma(1 / 2) \Gamma(\kappa)} \int_{-1}^{1} e^{t x}(1-t)^{\kappa-1}(1+t)^{\kappa} d t \tag{9}
\end{equation*}
$$

The Dunkl transform is defined by [1,3,4]

$$
\begin{equation*}
\left(\mathscr{F}_{\kappa} f\right)(\lambda):=\int_{-\infty}^{\infty} f(x) \mathcal{E}_{\kappa}(-i \lambda x) \sigma_{\kappa}(d x) \tag{10}
\end{equation*}
$$

The Dunkl transform can be extended to an isometry of $L_{\kappa}^{2}(\mathbb{R})$, that is,

$$
\begin{equation*}
\int_{\mathbb{R}}|f(x)|^{2} \sigma_{\kappa}(d x)=\int_{\mathbb{R}}\left|\widehat{f}_{\kappa}(\lambda)\right|^{2} \sigma_{\kappa}(d \lambda) . \tag{11}
\end{equation*}
$$

For any $f \in L_{\kappa}^{1}(\mathbb{R}) \cap L_{\kappa}^{2}(\mathbb{R})$, the inverse is given by

$$
\begin{equation*}
f(x)=\int_{\mathbb{R}} \widehat{f}_{\kappa}(\lambda) \mathcal{E}_{\kappa}(i \lambda x) \sigma_{\kappa}(d \lambda) \tag{12}
\end{equation*}
$$

As in the classical case, a generalized translation operator was defined in the Dunkl setting side on $L_{\kappa}^{2}(\mathbb{R})$ by Trimèche [3]

$$
\begin{equation*}
\mathcal{F}_{\kappa}\left\{\tau^{y} f(x) ; \xi\right\}:=\mathcal{E}_{\kappa}(i \xi y) \mathcal{F}_{\kappa}\{f(x) ; \xi\}, \quad y, \xi \in \mathbb{R} . \tag{13}
\end{equation*}
$$

We also define the Dunkl convolution product for suitable functions $f$ and $g$ by

$$
f * g(x)=\int_{\mathbb{R}} \tau^{-x} f(y) g(y) \sigma_{\kappa}(d y)
$$

Explicitly, the generalized translation $\tau^{x} f(y)$ takes the explicit form (see [28] Theorem 6.3.7):

$$
\begin{align*}
\tau^{\chi} f(y):= & \frac{1}{2} \int_{-1}^{1} f\left(\sqrt{x^{2}+y^{2}-2 x y t}\right)\left(1+\frac{x-y}{\sqrt{x^{2}+y^{2}-2 x y t}}\right) h_{k}(t) d t  \tag{14}\\
& +\frac{1}{2} \int_{-1}^{1} f\left(-\sqrt{x^{2}+y^{2}-2 x y t}\right)\left(1-\frac{x-y}{\sqrt{x^{2}+y^{2}-2 x y t}}\right) h_{k}(t) d t
\end{align*}
$$

where

$$
h_{\kappa}(t)=\frac{\Gamma(\kappa+1 / 2)}{2^{2 \kappa} \sqrt{\pi} \Gamma(\kappa)}(1+t)\left(1-t^{2}\right)^{\kappa-1} .
$$

### 2.2. The Generalized Lizorkin Space

For a comprehensive treatment of the standard Lizorkin space, we recommend referring to the book [12] §2, where the authors provide a detailed and in-depth analysis of this topic. Additionally, the study of the generalized Lizorkin space has been carried out by Soltani [24]. While we cannot provide a detailed overview of the entire subject here, we can highlight some important points for clarity.

We denote by $S(\mathbb{R})$ the Schwartz space, which is the space of $C^{\infty}$-functions on $\mathbb{R}$ which are rapidly decreasing as well as their derivatives, endowed with the topology defined by the seminorms

$$
\|f\|_{n, m}=\sup _{x \in \mathbb{R}, j \leq m}\left(1+x^{2}\right)^{n} \mathscr{D}_{\kappa}^{j} \varphi(x), \quad n, m \in \mathbb{N},
$$

It is not difficult to check that

$$
\mathscr{D} f(x)=f^{\prime}(x)+\kappa \int_{-1}^{1} f^{\prime}(x t) d t
$$

From this representation, we see that the operator $\mathscr{D}$ leaves $S(\mathbb{R})$ invariant.
In the context of distribution theory, the space $S^{\prime}(\mathbb{R})$ denotes the topological dual of $S(\mathbb{R})$, which consists of generalized functions, also known as tempered distributions. The value of a generalized function $f$ as a functional on a test function $\varphi \in S(\mathbb{R})$ is denoted by $(f, \varphi)$.

A generalized function is said to be $\kappa$-regular if there exists a locally integrable function $f$ with respect to the measure $\sigma_{\mathcal{K}}(d x)$, such that the integral $\int_{\mathbb{R}} f(x) \varphi(x) \sigma_{\kappa}(d x)$ is finite for every $\varphi \in S(\mathbb{R})$. The action of the $\kappa$-regular generalized function $f$ on a test function $\varphi$ is denoted as $(f, \varphi)$ or equivalently $\langle f, \varphi\rangle_{\kappa}$. Here, the integral on the right-hand side of the equation is denoted by $\langle f, \varphi\rangle_{\kappa}$. It is important to note that the measure $\sigma_{\kappa}(d x)$ depends on the specific context and properties of the Dunkl operators. The notation and definitions provided above establish a general framework for understanding $\kappa$-regular generalized functions and their evaluation on test functions.

The Dunkl transform is a powerful mathematical tool that acts as a topological isomorphism between the Schwartz space $S(\mathbb{R})$ and itself. This transform extends naturally to generalized functions by considering the Dunkl transform of a generalized function $f \in S^{\prime}(\mathbb{R})$. The definition of the Dunkl transform for generalized functions can be expressed using duality as follows: for any $\varphi \in S(\mathbb{R})$, the pairing between the Dunkl transform of $f$ and $\varphi$ is given by

$$
\left(\mathscr{F}_{k} f, \varphi\right)=\left(f, \mathscr{F}_{\kappa} \varphi\right), \quad \varphi \in S(\mathbb{R}) .
$$

In terms of integral notation, it can be written as:

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\mathscr{F}_{\kappa} f\right)(x) \varphi(x) \sigma \kappa(d x)=\int_{\mathbb{R}} f(x) \mathscr{F}_{\kappa} \varphi(x) \sigma \kappa(d x), \quad \varphi \in S(\mathbb{R}) \tag{15}
\end{equation*}
$$

provided $f$ and $\mathscr{F}_{k} f$ are $\kappa$-regular.
The space $S(\mathbb{R})$ itself is not invariant under multiplication by power functions. However, we can define an invariant subspace by utilizing the Dunkl transforms. This leads us to the set $\Psi_{\kappa}(\mathbb{R})$ consisting of functions $\varphi \in S(\mathbb{R})$ that satisfy the conditions:

$$
\mathscr{D}_{\kappa}^{n} \varphi(0)=0, \quad \text { for } n=0,1,2, \ldots,
$$

where $\mathscr{D}_{\kappa}^{n} \varphi$ denotes the $n$th order Dunkl transform of $\varphi$. In other words, $\varphi$ belongs to $\Psi_{\kappa}(\mathbb{R})$ if all the Dunkl transforms of $\varphi$ evaluated at the origin are zero. By imposing these conditions, we construct a space of functions that possess certain transformation properties
with respect to the Dunkl operators. The generalized Lizorkin space $\Phi_{\kappa}(\mathbb{R})$ is introduced as the Dunkl transform preimage of the space $\Psi_{\kappa}(\mathbb{R})$ in the space $S(\mathbb{R})$,

$$
\begin{equation*}
\Phi_{\kappa}(\mathbb{R})=\left\{\varphi \in S(\mathbb{R}): \varphi=\mathscr{F}_{\kappa}(\psi), \psi \in \Psi_{\kappa}(\mathbb{R})\right\} . \tag{16}
\end{equation*}
$$

According to this definition, any function $\varphi \in \Phi_{\kappa}(\mathbb{R})$ satisfies the orthogonality conditions

$$
\begin{equation*}
\int_{\mathbb{R}} x^{n} \varphi(x) \sigma_{\kappa}(d x)=0, \quad n=0,1,2, \ldots \tag{17}
\end{equation*}
$$

## 3. Regularization of Integrals with Power Singularity

In this section, we examine two types of power functions defined on the entire real line

- Even, $|x|^{\alpha}$;
- Odd, $\operatorname{sgn}(x)|x|^{\alpha}$; where

$$
\operatorname{sgn}(x):=\left\{\begin{array}{l}
1, \quad \text { if } \quad x>0 \\
-1, \quad \text { if } \quad x<0
\end{array}\right.
$$

Other types of tempered power functions can be defined as follows

$$
\begin{aligned}
& x_{ \pm}^{\alpha}=\frac{1}{2}\left[|x|^{\alpha} \pm|x|^{\alpha} \operatorname{sgn}(x)\right] \\
& ( \pm i x)^{\alpha}=|x|^{\alpha}(\cos (\pi \alpha / 2) \pm i \operatorname{sgn}(x) \sin (\pi \alpha / 2)) .
\end{aligned}
$$

These tempered power functions capture different aspects of fractional calculus and are used to generalize the concept of differentiation and integration to noninteger orders.

### 3.1. Taylor-Dunkl Formula

To facilitate the forthcoming discussion on analytic continuation, we begin by presenting an additional formula that proves to be valuable in the process.

Let $f \in C^{\infty}(\mathbb{R})$; for every $n \in \mathbb{N}$, we have [19]

$$
\begin{equation*}
\tau^{y} f(x)=\sum_{j=0}^{n-1} b_{j}(x) \mathscr{D}_{K}^{j} f(x)+r_{n}(x, y ; f), \tag{18}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
r_{j+1}(x, y ; f)=\int_{-|y|}^{|y|}\left(\frac{\operatorname{sgn}(y)}{2|y|^{2 \kappa}}+\frac{\operatorname{sgn}(u)}{2|u|^{2 \kappa}}\right) r_{j}\left(x, u ; \mathscr{D}_{\kappa} f\right)|u|^{2 \kappa} d u \\
r_{1}(x, y ; f)=\tau^{y} f(x)-f(x)
\end{array}\right.
$$

and

$$
\begin{equation*}
b_{j+1}(x)=\int_{-|y|}^{|y|}\left(\frac{\operatorname{sgn}(y)}{2|y|^{2 \kappa}}+\frac{\operatorname{sgn}(u)}{2|u|^{2 \kappa}}\right) b_{j}(u)|u|^{2 \kappa} d u, \quad b_{0}(x)=1 . \tag{19}
\end{equation*}
$$

Then,

$$
b_{2 s}(x)=\frac{\Gamma(\kappa+1 / 2)}{\Gamma(\kappa+s+1 / 2)} \frac{x^{2 s}}{s!}, \quad b_{2 s+1}(x)=\frac{\Gamma(\kappa+1 / 2)}{\Gamma(\kappa+s+3 / 2)} \frac{x^{2 s+1}}{s!}, s=0,1,2, \ldots
$$

From the work of Mourou [23], we can extract the following proposition, which provides a complete asymptotic expansion for $\tau_{\kappa} f(x)$ as $x$ approaches $a$.

Lemma 1. Let $f \in C^{\infty}(\mathbb{R})$ and $a \in \mathbb{R}$; then, one has

$$
\begin{equation*}
\tau_{\kappa}^{a} f(x) \sim \sum_{s=0}^{\infty} b_{s}(x) \mathscr{D}_{\kappa}^{s} f(a), \quad \text { as } \quad x \rightarrow a \tag{20}
\end{equation*}
$$

### 3.2. Generalized Power Functions

By considering $|x|^{-\alpha}$ and $\operatorname{sign}(x)|x|^{-\alpha}$ as elements of $\Psi_{\kappa}^{\prime}(\mathbb{R})$, we recognize them as $\kappa$-regular generalized functions for all $\alpha \in \mathbb{C}$, that is,

$$
\begin{align*}
& \left.\left.\langle | x\right|^{-\alpha}, \varphi\right\rangle_{\kappa}=\int_{\mathbb{R}} \frac{1}{|x|^{\alpha}} \varphi(x) \sigma_{\kappa}(d x)  \tag{21}\\
& \left.\left.\langle\operatorname{sgn}(x)| x\right|^{-\alpha}, \varphi\right\rangle_{\kappa}=\int_{\mathbb{R}} \frac{\operatorname{sgn}(x)}{|x|^{\alpha}} \varphi(x) \sigma_{\kappa}(d x) \tag{22}
\end{align*}
$$

When considering the functions $|x|^{-\alpha}$ and $\operatorname{sign}(x)|x|^{-\alpha}$ as elements of $S^{\prime}(\mathbb{R})$ or $\Phi_{\kappa}^{\prime}(\mathbb{R})$, they are not $\kappa$-regular if $\Re(\alpha) \geq 2 \kappa+1$. To handle these generalized functions, let $\alpha \in \mathbb{C}$ such that $\alpha \neq 2 \kappa+2 s+1$ for $s=0,1,2, \ldots$ For $\varphi \in S(\mathbb{R})$, we can define the generalized power function $|x|^{-\alpha}$ as follows:

$$
\begin{align*}
\left(|x|^{-\alpha}, \varphi\right) & =\int_{|x|<1} \frac{1}{|x|^{\alpha}}\left[\varphi(x)-\sum_{s=0}^{m} b_{s}(x) \mathscr{D}_{\kappa}^{s} \varphi(0)\right] \sigma_{\kappa}(d x)  \tag{23}\\
& +\sum_{s=0}^{\left[\frac{m}{2}\right]} \frac{\mathscr{D}_{\kappa}^{2 s} \varphi(0)}{2^{\kappa-1 / 2} \Gamma(\kappa+s+1 / 2), s!} \frac{1}{2 \kappa+2 s+1-\alpha} \\
& +\int_{|x| \geq 1} \frac{\varphi(x)}{|x|^{\alpha}} \sigma_{\kappa}(d x), \tag{23}
\end{align*}
$$

where $m>\operatorname{Re}(\alpha)-2 \kappa-1$. It is important to note that the right-hand side of Equation (2) does not depend on the choice of $m$ as long as $m>\Re(\alpha)-2 \kappa-1$. Since $\varphi \in S(\mathbb{R})$, Lemma 1 guarantees that

$$
\varphi(x)-\sum_{s=0}^{m} b_{s}(x) \mathscr{D}_{\kappa}^{s} \varphi(0)=\mathcal{O}\left(x^{m+1}\right) \quad(\text { as } \quad x \rightarrow 0) .
$$

This property ensures the well-definedness of the expression. The mapping $\alpha \rightarrow$ $\left(|x|^{-\alpha}, \varphi\right)$ from $\mathbb{C}$ to $S^{\prime}(\mathbb{R})$ can be extended to a holomorphic function on $\mathbb{C}-\{2 \kappa+2 s+1$ : $s=0,1,2, \ldots\}$, with simple poles at $\alpha=2 \kappa+2 s+1$. The residues of the function at these poles are given by

$$
\begin{equation*}
\operatorname{Res}\left(\left(|x|^{-\alpha}, \varphi\right) ; 2 \kappa+2 s+1\right)=-\frac{2^{-\kappa+1 / 2} \mathscr{D}_{\kappa}^{2 s} \varphi(0)}{\Gamma(\kappa+s+1 / 2) s!} . \tag{24}
\end{equation*}
$$

When $\alpha=2 \kappa+2 s+1$ with $s=0,1,2, \ldots$, we define the even, tempered power function $|x|^{-2 \kappa-2 s-1}$ as

$$
\begin{equation*}
\left(|x|^{-2 \kappa-2 s-1}, \varphi\right)=\lim _{\alpha \rightarrow 2 \kappa+2 s+1}\left\{\left(|x|^{-\alpha}, \varphi\right)+\frac{\mathscr{D}_{k}^{2 s} \varphi(0)}{2^{\kappa-1 / 2} \Gamma(\kappa+s+1 / 2) s!} \frac{1}{\alpha-2 \kappa-2 n-1}\right\} . \tag{25}
\end{equation*}
$$

This provides a definition for the even, tempered power $|x|^{-\alpha}$ for all $\alpha \in \mathbb{C}$.
Similarly, for $\alpha \in \mathbb{C}$ such that $\alpha \neq 2 \kappa+2 s+2$ with $s=0,1,2 \ldots$, we define the odd tempered power function $|x|^{-\alpha} \operatorname{sgn}(x)$ by

$$
\begin{align*}
\left(\frac{\operatorname{sgn}(x)}{|x|^{\alpha}}, \varphi\right) & =\int_{|x|<1} \frac{\operatorname{sgn}(x)}{|x|^{\alpha}}\left[\varphi(x)-\sum_{s=0}^{m} b_{s}(x) \mathscr{D}_{\kappa}^{s} \varphi(0)\right] \sigma_{\kappa}(d x)  \tag{26}\\
& +\sum_{s=0}^{\left[\frac{m-1}{2}\right]} \frac{\mathscr{D}_{\kappa}^{2 s+1} \varphi(0)}{2^{\kappa-1 / 2} \Gamma(\kappa+s+3 / 2) s!} \frac{1}{2 \kappa+2 s+2-\alpha} \\
& +\int_{|x| \geq 1} \frac{\operatorname{sgn}(x)}{|x|^{\alpha}} \varphi(x) \sigma_{\kappa}(d x) \quad(m>\Re(\alpha)-2 \kappa-2)
\end{align*}
$$

It follows that the mapping $\alpha \rightarrow\left(|x|^{-\alpha} \operatorname{sgn}(x), \varphi\right)$ is analytic on $\mathbb{C}-\{2 \kappa+2 s+2$, $\mathrm{s}=0,1,2, \ldots\}$, with simple poles at $\alpha=2 \kappa+2 s+2$ and

$$
\operatorname{Res}\left(\left(|x|^{-\alpha} \operatorname{sgn}(x), \varphi\right) ; 2 \kappa+2 s+2\right)=-\frac{2^{-\kappa+1 / 2} \mathscr{D}_{K}^{2 s+1} \varphi(0)}{\Gamma(\kappa+s+3 / 2) s!}
$$

For $\alpha=2 \kappa+2 s+2$, with $s=0,1,2, \ldots$, we define the odd, tempered powers function $\operatorname{sgn}(x)|x|^{-2 \kappa-2 s-2}$ as

$$
\begin{equation*}
\left(\operatorname{sgn}(x)|x|^{-2 \kappa-2 s-2}, \varphi\right)=\lim _{\alpha \rightarrow 2 \kappa+2 s+2}\left\{\left(\operatorname{sgn}(x)|x|^{-\alpha}, \varphi\right)+\frac{\mathscr{B}_{\kappa}^{2 s+1} \varphi(0)}{2^{\kappa-1 / 2} \Gamma(\kappa+s+3 / 2) s!} \frac{1}{\alpha-2 \kappa-2 s-2}\right\} \tag{27}
\end{equation*}
$$

## 4. Fractional-Type Integral and Derivative for the Dunkl Operator

In this section, we embark on a comprehensive exploration of fractional-type integral operators associated with the Dunkl operator. These operators transcend the conventional Riesz fractional integral, Feller fractional integral, and Liouville fractional integral, as they are specifically designed to operate within the Dunkl setting.

### 4.1. The Riesz-Dunkl Fractional Integral

In this section, our focus lies on extending the Riesz fractional integral to any arbitrary value of $\Re(\alpha)>0$. As a reminder, the Riesz fractional integral $I^{\alpha} f$ is defined by

$$
\begin{equation*}
\left(I^{\alpha} f\right)(x)=\frac{1}{\gamma(\alpha)} \int_{\mathbb{R}} k_{\alpha}(x-y) f(y) d y \tag{28}
\end{equation*}
$$

where $k_{\alpha}(x)$ is defined as:

$$
k_{\alpha}(x)= \begin{cases}|x|^{\alpha-1}, & \alpha \neq 1,3,5, \ldots  \tag{29}\\ -|x|^{\alpha-1} \ln |x|, & \alpha=1,3,5, \ldots\end{cases}
$$

The normalization factor $\gamma(\alpha)$ depends on the value of $\alpha$ and is given by:

$$
\gamma(\alpha)= \begin{cases}\frac{2^{\alpha-1 / 2} \pi^{1 / 2} \Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{1-\alpha}{2}\right)}, & \alpha \neq 2 s+1, s=0,2, \ldots  \tag{30}\\ (-1)^{s} s!\pi^{1 / 2} 2^{2 s} \Gamma(s+1 / 2), & \alpha=2 s+1, s=0,2, \ldots\end{cases}
$$

Lemma 2. Let $\kappa<\alpha<2 \kappa+1$. Then, the Dunkl transform of $|x|^{\alpha-2 \kappa-1}$ exists in the usual sense, and it is given by

$$
\mathscr{F}_{\kappa}^{-1}\left(|x|^{-\alpha}\right)=\frac{\Gamma\left(\kappa+\frac{1-\alpha}{2}\right)}{2^{\alpha-\kappa-1 / 2} \Gamma\left(\frac{\alpha}{2}\right)}|x|^{\alpha-2 \kappa-1} .
$$

Proof. By using (5), we obtain

$$
\begin{aligned}
\mathscr{F}_{\kappa}^{-1}\left(|x|^{-\alpha}\right)(x) & =\int_{-\infty}^{\infty}|u|^{-\alpha} \mathcal{E}_{\kappa}(i u x) \sigma_{\kappa}(d u) \\
& =\frac{2}{2^{\kappa+1 / 2} \Gamma\left(\kappa+\frac{1}{2}\right)} \int_{0}^{\infty} \mathscr{J}_{\kappa-1 / 2}(|x| u) u^{-\alpha+2 \kappa} d u .
\end{aligned}
$$

Making the substitution $t=|x| u$ yields

$$
\mathscr{F}_{\kappa}^{-1}\left(|x|^{-\alpha}\right)(x)=|x|^{\alpha-2 \kappa-1} \int_{0}^{\infty} \frac{J_{\kappa-1 / 2}(u)}{u^{\alpha-\kappa-1 / 2}} d u .
$$

The result follows from the following Weber formula [29] §13.24:

$$
\begin{equation*}
\int_{0}^{\infty} \frac{J_{v}(t)}{t^{v-\mu+1}} d t=\frac{1}{2^{v-\mu+1}} \frac{\Gamma\left(\frac{\mu}{2}\right)}{\Gamma\left(v-\frac{\mu}{2}+1\right)}, \quad 0<\Re(\mu)<\Re(v)+\frac{3}{2} . \tag{31}
\end{equation*}
$$

Proposition 1. The Dunkl transform of $|x|^{-\alpha} \in \Psi_{\kappa}^{\prime}(\mathbb{R})$ is given by

$$
\mathscr{F}_{\kappa}^{-1}\left(|x|^{-\alpha}\right)=\frac{1}{\gamma_{\kappa}(\alpha)}\left\{\begin{array}{l}
|x|^{\alpha-2 \kappa-1}, \quad \alpha \neq-2 s, \alpha \neq 2 \kappa+2 s+1, s \in \mathbb{N}_{0} \\
|x|^{\alpha-2 \kappa-1} \ln \frac{1}{|x|}, \quad \alpha=2 \kappa+2 s+1, s \in \mathbb{N}_{0} \\
(-1)^{s} \mathscr{D}_{\kappa}^{2 s} \delta, \quad \alpha=-2 s, s \in \mathbb{N}_{0}
\end{array}\right.
$$

where

$$
\gamma_{\kappa}(\alpha)=\left\{\begin{array}{l}
\frac{2^{\alpha-\kappa-1 / 2} \Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\kappa+\frac{1-\alpha}{2}\right)} \quad \alpha \neq-2 s, \alpha \neq 2 \kappa+2 s+1 \\
(-1)^{s} s!2^{\kappa+2 s+1 / 2} \Gamma(\kappa+s+1 / 2), \quad \alpha=2 \kappa+2 s+1 \\
1, \quad \alpha=-2 s
\end{array}\right.
$$

and $\delta$ is the Dirac delta distribution.
Proof. From Lemma 2, it is evident that by analytic continuation, for $\alpha \in \mathbb{C}$ such that $\alpha \neq 2 \kappa+2 s+1$ and $\alpha \neq-2 s$ for $s=0,1,2, \ldots$, we have:

$$
\begin{equation*}
\frac{1}{|x|^{\alpha}}=\frac{\Gamma\left(\kappa+\frac{1-\alpha}{2}\right)}{2^{\alpha-\kappa-1 / 2} \Gamma\left(\frac{\alpha}{2}\right)} \mathscr{F}_{\kappa}\left(|x|^{\alpha-2 \kappa-1}\right) . \tag{32}
\end{equation*}
$$

The case $\alpha=-2 s$ for $s=0,1,2, \ldots$ follows from the fact that

$$
\left(\mathscr{F}_{\kappa} \mathscr{D}_{K}^{2 s} \varphi\right)(x)=(-1)^{s}|x|^{2 s}\left(\mathscr{F}_{\kappa} \varphi\right)(x), \quad \varphi \in S(\mathbb{R}) .
$$

It remains to consider the case $\alpha=\alpha_{s}=2 \kappa+2 s+1$ for $s \in \mathbb{N}_{0}$. From Equation (32), we have

$$
\begin{equation*}
\frac{\partial}{\partial \alpha}\left(\left(\alpha-\alpha_{S}\right)\left(|x|^{-\alpha}, \mathscr{F}_{\kappa} \varphi\right)\right)=\frac{\partial}{\partial \alpha}\left(\eta(\alpha)\left(|x|^{\alpha-2 \kappa-1}, \varphi\right)\right), \quad \eta(\alpha)=\frac{\alpha-\alpha_{S}}{\gamma_{\kappa}(\alpha)} . \tag{33}
\end{equation*}
$$

By considering (23) and (25), the limit as $\alpha \rightarrow \alpha_{s}$ of the left-hand side of (33) can be evaluated as follows:

$$
\lim _{\alpha \rightarrow \alpha_{s}} \frac{\partial}{\partial \alpha}\left(\left(\alpha-\alpha_{k}\right)\left(|x|^{-\alpha}, \mathscr{F}_{\kappa} \varphi\right)\right)=\left(|x|^{-2 \kappa-2 s-1}, \mathscr{F}_{\kappa} \varphi\right) .
$$

The limit of the right-hand side of Equation (33) as $\alpha \rightarrow \alpha_{s}$ can be evaluated as follows:

$$
\lim _{\alpha \rightarrow \alpha_{s}} \frac{\partial}{\partial \alpha}\left(\eta(\alpha)\left(|x|^{\alpha-2 \kappa-2}, \varphi\right)\right)=\lim _{\alpha \rightarrow \alpha_{s}}\left(\left(\eta^{\prime}(\alpha)+\eta(\alpha) \ln |x|\right)|x|^{\alpha-2 \kappa-1}, \varphi\right) .
$$

A straightforward computation shows that

$$
\begin{equation*}
\lim _{\alpha \rightarrow \alpha_{s}} \eta(\alpha)=\frac{(-1)^{s+1}}{s!2^{\kappa+2 s-1 / 2} \Gamma(\kappa+s+1 / 2)} \tag{34}
\end{equation*}
$$

Taking into account Equation (17), in the limit as $\alpha$ approaches $\alpha_{s}$, we obtain the following expression:

$$
\begin{equation*}
\left(|x|^{-2 \kappa-2 s-1}, \mathscr{F}_{\kappa} \varphi\right)=\frac{(-1)^{s}}{s!2^{\kappa+2 s-1 / 2} \Gamma(\kappa+s+1 / 2)}\left(|x|^{2 s} \ln \frac{1}{|x|}, \varphi\right) . \tag{35}
\end{equation*}
$$

Definition 1. For $\Re(\alpha)>0$, we define the Riesz-Dunkl fractional integral $\mathscr{I}_{\kappa}^{\alpha} f$ of $f \in \Phi_{\kappa}(\mathbb{R})$ as:

$$
\begin{equation*}
\left(\mathscr{I}_{\kappa}^{\alpha} f\right)(x)=\int_{\mathbb{R}} \tau^{-y} \mathscr{K}_{\kappa, \alpha}(x) f(y) \sigma_{\kappa}(d y) \tag{36}
\end{equation*}
$$

where

$$
\mathscr{K}_{\kappa, \alpha}(x)=\frac{1}{\gamma_{\kappa}(\alpha)}\left\{\begin{array}{l}
|x|^{\alpha-2 \kappa-1}, \quad \alpha \neq-2 s, \quad \alpha \neq 2 \kappa+2 s+1  \tag{37}\\
\ln \left(\frac{1}{|x|}\right)|x|^{\alpha-2 \kappa-1}, \quad \alpha=2 \kappa+2 s+1 .
\end{array}\right.
$$

The following theorem states that the space $\Phi_{\kappa}(\mathbb{R})$ is closed under the action of the operator $\mathscr{I}_{\kappa}^{\alpha}$. This result ensures the consistency and coherence of the space $\Phi_{\kappa}(\mathbb{R})$ under the Riesz-Dunkl fractional integral. Moreover, the proposition establishes the relationship between the Dunkl transform $\mathscr{F}_{\kappa}$ and the fractional integral operator $\mathscr{I}_{\kappa}^{\alpha}$ and shows the compatibility of the fractional integral operators $\mathscr{F}_{\kappa}^{\alpha}$ under composition.

Theorem 1. The space $\Phi_{\kappa}(\mathbb{R})$ is invariant under the operator $\mathscr{I}_{\kappa}^{\alpha}$, i.e.,

$$
f \in \Phi_{\kappa}(\mathbb{R}) \quad \Rightarrow \quad \mathscr{I}_{\kappa}^{\alpha} f \in \Phi_{\kappa}(\mathbb{R}) .
$$

Furthermore,

$$
\left(\mathscr{F}_{K} \mathscr{F}_{\kappa}^{\alpha} f\right)=\frac{1}{|x|^{\alpha}} \mathscr{F}_{\kappa} f,
$$

and

$$
\mathscr{I}_{\kappa}^{\alpha} \mathscr{I}_{\kappa}^{\beta}=\mathscr{I}_{\kappa}^{\alpha+\beta}, \quad \Re(\alpha), \Re(\delta)>0 .
$$

The proof of this theorem is omitted, but it can be established by utilizing Lemma 2 and Proposition 1 mentioned earlier, which provide the necessary tools and results to derive these conclusions.

Utilizing the reflection formula for the gamma function, we have:

$$
\Gamma(z) \Gamma(1-z)=\frac{\pi z}{\sin \pi z}, \quad z \notin \mathbb{Z}
$$

In the limit when $\kappa \downarrow 0$, we retrieve the classical Riesz and Feller fractional integral (see, [11]) §12.1

$$
\begin{equation*}
\lim _{\kappa \downarrow 0} \mathscr{I}_{\kappa}^{\alpha} f(x)=\frac{1}{2 \Gamma(\alpha) \cos (\pi \alpha / 2)} \int_{-\infty}^{\infty} \frac{1}{|x-y|^{1-\alpha}} f(y) d y \tag{38}
\end{equation*}
$$

### 4.2. Feller-Dunkl Fractional Integral

In this section, we aim to establish an analogous version of the classical Feller fractional integral within the framework of Dunkl operators. The Feller fractional integral, denoted as $J_{K}^{\alpha} f(x)$, is defined as follows:

$$
\begin{equation*}
J_{\kappa}^{\alpha} f(x)=\frac{1}{2 \Gamma(\alpha) \sin (\pi \alpha / 2)} \int_{-\infty}^{\infty} \frac{\operatorname{sgn}(x-y)}{|x-y|^{1-\alpha}} f(y) d y \tag{39}
\end{equation*}
$$

The following lemmas play a crucial role in establishing an extension of the Feller integral within the framework of the Dunkl operator.

Lemma 3. Let $\kappa<\alpha<2 \kappa+2$. Then, the Dunkl transform of $\operatorname{sgn}(x)|x|^{-\alpha}$ exists in the usual sense, and it is given by

$$
\mathscr{F}_{\kappa}^{-1}\left(\operatorname{sgn}(x)|x|^{-\alpha}\right)=i \frac{\Gamma\left(\kappa+\frac{2-\alpha}{2}\right)}{2^{\alpha-\kappa-1 / 2} \Gamma\left(\frac{1+\alpha}{2}\right)} \operatorname{sgn}(x)|x|^{\alpha-2 \kappa-1} .
$$

Proof. Using (5), we have

$$
\begin{aligned}
\mathscr{F}_{\kappa}^{-1}\left(\operatorname{sgn}(x)|x|^{-\alpha}\right)(x) & =\int_{-\infty}^{\infty} \operatorname{sgn}(u)|u|^{-\alpha} \mathcal{E}_{\kappa}(i u x) \sigma_{\kappa}(d u) \\
& =\frac{2 i x}{(2 \kappa+1) 2^{\kappa+1 / 2} \Gamma\left(\kappa+\frac{1}{2}\right)} \int_{0}^{\infty} \mathscr{J}_{\kappa+1 / 2}(x u) u^{-\alpha+2 \kappa+1} d u \\
& =i \operatorname{sgn}(x)|x|^{\alpha-2 \kappa-1} \int_{0}^{\infty} \frac{J_{\kappa+1 / 2}(t)}{t^{\alpha-\kappa-1 / 2}} d t .
\end{aligned}
$$

The Weber Formula (31) achieves the result.
Lemma 4. The following holds: for $\alpha \neq 2 \kappa+s+1$ with $s \in \mathbb{Z}_{-}$, we have

$$
\mathscr{D}_{\kappa}|x|^{-\alpha}=-\alpha|x|^{-\alpha-1} \operatorname{sgn}(x) .
$$

Proof. Let $\kappa<\Re(\alpha)<2 \kappa+1$ and $\varphi \in S(\mathbb{R})$, we have

$$
\begin{aligned}
<\mathscr{D}_{\kappa}|x|^{-\alpha}, \varphi>_{\kappa} & =-<|x|^{-\alpha}, \mathscr{D}_{\kappa} \varphi>_{\kappa} \\
& =-\int_{\mathbb{R}}|x|^{-\alpha} \mathscr{D}_{\kappa} \varphi(x) \sigma_{\kappa}(d x) \\
& =-\alpha \int_{\mathbb{R}}|x|^{-\alpha-1} \operatorname{sgn}(x) \varphi(x) \sigma_{\kappa}(d x) \\
& =-\alpha<|x|^{-\alpha-1} \operatorname{sgn}(x), \varphi>_{\kappa} .
\end{aligned}
$$

By analytic continuation for $\alpha \in \mathbb{C}$ such that $\alpha \neq 2 \kappa+s+1, s \in \mathbb{N}$, we have

$$
\mathscr{D}_{\kappa}|x|^{-\alpha}=-\alpha|x|^{-\alpha-1} \operatorname{sgn}(x),
$$

which is the required result.

Proposition 2. The Dunkl transform of $\operatorname{sgn}(x)|x|^{-\alpha} \in \Psi_{\kappa}^{\prime}(\mathbb{R})$ is given by

$$
\mathscr{F}_{\kappa}^{-1}\left(-i|x|^{-\alpha} \operatorname{sgn}(x)\right)=\frac{1}{\delta_{\kappa}(\alpha)}\left\{\begin{array}{l}
\operatorname{sgn}(x)|x|^{\alpha-2 \kappa-1}, \quad \alpha \neq-2 s-1, \alpha \neq 2 \kappa+2 s+2, s \in \mathbb{N}_{0}, \\
-|x|^{2 s+1} \ln |x|, \quad \alpha=2 \kappa+2 s+2, s \in \mathbb{N}_{0}, \\
(-1)^{s} \mathscr{D}_{\kappa}^{2 s+1} \delta, \quad \alpha=-2 s-1, s \in \mathbb{N}_{0} .
\end{array}\right.
$$

where

$$
\delta_{\kappa}(\alpha)=\left\{\begin{array}{l}
\frac{2^{\alpha-\kappa-1 / 2} \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\kappa+\frac{2-\alpha}{2}\right)} \quad \alpha \neq-2 s-1, \alpha \neq 2 \kappa+2 s+2, \\
(-1)^{s} s!2^{\kappa+2 s+3 / 2} \Gamma(\kappa+s+3 / 2), \quad \alpha=2 \kappa+2 s+2, \\
1, \quad \alpha=-2 s-1 .
\end{array}\right.
$$

Proof. The proof of the proposition can be achieved by utilizing the above lemmas.
Definition 2. For $\Re(\alpha)>0$, we define the Riesz-Dunkl fractional integral $\mathscr{J}_{k}^{\alpha} f$ of $f \in \Phi_{\kappa}(\mathbb{R})$ as:

$$
\begin{equation*}
\left(\mathscr{J}_{\kappa}^{\alpha} f\right)(x)=\int_{\mathbb{R}} \tau^{-y} \mathscr{G}_{\kappa, \alpha}(x) f(y) \sigma_{\kappa}(d y) \tag{40}
\end{equation*}
$$

where

$$
\mathscr{G}_{\kappa, \alpha}(x)=\frac{1}{\delta_{\kappa}(\alpha)}\left\{\begin{array}{l}
\operatorname{sgn}(x)|x|^{\alpha-2 \kappa-1}, \quad \alpha \neq 2 \kappa+2 s+2  \tag{41}\\
\operatorname{sgn}(x) \ln \left(\frac{1}{|x|}\right)|x|^{\alpha-2 \kappa-1}, \quad \alpha=2 \kappa+2 s+2 .
\end{array}\right.
$$

In the limit when $\alpha \downarrow 0$, we obtain

$$
\begin{equation*}
\lim _{\alpha \downarrow 0}\left(\mathscr{J}_{\kappa}^{\alpha} f\right):=\mathscr{H}_{\kappa} f(x):=\frac{\Gamma(\kappa+1)}{\sqrt{\pi} \Gamma(\kappa+1 / 2)} \lim _{\varepsilon \downarrow 0} \int_{|y| \geq \varepsilon} \tau_{\kappa}^{-y} f(x) \frac{d y}{y}, \tag{42}
\end{equation*}
$$

and

$$
\left(\mathscr{F}_{\kappa} \mathscr{H}_{\kappa} f\right)(x)=-i \operatorname{sgn}(x)\left(\mathscr{F}_{\kappa} f\right)(x), \quad f \in \Phi_{\kappa}(\mathbb{R}) .
$$

For the special case of $\kappa=0$ and $\alpha=0$, the Feller-Dunkl fractional integral coincides with the Hilbert transform. The Hilbert transform is a well-known operator in harmonic analysis and signal processing. It acts as a multiplier with the symbol $-\operatorname{isign}(x)$.

It can be easily seen from Propositions 1 and 2 that the operators $\mathscr{I}_{\kappa}^{\alpha}$ and $\mathscr{J}_{k}^{\alpha}$ are connected by

$$
\mathscr{I}_{K}^{\alpha}=\mathscr{H}_{\kappa} \mathscr{J}_{\kappa}^{\alpha} .
$$

### 4.3. Riemann-Liouville-Dunkl fractional integrals

The Riemann-Liouville fractional integrals are given by [12] formulas (5.1) and (5.2)

$$
\begin{equation*}
I_{+}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{x}(x-y)^{\alpha-1} f(y) d y \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{-}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty}(y-x)^{\alpha-1} f(y) d y \tag{44}
\end{equation*}
$$

They are related to the Riesz fractional integral $I^{\alpha}$ and its conjugate $J^{\alpha}$ by

$$
\begin{aligned}
I^{\alpha} f(x) & =\frac{I_{+}^{\alpha} f(x)+I_{-}^{\alpha} f(x)}{2 \cos \left(\frac{\pi \alpha}{2}\right)}, \\
J^{\alpha} f(x) & =\frac{I_{+}^{\alpha} f(x)-I_{-\alpha}^{\alpha} f(x)}{2 \sin \left(\frac{\pi \alpha}{2}\right)} .
\end{aligned}
$$

Similarly, the correspondent definition of the Riemann-Liouville-Dunkl fractional integral can be given as follows:

$$
\begin{aligned}
\mathscr{I}_{\kappa,+}^{\alpha} f(x) & :=\cos (\alpha \pi / 2) \mathscr{I}_{\kappa}^{\alpha} f(x)+\sin \left(\alpha \pi / 2 \mathscr{J}_{\kappa}^{\alpha} f(x),\right. \\
\mathscr{I}_{\kappa,-}^{\alpha} f(x) & :=\cos (\alpha \pi / 2) \mathscr{I}_{\kappa}^{\alpha} f(x)-\sin \left(\alpha \pi / 2 \mathscr{J}_{\kappa}^{\alpha} f(x) .\right.
\end{aligned}
$$

Proposition 3. The following holds:
(1) For $f \in \Phi$, we have

$$
\left(\mathscr{F}_{\kappa} \mathscr{I}_{\kappa, \pm}^{\alpha} f\right)=(\mp i x)^{-\alpha}\left(\mathscr{F}_{\kappa} f\right)(x) .
$$

(2) For $f \in \Phi$ and $\Re(\alpha), \Re(\beta)>0$, we have

$$
\mathscr{I}_{\kappa, \pm}^{\alpha} \mathscr{I}_{\kappa, \pm}^{\beta}=\mathscr{I}_{\kappa, \pm}^{\alpha+\beta} .
$$

(3) Integration by parts:

$$
\int_{\mathbb{R}} \mathscr{I}_{\kappa,+}^{\alpha} f(x) g(x) \sigma_{\kappa}(d x)=\int_{\mathbb{R}} f(x) \mathscr{I}_{\kappa,-}^{\alpha} g(x) \sigma_{\kappa}(d x), \quad f, g \in \Phi_{\kappa}(\mathbb{R}) .
$$
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#### Abstract

In this study, a new fractional-order model for human skull heat conduction is tackled by using a neural network, and the results were further modified by using the hybrid cuckoo search algorithm. In order to understand the temperature distribution, we introduced memory effects into our model by using fractional time derivatives. The objective function was constructed in such a way that the $L_{2}$-error remained at a minimum. The fractional order equation was then calculated by using the proposed biogeography-based hybrid cuckoo search (BHCS) algorithm to approximate the solution. When compared to earlier simulations based on integer-order models, this method enabled us to examine the fractional-order (FO) cases, as well as the integer order. The results are presented in the form of figures and tables for the different case studies. The results obtained for the various parameters were validated numerically against the available literature, where our proposed methodology showed better performance when compared to the least squares method (LSM).


Keywords: boundary value problems; fractional derivatives; heat conduction; BHCS algorithm; Cuckoo search; numerical method; human head

## 1. Introduction

The use of electronic devices is increasing day by day. One reason behind this is the advancement of technology and its applications in various sectors. This advancement in technological equipment has some side effects, especially when it crosses some limit in its use. Some of the devices and systems are Bluetooth, mobile phones, and other headphone-like devices. These devices produce thermal waves that pass through the skin and enter the human head, damaging various tissues, including the brain. The use of these electronic devices produces brain damage and other neural disorders, as explained in the references [1-3]. Furthermore, the analysis of the effects of the thermal and nonthermal waves are numerically and experimentally analyzed by Bernardi et al. [4]. The flow symmetry of heat is widely analyzed by many researchers due to its experimental and theoretical applications [5]. The energy transfer from the electronic object to the human head follows the one-sided symmetry in the skull. The facial, brain, and skull symmetries are well explained by Ratajczak et al. [6].

The analysis of heat in a human head became famous after the work of Flesch [7]. In this work, Flesch used a differential equation for the analysis of heat. This work was further examined by Gray [8] in 1980, which provides a theoretical approach to heat transfer analysis in terms of the human head. The human skull produces more heat on the outer layer than the center. On the other hand, when the surrounding temperature is reduced, the heat production is more peripheral to the skull. Simply put, the temperature outside and the radial distance from the skull's center affect how much heat is produced inside the human skull. Anderson and Arthurs [9] used the complementary extremum approach to analyze this famous problem. Makinde [10] analyzed the human skull problem by using the non-perturbation approach. Raja et al. [11] implemented the stochastic approach to study the human skull problem. Abdelhakem and Youssri [12] analyzed the Lane-Emden and Bratu equations by using the spectral Legendre's algorithm. Youssri et al. [13] used the wavelets approach for a solution of the Lane-Emden equations. A more brief analysis using the numerical approaches to the solution of D.Eqs. can be found in the literature [14,15].

The methodology and the model modifications are both points of interest to researchers. In recent years, the use of fractional derivatives in differential equations has been widely implemented [16,17]. The applications of fractional derivatives are well explained by Podlubny [18]. The use of fractional derivatives in the field of differential equations is explained by Aleksandrovich et al. [19]. Wang [20] studied the febrifuge effect for analyzing the fractional-order human skull problem. The concept of Caputo-type derivatives was introduced by Kumar et al. Kumar et al. [21] for use in differential equations. At the same time, the concept of Caputo-type derivatives for delay-type differential equations was introduced by Odibat et al. [22]. The concept of fractional derivatives in applications can be found in ecology [23,24], psychology [25], chemistry [26], epidemiology [27-30], and physics [31]. Yavuz and Sene [32] examined how various parameters affect fractional-order second-grade fluid flow. Hammouch et al. [33] numerically simulated a fractional chaotic system with changing order. Yavuz [34] studied the classic and generalized Mittag-Leffler kernels used in the fractional derivative definition in the European option pricing model.

The applications of fractional derivatives are not limited to a single definition. The solution to Cauchy and Dirichlet problems are studied by Avci et al. [35] by using the Caputo-Fabrizio derivative definition. Erturk et al. [36] developed a unique Caputo fractional derivative for the corneal shape model of the human eye. The recent literature shows the application of fractional calculus, which can be found in the following references [37-39].

The following is the integer-order model for temperature distribution in the human skull:

$$
\begin{array}{r}
T^{\prime \prime}(r)+\frac{2 T^{\prime}(r)}{r}+\lambda \cdot \exp (-m T)=0,  \tag{1}\\
T^{\prime}(0)=0, \quad T^{\prime}(1)=N_{B}(1-T) .
\end{array}
$$

Here, $T, r, N_{B}, m$, and $\lambda$ denote the temperature, radial distance, Biot number, metabolic thermogenesis slope, and thermogenesis heat production, respectively.

We introduce the Riemann-Liouville definition of the fractional-order derivative of the function $\Im \in C_{-1}^{d}$ below [18]:

$$
D_{t}^{\mu} \Im(t)=\left\{\begin{array}{l}
\frac{d \gamma \Im(t)}{d \psi^{\gamma}}, \quad \mu=\gamma \in \mathbb{Z},  \tag{2}\\
\frac{1}{\gamma(\gamma-\mu)} \int_{0}^{t}(t-\sigma)^{\gamma-\mu-1} \Im^{\gamma}(\sigma) d \sigma, \quad \gamma-1<\mu<\gamma, \gamma \in \mathbb{Z}
\end{array}\right.
$$

In light of Equation (2), the suggested classical BVP (1) is transformed into a fractionalorder generalized form:

$$
\begin{array}{r}
\frac{2}{r} \cdot{ }^{c} D_{0}^{v} T(r)+{ }^{c} D_{0}^{\mu} T(r)+\lambda \cdot \exp (-m T)=0,  \tag{3}\\
T^{\prime}(0)=0, T^{\prime}(1)=N_{B}(1-T)
\end{array}
$$

Here, $r \in[0.1,1]$ and the derivatives of the function $T(r)$ with fractional orders $0<v \leq 1$ and $1<\mu \leq 2$, are represented by the symbols ${ }^{c} D_{0}^{\nu}$ and ${ }^{c} D_{0}^{\mu}$ respectively.

The graphical abstract of the proposed methodology is given in Figure 1, whereas the structure of the neural network is presented in Figure 2.


Figure 1. Graphical abstract of the given model.


Figure 2. Graphical presentation of the ANN structure for the given model.

## Our Contribution

The primary objective of this research study is to develop an approximate solution for a fractional-order human head heat conduction model by using the BHCS algorithm. More specifically, we summarize our contributions as follows:

- To the best of our knowledge, the proposed problem is, for the first time, transformed into a fractional order by using the Riemann-Liouville definition of fractionalorder derivatives;
- A new optimal approach has been designed to approximate the solution to the transformed equations;
- We investigated the impacts of radial distance on the dynamics of the temperature curve for various fractional-order values ( $\nu, \mu)$, for which the results are displayed through graphs and tables and were validated against the available literature [40].

In this article, the proposed methodology of BHCS is discussed in Section 2, and the numerical step-up and various proposed cases (with graphs and tables) are presented in Section 3 and are discussed in detail. At the end, a conclusion is provided in Section 4 of the article.

## 2. The Proposed Methodology

The approximate solution $(\hat{T}(r))$ of the fractional-order model for temperature in the human head by using feed-forward neural networks with the help of an exponential function is given as

$$
\begin{gather*}
\hat{T}(r)=\sum_{i=1}^{m} \alpha_{i} e^{\omega_{i} r+\beta_{i}}  \tag{4}\\
\frac{d^{\mu} \hat{T}(r)}{d r^{\mu}}=\sum_{i=1}^{m} \alpha_{i} r^{-\mu} e^{\beta_{i}} E_{1,1-\mu}\left(\omega_{i} r\right),  \tag{5}\\
\frac{d^{v} \hat{T}(r)}{d r^{v}}=\sum_{i=1}^{m} \alpha_{i} r^{-v} e^{\beta_{i}} E_{1,1-v}\left(\omega_{i} r\right), \tag{6}
\end{gather*}
$$

where $\alpha_{i}, \omega_{i}$ and $\beta_{i}$ are the weights given as $\alpha=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right], \omega=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right]$, $\beta=\left[\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right]$, and $m$ represents the number of neurons. Moreover, $\frac{d^{\nu} \hat{T}(r)}{d r^{v}}$ and $\frac{d^{\mu} \widehat{T}(r)}{d r^{\mu}}$ are the fractional derivatives of the series solution.

### 2.1. Fitness Function

In the fitness function, we compute the absolute error and make an optimization process to minimize the error $\epsilon$, i.e., when $\epsilon \rightarrow 0$, then $\hat{T}(r) \rightarrow T(r)$.

The fitness function for the transformed equations is given as

$$
\begin{equation*}
\epsilon=\epsilon_{1}+\epsilon_{2} \tag{7}
\end{equation*}
$$

where $\epsilon_{1}$ represents the mean squared error for a given differential equation ( DE ), and $\epsilon_{2}$ represents the conditions on it. Therefore, we have

$$
\begin{equation*}
\epsilon_{1}=\frac{1}{k} \sum_{k=1}^{K}\left(\frac{2}{r_{k}} \cdot{ }^{c} D_{0}^{v} \hat{T}_{k}+{ }^{c} D_{0}^{\mu} \hat{T}_{k}+\lambda \cdot \exp \left(-m \hat{T}_{k}\right)\right)^{2} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{2}=\frac{1}{2}\left(\left(\hat{T}_{0}^{\prime}\right)^{2}+\left(\hat{T}_{1}^{\prime}-N_{B}(1-\hat{T})\right)^{2}\right) \tag{9}
\end{equation*}
$$

where $h=\frac{u}{k}, \hat{T}_{k}=\hat{T}\left(r_{k}\right)$, and $r_{k}=k h$.

### 2.2. Cuckoo Search (CS) Technique

The cuckoo search (CS) algorithm follows the breeding behavior of the cuckoo bird [41]. In this algorithm, other birds give their eggs to others' nearest nests. When the host bird finds it, she adopts two methods: either to remove the eggs or to find a new nearest nest to lay their own eggs. In this process, the host bird's eggs indicate a solution, and the cuckoo bird's eggs display a fresh potential resolution [42].

This procedure is explained in [43]:

- Each cuckoo bird lays a single egg in the nest of its host;
- Those nests containing eggs of superior quality will be passed on to the next generation;
- The number of hosts' nests is set, and the host bird has a specific chance of discovering an alien egg.
We assume, $y_{i}=y_{i 1}, y_{i 2}, y_{i 3}, \ldots, y_{i D}$ as $i^{\text {th }} \mathrm{egg}$ positions. The egg is defined as a solution, and Lévy flights update the new solution $y_{i}^{\text {new }}$ as follows:

$$
\begin{gather*}
y_{i}^{\text {new }}=y_{i}^{\text {old }}+\alpha\left(y_{l}-x_{g}\right) \oplus \operatorname{Levy}(\beta),  \tag{10}\\
y_{i}^{\text {new }}=y_{i}^{\text {old }}+\frac{0.01 u}{|v|^{\frac{1}{\beta}}}\left(y_{i}-y_{g}\right), \tag{11}
\end{gather*}
$$

where $\oplus$ is the entry-wise product, $\beta$ indicates the Lévy flight exponent, $\alpha>0$ is the cuckoo's step size, $x_{g}$ is the optimal sample, and $u$ and $v$ are random numbers. Furthermore,

$$
\begin{gather*}
v \sim N\left(0, \sigma_{v}^{2}\right), \quad u \sim N\left(0, \sigma_{u}^{2}\right),  \tag{12}\\
\sigma_{u}=\left[\frac{\sin \frac{\pi \beta}{2} \cdot \Gamma(1+\beta)}{2^{\frac{\beta-1}{2}} \beta \cdot \Gamma\left(\frac{1+\beta}{2}\right)}\right]^{\frac{1}{\beta}}, \quad \sigma_{v}=1 . \tag{13}
\end{gather*}
$$

Here, the function $\sigma_{u}$ is controlled by the parameter $\beta$ and the $\Gamma$ function. In CS, the discovered nests are replaced using a discovery operator that takes the probability $p_{a}$ into account. Thus, we have the updated solution given as follows:

$$
y_{i j}^{\text {new }}= \begin{cases}y_{i j}^{\text {old }}+\text { rand } \cdot\left(y_{r 1} j(k)-y_{r} 2 j(k)\right) & \text { if } P>p_{a}  \tag{14}\\ y_{i j}^{\text {old }}(k) & \text { else. }\end{cases}
$$

Here, $y_{i j}^{\text {new }}$ represents the $j$ th component of the $i$ th solution $y_{i}^{\text {new }}, y_{r 1, j}$ is the $j$ th element of the solution $y_{r 1}$, and $y_{r 2, j}$ is $j$ th element of the solution $y_{r 2}$. Moreover, $r 1$ and $r 2$ are two distinct integers within in $[1, N P]$, where $N P$ denotes the size of the population, and $p_{a}$ is the discovery denoting probability.

### 2.3. Biogeography-Based Optimization

An evolutionary biogeography-based optimization method (BBO) was motivated by several traits of animals found on islands. In BBO, NP habitats (solutions) are used to randomly initialize the population. Each generation ranks the population from best to worst.

Here, we define $\hat{\lambda}$ and $\hat{\mu}$ as the particular habitat's immigration and emigration rates, as given in [44]:

$$
\left\{\begin{array}{l}
\hat{\lambda}_{i}=I\left(1-\frac{\hat{s}_{i}}{N P}\right)  \tag{15}\\
\hat{\mu}_{i}=E \frac{\hat{s}_{i}}{N P}
\end{array}\right.
$$

where $E=I=1$ are the immigration rates, $\hat{s}_{i}$ is a species of a certain population, which is defined as $\left\{\hat{s}_{i}=N P-i\right\}, i \in N$. The changing parameter updates the corresponding solution, and BBO also utilizes the mutation operator to update the solution accordingly.

### 2.4. Hybrid Cuckoo Search

In order to further improve the best nests obtained from the CS, we applied BBO. Both exploration and exploitation were employed alternatively. By combining exploration and exploitation, the BBO-based heterogeneous cuckoo search (BHCS) method was designed as a hybrid meta-heuristic. The proposed BHCS algorithm comprises two primary steps: heterogeneous CS and biogeography-based discovery.

## The Methodology of Heterogeneous CS

The first component of BHCS employs the Lévy flights and a quantum mechanismbased heterogeneous CS. Heterogeneous CS is based on quantum mechanics [42,45].

$$
y_{i}^{\text {new }}= \begin{cases}y_{i}^{\text {old }}+\alpha \cdot\left(y_{i}-y_{g}\right) \oplus \operatorname{Lévy}(\beta) & \frac{2}{3}<s_{r} \leqslant 1,  \tag{16}\\ \bar{y}+L \cdot\left(\bar{y}-y_{i}^{\text {old }}\right) & \frac{1}{3}<s_{r} \leqslant \frac{2}{3}, \\ y_{i}^{\text {old }}+\varepsilon \cdot\left(y_{g}-y_{i}^{\text {old }}\right) & \text { else. }\end{cases}
$$

Here, the terms $L=\ln \left(\frac{1}{\eta}\right), \epsilon=\delta e^{\eta}$, and $y_{g}$ refer to the iteration's best solution, $s_{r}$ is the number $\eta \in[0,1]$, and $\bar{y}=\frac{1}{N P} \sum_{i=1}^{N P} y_{i}$ is the average of the solutions. Equation (16) demonstrates that three equations are used in a heterogeneous cuckoo search to update the answers with the exact probabilities. The 1st equation is derived from the Lévy flights in the original CS, and the 2nd and 3rd equations are used to update the results by using the quantum-based algorithm. The search space is diversified by updating the solutions with heterogeneous rules, which move toward the actual global region.

## 3. Results and Discussion

In this section, we calculate four individual case studies and compute the results using our proposed BHCS as a global search technique. The case studies are shown in Table 1. A
total of 100 independent runs were performed for each case study by taking the domain $r \in[0.1,1]$ with 0.1 step size.

Table 1. Different cases with the variation of fractional derivative parameters.

| Case Study $\mathbf{1}$ | Case Study 2 | Case Study 3 | Case Study 4 |
| :--- | :--- | :--- | :--- |
| $\mu=2, v=1$ | $\mu=1.70, v=0.70$ | $\mu=1.80, v=0.80$ | $\mu=1.90, v=0.90$ |

The formulation for these case studies is given below:

### 3.1. Case Study 1

For this case, the fitness function with the boundary conditions is given as

$$
\begin{gather*}
\epsilon_{1}=\frac{1}{11} \sum_{k=1}^{11}\left(\frac{2}{r_{k}} \cdot{ }^{c} D_{0}^{1} \hat{T}_{k}+{ }^{c} D_{0}^{2} \hat{T}_{k}+\lambda \cdot \exp \left(-m \hat{T}_{k}\right)\right)^{2}  \tag{17}\\
\epsilon_{2}=\frac{1}{2}\left(\left(\hat{T}_{0}^{\prime}\right)^{2}+\left(\hat{T}_{1}^{\prime}-N_{B}(1-\hat{T})\right)^{2}\right) . \tag{18}
\end{gather*}
$$

We considered the parameters $\lambda=1, m=1, N_{b}=1$. By using BHCS, the best weights for this case are given in the following equation.

$$
\hat{T}_{\mathcal{C}_{1}}=\left\{\begin{array}{l}
1.4025 e^{(-0.2030 r-0.7130)}-0.0856 e^{(-1.4281 r+0.5922)}  \tag{19}\\
+0.2617 e^{(-0.0189 r-0.1831)}-0.7062 e^{(0.5749 r-1.6112)} \\
-2.4658 e^{(-0.5143 r-1.7698)}+1.7948 e^{(-0.0388 r-0.7866)} \\
-0.1858 e^{(-0.5612 r-0.5207)}+0.7182 e^{(-1.3911 r-1.2173)} \\
+0.9790 e^{(0.3547 r-2.6460)}-0.0509 e^{(-1.6107 r-1.0547)}
\end{array}\right.
$$

Here, Equation (19) is a series solution for case study 1.

### 3.2. Case Study 2

The fitness function for the current case study is formulated below:

$$
\begin{gather*}
\epsilon_{1}=\frac{1}{11} \sum_{k=1}^{11}\left(\frac{2}{r_{k}} \cdot{ }^{c} D_{0}^{0.70} \hat{T}_{k}+{ }^{c} D_{0}^{1.70} \hat{T}_{k}+\lambda \cdot \exp \left(-m \hat{T}_{k}\right)\right)^{2}  \tag{20}\\
\epsilon_{2}=\frac{1}{2}\left(\left(\hat{T}_{0}^{\prime}\right)^{2}+\left(\hat{T}_{1}^{\prime}-N_{B}(1-\hat{T})\right)^{2}\right) \tag{21}
\end{gather*}
$$

Here, we take the parameters $\lambda=1, m=1, N_{b}=1$. The best weights for this case are given as

$$
\hat{T}_{\mathcal{C}_{2}}=\left\{\begin{array}{l}
-0.7538 e^{(-0.8125 r+0.7228)}+1.3636 e^{(-0.3377 r-0.4151)}  \tag{22}\\
+0.8281 e^{(-0.2094 r-1.3968)}+0.4684 e^{(-0.4236 r-0.2732)} \\
+0.9507 e^{(-1.3841 r-1.4493)}+1.1338 e^{(-1.1852 r-0.9906)} \\
-0.6161 e^{(-5.0000 r-4.1270)}-0.1282 e^{(-0.7593 r-1.3885)} \\
+1.9087 e^{(-0.3513 r-0.8274)}+0.0553 e^{(0.1238 r-0.1236)}
\end{array}\right.
$$

Here, the above equation is the corresponding series solution for this special case 2. The absolute errors (AE) are presented in Table 2. The approximate solutions of the given fractional model, which were obtained by using the series solution of Equation (19), are illustrated in Figure 3. The best fitness values are evaluated by considering the above conditions, and the results are displayed in Figure 4.

Table 2. Minimum Absolute Errors ( $\epsilon$ ).

|  | Case Study $\mathbf{1}$ | Case Study $\mathbf{2}$ | Case Study $\mathbf{3}$ | Case Study $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| r | $\mu=2, v=1$ | $\mu=1.70, v=0.70$ | $\mu=1.80, v=0.80$ | $\mu=1.90, v=0.90$ |
| 0.1 | $9.21 \mathrm{E}-15$ | $4.30 \mathrm{E}-07$ | $7.63 \mathrm{E}-08$ | $2.42 \mathrm{E}-08$ |
| 0.2 | $1.27 \mathrm{E}-11$ | $1.44 \mathrm{E}-06$ | $3.96 \mathrm{E}-07$ | $6.66 \mathrm{E}-08$ |
| 0.3 | $2.38 \mathrm{E}-12$ | $3.64 \mathrm{E}-08$ | $2.86 \mathrm{E}-11$ | $3.95 \mathrm{E}-09$ |
| 0.4 | $1.91 \mathrm{E}-11$ | $2.46 \mathrm{E}-07$ | $1.07 \mathrm{E}-07$ | $6.60 \mathrm{E}-09$ |
| 0.5 | $1.22 \mathrm{E}-11$ | $2.81 \mathrm{E}-07$ | $7.29 \mathrm{E}-08$ | $1.20 \mathrm{E}-08$ |
| 0.6 | $2.05 \mathrm{E}-15$ | $2.94 \mathrm{E}-08$ | $3.86 \mathrm{E}-10$ | $4.24 \mathrm{E}-09$ |
| 0.7 | $1.73 \mathrm{E}-11$ | $6.22 \mathrm{E}-08$ | $4.86 \mathrm{E}-08$ | $4.94 \mathrm{E}-17$ |
| 0.8 | $3.83 \mathrm{E}-11$ | $2.16 \mathrm{E}-07$ | $9.32 \mathrm{E}-08$ | $2.16 \mathrm{E}-09$ |
| 0.9 | $1.07 \mathrm{E}-11$ | $8.58 \mathrm{E}-08$ | $2.23 \mathrm{E}-08$ | $2.39 \mathrm{E}-09$ |
| 1.0 | $5.47 \mathrm{E}-11$ | $1.42 \mathrm{E}-07$ | $8.26 \mathrm{E}-08$ | $6.05 \mathrm{E}-11$ |

We analyzed the FO heat conduction model for the human head given in Equation (3) by using an interval of $[0.1,1]$. Four different cases were considered by choosing varying values of $\mu, v$ for the fixed parameters $\lambda=1, N_{b}=1$. The approximate solutions for both cases, 1 and 2, are presented in Figure 3. These graphs show that when we decrease the order of the fractional parameters from an integer order to a non-integer, the temperature profile jumps to 1.17 from 1.16. A decreasing trend is observed when $r \longrightarrow 1$. This trend is more sharp in the integer order when compared to the fractional order. The fitness of the functions is shown in Figure 4, where the red lines show the mean. Almost all the values are bounded by the box, and the distance from the mean positions is displayed on the vertical line.


Figure 3. Graphical representation of the solutions for (a) Case study 1 and (b) Case study 2.

(a)

(b)

Figure 4. Graphical representation of fitness functions for (a) Case study 1 and (b) Case study 2.

### 3.3. Case Study 3

In case 3 , we considered $\mu=1.80$ and $v=0.80$ by choosing $\lambda=1, m=1, N_{b}=1$. The fitness functions for this case are given by

$$
\begin{gather*}
\epsilon_{1}=\frac{1}{11} \sum_{k=1}^{11}\left(\frac{2}{r_{k}} \cdot{ }^{c} D_{0}^{0.80} \hat{T}_{k}+{ }^{c} D_{0}^{1.80} \hat{T}_{k}+\lambda \cdot \exp \left(-m \hat{T}_{k}\right)\right)^{2}  \tag{23}\\
\epsilon_{2}=\frac{1}{2}\left(\left(\hat{T}_{0}^{\prime}\right)^{2}+\left(\hat{T}_{1}^{\prime}-N_{B}(1-\hat{T})\right)^{2}\right) \tag{24}
\end{gather*}
$$

The corresponding best weights are given below:

$$
\hat{T}_{c_{3}}=\left\{\begin{array}{l}
0.3527 e^{(0.7055 r-2.1888)}-1.1520 e^{(-0.7899 r-1.8388)}  \tag{25}\\
+1.4121 e^{(-3.4830 r-1.8823)}+1.3158 e^{(-0.4966 r-0.9646)} \\
+0.1036 e^{(0.3872 r-0.0793)}-1.0951 e^{(-0.9004 r-0.8300)} \\
-0.2317 e^{(-3.6303 r-0.1507)}+0.1977 e^{(-1.2789 r-0.2822)} \\
+0.8166 e^{(-0.0468 r+0.4276)}-0.5767 e^{(0.5119 r-0.9304)}
\end{array}\right.
$$

### 3.4. Case Study 4

For this case study, we took $\mu=1.90$ and $v=0.90$. So, the corresponding fitness functions take the following form:

$$
\begin{gather*}
\epsilon_{1}=\frac{1}{11} \sum_{k=1}^{11}\left(\frac{2}{r_{k}} \cdot{ }^{c} D_{0}^{0.90} \hat{T}_{k}+{ }^{c} D_{0}^{1.90} \hat{T}_{k}+\lambda \cdot \exp \left(-m \hat{T}_{k}\right)\right)^{2}  \tag{26}\\
\epsilon_{2}=\frac{1}{2}\left(\left(\hat{T}_{0}^{\prime}\right)^{2}+\left(\hat{T}_{1}^{\prime}-N_{B}(1-\hat{T})\right)^{2}\right) \tag{27}
\end{gather*}
$$

By choosing $\lambda=1, m=1, N_{b}=1$, we have

$$
\hat{T}_{C_{4}}=\left\{\begin{array}{l}
-0.5186 e^{(-0.8417 r-1.3387)}-0.0069 e^{(-4.9937 r-1.3860)}  \tag{28}\\
+0.1558 e^{(-1.3456 r-1.2083)}-0.9332 e^{(0.3765 r-0.7752)} \\
+1.3882 e^{(-0.1069 r+0.1492)}-0.3297 e^{(-0.4075 r-1.2062)} \\
-0.4607 e^{(-0.3663 r-0.3495)}+0.5638 e^{(0.5029 r-3.9098)} \\
-0.1666 e^{(0.4195 r-0.8498)}+2.0192 e^{(0.2491 r-1.2911)}
\end{array}\right.
$$

Here, $\hat{T}_{c_{3}}$ and $\hat{T}_{c_{4}}$ are the series solutions for cases 3 and 4 . The AE are plotted in Table 2, whereas the approximate solutions are presented in Figure 5. The fitness values are given in Figure 6. The values of $\mathrm{AE} \epsilon$ for all the case studies are presented in Table 2.

Similarly, in cases 3 and 4, when we increase the fractional parameters that nearly approach the integer, the solution profiles fall from 1.65 to 1.61. As a result, the suggested fractional-order graph, which takes into account the radial distance ( $r$ ), Biot number $\left(N_{B}\right)$, metabolic thermogenesis slope parameter $(m)$, and thermogenesis heat production parameter $(\lambda)$, provides a more accurate representation of the distribution of temperature within the human skull.

The fitness functions for cases 3 and 4 are displayed in Figure 6. The horizontal red line shows the mean, and the red addition symbols show the positions of the results from this point. In both cases, the results are in the range of $10^{-5}$ and $10^{-4}$, respectively. This further recommends that the fitness functions remain as minimal as possible.

In Table 2, the results for the minimum values of the absolute error are displayed numerically. These cases are chosen in such a way that the deviations from the integer order to a fractional order are clearly visible as time varies. First, the decreasing trend from the integer order is observed for various fractional parameters. In the last two columns, the increasing trend towards the integer order is displayed. If we compare the results of the second case and the fourth, we see that the results initially go toward the worst and
then beat the integer order at $r=0.7$. Similarly, the BHCS results are compared against the available literature in Table 3. In case 1, the results for the integer order are almost the same as the LSM. In cases 2,3 , and 4 , the results of BHCS are nearer the integer-order solution when compared to LSM. This proves the validity and efficiency of our proposed method, BHCS.

Table 3. Comparison of the approximate solutions of the BHCS neural network using the least squares method (LSM) [40].

|  | Case study 1 |  | Case Study 2 |  | Case Study 3 |  | Case Study 4 |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| r | $\mu=2, v=1$ |  | $\mu=1.70, v=0.70$ |  | $\mu=1.80, v=0.80$ |  | $\mu=1.90, v=0.90$ |  |
| BHCS |  |  | LSM | BHCS | LSM | BHCS |  | LSM |
| 0.1 | 1.1603 | 1.1603 | 1.1704 | 1.1688 | 1.1648 | 1.1770 | 1.1616 | 1.1848 |
| 0.2 | 1.1587 | 1.1587 | 1.1677 | 1.1669 | 1.1626 | 1.1747 | 1.1598 | 1.1819 |
| 0.3 | 1.1561 | 1.1561 | 1.1637 | 1.1638 | 1.1592 | 1.1710 | 1.1568 | 1.1776 |
| 0.4 | 1.1524 | 1.1524 | 1.1587 | 1.1596 | 1.1547 | 1.1662 | 1.1528 | 1.1722 |
| 0.5 | 1.1477 | 1.1477 | 1.1526 | 1.1543 | 1.1492 | 1.1603 | 11.1477 | 1.1656 |
| 0.6 | 1.1419 | 1.1419 | 1.1457 | 1.1479 | 1.1427 | 1.1534 | 1.1416 | 1.1581 |
| 0.7 | 1.1350 | 1.1350 | 1.1378 | 1.1405 | 1.1353 | 1.1454 | 1.1345 | 1.1496 |
| 0.8 | 1.1271 | 1.1271 | 1.1290 | 1.1320 | 1.1269 | 1.1364 | 1.1263 | 1.1401 |
| 0.9 | 1.1180 | 1.1180 | 1.1194 | 1.1224 | 1.1176 | 1.1264 | 1.1172 | 1.1297 |
| 1.0 | 1.1078 | 1.1078 | 1.1089 | 1.1118 | 1.1073 | 1.1154 | 1.1070 | 1.1183 |



Figure 5. Graphical representation of the solutions for (a) Case study 3 and (b) Case study 4.


Figure 6. Graphical representation of fitness function for (a) Case study 3 and (b) Case study 4.

## 4. Conclusions

In this article, we discussed the distribution of temperature within the human skull by considering the fractional derivative. In order to solve the proposed model, we utilized the biogeography-based hybrid cuckoo search (BHCS) algorithm to then be used on the transformed fractional-order equation. The following are the main features obtained based on our analysis.

- The proposed problem was tackled by using the Riemann-Liouville definition of fractional-order derivatives for briefly analyzing the transfer of heat at the integer and non-integer points;
- The suggested fractional-order graphs that explain the parameters $\left(r, N_{B}, m, \lambda\right)$ provide a more accurate representation of the distribution of temperature within the human skull;
- A new type of BHCS algorithm was applied to reduce the $L_{2}-$ norm for the fitness function;
- On the basis of the $L_{2}$-error, we observed that the case obtained extraordinary results that beat the integer order: $r=0.7$;
- The results were validated against the available literature [40], as per Table 3.
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#### Abstract

In this paper, we study the averaging principle for $\psi$-Capuo fractional stochastic delay differential equations (FSDDEs) with Poisson jumps. Based on fractional calculus, Burkholder-DavisGundy's inequality, Doob's martingale inequality, and the Hölder inequality, we prove that the solution of the averaged FSDDEs converges to that of the standard FSDDEs in the sense of $L^{p}$. Our result extends some known results in the literature. Finally, an example and simulation is performed to show the effectiveness of our result.
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## 1. Introduction

Many systems exhibit natural symmetry, such as chemical, physical, and biological systems. It is well known that stochastic differential equations play an important role in explaining some symmetry phenomena (see [1-3]). Additionally, we know that stochastic differential equations are mathematical tools widely used to simulate and model stochastic processes. Recently, more in-depth research has been conducted on the theory and application aspects of these equations to adapt to more complex systems, such as chemical reaction networks, atmospheric environments, and financial markets; readers can refer to the papers [4-7] for more information.

In 1968, Khasminskii [8] extended the averaging principles for ODEs to the case of stochastic differential equations (SDEs). Since then, the averaging principles for SDEs have found applications in many areas of science and engineering, including fluid dynamics, control theory, and climate modeling. Many people have devoted their efforts to the study of averaging principles for SDEs, for example, see [9-11].

As we all know, compared with integer-order derivatives, fractional-order derivatives provide a magnificent approach to describe the memory and hereditary properties of various processes. Thus, fractional differential equations are more accurate and convenient than integer-order ones. The numerical solution of fractional-order nonlinear systems is an active research area with ongoing developments and improvements in the different numerical algorithms and techniques used [12-14].

With the development of fractional calculus, the averaging principles for fractional stochastic differential equations (FSDEs) have become a widespread concern [15-17]. One notable approach of research is the fractional averaging principle, which extends the classical averaging principle to FSDEs. Another approach of research is the stochastic averaging principle, which combines averaging methods with stochastic calculus. Overall, research into averaging principles for FSDEs is still ongoing, and there is much to be explored in terms of developing new methods and exploring their applications.

Recently, Wang and Lin [18] extended the averaging principle of the following fractional stochastic differential equations (FSDEs)

$$
\left\{\begin{array}{l}
{ }^{C} D_{0}^{\alpha}\left[x(t)-h(t, x(t)]=f(t, x(t))+g(t, x(t)) \frac{d B_{t}}{d t}, \quad t \in J=[0, T]\right.  \tag{1}\\
x(0)=x_{0},
\end{array}\right.
$$

in the sense of mean square ( $L^{2}$ convergence) to $L^{p}$ convergence ( $p \geq 2$ ), which generated some works on the averaging principle for FSDES [19-21].

The periodic averaging method for impulsive conformable fractional stochastic differential equations with Poisson jumps are discussed in [22] by Ahmed. For some recent works on Hilfer fractional order stochastic differential systems, we refer to [23-26]. In [27], Ahmed and Zhu investigated the averaging principle for the following Hilfer fractional stochastic delay differential equation with Poisson jumps in the sense of mean square

$$
\left\{\begin{align*}
& D_{0}^{\aleph, \hbar} x(t)= \Re(t, x(t), x(t-\tau))+\sigma(t, x(t), x(t-\tau)) \frac{d B}{d t}  \tag{2}\\
& \quad+\int_{V} h(t, x(t), x(t-\tau), v) \bar{N}(d t, d v), \quad t \in J=(0, T] \\
& x(t)=\phi(t), \quad-\tau \leq t \leq 0 \\
& I_{0^{+}}^{(1-\aleph)(1-\hbar)} x(0)=\phi(0)
\end{align*}\right.
$$

In [28], Almeida generalized the definition of the Caputo fractional derivative by considering the Caputo fractional derivative of a function with respect to another function $\psi$. Since then, there have been so many papers involving the $\psi$-Caputo fractional derivative, see [29-32]. Recently, there have been many works on SDEs with Poisson jumps, see, for example, [33-35] and the references therein. However, to the best of our knowledge, the averaging principle for the $\psi$-Capuo fractional stochastic delay differential equation with Poisson jumps in the sense of $L^{p}$ convergence has not yet been researched in the literature. In the present paper, motivated by the above-mentioned works, we study the following $\psi$-Caputo fractional stochastic delay differential equation with Poisson jumps

$$
\left\{\begin{align*}
&{ }^{C} D_{0}^{\alpha, \psi}\left[x(t)-h(t, x(t)]=f(t, x(t), x(t-\tau))+\sigma(t, x(t), x(t-\tau)) \frac{d B_{t}}{d t}\right.  \tag{3}\\
&+\int_{V} g(t, x(t), x(t-\tau), v) \bar{N}(d t, d v), \quad t \in J=(0, T] \\
& x(t)=\phi(t), \quad-\tau \leq t \leq 0
\end{align*}\right.
$$

where ${ }^{C} D_{0}^{\alpha, \psi}$ is the left $\psi$-Caputo fractional derivative with $0<\alpha<1$ and $\psi \in C^{1}([a, b])$ is an increasing function with $\psi^{\prime}(t) \neq 0$ for all $t \in[0, T], J=(0, T], x \in \mathbb{R}^{n}$ is a stochastic process, $h, f: J \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \sigma: J \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$, and $g: J \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times V \rightarrow \mathbb{R}^{n}$. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space equipped with a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ satisfying the usual condition. Here, $B_{t}$ is an $m$-dimensional Brownian motion on the probability space $(\Omega, \mathcal{F}, P)$ adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Let $(V, \Phi, \lambda(d v))$ be a $\sigma$-finite measurable space, given the stationary Poisson point process $\left(p_{t}\right)_{t \geq 0}$, which is defined on $(\Omega, \mathcal{F}, P)$ with values in $V$ and with the characteristic measure $\lambda$. We denote by $N(t, d v)$ the counting measure of $p_{t}$ such that $\bar{N}(t, \Theta):=\mathbb{E}(N(t, \Theta))=t \lambda(\Theta)$ for $\Theta \in \Phi$. Define $\bar{N}(t, d v):=$ $N(t, d v)-t \lambda(d v)$, and the Poisson martingale measure is generated by $p_{t}$.

In this paper, we prove that the solution of the averaged neutral SFDDEs with Poisson random measure converges to that of the standard one in $L^{p}$ sense. The main contributions and advantages of this paper are as follows:
(i) For the first time in the literature, the averaging principle for $\psi$-Capuo fractional stochastic delay differential equations with Poisson jumps is investigated.
(ii) The fractional calculus, stochastic inequality, and Hölder inequality are effectively used to establish our result.
(iii) Our work in this paper is novel and more technical. Our result has greatly promoted and extended the main result of [18].

This paper will be organized as follows. In Section 2, we will briefly recall some definitions and preliminaries. Section 3 is devoted to obtaining an averaging principle for
the solution of the considered system (3). Additionally, a numerical simulation example is provided to illustrate our main result. Finally, the paper is concluded in Section 4.

## 2. Preliminaries

In this section, we recall some basic definitions and lemmas, which are used in the sequel.

Definition 1 ([36]). Let $\alpha>0, f$ be an integrable function defined on $[a, b]$ and $\psi \in C^{1}([a, b])$ be an increasing function with $\psi^{\prime}(t) \neq 0$ for all $t \in[a, b]$. The left $\psi$-Riemann-Liouville fractional integral operator of order $\alpha$ of a function $f$ is defined by

$$
\begin{equation*}
a I_{t}^{\alpha, \psi} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \psi^{\prime}(s)(\psi(t)-\psi(s))^{\alpha-1} f(s) d s \tag{4}
\end{equation*}
$$

Definition 2 ([28,36]). Let $n-1<\alpha<n, f \in C^{n}([a, b])$ and $\psi \in C^{n}([a, b])$ be an increasing function with $\psi^{\prime}(t) \neq 0$ for all $t \in[a, b]$. The left $\psi$-Caputo fractional derivative of order $\alpha$ of $a$ function $f$ is defined by

$$
\begin{align*}
& { }_{a}^{C} D_{t}^{\alpha, \psi} f(t)=\left({ }_{a} I_{t}^{n-\alpha, \psi} f^{[n]}\right)(t) \\
& \quad=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(\psi(t)-\psi(s))^{n-\alpha-1} f^{[n]}(s) \psi^{\prime}(s) d s, \tag{5}
\end{align*}
$$

where $n=[\alpha]+1$ and $f^{[n]}(t):=\left(\frac{1}{\psi^{\prime}(t)} \frac{d}{d t}\right)^{n} f(t)$ on $[a, b]$.
In the following, we will give some properties of the combinations of the fractional integral and the fractional derivatives of a function with respect to another function.

Lemma 1 ([28]). Let $f \in C^{n}([a, b])$ and $n-1<\alpha<n$. Then, we have
(1) ${ }_{a}^{C} D_{t}^{\alpha, \psi}{ }_{a} I_{t}^{\alpha, \psi} f(t)=f(t)$;
(2) $I_{t}^{\alpha, \psi}{ }_{a}^{C} D_{t}^{\alpha, \psi} f(t)=f(t)-\sum_{k=0}^{n-1} \frac{f^{[k]}\left(a^{+}\right)}{\Gamma(k-\alpha)}(\psi(t)-\psi(a))^{k}$.

In particular, given $\alpha \in(0,1)$, one has

$$
I_{t}^{\alpha, \psi}{ }_{a}^{C} D_{t}^{\alpha, \psi}=f(t)-f(a) .
$$

To study the averaging method of Equation (3), we impose the following conditions on data of the problem.
(H1) If $|h(0, \phi(0))|<\infty, t \in[0, T]$ and for all $x, y \in R^{n}$, a constant $C_{1} \in(0,1)$ exists such that

$$
|h(t, x)-h(t, y)| \leq C_{1}|x-y| .
$$

(H2) For any $x_{1}, x_{2}, y_{1}, y_{2} \in R^{n}$ and $t \in J$, two constants $C_{2}, C_{3}>0$ exist such that

$$
\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right|^{p} \vee\left|\sigma\left(t, x_{1}, y_{1}\right)-\sigma\left(t, x_{2}, y_{2}\right)\right|^{p}
$$

$$
\vee \int_{V}\left|g\left(t, x_{1}, y_{1}, v\right)-g\left(t, x_{2}, y_{2}, v\right)\right|^{p} \lambda(d v) \leq C_{2}^{p}\left(\left|x_{1}-x_{2}\right|^{p}+\left|y_{1}-y_{2}\right|^{p}\right)
$$

and

$$
\left|f\left(t, x_{1}, y_{1}\right)\right|^{p} \vee\left|\sigma\left(t, x_{1}, y_{1}\right)\right|^{p} \vee \int_{V}\left|g\left(t, x_{1}, y_{1}, v\right)\right|^{p} \lambda(d v) \leq C_{3}^{p}\left(1+\left|x_{1}\right|^{p}+\left|y_{1}\right|^{p}\right)
$$

According to Lemma 1 and [37], an $R^{n}$-value stochastic process $\{x(t),-\tau \leq t \leq T\}$ is called a unique solution of Equation (3) if $x(t)$ satisfies the following :

$$
x(t)=\left\{\begin{array}{l}
\phi_{0}-h\left(0, \phi_{0}\right)+h(t, x(t))+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) f(s, x(s), x(s-\tau)) d s  \tag{6}\\
\quad+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \sigma(s, x(s), x(s-\tau)) d B_{s} \\
\quad+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V} g(s, x(s), x(s-\tau), v) \bar{N}(d s, d v), \quad t \in J \\
\phi(t), \quad t \in[-r, 0]
\end{array}\right.
$$

where $\phi_{0}=\phi(0)$.
For each $t \in J$, we consider the standard form of Equation (6)

$$
\begin{align*}
x_{\epsilon}(t) & =\phi_{0}-h\left(0, \phi_{0}\right)+h\left(t, x_{\epsilon}(t)\right)+\frac{\epsilon}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right) d s \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right) d B_{s} \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V} g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right) \bar{N}(d s, d v), \quad t \in J \tag{7}
\end{align*}
$$

where $\epsilon \in\left(0, \epsilon_{0}\right]$ is a positive small parameter with $\epsilon_{0}$ being a fixed number.
Consider the averaged form, which corresponds to the standard form (7) as follows:

$$
\begin{align*}
& y_{\epsilon}(t)=\phi_{0}-h\left(0, \phi_{0}\right)+h\left(t, y_{\epsilon}(t)\right)+\frac{\epsilon}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right) d s \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right) d B_{s} \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V} \bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right) \bar{N}(d s, d v), \quad t \in J \tag{8}
\end{align*}
$$

where $\bar{f}: R^{n} \times R^{n} \rightarrow R^{n}, \bar{\sigma}: R^{n} \times R^{n} \rightarrow R^{n \times m}$, and $\bar{g}: R^{n} \times R^{n} \times V \rightarrow R^{n}$ satisfying the following averaging condition :
(H3) For any $T_{1} \in[0, T], x, y \in R^{n}$ and $p \geq 2$, a positive bounded function $\beta(\cdot)$ exists such that

$$
\begin{aligned}
& \frac{1}{T_{1}} \int_{0}^{T_{1}}|f(t, x, y)-\bar{f}(x, y)|^{p} d t \vee \frac{1}{T_{1}} \int_{0}^{T_{1}}|\sigma(t, x, y)-\bar{\sigma}(x, y)|^{p} d t \\
& \quad \vee \frac{1}{T_{1}} \int_{0}^{T_{1}}\left(\int_{V}|g(t, x, y, v)-\bar{g}(x, y, v)|^{p} \lambda(d v)\right) d t \leq \beta\left(T_{1}\right)\left(1+|x|^{p}+|y|^{p}\right),
\end{aligned}
$$

and $\lim _{T_{1} \rightarrow \infty} \beta\left(T_{1}\right)=0$.
Lemma 2. Suppose that $(\mathrm{H} 2)$ and $(\mathrm{H} 3)$ hold. Then, for $T_{1} \in(0, T]$ we have

$$
|\bar{\sigma}(x, y)|^{p} \leq C_{4}\left(1+|x|^{p}+|y|^{p}\right) \quad \text { and } \quad \int_{V}|\bar{g}(x, y, v)|^{p} \lambda(d v) \leq C_{4}\left(1+|x|^{p}+|y|^{p}\right)
$$

where $C_{4}=2^{p-1}\left(\beta\left(T_{1}\right)+C_{3}^{p}\right)$.
Proof. Using (H2), (H3) and Jensen's inequality, we obtain

$$
\begin{aligned}
|\bar{\sigma}(x, y)|^{p} & \leq \frac{2^{p-1}}{T_{1}} \int_{0}^{T_{1}}|\bar{\sigma}(x, y)-\sigma(t, x, y)|^{p} d t+\frac{2^{p-1}}{T_{1}} \int_{0}^{T_{1}}|\sigma(t, x, y)|^{p} d t \\
& \leq 2^{p-1} \beta\left(T_{1}\right)\left(1+|x|^{p}+|y|^{p}\right)+2^{p-1} C_{3}^{p}\left(1+|x|^{p}+|y|^{p}\right)
\end{aligned}
$$

$$
=2^{p-1}\left(\beta\left(T_{1}\right)+C_{3}^{p}\right)\left(1+|x|^{p}+|y|^{p}\right)
$$

Similarly, we can prove that

$$
\int_{V}|\bar{g}(x, y, v)|^{p} \lambda(d v) \leq 2^{p-1}\left(\beta\left(T_{1}\right)+C_{3}^{p}\right)\left(1+|x|^{p}+|y|^{p}\right) .
$$

Lemma 3 ([38]). If $p \geq 2$ and $a, b \in \mathbb{R}^{n}$, then for any $k \in(0,1)$, one has

$$
|a+b|^{p} \leq \frac{|a|^{p}}{k^{p-1}}+\frac{|b|^{p}}{(1-k)^{p-1}}
$$

Lemma $4([39,40])$. Let $\phi: R_{+} \times V \rightarrow R^{n}$ and assume that

$$
\int_{0}^{t} \int_{V}|\phi(s, v)|^{p} \lambda(d v) d s<\infty, \quad p \geq 2
$$

Then, $D_{p}>0$ exists such that

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t} \int_{V} \phi(s, v) \bar{N}(d s, d v)\right|^{p}\right) \\
& \quad \leq D_{p}\left\{\mathbb{E}\left(\int_{0}^{u} \int_{V}|\phi(s, v)|^{2} \lambda(d v) d s\right)^{\frac{p}{2}}+\mathbb{E} \int_{0}^{u} \int_{V}|\phi(s, v)|^{p} \lambda(d v) d s\right\} .
\end{aligned}
$$

Lemma 5 ([41]). Let $u, v$ be two integrable functions and $g$ be continuous defined on domain $[a, b]$. Let $\psi \in C^{1}[a, b]$ be an increasing function such that $\psi^{\prime}(t) \neq 0, \forall t \in[a, b]$. Moreover, assume that
(1) $u$ and $v$ are nonnegative, and $v$ is nondecreasing;
(2) $g$ is nonnegative and nondecreasing.

If

$$
u(t) \leq v(t)+g(t) \int_{a}^{t} \psi^{\prime}(\tau)(\psi(t)-\psi(\tau))^{\alpha-1} u(\tau) d \tau
$$

then

$$
u(t) \leq v(t) E_{\alpha}\left(g(t) \Gamma(\alpha)(\psi(t)-\psi(a))^{\alpha}\right), \quad \forall t \in[a, b]
$$

where $E_{\alpha}$ is the Mittag-Leffler function.

## 3. Main Results

Theorem 1. Assume that (H1)-(H3) are satisfied. Then, for a given arbitrary small number $\delta>0$, $p=2, \frac{1}{2}<\alpha<1$, or $p>2$ and $\max \left\{\frac{p-1}{p}, \frac{p+2}{2 p}\right\}<\alpha<1, M>0, \epsilon_{1} \in\left(0, \epsilon_{0}\right]$ and $\gamma \in(0,1)$ exist such that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[-\tau, M \epsilon^{-\gamma]}\right.}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \leq \delta, \tag{9}
\end{equation*}
$$

for all $\epsilon \in\left(0, \epsilon_{1}\right]$.
Proof. If $p=2$, it is easy to prove that (9) holds by using the similar method as in [27]. In the following, we will only consider the case $p>2$. From Equations (7) and (8), we obtain

$$
x_{\epsilon}(t)-y_{\epsilon}(t)=h\left(t, x_{\epsilon}(t)\right)-h\left(t, y_{\epsilon}(t)\right)
$$

$$
\begin{aligned}
& +\frac{\epsilon}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d s \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d B_{s} \\
& +\frac{\sqrt{\epsilon}}{\Gamma(\alpha)} \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V}\left[g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right) \\
& \left.\left.-\bar{g}\left(x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right)\right] \bar{N}(d s, d v)
\end{aligned}
$$

Choosing $k=C_{1}$ in Lemma 3, using (H1) and the following elementary inequalities:

$$
\begin{equation*}
|a+b|^{p} \leq 2^{p-1}\left(|a|^{p}+|b|^{p}\right), \quad|a+b+c|^{p} \leq 3^{p-1}\left(|a|^{p}+|b|^{p}+|c|^{p}\right) \tag{10}
\end{equation*}
$$

we obtain

$$
\begin{align*}
&\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p} \leq C_{1}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p} \\
&+ \frac{3^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p-1} \Gamma(\alpha)^{p}}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d s\right|^{p} \\
&+ \frac{3^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p-1} \Gamma(\alpha)^{p}} \\
&+\left.\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d B_{s}\right|^{p} \\
& \left.+\frac{3^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p-1} \Gamma(\alpha)^{p}} \right\rvert\, \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V}\left[g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right)  \tag{11}\\
&\left.\left.\quad-\bar{g}\left(x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right)\right]\left.\bar{N}(d s, d v)\right|^{p}
\end{align*}
$$

For any $t \in[0, u] \subset[0, T]$, taking the expectation on both sides Equation (11), we have

$$
\begin{align*}
& \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \\
& \leq \frac{3^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d s\right|^{p}\right) \\
& +\frac{3^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d B_{s}\right|^{p}\right) \\
& +\frac{3^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u} \mid \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V}\left[g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right)\right. \\
& \left.\left.\left.-\bar{g}\left(x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right)\right]\left.\bar{N}(d s, d v)\right|^{p}\right) \\
& =I_{1}+I_{2}+I_{3} . \tag{12}
\end{align*}
$$

Applying Jensen inequality, we obtain

$$
\begin{aligned}
I_{1} \leq & \frac{6^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-f\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d s\right|^{p}\right) \\
& +\frac{6^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[f\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)-\bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d s\right|^{p}\right)
\end{aligned}
$$

$$
\begin{equation*}
=I_{11}+I_{12} . \tag{13}
\end{equation*}
$$

Thanks to the Hölder inequality and (H2), we obtain

$$
\begin{align*}
& I_{11} \leq \frac{6^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}}\left(\int_{0}^{u} 1 d s\right)^{p-1} \\
& \quad \cdot \mathbb{E}\left(\sup _{0 \leq t \leq u} \int_{0}^{t}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p}\left|f\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-f\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{p} d s\right) \\
& \leq \frac{6^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} u^{p-1} K^{p-1} C_{2}^{p} \\
& \left.\left.\left.\quad \cdot \mathbb{E}\left(\sup _{0 \leq t \leq u} \int_{0}^{t}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left[\left|x_{\epsilon}(s)-y_{\epsilon}(s)\right|^{p}+\mid x_{\epsilon}(s-\tau)\right)-y_{\epsilon}(s-\tau)\right)\right|^{p}\right] d s\right) \\
& \leq A_{11} \epsilon^{p} u^{p-1} \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)\right. \\
& \left.\quad+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)\right] d s,  \tag{14}\\
& \quad \text { where } A_{11}=\frac{6^{p-1} C_{2}^{p} K^{p-1}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \text { and } K=\sup _{t \in[0, T]} \psi^{\prime}(t) .
\end{align*}
$$

Applying the Hölder inequality, we obtain

$$
\begin{align*}
I_{12} \leq \frac{6^{p-1} \epsilon^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{\frac{(\alpha-1) p}{p-1}} \psi^{\prime}(s)^{\frac{p}{p-1}} d s\right)^{p-1} \\
\cdot \mathbb{E}\left(\sup _{0 \leq t \leq u} \int_{0}^{t}\left|f\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)-\bar{f}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{p} d s\right) . \tag{15}
\end{align*}
$$

Since

$$
\begin{align*}
& \int_{0}^{u}(\psi(u)-\psi(s))^{\frac{(\alpha-1) p}{p-1}} \psi^{\prime}(s)^{\frac{p}{p-1}} d s=\int_{0}^{u}(\psi(u)-\psi(s))^{\frac{(\alpha-1) p}{p-1}} \psi^{\prime}(s) \cdot \psi^{\prime}(s)^{\frac{1}{p-1}} d s \\
& \quad \leq K^{\frac{1}{p-1}} \int_{0}^{u}(\psi(u)-\psi(s))^{\frac{(\alpha-1) p}{p-1}} \psi^{\prime}(s) d s \\
& \quad=K^{\frac{1}{p-1}} \frac{p-1}{\alpha p-1}(\psi(u)-\psi(0))^{\frac{\alpha p-1}{p-1}} \tag{16}
\end{align*}
$$

we have by (15), (16), and (H3) that

$$
\begin{equation*}
I_{12} \leq A_{12} \epsilon^{p}(\psi(u)-\psi(0))^{\alpha p-1} u, \tag{17}
\end{equation*}
$$

where,
$A_{12}=\frac{6^{p-1} K}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}}\left(\frac{p-1}{\alpha p-1}\right)^{p-1}\|\beta\|_{L^{\infty}([0, u])}\left[1+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right]$,
here, $\|\beta\|_{L^{\infty}([0, u])}=\sup _{t \in[0, u]}|\beta(t)|$.

For the second term $I_{2}$, we have

$$
\begin{align*}
& I_{2} \leq \frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\sigma\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d B_{s}\right|^{p}\right) \\
& +\frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|\int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s)\left[\sigma\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)-\bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right] d B_{s}\right|^{p}\right) \\
& \quad=I_{21}+I_{22} . \tag{18}
\end{align*}
$$

In view of the Burkholder-Davis-Gundy's inequality, Hölder's inequality, and Doob's martingale inequality, a constant $C_{p}>0$ exists such that

$$
\begin{align*}
& I_{21} \leq \frac{6^{p-1} \epsilon^{\frac{p}{2}} C_{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{2 \alpha-2} \psi^{\prime}(s)^{2}\left|\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\sigma\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{2} d s\right)^{\frac{p}{2}} \\
& \leq \frac{6^{p-1} C_{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1} \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{(\alpha-1) p} \psi^{\prime}(s)^{p}\right. \\
& \left.\quad \cdot\left|\sigma\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau)\right)-\sigma\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{p} d s\right) \\
& \leq \frac{6^{p-1} C_{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1} K^{p-1} C_{2}^{p} \cdot \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{(\alpha-1) p} \psi^{\prime}(s)\right. \\
& \left.\cdot \cdot\left|\left|x_{\epsilon}(s)-y_{\epsilon}(s)\right|^{p}+\left|x_{\epsilon}(s-\tau)-y_{\epsilon}(s-\tau)\right|^{p}\right] d s\right) \\
& \leq A_{21} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1} \int_{0}^{u}(\psi(u)-\psi(s))^{(\alpha-1) p} \psi^{\prime}(s)\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)\right. \\
& \left.\quad+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)\right] d s, \tag{19}
\end{align*}
$$

where $A_{21}=\frac{6^{p-1} C_{p} K^{p-1} C_{2}^{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}}$.
Since $\alpha>\frac{p-1}{p}$, we have $\alpha p-p+1>0$. Applying Lemma 2 and an estimation method similar to Equation (19), we obtain

$$
\begin{align*}
& I_{22} \leq \frac{12^{p-1} C_{p} K^{p-1}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1} \cdot \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{(\alpha-1) p} \psi^{\prime}(s)\right. \\
& \left.\cdot\left(\left|\sigma\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{p}+\left|\bar{\sigma}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau)\right)\right|^{p}\right) d s\right) \\
& \leq A_{22} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1}(\psi(u)-\psi(0))^{(\alpha-1) p+1}, \tag{20}
\end{align*}
$$

where

$$
A_{22}=\frac{12^{p-1} C_{p} K^{p-1}\left(C_{3}^{p}+C_{4}\right)}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}(\alpha p-p+1)}\left[1+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right] .
$$

Next, we deal with the third term. Similar to the method used in (18), we have

$$
I_{3} \leq \frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u} \mid \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V}\left[g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right.\right.
$$

$$
\begin{align*}
& \left.\left.-g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right]\left.\bar{N}(d s, d v)\right|^{p}\right) \\
& +\frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \mathbb{E}\left(\sup _{0 \leq t \leq u} \mid \int_{0}^{t}(\psi(t)-\psi(s))^{\alpha-1} \psi^{\prime}(s) \int_{V}\left[g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right.\right. \\
& \left.\left.-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right]\left.\bar{N}(d s, d v)\right|^{p}\right) \\
& =I_{31}+I_{32} \tag{21}
\end{align*}
$$

From Lemma 4, one has

$$
\begin{gather*}
I_{31} \leq \frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} D_{p}\left\{\mathbb { E } \left(\int_{0}^{u}(\psi(u)-\psi(s))^{2 \alpha-2} \psi^{\prime}(s)^{2} \int_{V} \mid g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right.\right. \\
\left.-\left.g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{2} \lambda(d v) d s\right)^{\frac{p}{2}} \\
+\mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p} \int_{V} \mid g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right. \\
\left.\left.-\left.g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right)\right\} . \tag{22}
\end{gather*}
$$

By using the Hölder inequality and (H2), we obtain

$$
\begin{gather*}
\mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{2 \alpha-2} \psi^{\prime}(s)^{2} \int_{V}\left|g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)-g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{2} \lambda(d v) d s\right)^{\frac{p}{2}} \\
\leq(u \lambda(V))^{\frac{p-2}{2}} \mathbb{E}\left(\int_{0}^{u} \int_{V}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p} \mid g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)\right. \\
\left.-\left.g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right) \\
\leq(u \lambda(V))^{\frac{p-2}{2}} K^{p-1} C_{2}^{p} \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left[\left|x_{\epsilon}(s)-y_{\epsilon}(s)\right|^{p}+\left|x_{\epsilon}(s-\tau)-y_{\epsilon}(s-\tau)\right|^{p}\right] d s\right) \\
\leq K^{p-1} C_{2}^{p} \lambda(V)^{\frac{p-2}{2}} u^{\frac{p-2}{2}} \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)\right. \\
\left.+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)\right] d s,  \tag{23}\\
a n d \\
\leq C_{2}^{p} \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p}\left[\left|x_{\epsilon}(s)-y_{\epsilon}(s)\right|^{p}+\left|x_{\epsilon}(s-\tau)-y_{\epsilon}(s-\tau)\right|^{p}\right] d s\right) \\
\leq C_{2}^{p} K^{p-1} \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}^{u}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)\right. \\
\left.+\psi_{0}^{p(\alpha-1)} \psi^{\prime}(s)^{p} \int_{V}\left|g\left(s, x_{\epsilon}(s), x_{\epsilon}(s-\tau), v\right)-g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right) \\
\left.+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)\right] d s . \tag{24}
\end{gather*}
$$

Plugging (23) and (24) into (22), we obtain

$$
\begin{align*}
I_{31} \leq A_{31} \epsilon^{\frac{p}{2}}\left(1+\lambda(V)^{\frac{p-2}{2}} u^{\frac{p-2}{2}}\right) \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s) & {\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)\right.} \\
& \left.+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)\right] d s \tag{25}
\end{align*}
$$

where $A_{31}=\frac{6^{p-1}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} D_{p} C_{2}^{p} K^{p-1}$. We also have
$I_{32} \leq \frac{6^{p-1} \epsilon^{\frac{p}{2}}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} D_{p} \cdot\left\{\mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{2 \alpha-2} \psi^{\prime}(s)^{2}\right.\right.$
$\left.\cdot \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{2} \lambda(d v) d s\right)^{\frac{p}{2}}$
$\left.+\mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p} \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right)\right\}$.
Since $\alpha>\frac{p+2}{2 p}$, we have $2 p \alpha-p-2>0$. By using the Hölder inequality, (10), (H2), and (H3), we obtain

$$
\begin{align*}
& \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)^{p} \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right) \\
& \leq 2^{p-1} \mathbb{E}\left(\int _ { 0 } ^ { u } ( \psi ( u ) - \psi ( s ) ) ^ { p ( \alpha - 1 ) } \psi ^ { \prime } ( s ) ^ { p } \left[\int _ { V } \left(\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p}\right.\right.\right. \\
& \left.\left.\left.\left.\quad+\mid \bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right)\left.\right|^{p}\right) \lambda(d v) d s\right]\right) \\
& \leq 2^{p-1}\left(C_{3}^{p}+C_{4}\right) K^{p-1} \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)\left(1+\left|y_{\epsilon}(s)\right|^{p}+\left|y_{\epsilon}(s-\tau)\right|^{p}\right) d s\right) \\
& \leq \frac{2^{p-1}\left(C_{3}^{p}+C_{4}\right) K^{p-1}}{p(\alpha-1)+1}(\psi(u)-\psi(0))^{p(\alpha-1)+1}\left[1+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right] \tag{27}
\end{align*}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left(\int_{0}^{u}(\psi(u)-\psi(s))^{2 \alpha-2} \psi^{\prime}(s)^{2} \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{2} \lambda(d v) d s\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left[\left(\int_{0}^{u} \int_{V}(\psi(u)-\psi(s))^{\frac{2 p(\alpha-1)}{p-2}} \psi^{\prime}(s)^{\frac{2 p}{p-2}} \lambda(d v) d s\right)^{\frac{p-2}{2}}\right.
\end{aligned}
$$

$$
\left.\cdot\left(\int_{0}^{u} \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s \lambda(d v) d s\right)\right]
$$

$$
\leq K^{\frac{p+2}{2}} \lambda(V)^{\frac{p-2}{2}}\left(\frac{p-2}{2 p \alpha-p-2}\right)^{\frac{p-2}{2}}(\psi(u)-\psi(0))^{\frac{2 p \alpha-p-2}{2}}
$$

$$
\cdot u \mathbb{E}\left(\frac{1}{u} \int_{0}^{u} \int_{V}\left|g\left(s, y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)-\bar{g}\left(y_{\epsilon}(s), y_{\epsilon}(s-\tau), v\right)\right|^{p} \lambda(d v) d s\right)
$$

$$
\begin{align*}
& \leq K^{\frac{p+2}{2}} \lambda(V)^{\frac{p-2}{2}}\left(\frac{p-2}{2 p \alpha-p-2}\right)^{\frac{p-2}{2}} \beta(u) u(\psi(u)-\psi(0))^{\frac{2 p \alpha-p-2}{2}} \\
& {\left[1+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right]} \tag{28}
\end{align*}
$$

Substituting (27) and (28) into (26), we obtain

$$
\begin{equation*}
I_{32} \leq A_{321} \epsilon^{\frac{p}{2}}(\psi(u)-\psi(0))^{p(\alpha-1)+1}+A_{322} \epsilon^{\frac{p}{2}} \beta(u) u(\psi(u)-\psi(0))^{\frac{2 p \alpha-p-2}{2}} \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{321}=\frac{12^{p-1} D_{p}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} \frac{\left(C_{3}^{p}+C_{4}\right) K^{p-1}}{p(\alpha-1)+1}[1+\left.\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right] \\
& A_{322}=\frac{6^{p-1}}{\left(1-C_{1}\right)^{p} \Gamma(\alpha)^{p}} D_{p} K^{\frac{p+2}{2}} \lambda(V)^{\frac{p-2}{2}}\left(\frac{p-2}{2 p \alpha-p-2}\right)^{\frac{p-2}{2}} \\
& \cdot {\left[1+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|y_{\epsilon}(t-\tau)\right|^{p}\right)\right] . }
\end{aligned}
$$

Combining (13), (14), (17)-(21), (25), with (29), for $u \in(0, T]$ we obtain

$$
\begin{align*}
& \mathbb{E}\left(\sup _{0 \leq t \leq u}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \\
& \quad \leq A(u)+B(u) \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s) \\
& \left.\quad \cdot\left[\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)+\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right]\right)\right] d s, \tag{30}
\end{align*}
$$

where

$$
\begin{aligned}
A(u)= & A_{12} \epsilon^{p}(\psi(u)-\psi(0))^{\alpha p-1} u+A_{22} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1}(\psi(u)-\psi(0))^{(\alpha-1) p+1} \\
& +A_{321} \epsilon^{\frac{p}{2}}(\psi(u)-\psi(0))^{p(\alpha-1)+1}+A_{322} \epsilon^{\frac{p}{2}} \beta(u) u(\psi(u)-\psi(0))^{\frac{2 p \alpha-p-2}{2}}, \\
& \quad \text { and }
\end{aligned}
$$

$$
B(u)=A_{11} \epsilon^{p} u^{p-1}+A_{21} \epsilon^{\frac{p}{2}} u^{\frac{p}{2}-1}+A_{31} \epsilon^{\frac{p}{2}}\left(1+\lambda(V)^{\frac{p-2}{2}} u^{\frac{p-2}{2}}\right)
$$

Set

$$
\Sigma(u):=\mathbb{E}\left(\sup _{0 \leq \theta \leq u}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)
$$

Noting that $\mathbb{E}\left(\sup _{-\tau \leq \theta<0}\left|x_{\epsilon}(\theta)-y_{\epsilon}(\theta)\right|^{p}\right)=0$, then

$$
\mathbb{E}\left(\sup _{0 \leq \theta \leq s}\left|x_{\epsilon}(\theta-\tau)-y_{\epsilon}(\theta-\tau)\right|^{p}\right)=\Sigma(s-\tau)
$$

Hence, it follows from (30) that

$$
\Sigma(u) \leq A(u)+B(u) \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s)(\Sigma(s)+\Sigma(s-\tau)) d s .
$$

For each $u \in[0, T]$, denote $\Phi(u)=\sup _{-\tau \leq t \leq u} \Sigma(t)$. Then,

$$
\Sigma(s) \leq \Phi(s) \quad \text { and } \quad \Sigma(s-\tau) \leq \Phi(s)
$$

Thus, one has

$$
\Phi(u)=\sup _{-\tau \leq t \leq u} \Sigma(u) \leq A(u)+2 B(u) \int_{0}^{u}(\psi(u)-\psi(s))^{p(\alpha-1)} \psi^{\prime}(s) \Phi(s) d s .
$$

By using Lemma 5, we obtain

$$
\Phi(u) \leq A(u) E_{p(\alpha-1)+1}\left(2 B(u) \Gamma(p(\alpha-1)+1)(\psi(u)-\psi(0))^{p(\alpha-1)+1}\right)
$$

Moreover, we have

$$
\mathbb{E}\left(\sup _{0 \leq t \leq u}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \leq A(u) E_{p(\alpha-1)+1}\left(2 B(u) \Gamma(p(\alpha-1)+1)(\psi(u)-\psi(0))^{p(\alpha-1)+1}\right) .
$$

Choose $M>0$ and $\beta \in(0,1)$ such that for all $t \in\left(0, M \epsilon^{-\beta}\right] \subset(0, T]$

$$
\mathbb{E}\left(\sup _{0<t \leq M \epsilon^{-\beta}}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \leq \bar{A} E_{p(\alpha-1)+1}\left(2 \bar{B} \Gamma(p(\alpha-1)+1)(\psi(T)-\psi(0))^{p(\alpha-1)+1}\right) \epsilon^{1-\beta},
$$

where

$$
\begin{aligned}
\bar{A}= & A_{12} M \epsilon^{p-1}(\psi(T)-\psi(0))^{\alpha p-1}+A_{22} M^{\frac{p}{2}-1} \epsilon^{\left(\frac{p}{2}-1\right)(1-\beta)+\beta}(\psi(T)-\psi(0))^{(\alpha-1) p+1} \\
& +A_{321} \epsilon^{\frac{p}{2}-(1-\beta)}(\psi(T)-\psi(0))^{p(\alpha-1)+1}+A_{322} M m \epsilon^{\frac{p}{2}-1}(\psi(T)-\psi(0))^{\frac{2 p \alpha-p-2}{2}},
\end{aligned}
$$

here, $m$ is a positive bounded of function $\beta(\cdot)$, and

$$
\bar{B}=A_{11} M^{p-1} \epsilon^{p-(p-1) \beta}+A_{21} M^{\frac{p}{2}-1} \epsilon^{\frac{p}{2}(1-\beta)+\beta}+A_{31} \epsilon^{\frac{p}{2}}+A_{31} \lambda(V)^{\frac{p-2}{2}} M^{\frac{p-2}{2}} \epsilon^{\frac{p}{2}(1-\beta)+\beta},
$$

are two constants. Thus, for any given number $\delta>0, \epsilon_{1} \in\left(0, \epsilon_{0}\right]$ exists such that for each $\epsilon \in\left(0, \epsilon_{1}\right]$ and $t \in\left[-\tau, M \epsilon^{-\beta}\right]$,

$$
\mathbb{E}\left(\sup _{t \in\left[-\tau, M \epsilon^{-\beta}\right]}\left|x_{\epsilon}(t)-y_{\epsilon}(t)\right|^{p}\right) \leq \delta .
$$

Remark 1. If $\psi(t) \equiv t, g \equiv 0$, and $\tau=0$, then FSDDEs (3) reduces to FSDEs (1) in [18]. Therefore, Theorem 1 generalizes the main result of [18].

Example 1. Consider the following $\psi$-Caputo fractional stochastic delay differential equation (FSDDEs) with Poisson jumps :

$$
\left\{\begin{array}{c}
\begin{array}{c}
{ }^{C} D_{0}^{0.9, \sqrt{t}}\left[x_{\varepsilon}(t)-\left(\frac{1}{8} t^{\frac{1}{5}}+\frac{1}{9} \sin \left(x_{\varepsilon}(t)\right)\right)\right]=\frac{1}{2} \varepsilon x_{\varepsilon}(t-\tau)+\frac{3 \pi}{4} \sqrt{\varepsilon} \sin ^{3} t x_{\varepsilon}(t) \frac{d B_{t}}{d t} \\
\quad+\sqrt{\varepsilon} \int_{V} 3 \bar{N}(d t, d v), \quad t \in[0,25] \\
x_{\varepsilon}(t)=0.5, \quad-0.25 \leq t \leq 0,
\end{array}  \tag{31}\\
\text { where } \alpha=0.9, \psi(t)=\sqrt{t}, T=25, \tau=0.25, \text { and }
\end{array}\right.
$$

$$
\begin{aligned}
& h\left(t, x_{\varepsilon}(t)\right)=\frac{1}{8} t^{\frac{1}{5}}+\frac{1}{9} \sin \left(x_{\varepsilon}(t)\right), \quad f\left(t, x_{\varepsilon}(t), x_{\varepsilon}(t-\tau)\right)=\frac{1}{2} x_{\varepsilon}(t-\tau) \\
& \sigma\left(t, x_{\varepsilon}(t), x_{\varepsilon}(t-\tau)\right)=\frac{3 \pi}{4} \sin ^{3} t \cdot x_{\varepsilon}(t), \quad g\left(t, x_{\varepsilon}(t), x_{\varepsilon}(t-\tau), v\right)=3
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \bar{f}\left(y_{\varepsilon}(t), y_{\varepsilon}(t-\tau)\right)=\frac{1}{\pi} \int_{0}^{\pi} f\left(t, y_{\varepsilon}(t), y_{\varepsilon}(t-\tau)\right) d t=\frac{1}{2} y_{\varepsilon}(t-\tau), \\
& \bar{\sigma}\left(y_{\varepsilon}(t), y_{\varepsilon}(t-\tau)\right)=\frac{1}{\pi} \int_{0}^{\pi} \sigma\left(t, y_{\varepsilon}(t), y_{\varepsilon}(t-\tau)\right) d t=y_{\varepsilon}(t), \\
& \bar{g}\left(y_{\varepsilon}(t), y_{\varepsilon}(t-\tau), v\right)=\frac{1}{\pi} \int_{0}^{\pi} g\left(t, y_{\varepsilon}(t), y_{\varepsilon}(t-\tau), v\right) d t=3 .
\end{aligned}
$$

Thus, we have the corresponding averaged FSDDEs with Poisson jumps :

$$
\left\{\begin{array}{c}
{ }^{C} D_{0}^{0.9, \sqrt{t}}\left[y_{\varepsilon}(t)-\left(\frac{1}{8} t^{\frac{1}{5}}+\frac{1}{9} \sin \left(y_{\varepsilon}(t)\right)\right)\right]=\frac{1}{2} \varepsilon y_{\varepsilon}(t-\tau)+\sqrt{\varepsilon} y_{\varepsilon}(t) \frac{d B_{t}}{d t}  \tag{32}\\
\quad+\sqrt{\varepsilon} \int_{V} 3 \bar{N}(d t, d v), \quad t \in[0,25] \\
y_{\varepsilon}(t)=0.5, \quad-0.25 \leq t \leq 0 .
\end{array}\right.
$$

It is easy to check that the conditions of Theorem 1 are satisfied. So, as $\varepsilon \rightarrow 0$, the original solution $x_{\varepsilon}$ and the average solution $y_{\varepsilon}$ are equivalent in the sense of $L^{p}(p=2$ or $p>2$ with $\max \left\{\frac{p-1}{p}, \frac{p+2}{2 p}\right\}<0.9$ ). To test this, Equations (31) and (32) are calculated numerically and error Err $=\left|x_{\varepsilon}(t)-y_{\varepsilon}(t)\right|^{3}$ are given in Figures 1 and 2. So, the averaging principle for the $\psi$-Capuo FSDDE with Poisson jumps is successfully established.


Figure 1. Comparison of $x_{\varepsilon}$ and $y_{\varepsilon}$ for Equations (31) and (32) with $\alpha=0.9$ and $\varepsilon=0.1$.


Figure 2. Comparison of $x_{\varepsilon}$ and $y_{\varepsilon}$ for Equations (31) and (32) with $\alpha=0.9$ and $\varepsilon=0.01$.

## 4. Conclusions

In this article, the averaging principle for FSDDEs in the sense of $L^{p}$ has been proved. Hölders inequality, Jensen's inequality, Burkholder-Davis-Gundys inequality, Doobs martingale inequality, and fractional Gronwall's inequality are applied in the estimation. To the best of our knowledge, this is the first work dealing with the averaging principle for $\psi$ Capuo fractional stochastic delay differential equations with Poisson jumps. The obtained results generalize the two cases of $p=2$ and the classical Caputo fractional derivative. For future research, the averaging principle for fractional stochastic neutral functional differential equations driven by the Rosenblatt process with delay and Poisson jumps is both interesting and important. It is worth further investigation in the future.
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#### Abstract

In this paper, we consider a weakly system of fractional $\theta$-evolution equations. Using the fixed-point theorem, a global-in-time existence of small data solutions to the Cauchy problem is proved for one single equation. Using these results, we prove the global existence for the system under some mixed symmetrical conditions that describe the interaction between the equations of the system.
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## 1. Introduction

In this paper, we show the existence of the global (in time) solutions with small data to the weakly coupled system of fractional wave equations

$$
\begin{array}{ll}
D^{1+\lambda_{1}} u+(-\Delta)^{\frac{\theta_{1}}{2}} u=|v|^{p}, & J^{1-\lambda_{1}} u(0, x)=u_{\lambda_{1}}(x), D^{\lambda_{1}} u(0, x)=0 \\
D^{1+\lambda_{2}} v+(-\Delta)^{\frac{\theta_{2}}{2}} v=|u|^{q}, & J^{1-\lambda_{2}} u(0, x)=u_{\lambda_{2}}(x), D^{\lambda_{2}} v(0, x)=0 \tag{1}
\end{array}
$$

where $\lambda_{1}, \lambda_{2} \in(0,1), \theta_{1}, \theta_{2}$ are real positive numbers and $D^{1+\lambda}$ is the Riemann-Liouville fractional derivative defined by

$$
\begin{equation*}
D^{1+\lambda} f(t):=\partial_{t}^{2}\left(J^{1-\lambda} f\right)(t) \tag{2}
\end{equation*}
$$

with the Riemann-Liouville fractional integral operator

$$
\begin{equation*}
D^{a} f(t):=\frac{1}{\Gamma(a)} \int_{0}^{t}(t-s)^{a-1} f(s) d s, t>0 \tag{3}
\end{equation*}
$$

for $\Re(a)>0$, and $\Gamma$ is the Euler Gamma function.
Such mathematical models have promising applications in engineering and in other physical sciences, as well as in numerical simulations of some fractional nonlinear viscoelastic flow problems, and they impact the bioconvection on the free stream flow of a pseudoplastic nanofluid past a rotating cone.

At the outset, since the fractional equation interpolates the heat equation for $\lambda \rightarrow 0$ and the wave equation for $\lambda \rightarrow 1$ we will provide briefly some previous results of the wave equations and heat equation.

On the one hand, we consider the Cauchy problem for the semi-linear heat equation

$$
u_{t}-\Delta u=|u|^{p}, \quad u(0, x)=u_{0}(x) .
$$

Fujita in [1] proved that the exponent $p_{F u j}:=1+\frac{2}{n}$ is critical for the classical heat model, which means that we have the global (in time) existence of small data solutions for $p>p_{\text {crit }}$, and the blow up if we have the inverse $1<p<p_{F u j}$. In [2,3], the authors proved the blow-up for the critical case $p=p_{F u j}$.

On the other hand, let us consider the Cauchy problem for the semi-linear wave equation

$$
u_{t t}-\Delta u=|u|^{p}, \quad u(0, x)=u_{0}(x), u_{t}(0, x)=u_{1}(x)
$$

where the authors in [4] proved for $n=3$ that the critical exponent is defined as a positive root of the quadratic equation

$$
(n-1) p^{2}-(n+1) p-2=0
$$

The defined exponent by the last equation is called the Strauss exponent and denoted by $p_{S}$ for further considerations, which means that we have the global (in time) existence of small data weak solutions for the above $p_{S}$, whereas the local (in time) existence for $p>1$ and large data can be only expected. In $[5,6]$, the author proved in $\mathbb{R}^{2}$ that the Strauss exponent $p_{S}$ is critical. After that, the global existence for $n=2,3$ was treated in [7] and for $n \geq 4$ in [8,9]. The nonexistence of solutions for data compactly supported was studied in [10] for $1<p<\frac{n+1}{n-1}$. For $n=3$, the authors proved some optimal results in [11] for $p=1+\sqrt{2}$. For $n>3$, a nonexistence result with small data proved in [12] for $1<p<p_{S}$.

In 2017, D'Abbicco et al. [13] considered the semi-linear fractional wave equation

$$
\begin{equation*}
\partial_{t}^{1+\lambda} u-\Delta u=|u|^{p}, \quad u(0, x)=u_{0}(x), u_{t}(0, x)=0 \tag{4}
\end{equation*}
$$

where $\lambda \in(0,1)$ with the fractional Riemann-Liouville fractional derivative. They proved the critical exponent for the global existence of a small data solution in a low space dimension. The Caputo fractional order and the existence of non-null Cauchy data was studied in [14].

In [15], the authors proved the global (in time) existence of small data solutions to semilinear fraction $\theta$-evolution equations with mass or power nonlinearity. A similar problem was treated in [16] by considering a memory term instead of the power nonlinearity.

In the first part of our main results, we show the global existence of a small data solution to the fractional Riemann-Liouville order to the semi-linear $\theta$-evolution problem (7).

For the systems, let us first consider the weakly coupled system of damped wave equations semi-linear heat equations

$$
\begin{aligned}
& u_{t}-\Delta u=|v|^{p}, \quad u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x), \\
& v_{t}-\Delta v=|u|^{q}, \quad v(0, x)=v_{0}(x), \quad v_{t}(0, x)=v_{1}(x),
\end{aligned}
$$

where $t \in[0, \infty), x \in \mathbb{R}^{n}, p, q>1$ and $p q>1$. The authors of [17] showed that the exponents $p$ and $q$ satisfying

$$
\frac{n}{2}=\frac{\max \{p, q\}+1}{p q-1}
$$

are critical, which means that the solutions exist globally for $\frac{n}{2}>\frac{\max \{p, q\}+1}{p q-1}$ and blowup for the inverse case. For more details about the system of damped wave equations semi-linear heat equations, the reader can also see [18-21].

Some papers are considered for the weakly coupled systems of semilinear classical damped wave equations with power non-linearities. The problem we have in mind is

$$
\begin{align*}
& u_{t t}-\Delta u+u_{t}=|v|^{p}, \quad u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x),  \tag{5}\\
& v_{t t}-\Delta v+v_{t}=|u|^{q}, \quad v(0, x)=v_{0}(x), \quad v_{t}(0, x)=v_{1}(x),
\end{align*}
$$

where $t \in[0, \infty), x \in \mathbb{R}^{n}$. In 2007, Sun and Wang proved in [22] that if

$$
\begin{equation*}
\lambda:=\frac{\max \{p ; q\}+1}{p q-1}<\frac{n}{2} . \tag{6}
\end{equation*}
$$

for $n=1$ or 3 , then the solution exists globally in time for small initial data, while, if $\lambda \geq \frac{n}{2}$, then every solution having positive average value does not exist globally. In [23],
the authors generalized the previous results to the case where $n=1,2,3$ and improved the time decay estimates for $n=2$. In 2014, using the weighted energy method, Nishihara and Wakasugi proved, in [24], the critical exponent for any space dimensions. Considering the time-dependent dissipation terms, the authors of [25-27] proved the global (in time) existence of small data solutions under a plan condition, which presents the interplay between the exponents of power nonlinearities.

In our paper, we consider first the single equation from system (1) where we proved the global existence for some range of the exponent $p$ under conditions related to the regularity of the data and the dimension. After that, we apply the results of the single equation to study the weakly coupled systems (1). We proved the global existence for the system with a loss of decay if one of the exponents of power nonlinearities did not satisfy the condition of the single equation.

The paper is organized as follows. In Section 2, we will show our main results of global (in time) existence with examples. Moreover, we mention some remarks of the interpolated cases of wave and heat equations. Next, in Section 3, we prove the existence of solution by applying Banach's fixed point. Appendix A concludes the paper.

## 2. Main Results

### 2.1. Single Equation of Fractional Integral Equation

In this section, we will show our main results where we start with the global (in time) existence of solutions to the single equation of the Cauchy problem. Using the formal representation of the solution to our equation, we obtain the estimates of the solutions, and finally we prove the existence using fixed-point theorem explained in the Appendix A.

$$
\begin{equation*}
D^{\lambda+1} u+(-\Delta)^{\frac{\theta}{2}} u=|u|^{p}, \quad J^{1-\lambda} u(0, x)=u_{\lambda}(x), D^{\lambda} u(0, x)=0 \tag{7}
\end{equation*}
$$

where $\lambda \in(0,1), \theta>0$.
Theorem 1. Let $n \geq 1$, and the data $u_{\lambda}$ are supposed to belong to $L^{1} \cap L^{p}$. The following conditions are satisfied for the exponent $p$ :

$$
\begin{equation*}
p>1+\frac{1+\lambda}{\frac{n}{\theta}(1+\lambda)-\lambda} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
p<1+\frac{\theta}{n-\theta} \text { if } n>\theta \tag{9}
\end{equation*}
$$

Then, a small constant $\epsilon$ exists such that, if $\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}} \leq \epsilon$, then there is a uniquely determined globally (in time) energy solution to (7) in $\mathcal{C}\left([0, \infty), L^{1} \cap L^{p}\right)$.
Furthermore, the solution satisfies the estimates:

$$
\|u\|_{L^{q}} \lesssim(1+t)^{\lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{q}\right)}\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}}
$$

where $q \in[1, p]$.
The new type of date has a strong influence in the representation of the solution of (1) after [28], which leads to a quite different admissible range of the exponent $p$ compared with the classical equations presented in [14].

Remark 1. If $\lambda \rightarrow 0$, then the admissible range for the global (in time) existence corresponds with a Fujita like exponent $1+\frac{\theta}{n}$. On the contrary for $\lambda \rightarrow 1$, we obtain a gap of continuity with respect to the Strauss exponent, which appeared in previous results as a critical exponent for the classical wave equation.

Remark 2. One can obtain the optimal for the exponent $p$ in (8) using the scaling argument similarity to prove of the critical exponent to (4) illustrated in [14].

Example 1. We consider a concrete example by giving values to the parameters appearing in the theorem. Let us consider in $\mathbb{R}^{3}$ the following model:

$$
D^{\frac{3}{2}} u+(-\Delta)^{\frac{3}{4}} u=|u|^{p}, \quad J^{\frac{1}{2}} u(0, x)=u_{\lambda}(x), D^{\frac{1}{2}} u(0, x)=0 .
$$

Then, using Theorem 1, the admissible range for the global existence is $\frac{8}{5}<p<2$.

### 2.2. Weakly Coupled System of Fractional Integral Equations

In this section, we apply the results of the previous theorem to study systems of weakly coupled fractional $\theta$-evolution equations.

Theorem 2. Let $n \geq 1$, and the data $u_{\lambda_{1}}, u_{\lambda_{2}}$ is supposed to belong to $\left(L^{1} \cap L^{p}\right) \times\left(L^{1} \cap L^{q}\right)$. The following conditions are satisfied for the exponent $p$ and $q$ :

$$
\begin{align*}
& p<1+\frac{1+\lambda_{2}}{\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)-\lambda_{2}}, \quad q>1+\frac{1+\lambda_{1}}{\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)-\lambda_{1}},  \tag{10}\\
& p<1+\frac{\theta}{n-\theta_{1}}, q<1+\frac{\theta}{n-\theta_{2}} \quad \text { if } n>\min \left\{\theta_{1} ; \theta_{2}\right\} \tag{11}
\end{align*}
$$

and

$$
\begin{equation*}
Q\left(\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}, q\right)>0 \tag{12}
\end{equation*}
$$

Then, a small constant $\epsilon$ exists such that, if $\left\|u_{\lambda_{1}}\right\|_{L^{1} \cap L^{p}}+\left\|v_{\lambda_{2}}\right\|_{L^{1} \cap L^{q}} \leq \epsilon$, then there is a uniquely determined globally (in time) energy solution to (1) in $\mathcal{C}\left([0, \infty), L^{1} \cap L^{p}\right) \times \mathcal{C}\left([0, \infty), L^{1} \cap L^{q}\right)$. Furthermore, the solution satisfies the estimates:

$$
\begin{gathered}
\|u\|_{L^{r_{1}}} \lesssim(1+t)^{\lambda+L(p)-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{r_{1}}\right)}\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}}, \\
\|v\|_{L^{r_{2}}} \lesssim(1+t)^{\lambda_{2}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{r_{2}}\right)}\left\|v_{\lambda}\right\|_{L^{1} \cap L^{q}},
\end{gathered}
$$

where $L(p)=-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}, Q\left(\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}, q\right)=\left(\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)-\lambda_{2}\right) q^{2}-$ $\left(\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)-\lambda_{1}\right) q-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)$ and $r_{2} \in[1, p], r_{2} \in[1, q]$.

Remark 3. If we take in Theorem 2 the condition $p>1+\frac{1+\lambda_{2}}{\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)-\lambda_{2}}$, then we cannot feel any interplay between the equations of the system since it will behave as a single equation.

Remark 4. If we consider $p=1+\frac{1+\lambda_{2}}{\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)-\lambda_{2}}$ then, after using Proposition A1, we obtain a new decay generated by the $\log$ term appearing in the estimate of $u$, exactly, $(1+t)^{-1} \log (1+t) \approx$ $(1+t)^{-1+\varepsilon}$.

Example 2. Let us consider $\theta_{1}=\theta_{2}=2$ in $\mathbb{R}^{2}$ and the parameter of the fractional derivative of the first equation $\lambda_{1} \rightarrow 0$ and the second $\lambda_{2} \rightarrow 1$. Then, with the Cauchy condition the model, we obtain

$$
\begin{aligned}
\partial_{t} u+-\Delta u & =|v|^{p}, \\
\partial_{t t} v+-\Delta v & =|u|^{q} .
\end{aligned}
$$

Applying Theorem 2, we obtain the global (in time) existence of the solution for $p<3$ and $q>2$.

Remark 5. The reader can apply the last theorem for several examples. Giving values to some parameters such as the dimension or the order of the fractional derivative, we obtain the mixed condition that leads to the global existence .

## 3. Philosophy of Our Approach

In this section, we will prove results for the Cauchy problems (1) and (7). Our main interest is to prove the global (in time) existence of small data solutions, which means the global existence after the perturbation of the null Cauchy condition $\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}} \leq \epsilon$. Such results imply immediate stability results for the zero solution.

### 3.1. Proof of Theorem 1

In this section, we deal with the following single equation:

$$
\begin{equation*}
\partial_{t}^{\lambda+1} u+(-\Delta)^{\frac{\theta}{2}} u=|u|^{p}, \quad J^{1-\lambda} u(0, x)=u_{\lambda}(x), D^{\lambda} u(0, x)=0 . \tag{13}
\end{equation*}
$$

We define the norm of the solution space $X(t)$, which we will propose in all of the proofs of the above theorems by

$$
\begin{equation*}
\|u\|_{X(t)}=\sup _{\tau \in[0, t]}(1+t)^{-\lambda}\left\{\|u(\tau, \cdot)\|_{L^{1}}+(1+t)^{\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\|u(\tau, \cdot)\|_{L^{p}}\right\}, \tag{14}
\end{equation*}
$$

We introduce the operator $N$ by

$$
N: u \in X(t) \rightarrow N u=N u(t, x):=u^{l n}(t, x)+u^{n l}(t, x),
$$

where $u^{l n}$ is a Sobolev solution to the Cauchy problem

$$
\partial_{t}^{\lambda+1} u+(-\Delta)^{\frac{\theta}{2}} u=0, \quad J^{1-\lambda} u(0, x)=u_{\lambda}(x), D^{\lambda} u(0, x)=0,
$$

and $u^{n l}$ is a Sobolev solution to the Cauchy problem

$$
\partial_{t}^{\lambda+1} u+(-\Delta)^{\frac{\theta}{2}} u=|u|^{p}, \quad J^{1-\lambda} u(0, x)=u_{\lambda}(x), D^{\lambda} u(0, x)=0 .
$$

Using Fourier analysis together with Theorem A1 from Appendix A, we can show that the solutions of the previous problems can be presented by $u(t, x)=u^{l n}(t, x)+u^{n l}(t, x)$ as follows:

$$
\begin{equation*}
u^{\ln }(t, x)=t^{\lambda-1} \mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)\right)(t, x) *(x) u_{\lambda}(x) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{n l}(t, x)=\int_{0}^{t}(t-s)^{\lambda} \mathcal{F}^{-1}\left(E_{1+\lambda, 1+\lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)\right)(t-s, x) *_{(x)}|u(s, x)|^{p} d s . \tag{16}
\end{equation*}
$$

Following Proposition A2, our aim is to prove the following inequalities:

$$
\begin{gather*}
\|N u\|_{X(t)} \lesssim\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}}+\|u\|_{X(t)^{\prime}}^{p}  \tag{17}\\
\|N u-N v\|_{X(t)} \lesssim\|u-v\|_{X(t)}\left(\|u\|_{X(t)}^{p-1}+\|v\|_{X(t)}^{p-1}\right) . \tag{18}
\end{gather*}
$$

After proving these both inequalities, we apply Banach's fixed-point theorem. In this way, we obtain the local (in time) existence of large data Sobolev solutions and the global (in time) existence of small data Sobolev solutions as well.

We split the prove of the first inequality (17) into the following inequalities:

$$
\begin{equation*}
\left\|u^{\ln }\right\|_{X(t)} \lesssim\left\|u_{\lambda}\right\|_{L^{1} \cap L^{p}}, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u^{n l}\right\|_{X(t)} \lesssim\|u\|_{X(t)}^{p} . \tag{20}
\end{equation*}
$$

To prove inequality (19) we have to derive the estimate of $\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)\right)\right\|_{L^{p}}$ in order to use Young's inequality. Using the scaling property, we obtain

$$
\begin{equation*}
\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)\right)\right\|_{L^{p}}=t^{-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-|\xi|^{\theta}\right)\right)\right\|_{L^{p}} \tag{21}
\end{equation*}
$$

Indeed, after change of variable $\xi_{1}=t^{1+\lambda}|\xi|$ we obtain

$$
\begin{aligned}
\mathcal{F}^{-1}\left(G\left(t^{1+\lambda}|\xi|^{\theta}\right)\right) & =t^{-\frac{n}{\theta}(1+\lambda)} \int_{\mathbb{R}^{n}} e^{i t^{-\frac{1+\lambda}{\theta}} x \xi_{1}} G\left(|\xi|_{1}^{\theta}\right) d \xi_{1} \\
& =t^{-\frac{n}{\theta}(1+\lambda)} \mathcal{F}^{-1}\left(G\left(|\xi|^{\theta}\right)\right)\left(t^{-\frac{1+\lambda}{\theta}} x\right) .
\end{aligned}
$$

Using the last equality, we obtain

$$
\begin{aligned}
\left\|\mathcal{F}^{-1}\left(G\left(t^{1+\lambda}|\cdot|^{\theta}\right)\right)\right\|_{L^{p}}^{p} & =t^{-\frac{n}{\theta}(1+\lambda) p}\left\|_{\mathcal{F}^{-1}}\left(G\left(|\cdot|^{\theta}\right)\right)\left(t^{-\frac{1+\lambda}{\theta}} x\right)\right\|_{L^{p}} \\
& =t^{-\frac{n}{\theta}(1+\lambda) p} \int_{\mathbb{R}^{n}}\left|\mathcal{F}^{-1}\left(G\left(|\cdot|^{\theta}\right)\right)\left(t^{-\frac{1+\lambda}{\theta}} x\right)\right|^{p} d x .
\end{aligned}
$$

The change of variable $y=t^{-\frac{1+\lambda}{\theta}} x$ leads to

$$
\left\|\mathcal{F}^{-1}\left(G\left(t^{1+\lambda}|\cdot|^{\theta}\right)\right)\right\|_{L^{p}}^{p}=t^{-\frac{n}{\theta}(1+\lambda) p+\frac{n}{\theta}(1+\lambda)}\left\|\mathcal{F}^{-1}\left(G\left(|\cdot|^{\theta}\right)\right)\right\|_{L^{p^{\prime}}}^{p}
$$

which completes the proof of 21.
Then, we restrict ourselves to the estimates of $\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-|\xi|^{\theta}\right)\right)\right\|_{L^{p}}$. After applying Theorem A2 from the Appendix A, we obtain

$$
\begin{aligned}
& E_{1+\lambda, \lambda}\left(-|\xi|^{\theta}\right)= \frac{2}{1+\lambda}|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right)} e^{\frac{\theta}{1+\lambda}} \cos \left(\frac{\pi}{1+\lambda}\right) \\
& \cos \left(|\xi|^{\frac{\theta}{1+\lambda}} \sin \frac{\pi}{1+\lambda}\right) \\
&\left.+\pi^{-1}|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right.}\right) \int_{0}^{\infty} \frac{s^{2+\lambda}}{s^{2(1+\lambda)}+2 \cos (\pi(1+\lambda))+1} e^{-s|\xi| \frac{\theta}{1+\lambda}} d s \sin (\lambda \pi),
\end{aligned}
$$

which leads to

$$
\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-|\xi|^{\theta}\right)\right)=\frac{2}{1+\lambda} A(s, x)+\pi^{-1} \sin (\lambda \pi) \int_{0}^{\infty} \frac{s^{2+\lambda}}{s^{2(1+\lambda)}+2 \cos (\pi(1+\lambda))+1} B(s, x) d s,
$$

where

$$
\begin{aligned}
& A(s, x)=\mathcal{F}^{-1}\left(|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right)} e^{\frac{\theta}{1+\lambda} \cos \left(\frac{\pi}{1+\lambda}\right)} \cos \left(|\xi|^{\frac{\theta}{1+\lambda}} \sin \frac{\pi}{1+\lambda}\right)\right), \\
& B(s, x)=\mathcal{F}^{-1}\left(|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right)} e^{-\left.s|\xi|\right|^{\frac{\theta}{1+\lambda}}}\right) .
\end{aligned}
$$

First, we consider $B(s, x)$. Similarly to (21), we have

$$
\begin{aligned}
\|B(s, \cdot)\|_{L^{p}} & =\left\|\mathcal{F}^{-1}\left(|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right)} e^{-\left.s|\xi|\right|^{\frac{\theta}{1+\lambda}}}\right)\right\|_{L^{p}} \\
& \left.=\| \mathcal{F}^{-1}\left(s^{(1+\lambda)\left(1-\frac{2}{1+\lambda}\right)}\left(s^{1+\lambda}|\xi|^{\theta}\right)^{-\left(1-\frac{2}{1+\lambda}\right.}\right) e^{-\left(s^{1+\lambda}|\xi|^{\theta}\right)^{\frac{1}{1+\lambda}}}\right) \|_{L^{p}} \\
& =s^{\lambda-1-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\left\|\mathcal{F}^{-1}\left(|\xi|^{-\theta\left(1-\frac{2}{1+\lambda}\right)} e^{-|\xi|^{\frac{\theta}{1+\lambda}}}\right)\right\|_{L^{p}} \\
& =s^{\lambda-1-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\|B(1, \cdot)\|_{L^{p}} .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\|B(s, \cdot)\|_{L^{p}}=s^{\lambda-1-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\|B(1, \cdot)\|_{L^{p}} \tag{22}
\end{equation*}
$$

Then,

$$
\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-|\cdot|^{\theta}\right)\right)\right\|_{L^{p}}=\frac{2}{1+\lambda}\|A(s, \cdot)\|_{L^{p}}+\pi^{-1} \sin (\lambda \pi) \int_{0}^{\infty} \frac{s^{1+2 \lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}}{s^{2(1+\lambda)}+2 \cos (\pi(1+\lambda))+1}\|B(1, \cdot)\|_{L^{p}} d s,
$$

Using the last estimate together with (A5) from Remark A1, one can obtain the following estimate from Lemma 2.1 in [14] for $d=-\theta\left(1-\frac{2}{1+\lambda}\right)$ :

$$
\begin{equation*}
\mathcal{F}^{-1}\left(E_{1+\lambda, \lambda}\left(-|\xi|^{\theta}\right)\right) \in L^{p} \quad \text { if } \quad \frac{n}{\theta}\left(1-\frac{1}{p}\right)<2 \tag{23}
\end{equation*}
$$

which satisfied (9) .
From (15) with (21), and after using Young's inequality, we obtain

$$
\begin{align*}
\left\|u^{\ln }(t, x)\right\|_{L^{1}} & \lesssim(1+t)^{\lambda-1}\left\|u_{\lambda}\right\|_{L^{1}},  \tag{24}\\
\left\|u^{\ln }(t, x)\right\|_{L^{p}} & \lesssim(1+t)^{\lambda-1-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\left(\left\|u_{\lambda}\right\|_{L^{1}}+\left\|u_{\lambda}\right\|_{L^{p}}\right) . \tag{25}
\end{align*}
$$

Replacing last estimates in the definition of the norm of solution space (14) leads to the desired estimate (19).
For the second estimate (20), under the same conditions requested for (23) we have

$$
\left\|\mathcal{F}^{-1}\left(E_{1+\lambda, 1+\lambda}\left(-t^{1+\lambda}|\mathcal{\zeta}|^{\theta}\right)\right)\right\|_{L^{p}} \lesssim(1+t)^{-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)} .
$$

From (16), we obtain

$$
\begin{equation*}
\left\|u^{n l}(t, x)\right\|_{L^{1}} \lesssim \int_{0}^{t}(t-s)^{\lambda}\left\||u(s, x)|^{p}\right\|_{L^{1}} d s \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left\|u^{n l}(t, x)\right\|_{L^{p}} \lesssim \int_{0}^{t}(t-s)^{\lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\| \| u(s, x)\right|^{p} \|_{L^{1}} d s . \tag{27}
\end{equation*}
$$

Using the definition of solution space from (14), we obtain

$$
\begin{aligned}
\left\|u^{n l}(t, x)\right\|_{L^{1}} & \lesssim\|u\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda}(1+s)^{-\frac{n}{\theta}(1+\lambda)(p-1)+p \lambda} d s \\
\left\|u^{n l}(t, x)\right\|_{L^{p}} & \lesssim\|u\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}(1+s)^{-\frac{n}{\theta}(1+\lambda)(p-1)+p \lambda} d s .
\end{aligned}
$$

Using Proposition A1, we obtain

$$
\begin{align*}
\left\|u^{n l}(t, x)\right\|_{L^{1}} & \lesssim(1+t)^{\lambda}\|u\|_{X(t)^{\prime}}^{p}  \tag{28}\\
\left\|u^{n l}(t, x)\right\|_{L^{p}} & \lesssim(1+t)^{\lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\|u\|_{X(t)^{\prime}}^{p} \tag{29}
\end{align*}
$$

provided that $\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)-\lambda<1$ and $\frac{n}{\theta}(1+\lambda)(p-1)-p \lambda>1$, which are equivalent to (8) and (9), respectively.

Replacing the last estimates in the norm of solution space, we obtain (20), which complete, together with (19), the proof of the first inequality (17).

For the second condition (18), we assume that $u$ and $v$ belong to $X(t)$. Then,
$N u-N v=\int_{0}^{t}(t-s)^{\lambda} \mathcal{F}^{-1}\left(E_{1+\lambda, 1+\lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)\right)(t-s, x) *_{(x)}\left(|u(s, x)|^{p}-|v(s, x)|^{p}\right) d s$.
We control all norms appearing in $\|N u-N v\|_{X(t)}$. These are the norms $\|N u-N v\|_{L^{1}}$ and $\left\||D|^{s}(N u-N v)\right\|_{L^{p}}$.

Similarly to (26), we have

$$
\|N u-N v\|_{L^{1}} \lesssim \int_{0}^{t}(t-s)^{\lambda}\left\|\left(|u(s, x)|^{p}-|v(s, x)|^{p}\right)\right\|_{L^{1}} d s .
$$

Hölder's inequality implies

$$
\begin{equation*}
\left\||u(s, \cdot)|^{p}-|v(s, \cdot)|^{p}\right\|_{L^{1}} \lesssim\|u(s, \cdot)-v(s, \cdot)\|_{L^{p}}\left(\|u(s, \cdot)\|_{L^{p}}^{p-1}+\|v(s, \cdot)\|_{L^{p}}^{p-1}\right), \tag{30}
\end{equation*}
$$

Using the norm of the solution space $X(t)$, we obtain

$$
\begin{aligned}
\|u(s, \cdot)-v(s, \cdot)\|_{L^{p}} & \lesssim(1+s)^{-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)+\lambda}\|u(s, \cdot)-v(s, \cdot)\|_{X(t)}, \\
\|u(s, \cdot)\|_{L^{p}}^{p-1} & \lesssim(1+s)^{\left(-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)+\lambda\right)(p-1)}\|v(s, \cdot)\|_{X(t)}^{(p-1)}, \\
\|u(s, \cdot)\|_{L^{p}}^{p-1} & \lesssim(1+s)^{\left(-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)+\lambda\right)(p-1)}\|v(s, \cdot)\|_{X(t)}^{(p-1)} .
\end{aligned}
$$

Using the last estimates, we can obtain similarly to (28) and (29)

$$
\|N u-N v\|_{L^{1}} \lesssim(1+t)^{\lambda}\|u-v\|_{X(t)}\left(\|u\|_{X(t)}^{p-1}+\|v\|_{X(t)}^{p-1}\right)
$$

and

$$
\|N u-N v\|_{L^{p}} \lesssim(1+t)^{\lambda-\frac{n}{\theta}(1+\lambda)\left(1-\frac{1}{p}\right)}\|u-v\|_{X(t)}\left(\|u\|_{X(t)}^{p-1}+\|v\|_{X(t)}^{p-1}\right)
$$

Then, the proof of the second condition and the theorem is completed.

### 3.2. Proof of Theorem 2

We define the norm of the solution space $X(t)$ by

$$
\begin{equation*}
\|(u, v)\|_{X(t)}=\sup _{\tau \in[0, t]}\{M(\tau, u)+M(\tau, v)\} \tag{31}
\end{equation*}
$$

where

$$
\begin{align*}
M(\tau, u) & =(1+t)^{-\lambda_{1}-L(p)}\left[\|u(\tau, \cdot)\|_{L^{1}}+(1+t)^{\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)}\|u(\tau, \cdot)\|_{L^{p}}\right]  \tag{32}\\
M(\tau, v) & =(1+t)^{-\lambda_{2}}\left[\|v(\tau, \cdot)\|_{L^{1}}+(1+t)^{\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)}\|v(\tau, \cdot)\|_{L^{q}}\right] . \tag{33}
\end{align*}
$$

Then, we introduce the operator $N$ by

$$
N:(u, v) \in X(t) \rightarrow N(u, v)=\left(u^{l n}+u^{n l}, v^{l n}+v^{n l}\right),
$$

where

$$
\begin{aligned}
u^{l n}(t, x) & :=t^{\lambda_{1}-1} \mathcal{F}^{-1}\left(E_{1+\lambda_{1}, \lambda_{1}}\left(-t^{1+\lambda_{1}}|\xi|^{\theta_{1}}\right)\right)(t, x) *{ }_{(x)} u_{\lambda_{1}}(x), \\
u^{n l}(t, x) & :=\int_{0}^{t}(t-s)^{\lambda_{1}} \mathcal{F}^{-1}\left(E_{1+\lambda_{1}, 1+\lambda_{1}}\left(-t^{1+\lambda_{1}}|\xi|^{\theta_{1}}\right)\right)(t-s, x) *{ }_{(x)}|v(s, x)|^{p} d s, \\
v^{l n}(t, x) & :=t^{\lambda_{2}-1} \mathcal{F}^{-1}\left(E_{1+\lambda_{2}, \lambda_{1}}\left(-t^{1+\lambda_{2}}|\xi|^{\theta_{2}}\right)\right)(t, x) *{ }_{(x)} v_{\lambda_{2}}(x), \\
v^{n l}(t, x) & :=\int_{0}^{t}(t-s)^{\lambda_{2}} \mathcal{F}^{-1}\left(E_{1+\lambda_{2}, 1+\lambda_{2}}\left(-t^{1+\lambda_{2}}|\xi|^{\theta_{2}}\right)\right)(t-s, x) *{ }_{(x)}|u(s, x)|^{q} d s .
\end{aligned}
$$

If we consider the results Proposition A3, then our aim is to prove the following inequalities, which imply, among other things, the global existence of small data solutions:

$$
\begin{equation*}
\|N(u, v)\|_{X(t)} \lesssim\left\|u_{\lambda_{1}}\right\|_{L^{1} \cap L^{p}}+\left\|v_{\lambda_{2}}\right\|_{L^{1} \cap L^{q}}+\|(u, v)\|_{X(t)}^{p}+\|(u, v)\|_{X(t)^{\prime}}^{q} \tag{34}
\end{equation*}
$$

$$
\begin{align*}
\|N(u, v)-N(\widetilde{u}, \widetilde{v})\|_{X(t)} & \lesssim\|(u, v)-(\widetilde{u}, \widetilde{v})\|_{X(t)}\left(\|(u, v)\|_{X(t)}^{p-1}+\|(\widetilde{u}, \widetilde{v})\|_{X(t)}^{p-1}\right.  \tag{35}\\
& \left.+\|(u, v)\|_{X(t)}^{q-1}+\|(\widetilde{u}, \widetilde{v})\|_{X(t)}^{q-1}\right) .
\end{align*}
$$

Let us start by the first condition. Similarly to (24) and (25), we obtain

$$
\begin{aligned}
\left\|u^{l n}(t, x)\right\|_{L^{1}} & \lesssim(1+t)^{\lambda_{1}-1}\left\|u_{\lambda_{1}}\right\|_{L^{1}} \\
\left\|u^{\ln }(t, x)\right\|_{L^{p}} & \lesssim(1+t)^{\lambda_{1}-1-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)}\left(\left\|u_{\lambda_{1}}\right\|_{L^{1}}+\left\|u_{\lambda_{1}}\right\|_{L^{p}}\right), \\
\left\|v^{l n}(t, x)\right\|_{L^{1}} & \lesssim(1+t)^{\lambda_{2}-1}\left\|v_{\lambda_{2}}\right\|_{L^{1}} \\
\left\|v^{\ln }(t, x)\right\|_{L^{q}} & \lesssim(1+t)^{\lambda_{2}-1-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)}\left(\left\|v_{\lambda_{2}}\right\|_{L^{1}}+\left\|u_{\lambda_{2}}\right\|_{L^{q}}\right) .
\end{aligned}
$$

The last estimates, together with the definition of the norm in (31), lead to

$$
\begin{equation*}
\left\|\left(u^{l n}, v^{l n}\right)\right\|_{X(t)} \lesssim\left\|u_{\lambda_{1}}\right\|_{L^{1} \cap L^{p}}+\left\|v_{\lambda_{2}}\right\|_{L^{1} \cap L^{q}} \tag{36}
\end{equation*}
$$

Then, we complete the proof by showing the inequality

$$
\begin{equation*}
\left\|\left(u^{n l}, v^{n l}\right)\right\|_{X(t)} \lesssim\|(u, v)\|_{X(t)}^{p}+\|(u, v)\|_{X(t)}^{q} . \tag{37}
\end{equation*}
$$

For $u^{n l}$, we have

$$
\left\|u^{n l}(t, x)\right\|_{L^{1}} \lesssim \int_{0}^{t}(t-s)^{\lambda_{1}}\left\||v(s, x)|^{p}\right\|_{L^{1}} d s
$$

and

$$
\left.\left\|u^{n l}(t, x)\right\|_{L^{p}} \lesssim \int_{0}^{t}(t-s)^{\lambda_{1}-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)}\| \| v(s, x)\right|^{p} \|_{L^{1}} d s
$$

Using the definition of solution space from (31), we obtain

$$
\begin{aligned}
\left\|u^{n l}(t, x)\right\|_{L^{1}} & \lesssim\|(u, v)\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda_{1}}(1+s)^{-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}} d s, \\
\left\|u^{n l}(t, x)\right\|_{L^{p}} & \lesssim\|(u, v)\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda_{1}-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)}(1+s)^{-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}} d s .
\end{aligned}
$$

From Proposition A1, one can obtain

$$
\begin{align*}
\left\|u^{n l}(t, x)\right\|_{L^{1}} & \lesssim\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{1}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}}=\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{1}+L(p)},  \tag{38}\\
\left\|u^{n l}(t, x)\right\|_{L^{p}} & \lesssim\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{1}-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}}=\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{1}-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)+L(p)}, \tag{39}
\end{align*}
$$

provided that $\frac{n}{\theta}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)-\lambda_{1}<1$, which is equivalent to (11).
For $u^{n l}$, we have

$$
\left\|v^{n l}(t, x)\right\|_{L^{1}} \lesssim \int_{0}^{t}(t-s)^{\lambda_{2}}\left\||u(s, x)|^{q}\right\|_{L^{1}} d s
$$

and

$$
\left\|v^{n l}(t, x)\right\|_{L^{q}} \lesssim \int_{0}^{t}(t-s)^{\lambda_{2}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)}\left\||u(s, x)|^{q}\right\|_{L^{1}} d s
$$

Using the norm of the solution space, we obtain

$$
\left\|v^{n l}(t, x)\right\|_{L^{1}} \lesssim\|(u, v)\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda_{2}}(1+t)^{-Q\left(\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}, q\right)} d s
$$

and

$$
\left\|v^{n l}(t, x)\right\|_{L^{q}} \lesssim\|(u, v)\|_{X(t)}^{p} \int_{0}^{t}(t-s)^{\lambda_{2}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)}(1+t)^{-Q\left(\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}, q\right)} d s
$$

Proposition A1, together with (12), leads to

$$
\begin{equation*}
\left\|v^{n l}(t, x)\right\|_{L^{1}} \lesssim\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{2}} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|v^{n l}(t, x)\right\|_{L^{q}} \lesssim\|(u, v)\|_{X(t)}^{p}(1+t)^{\lambda_{2}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)} d s \tag{41}
\end{equation*}
$$

provided that $\frac{n}{\theta}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)-\lambda_{2}<1$, which is equivalent to (11).
From (38) to (41), we obtain (37), which implies, together with (36), the first condition (34). To prove (35), we assume that $(u, v)$ and $(\tilde{u}, \tilde{v})$ are two elements from the function space $X(t)$. Then, we have

$$
\begin{align*}
N(u, v)- & N(\widetilde{u}, \widetilde{v})=\left(u^{n l}(t, x)-\widetilde{u}^{n l}(t, x), v^{n l}(t, x)-\widetilde{v}^{n l}(t, x)\right) \\
=( & \int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{1}, 1+\lambda_{1}}\left(-t^{1+\lambda_{1}}|\xi|^{\theta_{1}}\right)\right)(t-s, x) *_{(x)}\left(|v(s, x)|^{p}-|\widetilde{v}(s, x)|^{p}\right) d s  \tag{42}\\
& \left.\int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{2}, 1+\lambda_{2}}\left(-t^{1+\lambda_{2}}|\xi|^{\theta_{2}}\right)\right)(t-s, x) *_{(x)}\left(|u(s, x)|^{q}-|\widetilde{u}(s, x)|^{q}\right) d s\right) . \tag{43}
\end{align*}
$$

Similarly to the proof of the estimates (30), we can derive the following estimates for $0 \leq \tau \leq t$ :

$$
\begin{align*}
\left\||v(\tau, \cdot)|^{p}-|\widetilde{v}(\tau, \cdot)|^{p}\right\|_{L^{1}} & \lesssim(1+t)^{-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)(p-1)+p \lambda_{2}}\|v-\widetilde{v}\|_{X(t)}\left(\|v\|_{X(t)}^{p-1}+\|\widetilde{v}\|_{X(t)}^{p-1}\right),  \tag{44}\\
\left\||u(\tau, \cdot)|^{q}-|\widetilde{u}(\tau, \cdot)|^{q}\right\|_{L^{1}} & \lesssim(1+t)^{-Q\left(\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}, q\right)}\|u-\widetilde{u}\|_{X(t)}\left(\|u\|_{X(t)}^{q-1}+\|\widetilde{u}\|_{X(t)}^{q-1}\right) . \tag{45}
\end{align*}
$$

Using the last estimates, one may finally conclude, similarly to (38) to (41), the following estimates:

$$
\begin{aligned}
& \left\|\int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{1}, 1+\lambda_{1}}\left(-t^{1+\lambda_{1}}|\xi|^{\theta_{1}}\right)\right)(t-s, x) *_{(x)}\left(|v(s, x)|^{p}-|\widetilde{v}(s, x)|^{p}\right) d s\right\|_{L^{1}} \\
& \lesssim(1+t)^{\lambda_{1}+L(p)}\|v-\widetilde{v}\|_{X(t)}\left(\|v\|_{X(t)}^{p-1}+\|\widetilde{v}\|_{X(t)}^{p-1}\right), \\
& \left\|\int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{1}, 1+\lambda_{1}}\left(-\left.t^{1+\lambda_{1}}|\xi|\right|^{\theta_{1}}\right)\right)(t-s, x) *_{(x)}\left(|v(s, x)|^{p}-|\widetilde{v}(s, x)|^{p}\right) d s\right\|_{L^{p}} \\
& \lesssim(1+t)^{\lambda_{1}-\frac{n}{\theta_{1}}\left(1+\lambda_{1}\right)\left(1-\frac{1}{p}\right)+L(p)}\|v-\widetilde{v}\|_{X(t)}\left(\|v\|_{X(t)}^{p-1}+\|\widetilde{v}\|_{X(t)}^{p-1}\right), \\
& \left.\| \int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{2}, 1+\lambda_{2}}\left(-\left.t^{1+\lambda_{2}}|\xi|\right|^{\theta_{2}}\right)\right)(t-s, x) *_{(x)}\left(|u(s, x)|^{q}-|\widetilde{u}(s, x)|^{q}\right) d s\right) \|_{L^{1}} \\
& \lesssim(1+t)^{\lambda_{2}}\|v-\widetilde{v}\|_{X(t)}\left(\|v\|_{X(t)}^{p-1}+\|\widetilde{v}\|_{X(t)}^{p-1}\right), \\
& \\
& \left.\| \int_{0}^{t} \mathcal{F}^{-1}\left(E_{1+\lambda_{2}, 1+\lambda_{2}}\left(-t^{1+\lambda_{2}}|\xi|^{\theta_{2}}\right)\right)(t-s, x) *_{(x)}\left(|u(s, x)|^{q}-|\widetilde{u}(s, x)|^{q}\right) d s\right) \|_{L^{q}} \\
& \lesssim(1+t)^{\lambda_{2}-\frac{n}{\theta_{2}}\left(1+\lambda_{2}\right)\left(1-\frac{1}{q}\right)}\|v-\widetilde{v}\|_{X(t)}\left(\|v\|_{X(t)}^{p-1}+\|\widetilde{v}\|_{X(t)}^{p-1}\right),
\end{aligned}
$$

In this way, we can conclude the proof of the last condition (35) and the theorem.

## 4. Concluding Remarks

- We need to prove the blow-up for the system an interaction between the exponents of both equations. However, the method of scaling is not suitable to prove the blow-up result for the system since we have no interactions between the exponents. Moreover, the influence of each equation to the other one generated a condition presented by several parameters, fractional derivatives, dimensions, and others. For this reason, we will devote the blow-up problem in a forthcoming project using another approach.
- The applications of our results in real world problems and phenomena can be investigated after mathematical modeling by choosing the suitable parameters involved in our problem, such as dimension, and by taking the experimental values into consideration.
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## Appendix A

Theorem A1. Let $\lambda \in(0,1), a_{\lambda} \in \mathbb{R}$. Then, the unique solution solution to

$$
\begin{equation*}
\partial_{t}^{\lambda+1} f+|\xi|^{\theta} f=g(t), \quad J^{1-\lambda} f(0)=a_{\lambda}, D^{\lambda} g(0)=0 \tag{A1}
\end{equation*}
$$

is given by

$$
\begin{equation*}
f(t)=t^{\lambda-1} E_{1+\lambda, \lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right) a_{\lambda}+\int_{0}^{t}(t-s)^{\lambda} E_{1+\lambda, 1+\lambda}\left(-t^{1+\lambda}|\xi|^{\theta}\right)(t-s, \cdot) g(t) d s \tag{A2}
\end{equation*}
$$

where $E_{1+\lambda, \mu}$ are the Mittag-Leffler functions defined by

$$
E_{1+\lambda, \mu}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+\lambda k+\mu)} .
$$

For the proof, see [28].
Theorem A2. Let $0<\lambda<2, \mu \in \mathbb{R}$, and $m \in \mathbb{N}$, with $m \geq \frac{\mu}{1+\lambda}-1$. Then, for the real number $z>0$, the following holds:

$$
\begin{align*}
E_{1+\lambda, \mu}\left(z^{1+\lambda}\right)= & \frac{2}{1+\lambda} z^{1-\mu} e^{z \cos \left(\frac{\pi}{1+\lambda}\right)} \cos \left(z \sin \left(\frac{\pi}{1+\lambda}\right)-\frac{\pi}{1+\lambda}(\mu-1)\right)  \tag{A3}\\
& +\sum_{k=1}^{m} \frac{(-1)^{k-1}}{\Gamma(\mu-k(1+\lambda))} z^{k(1+\lambda)}+\Omega_{m}(z) \tag{A4}
\end{align*}
$$

where
$\Omega_{m}(z)=\frac{(-1)^{m} z^{1-\mu}}{\pi}\left(I_{1, m}(z) \sin \left(\pi(\mu-(m+1)(1+\lambda))+I_{2, m}(z) \sin (\pi(\mu-m(1+\lambda)))\right)\right.$, and

$$
I_{j, m}(z)=\int_{0}^{\infty} \frac{s^{(m+j)(1+\lambda)-\mu}}{s^{2(1+\lambda)} 2 \cos (\pi(1+\lambda)) s^{1+\lambda}+1} e^{s z} d s
$$

Remark A1. The integral $I_{j, m}(z)$ is uniformly bounded if

$$
\begin{equation*}
-1<m+j-1+\frac{1-\mu}{1+\lambda}<1 \tag{A5}
\end{equation*}
$$

For the proof, see [29].
Proposition A1. Let $a \in \mathbb{R}<1$ and $b \in \mathbb{R}$. Then,

$$
\int_{0}^{t}(t-s)^{-a}(1+s)^{-b} d s \lesssim \begin{cases}(1+t)^{-a} & \text { if } a<1<b  \tag{A6}\\ (1+t)^{-1} \log (1+t) & \text { if } a<1=b \\ (1+t)^{1-a-b} & \text { if } a, b<1\end{cases}
$$

The reader can find the proof of Proposition A1 in [14].
Proposition A2. The operator $N$ maps $X(t)$ into itself and has one and only one fixed point $u \in X(t)$ if the following inequalities hold:

$$
\begin{align*}
\|N u\|_{X(t)} & \leq C_{0}(t)\left\|\left(u_{0}, u_{1}\right)\right\|_{\mathcal{A}_{m, s}}+C_{1}(t)\|u\|_{X(t)^{\prime}}^{p}  \tag{A7}\\
\|N u-N v\|_{X(t)} & \leq C_{2}(t)\|u-v\|_{X(t)}\left(\|u\|_{X(t)}^{p-1}+\|v\|_{X(t)}^{p-1}\right), \tag{A8}
\end{align*}
$$

where $C_{1}(t), C_{2}(t) \longrightarrow 0$ for $t \longrightarrow+0$ and $C_{0}(t), C_{1}(t), C_{2}(t) \leq C$ for all $t \in[0, \infty)$.
For the proof, see [30].
Proposition A3. Let us suppose that for any $\left(u_{0}, u_{1}\right),\left(v_{0}, v_{1}\right) \in \mathcal{A}_{m, s_{1}} \times \mathcal{A}_{m, s_{2}}$, the mapping $N$ satisfies the following estimates:

$$
\begin{align*}
& \|N(u, v)\|_{X(t)} \leq C_{0}(t)\left(\left\|\left(u_{0}, u_{1}\right)\right\|_{\mathcal{A}_{m_{1}, s_{1}}}+\left\|\left(v_{0}, v_{1}\right)\right\|_{\mathcal{A}_{m_{2}, s_{2}}}\right) \\
& \quad+C_{1}(t)\left(\|(u, v)\|_{X(t)}^{p}+\|(u, v)\|_{X(t)}^{q}\right),  \tag{A9}\\
& \|N(u, v)-N(\tilde{u}, \tilde{v})\|_{X(t)} \leq C_{2}(t)\|(u, v)-(\tilde{u}, \tilde{v})\|_{X(t)} \\
& \quad \times\left(\|(u, v)\|_{X(t)}^{p-1}+\|(\tilde{u}, \tilde{v})\|_{X(t)}^{p-1}+\|(u, v)\|_{X(t)}^{q-1}+\|(\tilde{u}, \tilde{v})\|_{X(t)}^{q-1}\right), \tag{A10}
\end{align*}
$$

where $C_{1}(t), C_{2}(t) \longrightarrow 0$ for $t \longrightarrow+0$ and $C_{0}(t), C_{1}(t), C_{2}(t) \leq C$ for all $t \in[0, \infty)$. Then, $N$ maps $X(t)$ into itself and has one and only one fixed point $(u, v) \in X(t)$.

For the proof, see [26].
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#### Abstract

In this paper, a hybrid variable-order mathematical model for multi-vaccination COVID-19 is analyzed. The hybrid variable-order derivative is defined as a linear combination of the variableorder integral of Riemann-Liouville and the variable-order Caputo derivative. A symmetry parameter $\sigma$ is presented in order to be consistent with the physical model problem. The existence, uniqueness, boundedness and positivity of the proposed model are given. Moreover, the stability of the proposed model is discussed. The theta finite difference method with the discretization of the hybrid variableorder operator is developed for solving numerically the model problem. This method can be explicit or fully implicit with a large stability region depending on values of the factor $\Theta$. The convergence and stability analysis of the proposed method are proved. Moreover, the fourth order generalized Runge-Kutta method is also used to study the proposed model. Comparative studies and numerical examples are presented. We found that the proposed model is also more general than the model in the previous study; the results obtained by the proposed method are more stable than previous research in this area.


Keywords: variable-order hybrid operator; Pfizer vaccine; Moderna vaccine; Janssen vaccine; theta finite difference method; generalized fourth order Runge-Kutta method
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## 1. Introduction

Coronaviruses are a large family of viruses known to cause illnesses ranging from the common cold to more serious illnesses such as severe acute respiratory syndrome [1]. The World Health Organization has designated this variant as a variant of serious concern. The United States Centers for Disease Control and Prevention has granted Emergency Use Authorization to the following vaccines: Pfizer-BioNTech with $95 \%$ efficacy against symptomatic COVID-19, Moderna vaccine with $94.5 \%$ efficacy and Janssen vaccine manufactured by Johnson \& Johnson, which has an efficacy rating of $67 \%$, as well as many others [1,2]. SARS-CoV-2 vaccinations have been shown to be effective against infections, including both silent and symptomatic cases, of severe COVID-19 illness and deaths [2]. Mathematical modeling is a valuable tool to study disease spread and control very effectively. Several mathematical models have been proposed in the literature to study and understand the novel complex transmission pattern of the COVID-19 pandemic; see, for example, [3-8].

In the meantime, there are now extensive articles explaining the advantage of fractional order models for studying real mathematical models in various fields [9]. The variableorder fractional derivatives (VOFDs) can describe the effects of the long variable memory of a time-dependent system. In [10], Samko et al. proposed this interesting extension of the
classical calculation of fractions. In the concept of fractional derivative with variable order, the order may vary either as a function of the independent differentiation variable $(t)$ or as a function of another (possibly spatial) variable $(x)$, or both. Therefore, the derivative models described using variable-order fractional derivatives are useful and appropriate for the epidemic models. We can obtain the results of fractional order and integer order as a special case from variable-order mathematical models [11-18].

In this article, we will present the theta finite different method with the discretization of new hybrid fractional operator. This operator is called the constant proportional Caputo variable-order fractional derivative ( $\mathrm{CPC}-\Theta$ FDM) and is used to study the proposed model numerically. In the literature, the theta finite differences method ( $\Theta F D M$ ) method, also called the weighted average finite differences method (WAFDM), is one of the finite difference methods $[19,20]$. This method could be an explicit method or an implicit method (more stable and efficient), depending on the weight factor $\Theta \in[0,1]$. Using Caputo and Riesz-Feller derivatives, this method was developed for a nonstandard finite difference method [21,22].

The goal of this work is to present and analyze a hybrid variable-order fractional model of multi-vaccination for COVID-19. The new variable-order hybrid derivatives are defined as the linear combination of the variable-order Riemann-Liouville integral and the variable-order derivative of Caputo. This is one of the most effective and reliable of these operators; it is more general than the Caputo fractional operator. Positivity, boundedness and stability will be proved in the current model.

Moreover, one of the aims of this article is developing CPC- $\Theta$ FDM for solving the variable-order fractional differential equations numerically and we will compare the obtained results with the results obtained with the fourth order generalized Runge-Kutta method (GRK4M) [23] and the method in [24]. Moreover, we extended the method in [24] to variable order. The analysis of stability and convergence of the proposed method will be studied. Numerical simulations will be given to confirm the efficiency and wide applicability of the proposed method.

To our knowledge, no numerical investigations of a hybrid variable-order fractional for multi-vaccination for a COVID-19 mathematical model utilizing CPC- - FDM have been conducted.

This paper is organized as follows: Some notations and definitions of variable-order fractional derivatives are introduced in Section 2. In Section 3, the model with a hybrid variable order is presented; moreover, the positivity, boundedness, existence and uniqueness of the solutions and the stability of the present model are discussed. In Section 4, the numerical methods GRK4M and CPC- - SFDM are studied; moreover, stability analyses for these methods are proved. In Section 5, numerical simulations are presented. The conclusions are ultimately outlined in Section 6.

## 2. Notations and Preliminaries

In this section, we review several key definitions of variable-order calculus that will be utilized throughout the remainder of this article.

Definition 1. Caputo's derivatives (right-left side variable-order fractional $\alpha(t)$ ) are defined, respectively, as follows [25]:

$$
\begin{align*}
& \left({ }^{C} D_{b-}^{\alpha(t)} f\right)(x)=\left({ }_{t}^{C} D_{b}^{\alpha(t)} f\right)(t)=\frac{(-1)^{n}}{\Gamma(n-\alpha(t))} \int_{t}^{b} \frac{f^{(n)}(s)}{(s-t)^{-n+\alpha(t)+1}} d s, \quad b>t  \tag{1}\\
& \left({ }^{C} D_{a+}^{\alpha(t)} f\right)(t)=\left({ }_{a}^{C} D_{t}^{\alpha(t)} f\right)(t)=\frac{1}{\Gamma(n-\alpha(t))} \int_{a}^{t} \frac{f^{(n)}(s)}{(t-\xi)^{-n+\alpha(t)+1}} d s, \quad t>a \tag{2}
\end{align*}
$$

$$
f(t) \in A C^{n}[a, b], n=1+[\Re(\alpha(t))], \Re(\alpha(t)) \notin \mathbb{N}_{0}
$$

Definition 2. Let $1>\alpha(t)>0,-\infty<a<b<+\infty$; the right-left side variable-order fractional Riemann-Liouville's integral and $f(t) \in A C^{n}[a, b]$ are given as follows [25]:

$$
\begin{align*}
{ }_{t} I_{b}^{\alpha(t)} f(t) & =\left[\int_{t}^{b} f(s)(t-s)^{\alpha(t)-1} d s\right] \frac{1}{\Gamma(\alpha(t))}, t<b,  \tag{3}\\
{ }_{a} I_{t}^{\alpha(t)} f(t) & =\left[\int_{a}^{t} f(s)(t-s)^{\alpha(t)-1} d s\right] \frac{1}{\Gamma(\alpha(t))}, t>a . \tag{4}
\end{align*}
$$

$$
\alpha(t) \in \mathbb{C} .
$$

Definition 3 ([26]). The variable-order fractional Caputo proportional operator (CP) is given as follows:

$$
\begin{align*}
{ }_{0}^{C P} D_{t}^{\alpha(t)} y(t) & =\int_{0}^{t}(\Gamma(1-\alpha(t)))^{-1}(t-s)^{-\alpha(t)}\left(y^{\prime}(s) K_{0}(s, \alpha(t))+y(s) K_{1}(s, \alpha(t))\right) d s, \\
& =\left(\frac{\Gamma(1-\alpha(t))^{-1}}{t^{\alpha(t)}}\right)\left(y^{\prime}(t) K_{0}(t, \alpha(t))+y(t) K_{1}(t, \alpha(t))\right) . \tag{5}
\end{align*}
$$

$K_{1}(\alpha(t), t)=(-\alpha(t)+1) t^{\alpha(t)}, \quad K_{0}(\alpha(t), t)=t^{(1-\alpha(t))} \alpha(t), \quad 1>\alpha(t)>0$.
Alternatively, the constant proportional Caputo (CPC) variable-order fractional hybrid operator can be formulated as follows [26]:

$$
\begin{align*}
{ }_{0}^{C P C} D_{t}^{\alpha(t)} y(t) & =\left(\int_{0}^{t}(t-s)^{-\alpha(t)} \frac{1}{\Gamma(1-\alpha(t))}\left(K_{1}(\alpha(t)) y(s)+y^{\prime}(s) K_{0}(\alpha(t))\right) d s\right) \\
& =K_{1}(\alpha(t))_{0}^{R L} I_{t}^{1-\alpha(t)} y(t)+K_{0}(\alpha(t))_{0}^{C} D_{t}^{\alpha(t)} y(t), \tag{6}
\end{align*}
$$

$K_{0}(\alpha(t))=Q^{(-\alpha(t)+1)} \alpha(t), \quad K_{1}(\alpha(t))=Q^{\alpha(t)}(-\alpha(t)+1)$, where $Q$ is a constant.
Definition 4. Moreover, its inverse operator is [26]:

$$
\begin{equation*}
{ }_{0}^{C P C} I_{t}^{\alpha(t)} y(t)=\left(\int_{0}^{t} \exp \left[\frac{K_{1}(\alpha(t))}{K_{0}(\alpha(t))}(t-s)\right]{ }_{0}^{R L} D_{t}^{1-\alpha(t)} y(s) d s\right) \frac{1}{K_{0}(\alpha(t))} . \tag{7}
\end{equation*}
$$

## 3. A Hybrid Variable-Order Mathematical Model

A variable-order multiple vaccination model for COVID-19 is presented below; it is an extension of the model given in [24]. To satisfy the dimensional fit between the two sides of the resulting variable-order fraction equations, the variable-order operator is modified by an auxiliary parameter $\sigma$. As a result, the dimension of the left side is (day) ${ }^{-1}$ [27]. The following is the updated variable-order nonlinear fractional mathematical model:

$$
\begin{aligned}
& \frac{1}{\sigma^{1-\alpha(t)}}{ }_{0}^{C P C} D_{t}^{\alpha(t)} S=\Lambda-v_{1} S-v_{2} S-v_{3} S-\lambda S-\mu S, \\
\frac{1}{\sigma^{1-\alpha(t)}{ }^{C}}{ }^{C P C} D_{t}^{\alpha(t)} V_{1} & =v_{1} S-\left(1-\xi_{1}\right) \lambda V_{1}-\mu V_{1}, \\
\frac{1}{\sigma^{1-\alpha(t)}{ }^{C}}{ }^{C P C} D_{t}^{\alpha(t)} V_{2} & =v_{2} S-\left(1-\xi_{2}\right) \lambda V_{2}-\mu V_{2}, \\
\frac{1}{\sigma^{1-\alpha(t)}{ }^{C}}{ }^{C P C} D_{t}^{\alpha(t)} V_{3} & =v_{3} S-\left(1-\xi_{3}\right) \lambda V_{3}-\mu V_{3}, \\
\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} A & =f_{3}\left(1-\xi_{3}\right) \lambda V_{3}+f_{2}\left(1-\xi_{2}\right) \lambda V_{2}+f_{1}\left(1-\xi_{1}\right) \lambda V_{1}-\left(\gamma_{A}+\mu\right) A+p \lambda S,
\end{aligned}
$$

$$
\begin{align*}
& \frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C}{ }^{P P} D_{t}^{\alpha(t)} I_{U}=(1-p) \lambda S-\left(\gamma_{I U}+d_{I U}+\alpha_{1} \mu\right) I_{U}, \\
& \frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C}{ }^{C} D_{t}^{\alpha(t)} I_{V}=\left(1-f_{2}\right)\left(1-\xi_{2}\right) \lambda V_{2}+\left(1-f_{3}\right)\left(1-\xi_{3}\right)+\left(1-f_{1}\right)\left(1-\xi_{1}\right) \lambda V_{1} \lambda V_{3} \\
& -\left(\gamma_{I V}+(1-\phi) \alpha \mu+d_{I V}\right) I_{V}, \\
& \frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C}{ }^{C P} D_{t}^{\alpha(t)} I_{S}=\alpha_{1}(1-\phi) I_{V}-\left(d_{I S}+\mu+\gamma_{I S}\right) I_{S}+\alpha_{1} I_{U}, \\
& \frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} R=\gamma_{A} A+\gamma_{I U} I_{U}+\gamma_{I V} I_{V}+\gamma_{I S} I_{S}-\mu R .  \tag{8}\\
& \lambda=\beta N_{H}^{-1}\left(I_{U}+\theta A+\eta_{v} I_{v}\right), \\
& S+V_{1}+V_{2}+V_{3}+A+I_{U}+I_{V}+I_{S}+R=N_{H}(t),
\end{align*}
$$

with the initial conditions

$$
\begin{align*}
& S(0)=s_{0} \geq 0, \quad V_{1}(0)=v_{10} \geq 0, \quad V_{2}=v_{20} \geq 0, \quad V_{3}=v_{30} \geq 0, \quad A=a_{0} \geq 0, \quad I_{U}=i_{u 0} \geq 0, \\
& I_{V}=i_{v 0} \geq 0, \quad I_{S}=i_{s 0}, R(0)=r_{0} \geq 0 . \tag{9}
\end{align*}
$$

Figure 1 shows the flowchart of the model (8). Table 1 shows the definitions of variables for system (8). The hypotheses of the model for the rate of each type of vaccination are the same as in [24], as follows:
$1 \quad N_{H}(t)=S+V_{1}+V_{2}+V_{3}+A+I_{u}+I_{v}+I_{s}+R$.
2 Vaccination simulations of the proposed model in the strategy implementing only the Pfizer vaccine $\left(f_{1} \neq 0, \xi_{1} \neq 0, \phi_{1} \neq 0, v_{1} \neq 0\right)$, where these parameters are defined as in Table 2.
3 Vaccination simulations of the proposed model in the strategy implementing only Moderna vaccine $\left(\xi_{2} \neq 0, f_{2} \neq 0, v_{2} \neq 0, \phi_{2} \neq 0\right)$.
4 Vaccination simulations of the proposed model in the strategy implementing only Janssen vaccine $\left(\xi_{3} \neq 0, f_{3} \neq 0, v_{3} \neq 0, \phi_{3} \neq 0\right)$.

We can verify the boundedness of the solution for the suggested model (8) as follows:

$$
\begin{array}{r}
\frac{1}{\sigma^{1-\alpha(t)}}\left({ }_{0}^{C P C} D_{t}^{\alpha(t)} S+{ }_{0}^{C P C} D_{t}^{\alpha(t)} R+{ }_{0}^{C P C} D_{t}^{\alpha(t)} V_{3}+{ }_{0}^{C P C} D_{t}^{\alpha(t)} V_{2}+{ }_{1}^{C t V}+\right. \\
\left.{ }_{0}^{C P C} D_{t}^{\alpha(t)} A+{ }_{0}^{C P C} D_{t}^{\alpha(t)} S+{ }_{0}^{C P C} D_{t}^{\alpha(t)} I_{S}+{ }_{0}^{C P C} D_{t}^{\alpha(t)} I_{V}+{ }_{0}^{C P C} D_{t}^{\alpha(t)} I_{U}\right)=\sigma^{-1+\alpha(t)}{ }_{0}^{C P C} D_{t}^{\alpha(t)} N_{H}(t), \\
\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} N_{H}(t)=\Lambda-\mu N_{H}(t)-\left[d_{I V} I_{V}+d_{I U} I_{U}+d_{I S} I_{S}\right], \quad N_{H}(0)=A \geq 0,  \tag{10}\\
\Lambda-(\mu+3 \delta) N_{H} \leq \frac{d N_{H}}{d t}<\Lambda-\mu N_{H}, \quad \delta=\min \left\{d_{I V}, d_{I U}, d_{I S}\right\} .
\end{array}
$$

Therefore, we have $N_{H}(t) \leq \Lambda \mu^{-1}$, at $t \longrightarrow \infty$. The feasible region

$$
\Omega=\left\{S, A, I_{U}, I_{V}, I_{S}, R, V_{3}, V_{1}, V_{2} \in \mathbb{R}^{9}, N_{H}(t) \leq \Lambda \mu^{-1}\right\}
$$

System (8) has a solution in $\Omega$. This verifies the boundedness of the solution.

Table 1. Variables of system (8).

| Variable | Interpretation |
| :---: | :---: |
| $R$ | Humans who have recovered |
| $S$ | Unvaccinated susceptible individuals |
| $V_{3}$ | Vaccinated using vaccination number three (Oxford Johnson \& Johnson) |
| $V_{2}$ | Vaccinated using vaccination number two (Moderna) |
| $V_{1}$ | Vaccinated using vaccination number one (Pfizer) |
| $I_{S}$ | Individuals with severe sickness and hospitalization who are symptomatic |
|  | (vaccinated and unvaccinated) (under complete isolation) |
| $I_{V}$ | Symptomatic people who have been vaccinated |
| $I_{U}$ | Symptomatic people who have not been immunized |
| $A$ | Asymptomatic individuals (vaccinated and unvaccinated) |



Figure 1. Flowchart for system (8).
Theorem 1. Using (9), for $t \geq 0$ solutions of (8) are still nonnegative.
Proof. Using (9), we obtain [28]:

$$
\begin{align*}
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} S\right|_{S=0}=\Lambda \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} V_{1}\right|_{V_{1}=0}=V_{1} S \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} V_{2}\right|_{V_{2}=0}=V_{2} S \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} V_{3}\right|_{V_{3}=0}=V_{3} S \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} A\right|_{A=0}=\left(1-\xi_{2}\right) f_{2} \lambda V_{2}+\left(1-\xi_{3}\right) f_{3} \lambda V_{3}+p \lambda S+\left(1-\xi_{1}\right) f_{1} \lambda V_{1} \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} I_{U}\right|_{I_{U}=0}=(1-p) \lambda S \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}}{ }^{C P C} D_{t}^{\alpha(t)} I_{V}\right|_{I_{V}=0}=\left(1-\xi_{2}\right) \lambda\left(1-f_{2}\right) V_{2}+\left(1-\xi_{3}\right) \lambda V_{3}\left(1-f_{3}\right)+\left(1-\xi_{1}\right) \lambda V_{1}\left(1-f_{1}\right) \geq 0, \\
& \left.\frac{1}{\sigma^{1-\alpha(t)}{ }^{C}}{ }^{C P C} D_{t}^{\alpha(t)} I_{S}\right|_{I_{S}=0}=\alpha_{1} I_{U}+(1-\phi) \alpha_{1} I_{V} \geq 0, \\
& \left.\frac{1}{\sigma^{-\alpha(t)+1}}{ }_{0}^{C P C} D_{t}^{\alpha(t)} R\right|_{R=0}=\gamma_{A} A+\gamma_{I U} I_{U}+\gamma_{I V} I_{V}+\gamma_{I S} I_{S} \geq 0 . \tag{11}
\end{align*}
$$

### 3.1. Uniqueness and Existence

The existence and uniqueness of the solutions of the proposed model will be established using Banach fixed point theorem. Let system (8) be written as follows [4]:

$$
\begin{equation*}
{ }_{0}^{C P C} D_{t}^{\alpha(t)} \varepsilon(t)=\omega(\varepsilon(t), t), \quad \varepsilon(0)=\varepsilon_{0} \geq 0, \tag{12}
\end{equation*}
$$

$\varepsilon(t)=\left(S, A, I_{U}, I_{V}, I_{S}, R, V_{3}, V_{1}, V_{2}\right)^{T}$ represents the variables of the proposed system (8) and $\omega$ is a vector that represents the equations in the right of the system (8).

$$
\left(\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3} \\
\omega_{4} \\
\omega_{5} \\
\omega_{6} \\
\omega_{7} \\
\omega_{8} \\
\omega_{9}
\end{array}\right)=\left(\begin{array}{c}
\sigma^{1-\alpha(t)}\left(\Lambda-v_{1} S-v_{2} S-v_{3} S-\lambda S-\mu S\right) \\
\sigma^{1-\alpha(t)}\left(v_{1} S-\left(1-\xi_{1}\right) \lambda V_{1}-\mu V_{1}\right) \\
\sigma^{1-\alpha(t)}\left(v_{1} S-\left(1-\xi_{2}\right) \lambda V_{2}-\mu V_{2}\right) \\
\sigma^{1-\alpha(t)}\left(v_{1} S-\left(1-\xi_{3}\right) \lambda V_{3}-\mu V_{3}\right) \\
\sigma^{1-\alpha(t)}\left(\left(1-\xi_{2}\right) \lambda f_{2} V_{2}+\left(1-\xi_{1}\right) \lambda f_{1} V_{1}+\left(1-\xi_{3}\right) \lambda f_{3} V_{3}-\left(\gamma_{A}+\mu\right) A\right)+p \lambda S \\
\sigma^{1-\alpha(t)}\left((1-p) \lambda S-\left(\gamma_{I U}+d_{I U}+\alpha_{1} \mu\right) I_{U}\right) \\
\sigma^{1-\alpha(t)}\left(\left(1-\xi_{2}\right) \lambda\left(1-f_{2}\right) V_{2}+\left(1-\xi_{3}\right) \lambda\left(1-f_{3}\right) V_{3}+\left(1-\xi_{1}\right) \lambda\left(1-f_{1}\right) V_{1}-\left(d_{I V}+\alpha(1-\phi) \mu\right) I_{V}+\gamma_{I V}\right) \\
\sigma^{1-\alpha(t)}\left(\alpha_{1} I_{U}-\left(d_{I S}+\mu+\gamma_{I S}\right) I_{S}\right)+\alpha_{1}(1-\phi) I_{V} \\
\sigma^{1-\alpha(t)}\left(\gamma_{I U} I_{U}+\gamma_{I V} I_{V}+\gamma_{I S} I_{S}-\mu R+\gamma_{A} A\right)
\end{array}\right),
$$

with an initial condition $\varepsilon_{0}$. Furthermore, Lipschitz requirements as in [4] are satisfied:

$$
\begin{equation*}
\left\|\oplus\left(\varepsilon_{1}(t), t\right)-\omega\left(\varepsilon_{2}(t), t\right)\right\| \leq W^{0}\left\|\varepsilon_{1}(t)-\varepsilon_{2}(t)\right\|, \quad W^{0} \in \mathbb{R} \tag{13}
\end{equation*}
$$

Theorem 2. If the following conditions are met:

$$
\begin{equation*}
\frac{\mathrm{W}^{0} \digamma_{\max }^{\alpha(t)} X_{\max }^{\alpha(t)}}{\Gamma(\alpha(t)-1) K_{0}(\alpha(t))}<1, \tag{14}
\end{equation*}
$$

the hybrid variable-order fractional model (8) has a unique solution.
Proof. Applying (6) in (12), we have:

$$
\begin{equation*}
\varepsilon(t)=\varepsilon\left(t_{0}\right)+\frac{1}{K_{0}(\alpha(t))} \int_{0}^{t} \exp \left(-\frac{K_{1}(\alpha(t))}{K_{0}(\alpha(t))}(t-s)\right)_{0}^{R L} D_{t}^{1-\alpha(t)} \omega(\varepsilon(s), s) d s . \tag{15}
\end{equation*}
$$

Let $B: C\left(K, \mathbb{R}^{9}\right) \longrightarrow C\left(K, \mathbb{R}^{9}\right)$ and $K=(0, T)$; then:

$$
\begin{equation*}
B[\varepsilon(t)]=\varepsilon\left(t_{0}\right)+\frac{1}{K_{0}(\alpha(t))} \int_{0}^{t} \exp \left(-\frac{K_{1}(\alpha(t))}{K_{0}(\alpha(t))}(t-s)\right)_{0}^{R L} D_{t}^{1-\alpha(t)} \omega(\varepsilon(s), s) d s \tag{16}
\end{equation*}
$$

We have:

$$
B[\varepsilon(t)]=\varepsilon(t) .
$$

The supremum norm on $K$ is represented by $\|\cdot\|_{K}$. Thus

$$
\|\varepsilon(t)\|_{K}=\sup _{t \in K}\|\varepsilon(t)\|, \quad \varepsilon(t) \in C\left(K, \mathbb{R}^{9}\right)
$$

So, $\|\cdot\|_{K}$ with $C\left(K, \mathbb{R}^{9}\right)$ is a Banach space. Then, the following relation holds:

$$
\Lambda\|\varphi(s, t)\|_{K}\|\varepsilon(s)\|_{K} \geq\left\|\int_{0}^{t} \varphi(s, t) \varepsilon(s) d s\right\|, \quad 0<t<\Lambda<\infty
$$

with $\varphi(s, t) \in C\left(K^{2}, \mathbb{R}^{9}\right) \varepsilon(t) \in C\left(K, \mathbb{R}^{9}\right)$,
then $\sup _{t, s \in K}|\varphi(s, t)|=\|\varphi(s, t)\|_{K}$.
Relation (16) can be written as:

$$
\begin{align*}
\left\|B\left[\varepsilon_{1}(t)\right]-B\left[\varepsilon_{2}(t)\right]\right\|_{K} & \leq \| \frac{1}{K_{0}(\alpha(t))} \int_{0}^{t} \exp \left(-\frac{K_{1}(\alpha(t))}{K_{0}(\alpha(t))}(t-s)\right)\left({ }_{0}^{R L} D_{t}^{1-\alpha(t)} \omega\left(\varepsilon_{1}(s), s\right)\right. \\
& \left.-{ }_{0}^{R L} D_{t}^{1-\alpha(t)} \omega\left(\varepsilon_{2}(s), s\right)\right) d s \|_{K} . \\
& \leq \frac{\digamma_{\max }^{\alpha(t)}}{K_{0}(\alpha(t)) \Gamma(\alpha(t)-1)}\left\|\int_{0}^{t}(t-s)^{\alpha(t)-2}\left(\omega\left(\varepsilon_{1}(s), s\right)-\omega\left(\varepsilon_{2}(s), s\right)\right) d s\right\|_{K}, \\
& \leq \frac{F_{\max }^{\alpha(t)} X_{\max }^{\alpha(t)}}{K_{0}(\alpha(t)) \Gamma(\alpha(t)-1)}\left\|\omega\left(\varepsilon_{1}(t), t\right)-\omega\left(\varepsilon_{2}(t), t\right)\right\|_{K} \\
& \leq \frac{W^{0} \digamma_{\max }^{\alpha(t)} X_{\max }^{\alpha(t)}}{K_{0}(\alpha(t)) \Gamma(\alpha(t)-1)}\left\|\varepsilon_{1}(t)-\varepsilon_{2}(t)\right\|_{K} . \tag{17}
\end{align*}
$$

Then

$$
\begin{equation*}
\left\|B\left[\varepsilon_{1}(t)\right]-B\left[\varepsilon_{2}(t)\right]\right\|_{K} \leq L\left\|\varepsilon_{1}(t)-\varepsilon_{2}(t)\right\|_{K}, \tag{18}
\end{equation*}
$$

where

$$
L=\frac{W^{0} \digamma_{\max }^{\alpha(t)} X_{\max }^{\alpha(t)}}{K_{0}(\alpha(t)) \Gamma(\alpha(t)-1)} .
$$

$B$ is a contraction operator if $1>L$. So (8) has a unique solution.

Table 2. The definition of all parameters of system (8).

| Parameter | Interpretation | Baseline Value (per day ${ }^{-1}$ ) | Reference |
| :---: | :---: | :---: | :---: |
| $\Lambda$ | Recruitment rate | $\frac{29,200,000}{75 \times 365}$ day $^{-1}$ | [29] |
| $\beta$ | Rate of effective transmission | 0.00016708 | [24] |
| $\mu$ | Natural death rate | $\frac{1}{75 \times 365}$ day $^{-1}$ | [29] |
| $\xi_{3}$ | Efficacy of the Janssen vaccine | ${ }^{5 \times 1}$ | [1] |
| $\xi_{2}$ | Efficacy of the Moderena vaccine | 0.945 | [30] |
| $\xi_{1}$ | Efficacy of the Pfizer vaccine | 0.95 | [31] |
| $v_{3}$ | Rate of Janssen vaccination | 0.00053 day $^{-1}$ | [24] |
| $v_{2}$ | Rate of Moderena vaccination | 0.0042 day $^{-1}$ | [24] |
| $v_{1}$ | Rate of Pfizer vaccination | 0.0059 day $^{-1}$ | [24] |
| $p$ | Unvaccinated susceptibles who move to the asymptomatic stage are a small percentage of the total | 0.5 | [24] |
| $\theta$ | A parameter was changed to limit the transmissibility of asymptomatic people | 0.7 | [32] |
| $\phi$ | Vaccine effectiveness against severe COVID-19 sickness | 0.8 | [2] |
| $f_{i}$ | The percentage of susceptibles who received the vaccine and went on to develop subclinical disease | 0.5 | [24] |
| $\gamma_{A}, \gamma_{I U}, \gamma_{I V}, \gamma_{I S}$ | Individuals in $A, I_{U}, I_{V}$ and $I_{S}$ classes, respectively; the programme has a high rate of recovery | 0.13978 day $^{-1}$ | [24] |
| $d_{I U}, d_{I V}, d_{I S}$ | Death rates from disease for people in the $I_{U}, I_{V}$ and $I_{S}$ groups, respectively | 0.015 | [32] |
| $\alpha_{1}$ | The rate at which severe COVID-19 sickness develops | 0.3 | [32] |

### 3.2. Local Stability

The basic reproduction number is calculated in this section. The next generation operator method is used to investigate the local stability of the disease-free equilibrium (DFE), which is given by solving $\frac{1}{\sigma^{1-\alpha(t)}}{ }_{0}^{C P C} D_{t}^{\alpha(t)}()=$.0 of model (8) and considering $I_{U}=I_{V}=I_{S}=0$. Then, we obtained $D_{0}$, where $D_{0}$ is the DFE and is given by [33]:

$$
\begin{gathered}
D_{0}=\left(\tilde{S}, \tilde{V}_{3}, \tilde{V}_{2}, \tilde{V}_{1}, \tilde{A}, \tilde{I}_{V}, \tilde{I}_{S}, \tilde{I}_{U}, \tilde{R}\right)= \\
\left(\frac{\Lambda}{\left(v_{3}+v_{2}+v_{1}+\mu\right)}, \frac{v_{3} \Lambda}{\left(v_{3}+v_{2}+v_{1}+\mu\right)}, \frac{v_{2} \Lambda}{\left(v_{3}+v_{2}+v_{1}+\mu\right)}, \frac{v_{1} \Lambda}{\left(v_{1}+v_{2}+v_{3}+\mu\right)^{\prime}},\right. \\
\left.\frac{\Lambda}{\left(v_{1}+v_{\lambda} 2+v_{3}+\mu\right)}, 0,0,0,0\right)
\end{gathered}
$$

As a result, the matrix $V$ of the transfer of individuals between compartments and the matrix $F$ of new infection terms are provided by
$F=\sigma^{1-\alpha(t)}\left(\begin{array}{cccc}\frac{\beta \theta \tilde{Q}}{\tilde{N}_{H}} & \frac{\beta \tilde{Q}}{\tilde{N}_{H}} & \frac{\beta \eta_{V} \tilde{Q}}{\tilde{N}_{H}} & 0 \\ (1-p) \frac{\beta \theta \tilde{S}}{\tilde{N}_{H}} & (1-p) \frac{\beta \tilde{S}}{\tilde{N}_{H}} & (1-p) \frac{\beta \eta_{V} \tilde{S}}{\tilde{N}_{H}} & 0 \\ \frac{\beta \theta \theta \bar{v}}{\tilde{N}_{H}} & \frac{\beta \tilde{v}}{\tilde{N}_{H}} & \frac{\beta \eta_{V \tilde{v}}}{\tilde{N}_{H}} & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$,
with $\tilde{v}=\left(1-\xi_{3}\right)\left(1-f_{3}\right) \tilde{V}_{3}+\left(1-\xi_{2}\right)\left(1-f_{2}\right) \tilde{V}_{2}+\left(1-\tilde{\xi}_{1}\right)\left(1-f_{1}\right) \tilde{V}_{1}$, $\tilde{Q}=\left(1-\xi_{3}\right) f_{3} \tilde{V}_{3}+\left(1-\xi_{1}\right) f_{1} \tilde{V}_{1}+\left(1-\xi_{2}\right) f_{2} \tilde{V}_{2}+p \tilde{S}$.
$V=\sigma^{1-\alpha(t)}\left(\begin{array}{cccc}\mu+\gamma_{A} & 0 & 0 & 0 \\ 0 & \gamma_{I U}+d_{I U}+\alpha_{1}+\mu & 0 & 0 \\ 0 & 0 & \gamma_{I V}+d_{I V}+(1-\phi) \alpha_{1}+\mu & 0 \\ 0 & -\alpha_{1} & -(1-\phi) \alpha_{1} & \gamma_{I U}+d_{I U}+\mu\end{array}\right)$.
The model's basic reproduction number, denoted by $R_{0}$, is given by [34,35]:

$$
\begin{equation*}
\rho\left(F V^{-1}\right)=R_{0}=\sigma^{1-\alpha(t)} \beta\left(\frac{(1-p) E_{1} E_{3} \mu+E_{1} E_{2} \eta_{V} Y_{1}+E_{2} E_{3} \eta_{A} \theta \Upsilon_{2}}{\mu\left(v_{1}+v_{2}+v_{3}\right) E_{1} E_{2} E_{3}}\right) \tag{19}
\end{equation*}
$$

with $E_{1}=\left(\gamma_{A}+\mu\right)$,
$E_{2}=\left(\gamma_{I U}+d_{I U}+\alpha_{1}+\mu\right)$,
$E_{3}=\left(\alpha_{1}(1-\phi)+d_{I V}+\mu+\gamma_{I V}\right)$,
$Y_{1}=\left(1-\xi_{3}\right)\left(1-f_{3}\right) v_{3}+\left(1-\xi_{1}\right)\left(1-f_{1}\right) v_{1}+\left(1-\xi_{2}\right)\left(1-f_{2}\right) v_{2}$,
$\Upsilon_{2}=\left(1-\xi_{3}\right) f_{3} v_{3}+\left(1-\xi_{2}\right) f_{2} v_{2}+\mu p\left(1-\xi_{1}\right) f_{1} v_{1}$.
Theorem 3. The disease-free equilibrium point $D_{0}$ of model (8) is locally asymptotically stable (LAS) if $R_{0}<1$ and unstable if $R_{0}>1$.

Proof. The Jacobian matrix of the system (8) at the DFE is used to investigate the local stability of model (8) [33,36].

$$
J\left(D_{0}\right)=\sigma^{1-\alpha(t)}\left(\begin{array}{ccccccccc}
X & 0 & 0 & 0 & A_{1} & A_{2} & A_{3} & 0 & 0 \\
\nu_{1} & -\mu & 0 & 0 & B_{1} & B_{2} & B_{3} & 0 & 0 \\
v_{2} & 0 & -\mu & 0 & F_{1} & F_{2} & F_{3} & 0 & 0 \\
v_{3} & 0 & 0 & -\mu & G_{1} & G_{2} & G_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & M_{1} & M_{2} & M_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & N_{1} & N_{2} & N_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & Z_{1} & Z_{2} & Z_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha_{1} & (1-\phi) \alpha_{1} & -E_{4} & 0 \\
0 & 0 & 0 & 0 & \gamma_{A} & \gamma_{I U} & \gamma_{I V} & \gamma_{I S} & -\mu
\end{array}\right),
$$

where $X=-\left(v_{1}+v_{2}+v_{3}+\mu\right), A_{1}=-\frac{\beta \theta \tilde{S}_{H}}{\tilde{N}_{H}}, A_{2}=-\frac{\beta \tilde{S}_{H}}{\tilde{N}_{H}}, A_{3}=-\frac{\beta \eta_{V} \tilde{S}_{H}}{\tilde{N}_{H}}$,

$$
\begin{aligned}
& B_{1}=-\left(1-\xi_{1}\right) \frac{\beta \theta \tilde{V}_{1}}{\tilde{N}_{H}}, B_{2}=-\left(1-\xi_{1}\right) \frac{\beta \tilde{V}_{1}}{\tilde{N}_{H}}, B_{3}=-\left(1-\xi_{1}\right) \frac{\beta \eta_{V} \tilde{V}_{1}}{\tilde{N}_{H}}, \\
& F_{1}=-\left(1-\xi_{2}\right) \frac{\beta \theta \tilde{V}_{2}}{\tilde{N}_{H}}, F_{2}=-\left(1-\xi_{2}\right) \frac{\beta \tilde{V}_{2}}{\tilde{N}_{H}}, F_{3}=-\left(1-\xi_{2}\right) \frac{\beta \eta_{V} \tilde{V}_{2}}{\tilde{N}_{H}}, \\
& G_{1}=-\left(1-\xi_{3}\right) \frac{\beta \theta \tilde{V}_{3}}{\tilde{N}_{H}}, G_{2}=-\left(1-\xi_{3}\right) \frac{\beta \tilde{V}_{3}}{\tilde{N}_{H}}, G_{3}=-\left(1-\xi_{3}\right) \frac{\beta \eta_{V} \tilde{V}_{3}}{\tilde{N}_{H}}, \\
& M_{1}=\frac{\beta \theta \tilde{Q}}{\tilde{N}_{H}}-E_{1}, M_{2}=\frac{\beta \tilde{Q}}{\tilde{N}_{H}}, M_{3}=\frac{\beta \eta_{V} \tilde{Q}}{\tilde{N}_{H}}, \\
& N_{1}=\frac{\beta \theta(1-p) \tilde{S}_{H}}{\tilde{N}_{H}}, N_{2}=\frac{\beta(1-p) \tilde{S}_{H}}{\tilde{N}_{H}}-E_{2}, N_{3}=\frac{\beta(1-p) \eta_{V} \tilde{S}_{H}}{\tilde{N}_{H}}, \\
& Z_{1}=\frac{\beta \theta \tilde{v}}{\tilde{N}_{H}}, Z_{2}=\frac{\beta \tilde{v}}{\tilde{N}_{H}}, Z_{3}=\frac{\beta \eta \eta_{V}}{\tilde{N}_{H}}-E_{3}, \\
& E_{4}=\left(\gamma_{I S}+d_{I S}+\mu\right) .
\end{aligned}
$$

The characteristic equation:
$\left(v_{3}+v_{1}+v_{2}+\mu+\lambda\right)\left(\lambda^{3}+\left(E_{1}+E_{2}+E_{3}-\frac{(1-p) \tilde{S}+\eta_{V} \tilde{v}+\eta_{V} \theta \tilde{Q}}{N_{H}} \beta\right) \lambda^{2}\right.$
$+\left(E_{1} E_{2}+E_{1} E_{3}+E_{2} E_{3}-\beta\left[\left(E_{1}+E_{3}\right)(1-p) \tilde{S}+\left(E_{1}+E_{2}\right) \eta_{V} \tilde{v}\right.\right.$
$\left.\left.\left.+\left(E_{2}+E_{3}\right) \eta_{A} \theta \tilde{Q}\right]\right) \lambda+E_{1} E_{2} E_{3}\left(1-R_{0}\right)\right)(\mu+\lambda)^{4}\left(\lambda+E_{4}\right)=0$.
Then, we have
$(\lambda+\mu)=0,\left(\lambda+E_{4}\right)=0,\left(\lambda+\nu_{1}+\nu_{2}+v_{3}+\mu\right)=0 ;$
the arguments are $\arg \left(\lambda_{k}\right)>\frac{\pi}{a}>k \frac{2 \pi}{a}>\frac{\pi}{M}>\frac{\pi}{2 M}$, where $k=0,1,2,3, \ldots, a-1$.

$$
\begin{gathered}
\left(\lambda^{3}+\left(E_{1}+E_{2}+E_{3}-\beta \frac{(1-p) \tilde{S}+\eta_{V} \tilde{v}+\eta_{V} \theta \tilde{Q}}{N}\right) \lambda^{2}+\left(E_{1} E_{2}+E_{1} E_{3}+E_{2} E_{3}-\right.\right. \\
\left.\left.\beta\left[\left(E_{1}+E_{3}\right)(1-p) \tilde{S}+\left(E_{1}+E_{2}\right) \eta_{V} \tilde{v}+\left(E_{2}+E_{3}\right) \eta_{A} \theta \tilde{Q}\right]\right) \lambda+E_{1} E_{2} E_{3}\left(1-R_{0}\right)\right)=0 .
\end{gathered}
$$

We can rewrite the above equation as:

$$
\begin{equation*}
\lambda^{3}+a \lambda^{2}+b \lambda+c=0 \tag{20}
\end{equation*}
$$

where

$$
a=\left(E_{1}+E_{2}+E_{3}-\beta \frac{(1-p) \tilde{S}+\eta_{V} \tilde{v}+\eta_{V} \theta \tilde{Q}}{\tilde{N}}\right),
$$

$$
b=\left(E_{1} E_{2}+E_{1} E_{3}+E_{2} E_{3}-\beta\left[\left(E_{1}+E_{3}\right)(1-p) \tilde{S}+\left(E_{1}+E_{2}\right) \eta_{V} \tilde{v}+\left(E_{2}+E_{3}\right) \eta_{A} \theta \tilde{Q}\right]\right),
$$

$$
c=E_{1} E_{2} E_{3}\left(1-R_{0}\right) .
$$

$$
\begin{equation*}
\lambda^{3}+a \lambda^{2}+b \lambda+c=0 \tag{21}
\end{equation*}
$$

We obtain

$$
\begin{gather*}
\lambda^{3}+a \lambda^{2}+b \lambda+c=\left(\lambda-\zeta_{11}\right)\left(\lambda^{2}-\tau \lambda+\zeta_{11}\right)  \tag{22}\\
\tau=-\left(a+\zeta_{11}\right)  \tag{23}\\
\zeta_{11}=b+\zeta_{11}\left(a+\zeta_{11}\right)  \tag{24}\\
c=-\zeta_{11} \delta_{11} \tag{25}
\end{gather*}
$$

Hence, the other two roots are given by

$$
\begin{gather*}
\zeta_{11,2,3}=\frac{1}{2}(\tau \pm \sqrt{\triangle})  \tag{26}\\
\triangle=\tau^{2}-4 \delta_{11}=a^{2}-2 a \zeta_{11}-\left(3 \zeta_{11}^{2}+4 b\right) \tag{27}
\end{gather*}
$$

These two roots are complex conjugate when $\triangle<0$, real and distinct when $\triangle>0$, and real and conincident when $\triangle=0$.
Considering that $\Delta=0$ occurs $a=\zeta_{11} \pm 2 \sqrt{\zeta_{11}^{2}+b}$, we have that if $\zeta_{11}^{2}+b<0$, then $\triangle>0$ and two distinct real roots given by

$$
\zeta_{11,2,3}=\frac{1}{2}(\tau \pm \sqrt{\triangle})
$$

If $\zeta_{11}^{2}+b=0$ then $\triangle=\left(a-\zeta_{11}\right)^{2}$ and two distinct real roots exist given by

$$
\zeta_{11,2,3}=\frac{1}{2}\left(\tau \pm\left|a-\zeta_{11}\right|\right)
$$

So that $\zeta_{11,2}=-\zeta_{11,1}$ and $\zeta_{11,3}=-a, \quad$ if $\zeta_{11,1}^{2}+b>0$ and $\left(\zeta_{11}-2 \sqrt{\zeta_{11}^{2}+b}\right)<a<$ $\left(\zeta_{11}+2 \sqrt{\zeta_{11}^{2}+b}\right)$, then $\triangle<0$ and two complex conjugate roots exist, given by $\zeta_{11,2,3}=$ $\alpha_{11} \pm i B_{11} \quad$ where $\quad \alpha_{22}=\frac{\tau}{2}, \quad B_{11}=\frac{\sqrt{4 \delta_{11}-\tau_{2}}}{2}=\sqrt{\delta_{11}-\alpha_{11}^{2}} . \quad a=\left(\zeta_{11}-2 \sqrt{\left(\zeta_{11}^{2}\right)+b}\right)$ or $a=\left(\zeta_{11}-2 \sqrt{\left.\left(\zeta_{11}^{2}\right)+a_{2}\right)}\right.$, then $(\triangle=0)$ and two concident real roots exist given by $\zeta_{11,2}=\zeta_{11,3}=\frac{\tau}{2}=\frac{a+\zeta_{11}}{2} \quad a<\left(\zeta_{11}-2 \sqrt{\left(\zeta_{11}^{2}\right)+a_{2}}\right)$ or $a_{1}>\left(\zeta_{11}-2 \sqrt{\left(\zeta_{11}^{2}\right)+b}\right)$. Then, $\triangle=0$ and two distinct real roots exists given by

$$
\zeta_{11,2,3}=\frac{1}{2}(\tau \pm \sqrt{\triangle})
$$

Applying the Routh-Hurwitz criterion [37], Equation (27) has roots with negative real parts if and only if $R_{0}<1$. Thus, the DFE is locally asymptotically stable.

## 4. Numerical Methods for Solving the Proposed Model

### 4.1. GRK4M

Consider the fractional derivatives with variable order given by the following equation:

$$
\begin{gather*}
{ }_{0}^{C} D_{t}^{\alpha(t)} \varepsilon(t)=f(t, \varepsilon(t)), \quad T_{f} \geq t>0, \quad 1 \geq \alpha(t)>0,  \tag{28}\\
\varepsilon(0)=\varepsilon_{0} .
\end{gather*}
$$

Using GRK4M [23], the approximate solution of (28) is:

$$
\begin{gather*}
\varepsilon_{n+1}=\varepsilon_{n}+\frac{1}{6}\left(K_{1}+2 K_{2}+2 K_{3}+K_{4}\right),  \tag{29}\\
K_{1}=\mathrm{Y} f\left(t_{n}, \varepsilon_{n}\right) \\
K_{2}=\mathrm{Y} f\left(t_{n}+\frac{1}{2} \mathrm{Y}, \varepsilon_{n}+\frac{1}{2} K_{1}\right), \\
K_{3}=\mathrm{Y} f\left(t_{n}+\frac{1}{2} \mathrm{Y}, \varepsilon_{n}+\frac{1}{2} K_{2}\right), \\
K_{4}=\mathrm{Y} f\left(t_{n}+\mathrm{Y}, \varepsilon_{n}+K_{3}\right),
\end{gather*}
$$

where $\mathrm{Y}=\frac{\tau^{\alpha\left(t_{n}\right)}}{\Gamma\left(\alpha\left(t_{n}\right)+1\right)}$.

### 4.2. Stability of GRK4M

To investigate the stability of GRK4M, we shall utilize the following test problem of variable-order linear differential equation for simplicity:

$$
\begin{gather*}
{ }_{0}^{C} D_{t}^{\alpha(t)} \varepsilon(t)=\varepsilon(t) v, T_{f} \geq t>0, \quad v<0, \quad 1 \geq \alpha(t)>0,  \tag{30}\\
\varepsilon(0)=\varepsilon_{0} .
\end{gather*}
$$

As in [23], Equation (30) is written as follows:

$$
\begin{equation*}
\varepsilon\left(t_{i+1}\right)=\varepsilon\left(t_{i}\right)+\frac{1}{6} \frac{v \tau^{\alpha\left(t_{i}\right)}}{\Gamma\left(1+\alpha\left(t_{i}\right)\right)} \varepsilon\left(t_{i}\right), \quad i=0,1, \ldots, n-1 . \tag{31}
\end{equation*}
$$

Then, we have the following equation [38]:

$$
\begin{equation*}
\varepsilon\left(t_{i+1}\right)=\left(1+\frac{1}{6} \frac{\tau^{\alpha\left(t_{i}\right)} v}{\Gamma\left(1+\alpha\left(t_{i}\right)\right)}\right)^{i} \varepsilon_{0} \tag{32}
\end{equation*}
$$

The condition of stability [38]:

$$
-1<\left(\frac{1}{6} \frac{\tau^{\alpha\left(t_{i}\right)} v}{\Gamma\left(1+\alpha\left(t_{i}\right)\right)}+1\right)<1
$$

## 4.3. $C P C-\Theta F D M$

Consider:

$$
\begin{equation*}
{ }_{0}^{C P C} D_{t}^{\alpha(t)} \varepsilon(t)=\xi(t, \varepsilon(t)), \quad \varepsilon(0)=\varepsilon_{0}, \quad 1 \geq \alpha(t)>0 . \tag{33}
\end{equation*}
$$

Relationship (6) can be expressed as follows:

$$
\begin{align*}
{ }_{0}^{C P C} D_{t}^{\alpha(t)} \varepsilon(t) & =\frac{1}{\Gamma(1-\alpha(t))} \int_{0}^{t}(t-s)^{-\alpha(t)}\left(K_{1}(\alpha(t)) \varepsilon(s)+K_{0}(\alpha(t)) \varepsilon^{\prime}(s)\right) d s, \\
& =K_{1}(\alpha)_{0}^{R L} I_{t}^{1-\alpha(t)} \varepsilon(t)+K_{0}(\alpha(t))_{0}^{C} D_{t}^{\alpha(t)} \varepsilon(t), \\
& =K_{1}(\alpha)_{0}^{R L} D_{t}^{\alpha(t)-1} \varepsilon(t)+K_{0}\left(\alpha(t){ }_{0}^{C} D_{t}^{\alpha(t)} \varepsilon(t),\right. \tag{34}
\end{align*}
$$

Using $\Theta F D M$ and GL-approximation, we can discretize (34) as shown below:

$$
\begin{align*}
& \left.{ }_{0}^{C P C} D_{t}^{\alpha(t)} \varepsilon(t)\right|_{t=t^{n}}=\frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}\left(\varepsilon_{n+1}+\sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}\right)} \\
& +\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha_{n}}}\left(\varepsilon_{n+1}-\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}-\varsigma_{n+1} \varepsilon_{0}\right),  \tag{35}\\
& \frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}\left(\varepsilon_{n+1}+\sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}\right)+\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)}}\left(\varepsilon_{n+1}-\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}-\varsigma_{n+1} \varepsilon_{0}\right)} \\
& =(\Theta) \xi\left(\varepsilon\left(t_{n}\right), t_{n}\right)+(1-\Theta) \xi\left(\varepsilon\left(t_{n+1}\right), t_{n+1}\right), \tag{36}
\end{align*}
$$

where, $\omega_{0}=1, \omega_{i}=\left(1-\frac{\alpha\left(t_{n}\right)}{i}\right) \omega_{i-1}, t^{n}=n \tau, \tau=\frac{T_{f}}{N}, N$ is a natural number, $\varrho_{i}=$ $(-1)^{i-1}\binom{\alpha\left(t_{n}\right)}{i}, \varrho_{1}=\alpha\left(t_{n}\right), \varsigma_{i}=\frac{i^{\alpha\left(t_{n}\right)}}{\Gamma\left(1-\alpha\left(t_{n}\right)\right)}$. Moreover, consider that [39]:

$$
0<\varrho_{i+1}<\varrho_{i}<\ldots<\varrho_{1}=\alpha\left(t_{n}\right)<1
$$

$$
0<\varsigma_{i+1}<\varsigma_{i}<\ldots<\varsigma_{1}=\frac{1}{\Gamma\left(-\alpha\left(t_{n}\right)+1\right)}, \quad i=1,2, \ldots, n+1
$$

Remark 1. If $K_{1}(\alpha(t))=0$ and $K_{0}(\alpha(t))=1$ in (36), we can obtain the discretization of Caputo operator with theta finite difference technique ( $C-\Theta$ FDM).

### 4.4. CPC- $\Theta F D M$ Stability Analysis

The stability of method (36) will be considered here. We shall utilize the test problem of variable-order linear differential equation, for simplicity:

$$
\left(\begin{array}{l}
C P C  \tag{37}\\
0
\end{array} D_{t}^{\alpha(t)}\right) \varepsilon(t)=A \varepsilon(t), \quad t>0, \quad A<0, \quad 0<\alpha(t) \leq 1 .
$$

By (34) and GL-approximation, we can discretize (37) as shown below:

$$
\begin{align*}
& \frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}}\left(\varepsilon_{n+1}+\sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}\right)+\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)}}\left(\varepsilon_{n+1}-\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}-\varsigma_{n+1} \varepsilon_{0}\right) \\
& =\Theta A \varepsilon_{n}+(1-\Theta) A \varepsilon_{n+1} ; \tag{38}
\end{align*}
$$

put $C=\frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}}, \quad B=\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)}}$. Then, from boundness theorem [40], we have:

$$
\begin{equation*}
\varepsilon_{n+1}=\frac{1}{C+B}\left(A \varepsilon_{n}-C \sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}+B\left(\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}+\zeta_{n+1} \varepsilon_{0}\right)\right) \leq \varepsilon_{n} \tag{39}
\end{equation*}
$$

This means $\varepsilon_{0} \geq \varepsilon_{1} \geq \ldots \geq \varepsilon_{n-1} \geq \varepsilon_{n} \geq \varepsilon_{n+1}$. Then, method (36) is stable.

### 4.5. Convergence of the Method

Equation (34) can be discretized as shown below:

$$
\begin{align*}
& \left.{ }_{0}^{C P C} D_{t}^{\alpha(t)} \varepsilon(t)\right|_{t=t^{n}}
\end{aligned}=\frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}\left(\varepsilon_{n+1}+\sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}\right)} \begin{aligned}
&+\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha_{n}}}\left(\varepsilon_{n+1}-\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}-\zeta_{n+1} \varepsilon_{0}\right), \\
& \frac{K_{1}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)-1}\left(\varepsilon_{n+1}+\sum_{i=1}^{n+1} \omega_{i} \varepsilon_{n+1-i}\right)+\frac{K_{0}\left(\alpha\left(t_{n}\right)\right)}{\tau^{\alpha\left(t_{n}\right)}}\left(\varepsilon_{n+1}-\sum_{i=1}^{n+1} \varrho_{i} \varepsilon_{n+1-i}-\zeta_{n+1} \varepsilon_{0}\right)}  \tag{40}\\
&-\Theta \xi\left(\varepsilon\left(t_{n}\right), t_{n}\right)-(1-\Theta) \xi\left(\varepsilon\left(t_{n+1}\right), t_{n+1}\right)=T_{R n}
\end{align*}
$$

where

$$
\begin{gathered}
\left\|T_{R n}\right\|_{\infty}<W, \quad W=C \max _{0 \leq i \leq n+1}\left|\varepsilon_{i+1}\right|, \\
C=\left(\tau^{\alpha\left(t_{i}\right)-1}+\tau^{\alpha\left(t_{i}\right)}\right) .
\end{gathered}
$$

The proposed method is convergent because it is stable and consistent [41], then (41) is convergent.

## 5. Numerical Results

In the following, we solved (8) numerically using GRK4M (29) and CPC- $\Theta$ FDM (36). Using CPC- $\Theta$ FDM for solving (8), we obtained $(9 N+9)$ of the nonlinear algebraic system with $(9 N+9)$ unknown.

$$
\left(S, V_{1}, V_{2}, V_{3}, A, I_{U}, I_{V}, I_{S}, R\right)
$$

can be solved using an appropriate iterative method based on the assumed beginning conditions. For the real data, we use [24]; the authors in this reference used the literature to obtain some parameter values and the remaining values were fitted to the data for the state of Texas, USA. They fitted the data of (8) solutions with the data for the state of Texas from 13 March to 29 June 2021 [29,42]. The model was fitted with three datasets, Moderna, Janssen, and Pfizer, with immunization data for Texas state. The three vaccination rates $v_{1}, v_{2}$ and $v_{3}$ corresponding to each vaccine as well as the effective contact rate for COVID-19 transmission, $\beta$, are estimated. According to publicly available data, the total population of the state of Texas, USA, for the year 2021 was 29,200,000 [1]. Let $R(0)=5000$, $V_{2}(0)=4,016,005, A(0)=50,000, V_{3}(0)=129,859, S(0)=24,000,000, I_{U}(0)=17,000$, $I_{V}(0)=15,000, V_{1}(0)=4,115,127$ and $I_{S}(0)=10,000$. The parameter values are given in Table 2. To show that the proposed scheme is efficient, we compare the results that we obtained in this paper with the results that were found in reference [24], which are given in Figure 2 in constant fractional order. Figure 3 shows the behavior of the approximate
solution of (8) (using the method in [24]) with different values of $\alpha(t)$. As can be seen from this figure, when the value of the fractional derivative changes over time, the results are different and this can dramatically affect the behavior of the model. This confirms the generality of the variable-order derivatives. Unfortunately, this method gives us unstable solutions, as in Figure 4a, when the value of the step size equals one. Moreover, we obtained the stable solutions using the proposed method $\mathrm{CPC}-\Theta F D M$ and $\Theta=0$, in the fully implicit case given in this paper. This confirms that the method in [24] is stable only when the step size is very small, while our used method is stable regardless of the value of the step size. Figure 5 shows the behavior of the approximate solution of (8) (using CPC- $\Theta$ FDM and $\Theta=0.5, Q=0.00025$ ) with different values of $\alpha(t)$. The approximate solution behavior of (8) is shown in Figure $6(\Theta=1$ and using CPC- $\Theta$ FDM $)$ with different values of $\alpha(t)$, $Q=0.00025$. The approximate solution behavior of (8) (using GRK4M with different values of $\alpha(t)$ ) is shown in Figure 7. Figure 8 shows the behavior of the approximate solution of (8) (using CPC- $\Theta$ FDM when $K_{0}(\alpha(t))=1, K_{1}(\alpha(t))=0$ and $\Theta=0$ ) with different values of $\alpha(t)$. We noted that by comparing our results with different variable orders and constant orders as given in [24] and Figure 5, the result in the case of constant order is agreement. Moreover, by compering the results given in Figures 7 and 8, the result given using CPC- $\Theta$ FDM (fully implicit case) is convergent, better than the results given using GRK4 when we use nonlinear $\alpha(t)$. Figure 9 shows the relation between $R$ and $I_{v}, I_{u}, I_{s}, A$ using CPC- - FDM (fully implicit case) and nonlinear $\alpha(t)$. Furthermore, we found that the variable-order derivative order model is a more general model than the fractional order model given in [24] and integer order; a new behavior of the solution appears by using different values of $\alpha(t)$. Moreover, we can obtain the fractional Caputo operator as a special case from the CPC operator when $K_{0}(\alpha(t))=1, K_{1}(\alpha(t))=0$. Moreover, we can obtain the fractional Caputo operator as a special case from the CPC operator if $K_{0}(\alpha(t))=1, K_{1}(\alpha(t))=0$. The solutions obtained using the new method CPC-@FDM can be explicit ( $\Theta=1$ ) or implicit $(0 \leq \Theta \leq 1$, ) and fully implicit with accurate solution when $(\Theta=0)$.


Figure 2. Real data [24] versus fitting model (8).


Figure 3. The solution behavior using the method in [24] with different values of $\alpha(t)$.


Figure 4. The solution behavior using the method [24] in (a) and using CPC- $\Theta$ FDM and $\Theta=0$, in (b).
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Figure 5. The solution behavior acquired via CPC- $\Theta$ FDM and $\Theta=0.5$, of (8).
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Figure 6. The solution behavior acquired via $\mathrm{CPC}-\Theta F D M$ and $\Theta=1$ of (8).


Figure 7. The solution behavior acquired via GRK4M of (8).


Figure 8. The solution behavior acquired via $\mathrm{CPC}-\Theta F D M$ and $\Theta=0$ of (8).


Figure 9. The relation between the variables concerning nonlinear $\alpha(t)$ using CPC- $\Theta$ FDM and $\Theta=0$.

## 6. Conclusions

A novel hybrid variable-order fractional multi-vaccination model for COVID-19 is presented in this paper in order to further explore the spread of COVID-19. The main advantage of the hybrid variable-order fractional operator is that it can be defined as a linear combination of the variable-order integral of Riemann-Liouville and the variable-order Caputo derivative; it is one of the most effective and reliable operators and it is more general than the Caputo fractional operator. The proposed model's dynamics are improved and its complexity is increased by employing variable-order fractional derivatives. Furthermore, the variable-order fractional Caputo operator can be derived as a special case from the CPC operator. Existence, boundedness, uniqueness, positivity and stability of the proposed model are established for the model. To be compatible with the physical model, a new parameter $\sigma$ is added. The proposed model is numerically studied using CPC- - FDM and GRK4M. CPC- $\Theta$ FDM depends on the values of the factor $\Theta$. It can be explicit $(\Theta=1)$ or fully implicit $(\Theta=0)$ with a large stability region. We compared our results with the real data from the state of Texas in the United States. Moreover, the results obtained from the CPC- - FDM are more stable than the results obtained from the proposed method in [24]. As a result, some graphs are provided for various linear and non-linear variable-order derivatives. In the future, the presented study can be extended to optimal control and to examine the impact of multiple vaccination strategies on the dynamics of COVID-19 in a population.
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#### Abstract

The focus of the research presented in this paper is on a new generalized family of degenerate three-variable Hermite-Appell polynomials defined here using a fractional derivative. The research was motivated by the investigations on the degenerate three-variable Hermite-based Appell polynomials introduced by R. Alyosuf. We show in the paper that, for certain values, the well-known degenerate Hermite-Appell polynomials, three-variable Hermite-Appell polynomials and Appell polynomials are seen as particular cases for this new family. As new results of the investigation, the operational rule for this new generalized family is introduced and the explicit summation formula is established. Furthermore, using the determinant formulation of the Appell polynomials, the determinant form for the new generalized family is obtained and the recurrence relations are also determined considering the generating expression of the polynomials contained in the new generalized family. Certain applications of the generalized three-variable Hermite-Appell polynomials are also presented showing the connection with the equivalent results for the degenerate Hermite-Bernoulli and Hermite-Euler polynomials with three variables.
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## 1. Introduction and Preliminaries

Fractional calculus, a branch of mathematical analysis, examines the possibility of using the differentiation operators of real or complex number powers. Theoretical studies successfully employ fractional calculus operators, which are also applicable in a variety of science and engineering domains. A comprehensive overview of the theory and applications of the fractional-calculus operators can be seen in recent review papers [1,2].

A powerful method for dealing with fractional derivatives is the combination of integral transforms and special polynomials; see, for instance, [3].

For $\min \{\operatorname{Re}(v), \operatorname{Re}(b)\}>0$, the integral of the form [4] (p. 218),

$$
\begin{equation*}
\int_{0}^{\infty} e^{-b t} t^{v-1} d t=\Gamma(v) b^{-v} \tag{1}
\end{equation*}
$$

is called Euler's integral of the second kind. Consequently, the following consequences are obtained in [3]:

$$
\begin{equation*}
\Gamma(v)\left(\alpha-\frac{\partial}{\partial u}\right)^{-v} f(u)=\int_{0}^{\infty} e^{-\alpha t} t^{v-1} e^{t} \frac{\partial}{\partial u} f(u) d t=\int_{0}^{\infty} e^{-\alpha t} t^{v-1} f(u+t) d t \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma(v)\left(\alpha-\frac{\partial^{2}}{\partial u^{2}}\right)^{-v} f(u)=\int_{0}^{\infty} e^{-\alpha t} t^{v-1} e^{t} \frac{\partial^{2}}{\partial u^{2}} f(u) d t \tag{3}
\end{equation*}
$$

Particularly in recent years, a number of generalizations of special functions in mathematical physics have seen a significant evolution. Many mathematical physics issues can be solved analytically thanks to the recent developments in special functions theory, which have various wide-range applications. Multi-variable and multi-index special functions represent a substantial improvement in the theory of generalized special functions. Both in the realm of pure mathematics and in real-world applications, special functions have been recognized for their importance. To address the problems appearing in the theory of abstract algebra and partial differential equations, the necessity for multi-variable and multi-index special functions is acknowledged. In physics, the Hermite polynomials are used to produce the quantum harmonic oscillator's eigenstates and to solve the Schrodinger equation for the harmonic oscillator. They are also employed as Gaussian quadrature in numerical analysis and the notion of multiple-index, multiple-variate Hermite polynomials were given by Hermite in [5]. Degenerate q-Hermite polynomials are defined by means of generating function in [6], and significant properties have been determined.

Recently, additional extensions of special polynomials have been built on the foundation of Euler's integral. When establishing operational definitions and generating relations for the generalized and innovative forms of special polynomials in [3], Dattoli em et al. employed Euler's integral. Thus, using (1), a generalization of a number of special polynomials including hybrid special polynomials was introduced by several authors. Extended Laguerre-Appell polynomials are considered for research in [7]. A new class of $q$-Sheffer-Appell polynomials was introduced and studied in [8] and certain positive linear operators together with the Sheffer-Appell polynomial sequences were investigated in [9]. Fractional calculus aspects were connected to special polynomials involving Appell sequences in the study presented in [10]. Complex Appell polynomials and their degenerate-type polynomials were studied in [11] and it iwas shown that the results can be applied to complex Bernoulli polynomials and complex Euler polynomials. Further studies involve Gould-Hopper-based Frobenius-Genocchi polynomials, Lagrange-Hermite polynomials [12] and generalized Legendre-Laguerre-Appell polynomials are investigated through fractional calculus.

In a recent study, R. Alyosuf [13] introduced degenerate three-variable Hermite-based Appell polynomials (D-3VHAP) listed by the generating relation:

$$
\begin{equation*}
\sum_{m=0}^{\infty} \mathcal{J} R_{m}(u, v, w ; \chi) \frac{t^{m}}{m!}=\mathcal{Y}(t, u, v, w ; \chi)=R(t)(1+\chi)^{\frac{u t}{\chi}}(1+\chi)^{\frac{v t^{2}}{\chi}}(1+\chi)^{\frac{w t^{3}}{\chi}} \tag{4}
\end{equation*}
$$

which possess the series definition:

$$
\begin{equation*}
\sum_{k=0}^{m}\binom{m}{k} \mathcal{J}_{m-k}(u, v, w ; \chi) R_{k}={ }_{\mathcal{J}} R_{m}(u, v, w ; \chi) \tag{5}
\end{equation*}
$$

and are represented by operational rule:

$$
\begin{equation*}
\exp \left(\frac{v \chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\left\{R_{m}(u)\right\}={ }_{\mathcal{J}} R_{m}(u, v, w ; \chi) \tag{6}
\end{equation*}
$$

where, $R_{m}(u)$ are Appell polynomials [14]given by generating relation:

$$
\begin{equation*}
\sum_{k=0}^{\infty} R_{k}(u) \frac{t^{k}}{k!}=R(t) \exp (u t) \tag{7}
\end{equation*}
$$

with $R(t)$ being the convergent power series given by:

$$
\begin{equation*}
\sum_{k=0}^{\infty} R_{k} \frac{t^{k}}{k!}=R(t), \quad R_{0} \neq 0 \tag{8}
\end{equation*}
$$

Fractional operators offer a more accurate representation of complex systems that cannot be modeled using integer-order derivatives. Hence, they have significant applications in various fields, including numerous branches of mathematics, physics [15], engineering [16], and finance [17]. For example, the behavior of viscoelastic materials, biological systems and electrical networks can be described using fractional operators [18]. Additionally, fractional operators have applications in electromagnetics, where those operators are used to describe the behavior of electromagnetic waves in media with fractional-order dielectric and magnetic properties [19]. Other applications of fractional calculus can be seen in [20].

The work of Datolli and colleagues [3] and that of R. Alyusof [13] served as a source of inspiration and motivation for the investigation reported in this paper due to the tremendous relevance of fractional operators. The generalized form of a convoluted degenerate hybrid special polynomial family is constructed here by using the fractional operator called Eulers' integral given by (1). A generalized degenerate Hermite-based Appell polynomial family denoted by $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$ is introduced using the generating expression:

$$
\begin{equation*}
\frac{R(z)(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!} \tag{9}
\end{equation*}
$$

These hybrid special polynomials could be useful in image processing and computer vision to enhance image quality and extract features. Further, they have applications in financial mathematics, where they model the behavior of stock prices, interest rates, and other financial variables.

The focus of the present article is to present the study on the features of the generalized forms of the hybrid degenerate special polynomials connected to the Hermite polynomials through the extensive use of integral transforms and operational principles. The main contributions of the paper are contained in Sections 2 and 3, after a comprehensive introduction where all the necessary previously known results are listed. The novelty starts in Section 2, where fractional derivatives are used to introduce a generalized version of degenerate three-variable Hermite-Appell polynomials. These polynomials are further investigated and for them, summation formula, determinant form and recurrence relations are also deduced. Section 3 includes several applications of the new results involving generalized degenerate three-variable Hermite-Appell polynomials as well as equivalent results for the degenerate Hermite-Bernoulli and Hermite-Euler polynomials with three variables.

## 2. Generalized Forms of Mixed Special Polynomials

We first establish the following result before introducing the generalized version of the degenerate three-variable Hermite-Appell polynomials:

Theorem 1. For the generalized degenerate three-variable Hermite-Appell polynomials ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$, the following operational rule holds true:

$$
\begin{equation*}
\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} R_{m}(u)={ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta) \tag{10}
\end{equation*}
$$

Proof. Substituting $b$ with $\alpha-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)$ in integral (1) and the resulting equation on $R_{m}(u)$, we discover

$$
\begin{array}{r}
\left(\alpha-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} R_{m}(u) \\
=\frac{1}{\Gamma(v)} \int_{0}^{\infty} e^{-\alpha t} t^{v-1} \exp \left(v t \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w t\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right) R_{m}(u) d t, \tag{11}
\end{array}
$$

which in view of Equation (6) gives

$$
\begin{array}{r}
\left(\alpha-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} R_{m}(u)= \\
\frac{1}{\Gamma(v)} \int_{0}^{\infty} e^{-\alpha t} t^{v-1} \mathcal{J}_{m}(u, v t, w t ; \chi) d t \tag{12}
\end{array}
$$

A new family of polynomials is defined by the transform on the right-hand side of Equation (12). Using the symbol $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$ to identify this unique family of polynomials, we may create the generalized degenerate three-variable Hermite Appell polynomials (D3VHAP) given by expression

$$
\begin{equation*}
{ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)=\frac{1}{\Gamma(v)} \int_{0}^{\infty} e^{-\alpha t} t^{v-1}{ }_{\mathcal{J}} R_{m}(u, v t, w t ; \chi) d t . \tag{13}
\end{equation*}
$$

In view of Equations (12) and (13), assertion (10) follows.
Next, we prove the following result, which will be applied to construct the generating function of the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ :

Theorem 2. For the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$, the following generating expression holds true:

$$
\begin{equation*}
\frac{R(z)(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!} \tag{14}
\end{equation*}
$$

Proof. When we multiply both sides of expression (13) by $\frac{z^{m}}{m!}$ and summing over $m$ adding the results, we obtain

$$
\begin{equation*}
\sum_{m=0}^{\infty} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!}=\sum_{m=0}^{\infty} \frac{1}{\Gamma(v)} \int_{0}^{\infty} e^{-\beta t} t^{v-1}{ }_{\mathcal{J}} R_{m}(u, v t, w t ; \chi) \frac{z^{m}}{m!} d t \tag{15}
\end{equation*}
$$

Using Equation (4) with $t$ replaced by $z$ in the right-hand side of Equation (15), it follows that

$$
\begin{equation*}
\sum_{m=0}^{\infty} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!}=\sum_{m=0}^{\infty} \frac{1}{\Gamma(v)} \int_{0}^{\infty} e^{-\beta t} t^{v-1} R(z)(1+\chi)^{\frac{u z+v z^{2} t+w z^{3} t}{\chi}} d t \tag{16}
\end{equation*}
$$

which in view of expression (1) yields assertion (14).
Corollary 1. For $R(z)=1$, the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ reduces to the degenerate three-variable Hermite polynomials $\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)$, therefore the corresponding operational rule and generating function for these polynomials are given by the expressions:

$$
\begin{equation*}
\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} u^{m}=\mathcal{J}_{m, v}(u, v, w ; \chi, \beta) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J}_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!} \tag{18}
\end{equation*}
$$

respectively.

Remark 1. For $\beta=v=1$, the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ reduces to the degenerate Hermite-Appell polynomials $\mathcal{J} R_{m}(u, v, w ; \chi)$ [13].

Remark 2. For $\alpha=v=1$ and $\chi \rightarrow 0$, the generalized D3VHAP ${ }_{\mathcal{J}} R_{m}(u, v, w ; \chi)$ becomes the 3VHAP [21].

Remark 3. For $\alpha=v=1, v=w=0$ and $\chi \rightarrow 0$, the generalized D3VHAP ${ }_{\mathcal{J}} R_{m}(u, v, w ; \chi)$ reduces to the Appell polynomials [14].

The next step is to prove the explicit summation formula for the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ :

Theorem 3. For, $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) i-e$, the generalized D3VHAP, the below listed explicit summation formula in terms of the generalized D3VHP $\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)$ holds true:

$$
\begin{equation*}
{ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)=\sum_{r=0}^{m}\binom{m}{r} R_{r} \mathcal{J}_{m-r, v}(u, v, w ; \chi, \beta) \tag{19}
\end{equation*}
$$

Proof. By inserting Equations (18) and (8) into the left-hand side of the expression (14), assertion (19) is obtained.

Corollary 2. The determinant formulation listed in [22] (p. 1533) of the Appell polynomials is used to obtain the determinant form of the generalized D3VHAP:

$$
\begin{aligned}
& R_{0}(u)=\frac{1}{\gamma_{0}}, \gamma_{0}=\frac{1}{R_{0}}, \\
& R_{m}(u)=\frac{(-1)^{m}}{\left(\gamma_{0}\right)^{n+1}}\left|\begin{array}{cccccc}
1 & u & u^{2} & \cdots & u^{m-1} & u^{m} \\
\gamma_{0} & \gamma_{1} & \gamma_{2} & \cdots & \gamma_{m-1} & \gamma_{m} \\
0 & \gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & 0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdot & \cdots & . & \cdot \\
\cdot & . & . & \cdots & . & . \\
0 & 0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|, \\
& \gamma_{m}=-\frac{1}{R_{0}}\left(\sum_{k=1}^{m}\binom{m}{k} R_{k} \gamma_{m-k}\right), m=1,2,3, \cdots,
\end{aligned}
$$

where $\gamma_{0}, \gamma_{1}, \cdots, \gamma_{m} \in \mathbb{R}, \gamma_{0} \neq 0$.

Theorem 4. For the generalized D3VHAP $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$, the following determinant form holds true:
${ }_{\mathcal{J}} R_{0, v}(u, v, w ; \chi, \beta)=\frac{1}{\gamma_{0}} \mathcal{J}_{m, v}(u, v, w ; \chi, \beta), \quad \gamma_{0}=\frac{1}{R_{0}}$,

$$
\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)
$$

$=\frac{(-1)^{m}}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}\mathcal{J}_{0, v}(u, v, w ; \chi, \beta) & \mathcal{J}_{1, v}(u, v, w ; \chi, \beta) & \cdots & \mathcal{J}_{m-1, v}(u, v, w ; \chi, \beta) & \mathcal{J}_{m, v}(u, v, w ; \chi, \beta) \\ \gamma_{0} & \gamma_{1} & \cdots & \gamma_{m-1} & \beta_{n} \\ 0 & \gamma_{0} & \cdots & \left.\begin{array}{c}m-1 \\ 1\end{array}\right) \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\ 0 & 0 & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\ \cdot & \cdot & \cdots & \cdot & \cdot \\ 0 & 0 & \cdots & \cdot & \cdot \\ 0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}\end{array}\right|$,

$$
\gamma_{m}=-\frac{1}{R_{0}}\left(\sum_{k=1}^{m}\binom{m}{k} R_{k} \gamma_{m-k}\right), \quad m=1,2,3, \cdots
$$

where $\gamma_{0}, \gamma_{1}, \cdots, \gamma_{m} \in \mathbb{R}, \gamma_{0} \neq 0$ and $\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)(m=0,1, \cdots)$ are the generalized D3VHP defined by Equation (18).

Proof. Taking $m=0$ in Equation (19) and then using Equation (17) in the resultant equation, it follows that:

$$
\begin{equation*}
{ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)=\frac{1}{\gamma_{0}} \mathcal{J}_{0, v}(u, v, w ; \chi, \beta), \quad \gamma_{0}=\frac{1}{R_{0}} . \tag{24}
\end{equation*}
$$

Expansion of the determinant in Equation (20) with respect to the first row gives

$$
\begin{align*}
& R_{m}(u)=\frac{(-1)^{m}}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{m-1} & \gamma_{m} \\
\gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdots & . & \cdot \\
. & . & \cdots & . & . \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right| \\
& -\frac{(-1)^{m} u}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{2} & \cdots & \gamma_{m-1} & \gamma_{m} \\
0 & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdots & \cdot & \cdot \\
\cdot & \cdot & \cdots & \cdot & \cdot \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|  \tag{25}\\
& +\frac{(-1)^{m} u^{2}}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{1} & \cdots & \gamma_{m-1} & \gamma_{m} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & 0 & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
\cdot & . & \cdots & \cdot & \cdot \\
. & . & \cdots & . & . \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|
\end{align*}
$$

$$
\begin{align*}
& +\cdots+\frac{(-1)^{2 m-1} u^{m-1}}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{1} & \gamma_{2} & \cdots & \gamma_{m} \\
0 & \gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m}{1} \gamma_{m-1} \\
0 & 0 & \gamma_{0} & \cdots & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & . & \cdots & . \\
0 & 0 & 0 & \cdots & \binom{m}{m-1} \gamma_{1}
\end{array}\right| \\
& +\frac{u^{m}}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{1} & \gamma_{2} & \cdots & \gamma_{m-1} \\
0 & \gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \\
0 & 0 & \gamma_{0} & \cdots & \binom{m-1}{2} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & \cdots & \gamma_{0}
\end{array}\right| \tag{26}
\end{align*}
$$

Since each minor in Equation (26) is independent of $u$, operating $\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+\right.\right.$ $\left.\left.w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v}$ on both sides of Equation (26) and then using Equations (10) and (17), we find

$$
\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)=\frac{(-1)^{m} \mathcal{J}_{0, v}(u, v, w ; \chi, \beta)}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{m-1} & \gamma_{m} \\
\gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
. & . & \cdots & . & . \\
. & . & \cdots & . & . \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|
$$

$$
-\frac{(-1)^{m} \mathcal{J}_{1, v}(u, v, w ; \chi, \beta)}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{2} & \cdots & \gamma_{m-1} & \gamma_{m} \\
0 & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdots & . & \cdot \\
\cdot & . & \cdots & . & \cdot \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|
$$

$$
+\frac{(-1)^{m} \mathcal{J}_{2, v}(u, v, w ; \chi, \beta)}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\gamma_{0} & \gamma_{1} & \cdots & \gamma_{m-1} & \gamma_{m} \\
0 & \gamma_{0} & \cdots & \binom{m-1}{1} \gamma_{m-2} & \binom{m}{1} \gamma_{m-1} \\
0 & 0 & \cdots & \binom{m-1}{2} \gamma_{m-3} & \binom{m}{2} \gamma_{m-2} \\
. & . & \cdots & \cdot & \cdot \\
. & . & \cdots & . & . \\
0 & 0 & \cdots & \gamma_{0} & \binom{m}{m-1} \gamma_{1}
\end{array}\right|+\cdots
$$

$$
\begin{align*}
& +\frac{(-1)^{2 m-1} \mathcal{J}_{m-1, v}(u, v, w ; \chi, \beta)}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{ccccc}
\beta_{0} & \gamma_{1} & \gamma_{2} & \cdots & \gamma_{m} \\
0 & \gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m}{1} \gamma_{m-1} \\
0 & 0 & \gamma_{0} & \cdots & \binom{m}{2} \gamma_{m-2} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & \cdots & \binom{m}{m-1} \gamma_{1}
\end{array}\right| \\
& +\frac{\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)}{\left(\gamma_{0}\right)^{m+1}}\left|\begin{array}{cccccc}
\gamma_{0} & \gamma_{1} & \gamma_{2} & \cdots & \gamma_{m-1} \\
0 & \gamma_{0} & \binom{2}{1} \gamma_{1} & \cdots & \binom{m-1}{1} \gamma_{m-2} \\
0 & 0 & \gamma_{0} & \cdots & \binom{m-1}{2} \gamma_{m-3} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & \cdots & \binom{m}{m-1} \gamma_{1}
\end{array}\right| . \tag{27}
\end{align*}
$$

Combining the components in Equation (27), the right-hand side leads to the theorem's proof (12).

Next, we derive the recurrence relations of the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ by considering their generating expression. A recurrence relation is an equation that iteratively creates a sequence or multidimensional array of values after one or more initial terms are given. The definition of each subsequent term in the series or array depends on the preceding terms. The listed recurrence relations of the generalized D3VHAP ${ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)$ are discovered by differentiating generating function (14) with respect to $u, v, w$, and $\beta$ :

$$
\begin{aligned}
\frac{\chi}{\log (1+\chi)} \frac{\partial}{\partial u}\left({ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)\right) & =m{ }_{\mathcal{J}} R_{m-1, v}(u, v, w ; \chi, \beta) \\
\frac{\chi}{\log (1+\chi)} \frac{\partial}{\partial v}\left({ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)\right) & =v m(m-1) \mathcal{J} R_{m-2, v+1}(u, v, w ; \chi, \beta), \\
\frac{\chi}{\log (1+\chi)} \frac{\partial}{\partial w}\left(\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)\right) & =v m(m-1)(m-2){ }_{\mathcal{J}} R_{m-3, v+1}(u, v, w ; \chi, \beta), \\
\frac{\partial}{\partial \beta}\left(\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)\right) & =-v{ }_{\mathcal{J}} R_{m, v+1}(u, v, w ; \chi, \beta) .
\end{aligned}
$$

Given the aforementioned relationships, we have

$$
\begin{gathered}
\frac{\chi}{\log (1+\chi)} \frac{\partial}{\partial v}\left({ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)\right)=-\frac{\partial^{3}}{\partial u^{2} \partial \beta} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta), \\
\left(\frac{n}{\log (1+\chi)}\right)^{2} \frac{\partial}{\partial w}\left(\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)\right)=-\frac{\partial^{4}}{\partial u^{3} \partial \beta} \mathcal{J} R_{m, v}(u, v, w ; \chi, \beta) .
\end{gathered}
$$

## 3. Applications

A variety of members of the Appell polynomial family can be obtained depending on the proper choice for the function $\mathcal{R}(t)$. Several applications in number theory, combinatorics, numerical analysis, and other areas of practical mathematics make use of these polynomials and numbers of Bernoulli, Euler, and Genocchi. The Taylor expansion, the trigonometric and hyperbolic tangent and cotangent functions, and the sums of powers of
natural numbers are only a few examples of mathematical formulas where the Bernoulli numbers can be found. In close proximity to the trigonometric and hyperbolic secant function origins, the Euler numbers enter the Taylor expansion. In graph theory, automata theory, and calculating the number of up-down ascending sequences, the Genocchi numbers are useful.

Thus, for suitable selection of $R(z)$ in (14), the following generating expressions for degenerate 3VH-Bernoulli, Euler and Genocchi polynomials hold:

$$
\begin{aligned}
& \frac{\frac{z}{e^{z}-1}(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!} \\
& \frac{\frac{z}{e^{z}+1}(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J} \mathfrak{E}_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!}
\end{aligned}
$$

and

$$
\frac{\frac{2 z}{e^{z}+1}(1+\chi)^{\frac{u z}{\chi}}}{\left[\beta-\frac{\left(v z^{2}+w z^{3}\right)}{\chi} \log (1+\chi)\right]^{v}}=\sum_{m=0}^{\infty} \mathcal{J} G_{m, v}(u, v, w ; \chi, \beta) \frac{z^{m}}{m!}
$$

The generalized D3VH-Bernoulli polynomials $\mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)$ and the generalized D3VH-Euler polynomials $\mathcal{J} \mathfrak{E}_{m, v}(u, v, w ; \chi, \beta)$ in view of (10) are defined using the following operational rules:

$$
\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} \mathfrak{B}_{m}(u)={ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta)
$$

and

$$
\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v} \mathfrak{E}_{m}(u)={ }_{\mathcal{J}} R_{m, v}(u, v, w ; \chi, \beta),
$$

respectively.
Appell polynomials are involved in various identities. The operational formalism outlined in the preceding section can be used to acquire the appropriate identification using the generalized Hermite-Appell polynomials. To do this, we take the following course of action:

The operator $\left(\beta-\left(v \frac{\chi}{\log (1+\chi)} D_{u}^{2}+w\left(\frac{\chi}{\log (1+\chi)}\right)^{2} D_{u}^{3}\right)\right)^{-v}$, referred to as $(\mathcal{O})$, is applied on both sides of a given relation.

We have the four applications listed below.

1. Consider first the following connections involving Bernoulli polynomials [23] (pp. 29-30):

$$
\begin{aligned}
& \mathfrak{B}_{m}(u+1)-\mathfrak{B}_{m}(u)=m u^{m-1}, \quad m=0,1,2, \ldots \\
& \sum_{k=0}^{m-1}\binom{m}{k} \mathfrak{B}_{k}(u)=m u^{m-1}, \quad m=2,3,4, \ldots \\
& \mathfrak{B}_{m}(k u)=k^{m-1} \sum_{k=0}^{m-1} \mathfrak{B}_{m}\left(u+\frac{k}{m}\right), \quad m=0,1.2, \ldots ; \quad k=1,2,3, \ldots
\end{aligned}
$$

The identities that contain the generalized D3VH-Bernoulli polynomials $\mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)$ are obtained by applying the operator $(\mathcal{O})$ to earlier expressions and taking into ac-
count operational rules (14) and (17) on the resulting expressions. They are listed as follows:

$$
\begin{gathered}
\mathcal{J} \mathfrak{B}_{m, v}(u+1, v, w ; \chi, \beta)-\mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)=m \mathcal{J}_{m-1, v}(u, v, w ; \chi, \beta), \quad m=0,1,2 \ldots, \\
\sum_{k=0}^{m-1}\binom{m}{k} \mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)=m \mathcal{J}^{\mathfrak{B}_{m-1, v}}(u, v, w ; \chi, \beta), \quad m=2,3,4 \ldots, \\
\mathcal{J} \mathfrak{B}_{m, v}\left(k u, k^{2} v, k^{3} w ; \chi, \beta\right)=k^{m-1} \sum_{k=0}^{m-1} \mathcal{J}^{\mathfrak{B}_{m-1, v}}(u+k / m, v, w ; \chi, \beta), \quad m=0,1,2, \ldots ; k=1,2, \cdots .
\end{gathered}
$$

2. We now use the the following relationships involving Euler polynomials [23] (pp. 29-30):

$$
\begin{aligned}
& \mathfrak{E}_{m}(u+1)+\mathfrak{E}_{m}(u)=2 u^{m} \\
& \mathfrak{E}_{m}(k x)=k^{m} \sum_{k=0}^{m-1}(-1)^{k} \mathfrak{E}_{m}\left(u+\frac{k}{m}\right) \quad m=0,1,2 \ldots ; k \text { odd },
\end{aligned}
$$

The following identities involving the generalized D3VH-Euler polynomials $\mathcal{J} \mathfrak{E}_{m, v}$ $(u, v, w ; \chi, \beta)$ are obtained:

$$
\begin{gathered}
\mathcal{J} \mathfrak{E}_{m, v}(u+1, v, w ; \chi, \beta)+\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)=2 \mathcal{J}_{m, v}(u, v, w ; \chi, \beta) . \\
\mathcal{J} \mathfrak{E}_{m, v}\left(k u, k^{2} v, k^{3} w ; \chi, \beta\right)=k^{m} \sum_{k=0}^{m-1}(-1)^{k} \mathcal{J E}_{m, v}(u+k / m, v, w ; \chi, \beta), \quad m=0,1.2, \ldots ; k \text { odd. }
\end{gathered}
$$

3. Next, we review the relationships between Bernoulli and Euler polynomials [23] (pp. 29-30), which are listed below:

$$
\begin{gathered}
\mathfrak{B}_{m}(u)=2^{-m} \sum_{k=0}^{m}\binom{m}{k} \mathfrak{B}_{m-k} \mathfrak{E}_{k}(2 u), \quad m=0,1,2 \ldots, \\
\mathfrak{E}_{m}(u)=\frac{2^{m+1}}{m+1}\left[\mathfrak{B}_{m+1}\left(\frac{u+1}{2}\right)-\mathfrak{B}_{m+1}\left(\frac{u}{2}\right)\right], \quad m=0,1,2 \ldots, \\
\mathfrak{E}_{m}(k u)=-\frac{2^{k^{m}}}{m+1} \sum_{k=0}^{m-1}(-1)^{k} \mathfrak{B}_{m+1}\left(\frac{u+k}{m}\right), \quad m=0,1,2 \ldots ; k \text { even } .
\end{gathered}
$$

When we apply the operator $(\mathcal{O})$ to the prior listed equations, we obtain:

$$
\begin{gathered}
\mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)=2^{-m} \sum_{k=0}^{m}\binom{m}{k} \mathfrak{B}_{m-k \mathcal{J}} \mathfrak{E}_{m, v}(2 u, 4 v, 8 w ; \chi, \beta), \quad m=0,1,2 \ldots, \\
\mathcal{J} \mathfrak{E}_{m, v}(u, v, w ; \chi, \beta)=\frac{2^{m+1}}{m+1}\left[\mathcal{J} R_{m+1, v}\left(\frac{u+1}{2}, \frac{v}{4}, \frac{w}{8} ; \chi, \beta\right)-\mathcal{J} \mathfrak{B}_{m+1, v}\left(\frac{u}{2}, \frac{v}{4}, \frac{w}{8} ; \chi, \beta\right)\right], m=0,1,2, \ldots \\
\mathcal{J} \mathfrak{E}_{m, v}\left(k u, k^{2} v, k^{3} w ; \chi, \beta\right)=-\frac{2 k^{m}}{m+1} \sum_{k=0}^{m-1}(-1)^{k} \mathcal{J}^{\mathfrak{B}_{m+1}, v}\left(\frac{u+k}{m}, v, w ; \chi, \beta\right), \quad m=0,1.2, \ldots ; k \text { even. }
\end{gathered}
$$

4. Further, the determinant definition of the generalized D3VH-Bernoulli polynomials $\mathcal{J} \mathfrak{B}_{m, v}(u, v, w ; \chi, \beta)$ is derived by assuming $\gamma_{0}=1$ and $\gamma_{i}=\frac{1}{i+1}(i=1,2, \cdots, n)$ in (22) and (23) and the determinant formulation of the generalized D3VH-Euler polynomials $\mathcal{J} E m, v(u, v, w ; \chi, \beta)$ is derived by taking $\gamma 0=1$ and $\gamma i=\frac{1}{2}(i=$ $1,2, \cdots, n$ ) in expressions (22) and (23).
The examples above show how the operational connection between the Appell and generalized D3VHAP polynomials may be used to find solutions for the generalized D3VHAP polynomials.

## 4. Conclusions

Inspired by the study conducted in [13], where three-variable degenerate Hermitebased Appell polynomials have been introduced and studied, the new generalized family of degenerate three-variable Hermite-Appell polynomials $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$ is introduced in Section 2 of this paper. For these polynomials $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$, Theorem 1 provides the operational rule. Theorem 2 gives the generating expression for the function $\mathcal{J}_{m, v}(u, v, w ; \chi, \beta)$ and the connection of this family to the degenerate Hermite-Appell polynomials, threevariable Hermite-Appell polynomials and Appell polynomials. The explicit summation formula for polynomials $\mathcal{J} R_{m, v}(u, v, w ; \chi, \beta)$ is proved in Theorem 3 and the determinant form for the generalized family is obtained in Theorem 4. The recurrence relations of the generalized three-variable degenerate Hermite-based Appell polynomials are also derived. In Section 3, certain applications of the results obtained in Section 2 are presented giving the equivalent results for the degenerate Hermite-Bernoulli and Hermite-Euler polynomials with three variables. These generalized degenerate hybrid special polynomials associated with Hermite polynomials have a wide range of applications in mathematics and physics. These polynomials may arise naturally in the study of quantum mechanics, in probability theory, where these polynomials may be related to the normal distribution, which is one of the most important distributions in probability theory. In approximation theory, these polynomials can be used as a basis for approximating functions and serve as a powerful tool for numerical analysis. Further, in statistical mechanics, Hermite polynomials are used to calculate the partition function and thermodynamic properties of ideal gases and can be used in Fourier analysis to decompose functions into a sum of orthogonal functions.

By using operational approaches, the development of new functional families is facilitated as well as the derivation of the characteristics of those functional families linked to regular and generalized special functions. Dattoli and his colleagues recognized the significance of the use of operational techniques in the study of special functions that are intended to provide explicit solutions for families of partial differential equations, including those of the Heat and D'Alembert type, and their applications; see, for example $[3,24,25]$ when applied to multi-variable generalized special functions in conjunction with the monomiality principle. This article's method can be utilized as a helpful tool in novel analytical techniques for the solutions of a large class of partial differential equations that are regularly encountered in physical issues.

Further, future research can be conducted in order to find the symmetric identities and determinant forms for these polynomials. Additionally, implicit summation formulae can be taken as future observations.
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#### Abstract

The optimal control theory in mathematics aims to study the finding of control for a dynamic system over time, where an objective function is optimized. It has a broad range of applications in engineering, operations research, and science. The main purpose of this study is to provide numerical algorithms for two cases of optimal control problems of fractional order that involve fractional order derivatives with free and non-free terminal time. In addition to comparing the numerical results for three test problems with exact solutions of these problems, various computer simulations are also introduced.
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## 1. Introduction

Optimal control is the study of finding a dynamic control system over time in order to optimize an objective function. It has many uses in operations research, engineering, and science. For instance, the dynamic system could be a spacecraft with controls that correspond to rocket thrusters, and the goal could be to reach the moon using the least amount of fuel. In terms of result, the dynamic system could be a country's economy with the goal to minimize unemployment; in this scenario, the controls could be fiscal and monetary policy. It is also possible to integrate operations research issues into the framework of optimal control theory by using a dynamic system. Additionally, a branch of mathematics and physics known as the fractional dynamics examines how objects and systems behave by differentiating fractional orders. Research on fractional dynamical systems has produced novel findings that have attracted the interest of a significant audience of professionals, including mathematicians, physicists, applied researchers, and practitioners. This is due to the topic's wide applications in science and technology. In contrast to integer-order models, however, fractional-order models offer the potential to express non-local relations in time and space using power law memory kernels [1]. Consequently, this indicates that they offer more accurate and more realistic results. Moreover, the standard integral and differential calculus are generalized to any order in fractional calculus. If the order of the fractional derivative operator is an integer $m$, we obtain an $m$-fold integral when $m$ is negative and the traditional derivative of order $m$ when $m$ is positive. Furthermore, for the review of the literature on numerical studies of fractional optimal control problems (FOCPs), Agrawal [2] preformed a formulation and numerical scheme for FOCPs, the work in [3] introduced the numerical solution of some types of FOCPs, while Bhrawy et al. [4] introduced an accurate numerical technique for solving FOCPs. Furthermore, a new method for the numerical solution of FOCPs was introduced in [5]. Furthermore, to solve multidimensional FOCPs with a quadratic performance index, the authors of [6] developed a practical numerical method for the purpose of solving FOCPs, and Doha et al. [7] investigated an effective numerical method based on the shifted orthonormal Jacobi polynomials. However, the
generalized differential transform approach was used in [8] to introduce the numerical solutions of the coupled space-and-time Burgers equations. Lotfi et al. [9] introduced a numerical technique for solving FOCPs, Pooseh et al. [10] introduced a numerical scheme to solve FOCPs, Zhao and Li [11] solved the time-space fractional telegraph equation using the fractional difference-finite element, and Mechee and Senu [12] studied the numerical solution of fractional differential equations of Lane-Emden type by the method of collocation. For the space fractional diffusion equations, Zhou et al. [13] studied the quasi-compact finite difference schemes, and Bhrawy et al. [14] investigated a new Jacobi spectral collocation approach for fractional coupled Schrödinger systems and $1+1$ fractional Schrödinger equations. At the same time, for the review of the literature on Legendre polynomials, using a Chebyshev-Legendre operational technique, Bhrawy et al. [15] solved the fractional optimal control for dynamical systems problems (FOCDSs). In fact, Yousefi et al. [16] employed a Legendre multiwavelet collocation approach in order to solve the FOCPs. In contrast, Bhrawy and Ezz-Eldien [17] used a new Legendre operational technique for solving delay FOCPs, in similar to Dirichlet boundary conditions, Heydari et al. [18] solved fractional partial differential equations (FPDEs) using the Legendre wavelets method. On the other hand, for the solution of fractional sub-diffusion and reaction sub-diffusion equations, Doha et al. [7] utilized an effective Legendre spectral tau matrix formulation, Khan and Khalil [19] provided a new approach that is based on Legendre polynomials. In parallel to these researchers, Sweilam and Al-Ajami [20] solved some types of FOCPs using the Legendre spectral-collocation method; additionally, some authors studied different cases of fractional differential equations. To solve the space fractional order diffusion equation, Sweilam et al. [21] utilized the second sort of shifted Chebyshev polynomials, but a discrete method for solving FOCPs was introduced in [22], while ref. [23] established a fractional adaptation strategy for lateral control of an AGV; whereas, Pinto and Tenreiro Machado [24] introduced the fractional dynamics of computer virus propagation, Pooseh et al. [25] studied the FOCPs with free terminal time by using operational matrices of Bernstein polynomials, Jafari and Tajadodi [26] solved the FOCPs, and Jesus and Tenreiro Machado [27] investigated the fractional control of heat diffusion systems. Thereafter, for a review of more literature on the applications, Ahmad and El-Khazali [28] introduced the fractional-order dynamical models of love and David et al. [29] studied fractional-order calculus, meanwhile, analog fractional-order controllers for temperature and motor control applications were studied in $[30,31]$ introduced a 2D dynamic analysis of the model of disturbances in the calcium neuronal model and its implications in neurodegenerative disease; the work in [32] introduced the fractional sub-equation method and its applications to nonlinear fractional PDEs, whereas Kreyszig [33] studied historical apologia, fundamental ideas, as well as certain applications. Lastly, a fractional-order iterative learning control (FOILC) design challenge for linear time-varying systems with nonuniform trial durations was addressed in [34]. Additionally, a closed-loop FOILC updating legislation has been provided for activities with variable trial lengths. A central idea that unifies the coordination, prioritization, and execution of digital transformations within a firm was investigated in [35] in organizations that needed to build management procedures to oversee initiatives to investigate new digital technologies. For the purpose of tracking control of fractional-order linear systems, Zhao et al. [36] developed a revolutionary FOILC approach. In the meantime, the same beginning condition assumption is relaxed with the introduction of an initial state learning mechanism. For the FOCPs exposed to fractional systems with equality and inequality constraints, Sabermahani and Ordokhani [37] investigated fractional optimal control issues using the Fibonacci wavelets and Galerkin approach.

The free and non-free terminal time optimal control for dynamical systems (OCDSs) is introduced in this study. Additionally, the direct search approach to the unconstrained optimization problem is investigated. The proposed numerical methods for solving the optimal control problems of fractional orders with free and non-free terminal time are then constructed. The algorithm of the known procedure as Hooke and Jeeves's method is used in the computation.

## 2. Main Problem

A dynamic system's optimal control problem is the task of determining the control law that minimizes a performance index in terms of the state and control variables. Many authors have recently studied a wide range of optimization issues related to the integer optimal control of differential systems. In this research, we propose a novel numerical method for approximating the solutions of the fractional optimal control systems in both cases with free- and non-free terminal time.

Case I: Non-Free Terminal Time
Consider

$$
\begin{equation*}
\min _{x(\tau), u(\tau)} J(\tau, x(\tau), u(\tau))=\min _{x(\tau), u(\tau)} \int_{\tau_{0}}^{\tau_{1}} P(\tau, x(\tau), u(\tau)) d \tau \tag{1}
\end{equation*}
$$

subjected to the constricted dynamical system

$$
\begin{equation*}
\alpha \dot{x}(\tau)+\beta D^{\gamma} x(\tau)=\gamma(\tau) x(\tau)+f(\tau) u(\tau)+g(\tau), \quad \tau_{0} \leq \tau \leq \tau_{1}, \quad 0 \leq \gamma \leq 1 \tag{2}
\end{equation*}
$$

The constricted boundary conditions are as follows:

$$
\begin{equation*}
x\left(\tau_{0}\right)=\zeta, \quad x\left(\tau_{1}\right)=\eta, \tag{3}
\end{equation*}
$$

where $\alpha, \beta \neq 0$,
Case II: Free Terminal Time
Consider the FOCP in the equations

$$
\begin{equation*}
\min _{x(\tau), u(\tau), T} J(\tau, T, x(\tau), u(\tau))=\min _{x(\tau), u(\tau), T} \int_{\tau_{0}}^{T} P(\tau, x(\tau), u(\tau)) d \tau \tag{4}
\end{equation*}
$$

subjected to the constricted dynamical system in Equation (2) with the free terminal time:

$$
\begin{equation*}
x\left(t_{0}\right)=c, \quad x(T)=d \tag{5}
\end{equation*}
$$

where $T$ is a free parameter.
Firstly, for using the proposed numerical approach, we use the basic polynomials to approximate the state variable $x(\tau)$ with the control variable $u(\tau)$, and the known functions $e(\tau), f(\tau)$, and $g(\tau)$ are given. The second stage of the numerical method involves using a search method such as the Hooke and Jeeves method to optimize the parameters of the approximation in case of the problem of fractional order of optimal control systems with free terminal time together to the parameter of T in case of non-free terminal time. The manuscript is organized as follows. Section 3 introduces the basic definitions and background related to the problem of this study, while Section 4 presents the numerical methods and studies the proposed numerical method for solving FOCPs with free and non-free terminal time. Furthermore, Section 5 introduces the implementations of test examples for solving two types of fractional optimal control dynamical systems with free and non-free terminal time. Lastly, this paper ends with a discussion and conclusions in Section 6.

## 3. Preliminary

We have introduced the basic definitions and background related to the problem of this study.

### 3.1. Basic Definitions of the Fractional Derivatives and (FOCDS) with Free and Non-Free Terminal Time

The fundamental definitions of fractional derivatives as well as the free and non-free terminal times of fractional-order optimal control problems are introduced in this subsection.

Definition 1. Non-Free Terminal Time (FOC) Problem
The (FOC) problem in Equations (1)-(3) is said to be a non-free terminal time if we have a constraint in $t_{1}$ that means it is fixed else free terminal time (FOC) if $t_{1}=T$ is not a fixed parameter. The following are two famous fractional derivatives since a large number of scholars have worked to establish a fractional derivative. In the literature, the fractional derivative often was presented in integral form. Two famous fractional derivatives are known as follows:
(i) Let $f:[a, \infty) \rightarrow \Re$. and $a>0$. The fractional definition of $f$ using the Riemann-Liouville derivative for $\alpha \in[n-1, n)$ is defined by:

Definition 2. Riemann-Liouville Fractional Integral The left and right Riemann-Liouville (RL) fractional integral operators of order $\alpha>0$

$$
\begin{equation*}
{ }^{a} D_{\tau}^{\alpha} y(\tau)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d \tau^{n}} \int_{a}^{\tau} \frac{y(\tau)}{(\tau-x)^{n-\alpha-1}} d x \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }^{a} D_{\tau}^{\alpha} y(\tau)=\frac{1}{\Gamma(n-1)} \frac{d^{n}}{d \tau^{n}} \int_{a}^{\tau}(\tau-s)^{n-\alpha-1} y(s) d s \tag{7}
\end{equation*}
$$

respectively, such that $n$ is an integer and $n-1<\alpha<n, n \in N$. Additionally, (ii) the Caputo derivative definition of $f$, for $\alpha \in[n-1, n)$, is defined as follows:

Definition 3. The Fractional Caputo Derivative

$$
\begin{equation*}
{ }^{a} D_{\tau}^{\alpha} f(\tau)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{\tau} \frac{f^{(n)}(\tau)}{(\tau-x)^{\alpha-n-1}} d x \tag{8}
\end{equation*}
$$

where $n$ is an integer and $n-1<\alpha<n, n \in N$ The fractional integral and derivative in the Definitions 2 and 3 satisfy the linearity properties for the fractional integrals and derivatives for $\alpha>0, n-1 \leq \alpha<n$.

### 3.2. Hooke and Jeeves Direct Search Method Analysis

In this subsection, the direct search method for solving the unconstrained optimization problem

$$
\begin{equation*}
\min _{X} f(X), \tag{9}
\end{equation*}
$$

where the objective function f maps $\Re^{n}$ into $\Re \bigcup\{+\infty\}$ and $X=\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right)$, is introduced.
3.2.1. Algorithm of Hooke and Jeeves Method

1. $\quad$ Set $\mathrm{k}=0$;
2. Choose an initial point $X(k)$ and indicate the variable increments with $\triangle_{i}$ for $i=1,2, \ldots, N$, where the factor of step reduction is a $>1$, and the termination parameter is $\epsilon$;
3. Use $X(k)$ as the base point for an experimental move. Consider the result of the exploratory maneuver to be $X$. Set $Z(k+1)=X$ and proceed to Step 4 if the exploratory move is successful; otherwise, proceed to Step 3;
4. Is $\|\triangle\|<\epsilon$ ? If so, terminate; otherwise, set $\mathrm{A}=\mathrm{A} /$ a for $i=1,2, \ldots, N$ and go to Step 3 ;
5. Perform the pattern move after setting $\mathrm{k}=\mathrm{k}+1: X p(k+1)=X p(k)+X(k)-X(k+1)$;
6. Perform another exploratory move using $X p$ as the base point. Let the result be $X(k+1)$;
7. Is $f(X(k+1))<f(X(k))$ ? If so, go to Step 5 ; otherwise, go to Step 4 .

### 3.2.2. The Convergence of Hooke and Jeeves Method

The set of points produced by the direct algorithm is consistently dense in the search region for all box selection methods. When $N_{\max }=1$ and $H_{\min }=0$, the proposed algorithm's properties of convergence are examined. The sequence of the solutions of the problem in Equation (9) is $\{X(0), X(1), \ldots, X(k), X(k+1), \ldots\}$, which is obtained using the Hooke and Jeeves method. This sequence satisfies the convergence conditions according to the condition in step three.

Consider $\xi \in E$ to be arbitrary, where

$$
E=z_{m}+h_{\text {meso }}[-1 ; 1]^{n} .
$$

For each valid box selection approach, let $\left\{\delta_{r}\right\}_{r=1}^{\infty}$ represent the points produced by strategy $\Gamma$. Let

$$
\Delta(r)=\max _{\Gamma} \max _{\zeta \in E} \min _{\mathbf{i}=\mathbf{1 , 2}, \ldots, \mathbf{r}}\left\|\xi_{i}-\delta_{i}\right\| .
$$

Then, $\Delta(r) \longrightarrow 0$ as $r \longrightarrow \infty$.

## 4. The Numerical Method

In this section, the proposed numerical method for solving (FOC) problems with freeand non-free terminal time is introduced.

### 4.1. Proposed Algorithm

In this subsection, we write the algorithm of the proposed numerical approach for approximating the solutions of (FOC) in two cases: (FOC) problems with free- and non-free terminal time. The steps of this algorithm are written as follows:

- Algorithm of non-free terminal time (FOC) problem:

1. Choose a suitable approximated base.

$$
\Omega=\left\{\Omega_{0}(t), \Omega_{1}(t), \Omega_{2}(t), \ldots, \Omega_{n}(t)\right\}
$$

2. Construct an approximated solution of (FOC),

$$
\begin{equation*}
x(t)=\sum_{i=0}^{n} c_{i} \Omega_{i}(t)=c_{0} \Omega_{0}(t)+c_{1} \Omega_{1}(t)+\cdots+c_{n} \Omega_{n}(t) . \tag{10}
\end{equation*}
$$

In Equations (1) and (2) which satisfy the boundary conditions in Equation (3) using the approximated base.
3. In case the differential equation in Equation (2) is given as explicit formula in the control function $u(t)$, then we have to evaluate the function $u(t)$;
4. Substitute the approximated formulas of the functions $x(t)$ and $u(t)$ in Equation (1);
5. Use a suitable minimizing search methods such as the Hooke and Jeeves method to find the minimal parameter(s) in Equation (1).

- Algorithm of free terminal time (FOC) problem:

1. Perform steps $1-4$ in the previous algorithm;
2. Use suitable minimizing search methods such as the Hooke and Jeeves method to find the best parameters (minimal) including the parameter T in Equation (1).
where T is the free parameter.

### 4.2. Dual Discreet Problem

- Algorithm of non-free terminal time (FOC) problem:

1. From Equation (10), consider

$$
\begin{equation*}
x(t)=\sum_{i=0}^{n} c_{i} \Omega_{i}(t), \tag{11}
\end{equation*}
$$

with the boundary conditions leading

$$
\begin{equation*}
c_{1}=\gamma_{0} \frac{\eta-\frac{\zeta \Omega_{0}\left(t_{1}\right)}{\Omega_{0}\left(t_{0}\right)}-\sum_{i=2}^{n} c_{i}\left(\frac{\Omega_{i}\left(t_{0}\right) \Omega_{0}\left(t_{1}\right)}{\Omega_{0}\left(t_{0}\right)}-\Omega_{i}\left(t_{1}\right)\right)}{\Omega_{1}\left(t_{1}\right)} \tag{12}
\end{equation*}
$$

where

$$
\gamma_{0}=\frac{\Omega_{0}\left(t_{0}\right) \Omega_{1}\left(t_{1}\right)-\Omega_{1}\left(t_{0}\right) \Omega_{0}\left(t_{1}\right)}{\Omega_{0}\left(t_{0}\right) \Omega_{1}\left(t_{1}\right)}
$$

and

$$
\begin{equation*}
c_{0}=\frac{\zeta-c_{1} \Omega_{1}\left(t_{0}\right)-\sum_{i=2}^{n} c_{i} \Omega_{i}\left(t_{0}\right)}{\Omega_{0}\left(t_{0}\right)} \tag{13}
\end{equation*}
$$

hence,

$$
\begin{align*}
x(t) & =\frac{\zeta-\sum_{i=2}^{n} c_{i} \Omega_{i}\left(t_{0}\right)}{\Omega_{0}\left(t_{0}\right)} \Omega_{0}(t)+\gamma_{0} \frac{\eta-\frac{\zeta \Omega_{0}\left(t_{1}\right)}{\Omega_{0}\left(t_{0}\right)}-\sum_{i=2}^{n} c_{i}\left(\frac{\Omega_{i}\left(t_{0}\right) \Omega_{0}\left(t_{1}\right)}{\Omega_{0}\left(t_{0}\right)}-\Omega_{i}\left(t_{1}\right)\right)}{\Omega_{1}\left(t_{1}\right)} \\
& +\left(\Omega_{1}(t)-\frac{\Omega_{1}\left(t_{0}\right)}{\Omega_{0}\left(t_{0}\right)} \Omega_{0}(t)\right)+\sum_{i=2}^{n} c_{i} \Omega_{i}(t) . \tag{14}
\end{align*}
$$

2. From the differential equation in Equation (2), we obtain the control function $u(t)$ as a function $u(t)=f$, then, we have to evaluate the function $u(t)=$ $\psi\left(c_{2}, c_{3}, \ldots, c_{n}, \Omega_{0}(t), \Omega_{1}(t), \ldots, \Omega_{n}(t)\right) ;$
3. From Equation (1), we obtain the optimal problem Minimum $\phi\left(c_{2}, c_{3}, \ldots, c_{n}\right)$, in case of the free terminal time (FOC) problem, and Minimum $\phi\left(c_{2}, c_{3}, \ldots, c_{n}, T\right)$, in case of the non-free terminal time (FOC) problem.
where T is free parameter.

## 5. Implementations (Numerical Examples)

In this section, we introduce two types of dynamical problems. The numerical method introduced in Section 4 has been used for solving the optimal control problems of integer and fractional order with free and non-free terminal time.

Example 1. Let us take into consideration the following (FOC) problem with non-free terminal time introduced by $[10,25]$.

$$
\begin{equation*}
\min _{x(\tau), u(\tau)} J(\tau, x(\tau), u(\tau))=\min _{x(\tau), u(\tau)} \int_{0}^{1}(\tau u(\tau)-(\gamma+2) x(\tau))^{2} d \tau \tag{15}
\end{equation*}
$$

subjected to the dynamic system

$$
\begin{equation*}
D^{\gamma} x(\tau)+\dot{x}(\tau)=\tau^{2}+u(\tau) \tag{16}
\end{equation*}
$$

with the boundary conditions (BCs)

$$
\begin{equation*}
x(0)=0, \quad x(1)=\frac{2}{3+\gamma}, \tag{17}
\end{equation*}
$$

where the exact solution is given by

$$
(x(\tau), u(\tau))=\left(\frac{2 \tau^{2+\gamma}}{\Gamma(3+\gamma)}, \frac{2 \tau^{1+\gamma}}{\Gamma(2+\gamma)}\right)
$$

Using the approximation base $\Omega(t)=\left\{\tau^{2}, \tau, 1\right\}$, we have the approximation of $x(\tau)$ as

$$
\begin{equation*}
x(\tau)=c_{0}+c_{1} \tau+c_{2} \tau^{2} \tag{18}
\end{equation*}
$$

If we use the BCs in Equation (17), we obtain $c_{0}=0$ and $c_{1}=\frac{2}{3+\gamma}-c_{2}$. Then, the following approximation is obtained

$$
\begin{equation*}
x(t)=t\left(c_{2}+\frac{2}{3+\gamma}-c_{2} t\right) \tag{19}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
u(\tau)=x(\tau)=\left(1+\tau^{1-\gamma}\right)\left(c_{2}-\frac{2}{3+\gamma}+2 c_{2} \tau\right)-\tau^{2} \tag{20}
\end{equation*}
$$

Substitute Equations (19) and (20) in the problem of minimizing in the Equation (15) to obtain the optimal values of $c_{2}$, and the non-free terminal parameter T. Hence, using the Hooke and Jeeves method for the problem in parameter $c_{2}$, the approximation of the problem is plotted in Figure 1a.

Example 2. Consider the following integer-order optimal control problem with non-free terminal time:

$$
\begin{equation*}
\min _{x(\tau), u(\tau), T} J(\tau, x(\tau), u(\tau), T)=\min _{x(\tau), u(\tau), T} \int_{0}^{T}(\tau u(\tau)-2 x(\tau))^{2} d \tau \tag{21}
\end{equation*}
$$

subjected to the dynamic system

$$
\begin{equation*}
\dot{\dot{x}}(\tau)+\dot{x}(\tau)=\tau^{2}+u(\tau), \tag{22}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
x(0)=0, \quad x(1)=1, \tag{23}
\end{equation*}
$$

where the exact solution is given by

$$
(x(\tau), u(\tau))=\left(\tau(2-\tau),-\tau^{2}+2 \tau+2\right)
$$

Consider the solution of the optimization problem in Equations (21)-(23) written as follows

$$
\begin{equation*}
x(\tau)=\tau\left(1+c_{2}-c_{2} \tau\right) \tag{24}
\end{equation*}
$$

This satisfies the boundary conditions in Equation (23). Then, we have

$$
\begin{equation*}
u(\tau)=-\tau^{2}+2 c_{2} t+3 c_{2}-1 \tag{25}
\end{equation*}
$$

Substitute Equations (24) and (25) in minimizing the problem in Equation (21) to obtain the optimal values of $c_{2}=0.989$ and $T=0.997$. Hence, the approximation of the problem is written as $x(\tau)=\tau(2-\tau)$ and then, it is plotted in Figure $1 b$.

Example 3. Let us consider the following optimal control problem of fractional order with non-free terminal time which was introduced by [25]

$$
\begin{equation*}
\min _{x(\tau), u(\tau), T} J(\tau, x(\tau), u(\tau), T)=\min _{x(\tau), u(\tau), T} \int_{0}^{T}(\tau u(\tau)-(\gamma+2) x(\tau))^{2} d \tau \tag{26}
\end{equation*}
$$

subject to the control system

$$
\begin{equation*}
D_{\tau}^{\gamma} x(\tau)+\dot{x}(\tau)=\tau^{2}+u(\tau), \tag{27}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
x(0)=0, \quad x(T)=1 \tag{28}
\end{equation*}
$$

Consider the solution of the optimization problem in Equations (26)-(28) written as follows:

$$
\begin{equation*}
x(\tau)=c_{2} \tau^{2}+\left(\frac{1}{T}-c_{2} T\right) \tau \tag{29}
\end{equation*}
$$

which satisfied the boundary conditions in Equation (28). Then, we have

$$
\begin{equation*}
u(\tau)=-\tau^{2}+2 c_{2} \tau+3 c_{2}-1 \tag{30}
\end{equation*}
$$

Substitute Equations (29) and (30) in minimizing the problem in Equation (26) to obtain the optimal solutions using the Hooke and Jeeves method. Hence, the approximation of the problem is plotted in Figure 1c.


Figure 1. A Comparison of Numerical Solutions of (FrOCDS) Evaluated by the Hooke and Jeeves Direct Search Method for the Implementations in (a) Example 1, (b) Example 2, and (c) Example 3.

## 6. Discussion and Conclusions

The main purpose of this study is to introduce numerical methods for solving two cases of fractional-order optimal dynamical control systems with free and non-free terminal time. The study also offers a comparison of the numerical results obtained by using the proposed method with the exact solutions for three test problems. From the numerical results of the proposed method, we observe that the method is applicable to a class of (FOC) problems with free or non-free terminal time. Moreover, the proposed method achieves good agreement with exact solutions. As a result, the new method is efficient and provides encouraging results. This direction of this research can be extended in the future to new directions such as improving the numerical studies of stochastic optimal control problems to the continuity of the research in this domain.
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#### Abstract

In the present paper, we first prove a new integral identity. Using that identity, we establish some fractional weighted midpoint-type inequalities for functions whose first derivatives are extended $s$-convex. Some special cases are discussed. Finally, to prove the effectiveness of our main results, we provide some applications to numerical integration as well as special means.
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## 1. Introduction

It is well known that convexity is one of the most fundamental principles of analysis that is widely used in several fields of pure and applied sciences. Especially, in the classical theory of optimization where convexity causes it to be possible to obtain necessary and sufficient global optimality conditions; in consumer theory in economics, information theory as well as in the field of inequalities where the relationship is closely linked. For papers related to convexity and integral inequalities we refer readers to [1-5].

A real function defined on $E$ is called convex; if for all $x, z \in E$ and all $a \in[0,1]$, we have

$$
g(a x+(1-a) z) \leq a g(x)+(1-a) g(z)
$$

We note that all convex function on a finite interval, and $[\varrho, \omega]$ must satisfy the so called Hermite-Hadamard inequality (see [6]).

$$
\begin{equation*}
g\left(\frac{\varrho+\omega}{2}\right) \leq \frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(x) d x \leq \frac{g(\varrho)+g(\omega)}{2} \tag{1}
\end{equation*}
$$

Inequality (1) can be seen as a second definition of convex functions equivalent to the first one for continuous function (see [7]); it is a character of which all convex functions must satisfy at least the left- or right-hand side.

Pearce and Pečarić [8] introduced the following inequality connected with (1)

$$
\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(x) d x\right| \leq \frac{\omega-\varrho}{4}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}}
$$

where $q \geq 1$.

Kirmaci [9] proved that, for all function $f$ such that $\left|g^{\prime}\right|$ or $\left|g^{\prime}\right|^{q}$ are convex, the following inequalities hold:

$$
\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\varrho} g(x) d x\right| \leq \frac{\omega-\varrho}{8}\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|\right)
$$

where $q \geq 1$. Furthermore, they proved the following result

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(x) d x\right| \\
\leq & \frac{\omega-\varrho}{16}\left(\frac{4}{p+1}\right)^{\frac{1}{p}}\left(\left(3\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}+\left(\left|g^{\prime}(\varrho)\right|^{q}+3\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right),
\end{aligned}
$$

where $q, p>1$ with $\frac{1}{p}+\frac{1}{q}=1$.
İşcan et al. [10] showed the following midpoint inequalities for $P$-functions (see (3) below):

$$
\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\varrho} g(x) d x\right| \leq \frac{\omega-\varrho}{4}\left(\left|g^{\prime}(\varrho)\right|^{c}+\left|g^{\prime}(\omega)\right|^{c}\right)^{\frac{1}{c}}
$$

where $c \geq 1$. Furthermore, they proved the following result:

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\infty} g(x) d x\right| \\
& \leq \frac{\omega-\varrho}{4}\left(\frac{1}{b+1}\right)^{\frac{1}{b}}\left(\left(\left|g^{\prime}(\varrho)\right|^{c}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{c}\right)^{\frac{1}{c}}+\left(\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{c}+\left|g^{\prime}(\omega)\right|^{c}\right)^{\frac{1}{c}}\right) \\
& \leq \frac{\omega-\varrho}{4}\left(\frac{1}{b+1}\right)^{\frac{1}{b}}\left(\left(2\left|g^{\prime}(\varrho)\right|^{c}+\left|g^{\prime}(\omega)\right|^{c}\right)^{\frac{1}{c}}+\left(\left|g^{\prime}(\varrho)\right|^{c}+2\left|g^{\prime}(\omega)\right|^{c}\right)^{\frac{1}{c}}\right),
\end{aligned}
$$

where $c, b>1$ with $\frac{1}{c}+\frac{1}{b}=1$.
Nowadays, fractional calculus has become a popular implement for scientists. It has been successfully used in various fields of science and engineering see [11-18]. Its main strength in the description of memory and genetic properties of different materials and processes has aroused great interest for researchers in different domains. This innovative idea of fractional calculus has attracted many researchers in recent years, several generalizations, extensions, refinements, and finding a counterpart have appeared (see [19-26]).

In [6], Sarikaya and Yildirim established the analogue fractional of inequality (1) as follows:

$$
g\left(\frac{\varrho+\omega}{2}\right) \leq \frac{2^{\alpha-1} \Gamma(\alpha+1)}{(\omega-\varrho)^{\alpha}}\left(J_{\left(\frac{\rho+\omega}{2}\right)+}^{\alpha} g(\omega)+J_{\left(\frac{\rho+\omega}{2}\right)^{-}}^{\alpha} g(\varrho)\right) \leq \frac{g(\varrho)+g(\omega)}{2}
$$

Furthermore, the authors investigate the following fractional midpoint inequalities for convex-first derivatives

$$
\begin{aligned}
& \quad\left|\frac{2^{\alpha-1} \Gamma(\alpha+1)}{(\omega-\varrho)^{\alpha}}\left(J_{\left(\frac{\varrho+\omega}{2}\right)+}^{\alpha} g(\omega)+J_{\left(\frac{\varrho+\infty}{2}\right)-}^{\alpha} g(\varrho)\right)-g\left(\frac{\varrho+\omega}{2}\right)\right| \\
& \leq \frac{\omega-\varrho}{4(\alpha+1)}\left(\left(\frac{(\alpha+1)\left|g^{\prime}(\varrho)\right|^{q}+(\alpha+3)\left|g^{\prime}(\omega)\right|^{q}}{2(\alpha+2)}\right)^{\frac{1}{q}}\right.
\end{aligned}
$$

$$
\left.+\left(\frac{(\alpha+3)\left|g^{\prime}(\varrho)\right|^{q}+(\alpha+1)\left|g^{\prime}(\omega)\right|^{q}}{2(\alpha+2)}\right)^{\frac{1}{q}}\right)
$$

and

$$
\begin{aligned}
& \left|\frac{2^{\alpha-1} \Gamma(\alpha+1)}{(\omega-\varrho)^{\alpha}}\left(J_{\left(\frac{\varrho+\omega}{2}\right)}^{\alpha}+g(\omega)+J_{\left(\frac{\varrho+\omega}{2}\right)^{-}}^{\alpha} g(\varrho)\right)-g\left(\frac{\varrho+\omega}{2}\right)\right| \\
\leq & \frac{\omega-\varrho}{4}\left(\frac{1}{\alpha p+1}\right)^{\frac{1}{p}}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+3\left|g^{\prime}(\omega)\right|^{q}}{4}\right)^{\frac{1}{q}}+\left(\frac{3\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{4}\right)^{\frac{1}{q}}\right) \\
\leq & \frac{\omega-\varrho}{4}\left(\frac{4}{\alpha p+1}\right)^{\frac{1}{p}}\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|\right),
\end{aligned}
$$

where $\alpha>0, p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1, \Gamma$ is the gamma function and $J_{\left(\frac{\rho+\omega}{2}\right)^{+}}^{\alpha}$ and $J_{\left(\frac{\rho+\omega}{2}\right)^{-}}^{\alpha}$ are the Riemann-Liouville integrals (see Definition 1 below).

Motivated by the above results, here, we first prove a new integral identity and, then, by using this identity, we establish some fractional weighted midpoint-type inequalities for functions that the first derivatives are extended s-convex functions. We also derive some known results and, state applications in numerical integration and in special means are presented to prove the effectiveness of our main results.

The paper is organized as follows. In the next section, we provide some auxiliary results as a preliminaries. In Section 3, we provide the main results and proofs. In Section 4, we will provide an applications of our analysis to illustrate our main results. In Section 5, we conclude our work.

## 2. Preliminaries

In this section, we recall certain notions concerning special functions, some classes of convex functions, and the Riemann-Liouville integral operator.

A non-negative function $g: E \subset[0, \infty) \rightarrow \mathbb{R}$ is said to be $s$-convex in the second sense for some fixed $s \in(0,1]$, if

$$
\begin{equation*}
g(a x+(1-a) z) \leq a^{s} g(x)+(1-a)^{s} g(z) \tag{2}
\end{equation*}
$$

holds for all $x, z \in E$ and $a \in[0,1]$.
Whereas, a non-negative function $g: E \rightarrow \mathbb{R}$ is said to be $P$-convex; if for all $x, z \in E$ and all $a \in(0,1)$, we have

$$
\begin{equation*}
g(a x+(1-a) z) \leq g(x)+g(z) \tag{3}
\end{equation*}
$$

A non-negative function $g: E \rightarrow \mathbb{R}$ is said to be $s$-Godunova-Levin function, where $s \in[0,1]$; if for all $x, z \in E$, and all $a \in(0,1)$, we have

$$
\begin{equation*}
g(a x+(1-a) z) \leq \frac{g(x)}{a^{s}}+\frac{g(z)}{(1-a)^{s}} . \tag{4}
\end{equation*}
$$

A non-negative function $g: E \subset[0, \infty) \rightarrow \mathbb{R}$ is said to be an extended s-convex for some fixed $s \in[-1,1]$; if for all $x, z \in E$ and all $a \in(0,1)$, we have

$$
\begin{equation*}
g(a x+(1-a) z) \leq a^{s} g(x)+(1-a)^{s} g(z) \tag{5}
\end{equation*}
$$

Definition 1 ([12]). Let $\Omega \in L^{1}[\varrho, \infty]$. The Riemann-Liouville integrals $J_{\varrho^{+}}^{\alpha} \Omega$ and $J_{\omega^{-}}^{\alpha} \Omega$ of order $\alpha>0$ with $\omega>\varrho \geq 0$ are defined by

$$
J_{\varrho^{+}}^{\alpha} \Omega(d)=\frac{1}{\Gamma(\alpha)} \int_{\varrho}^{d}(d-a)^{\alpha-1} \Omega(a) d a, \quad d>\varrho
$$

$$
J_{\mathscr{O}^{-}}^{\alpha} \Omega(d)=\frac{1}{\Gamma(\alpha)} \int_{d}^{\infty}(a-d)^{\alpha-1} \Omega(a) d a, \quad \omega>d,
$$

respectively, where

$$
\Gamma(\alpha)=\int_{0}^{\infty} e^{-a} a^{\alpha-1} d a
$$

and $J_{\varrho^{+}}^{0} \Omega(d)=J_{\omega^{-}}^{0} \Omega(d)=\Omega(d)$.
For any complex numbers $k, l$ such that $\operatorname{Re}(k)>0$ and $\operatorname{Re}(l)>0$. The beta function is provided by

$$
B(k, l)=\int_{0}^{1} a^{k-1}(1-a)^{l-1} d a=\frac{\Gamma(k) \Gamma(l)}{\Gamma(k+l)}
$$

## 3. Main Results and Proofs

To prepare the proofs of our main results, we will need the following Lemma.
Lemma 1. Let $g: E=[\varrho, \infty] \rightarrow \mathbb{R}$ be a differentiable map on $I^{\circ}$ ( $I^{\circ}$ is the interior of $I$ ), with $\varrho<\omega$, and let $w:[\varrho, \omega] \rightarrow \mathbb{R}$ be symmetric as regards $\frac{\varrho+\omega}{2}$. If $g, w \in L[\varrho, \infty]$, then

$$
\begin{aligned}
& L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g] \\
= & \frac{(\omega-\varrho)^{2}}{4}\left(\int_{0}^{1} p_{1}(a) g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a-\int_{0}^{1} p_{2}(a) g^{\prime}\left((1-a) \frac{\varrho+\omega}{2}+a \omega\right) d a\right) .
\end{aligned}
$$

where

$$
\begin{align*}
& p_{1}(a)=\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \varrho+(1-b) \frac{\varrho+\omega}{2}\right) d b  \tag{6}\\
& p_{2}(a)=\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \omega+(1-b) \frac{\varrho+\omega}{2}\right) d b \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
L^{\alpha}[g]=\left(\frac{2}{\omega-\varrho}\right)^{\alpha-1} \Gamma(\alpha)\left(J_{\left(\frac{\rho+\omega}{2}\right)^{\alpha}}^{\left.-g(\varrho)+J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\alpha}+g(\omega)\right) . ~}\right. \tag{8}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
I=I_{1}-I_{2} \tag{9}
\end{equation*}
$$

where

$$
I_{1}=\int_{0}^{1} p_{1}(a) g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a,
$$

and

$$
I_{2}=\int_{0}^{1} p_{2}(a) g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) d a .
$$

Integrating by parts $I_{1}$, we obtain

$$
\int_{0}^{1} p_{1}(a) g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a
$$

$$
\begin{align*}
= & \int_{0}^{1}\left[\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \varrho+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & -\left.\frac{2}{\omega-\varrho}\left[\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \varrho+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right|_{a=0} ^{a=1} \\
& -\frac{2}{\omega-\varrho} \int_{0}^{1}(1-a)^{\alpha-1} w\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) g\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & \frac{2}{\omega-\varrho}\left[\int_{0}^{1}(1-b)^{\alpha-1} w\left(b \varrho+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g\left(\frac{\varrho+\omega}{2}\right) \\
& -\frac{2}{\omega-\varrho} \int_{0}^{1}(1-a)^{\alpha-1} w\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) g\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & \left(\frac{2}{\omega-\varrho}\right)^{\alpha+1}\left[\int_{\varrho}^{\frac{\rho+\omega}{2}}(u-\varrho)^{\alpha-1} w(u) d u\right] g\left(\frac{\varrho+\omega}{2}\right) \\
& -\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \int_{\varrho}^{\frac{\varrho+\omega}{2}}(u-\varrho)^{\alpha-1} w(u) g(u) d u  \tag{10}\\
= & \left.\left.\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \Gamma(\alpha)\left(J_{\left(\frac{\rho+\infty}{2}\right.}^{\alpha}\right)^{-w(\varrho)}\right) g\left(\frac{\varrho+\omega}{2}\right)-\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \Gamma(\alpha) J_{\left(\frac{\varrho+\omega}{2}\right.}^{\alpha}\right)^{-( }(w g)(\varrho) .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \int_{0}^{1} p_{2}(a) g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & \int_{0}^{1}\left(\left[\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \omega+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) d a\right. \\
= & \left.\frac{2}{\omega-\varrho}\left[\int_{a}^{1}(1-b)^{\alpha-1} w\left(b \omega+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right|_{a=0} ^{a=1} \\
& +\frac{2}{\omega-\varrho} \int_{0}^{1}(1-a)^{\alpha-1} w\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) g\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & -\frac{2}{\omega-\varrho}\left[\int_{0}^{1}(1-b)^{\alpha-1} w\left(b \omega+(1-b) \frac{\varrho+\omega}{2}\right) d b\right] g\left(\frac{\varrho+\omega}{2}\right) \\
& +\frac{2}{\omega-\varrho} \int_{0}^{1}(1-a)^{\alpha-1} w\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) g\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right) d a \\
= & -\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1}\left[\int_{\frac{\rho+\infty}{2}}^{\omega}(\omega-u)^{\alpha-1} w(u) d u\right] g\left(\frac{\varrho+\omega}{2}\right) \\
& +\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \int_{\frac{\rho+\omega}{2}}^{\infty}(\omega-u)^{\alpha-1} w(u) g(u) d u \tag{11}
\end{align*}
$$

$$
=-\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \Gamma(\alpha)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{+}}^{\alpha} w(\omega)\right) g\left(\frac{\varrho+\omega}{2}\right)+\left(\frac{2}{\omega-\varrho}\right)^{\alpha+1} \Gamma(\alpha) J_{\left(\frac{\rho+\omega}{2}\right)^{+}}^{\alpha}(w g)(\omega) .
$$

Substituting (10) and (11) into (9), then multiplying the resulting equality by $\frac{(\omega-\varrho)^{2}}{4}$ and using (8), we obtain the desired result.

Theorem 1. Let $g:[\varrho, \infty] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \infty)$ such that $g^{\prime} \in L([\varrho, \infty])$ with $0 \leq \varrho<\omega$, and let $w:[\varrho, \omega] \rightarrow \mathbb{R}$ be a continuous and symmetric function as regards $\frac{\rho+\omega}{2}$. If $\left|g^{\prime}\right|$ is an extended $s$-convex for some fixed $s \in(-1,1]$, then we have

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha}\|w\|_{[\varrho, \omega], \infty} \\
& \times\left(\frac{\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\varrho)\right|+2 \Gamma(s+\alpha+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\omega)\right|}{\Gamma(s+\alpha+2)}\right)
\end{aligned}
$$

where $\Gamma$ is the gamma function.
Proof. Using Lemma 1, the absolute value and s-convexity of $\left|g^{\prime}\right|$ provide

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\left(\left.\int_{0}^{1}\left|p_{1}(a)\right| g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right) \right\rvert\, d a\right. \\
& \left.+\int_{0}^{1}\left|p_{2}(a)\right|\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right) \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\|w\|_{[\varrho, \omega], \infty}\left(\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right)\left|g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right. \\
& \left.+\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right)\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right) \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha}\|w\|_{[\varrho, \omega], \infty}\left(\int_{0}^{1}(1-a)^{\alpha}\left(a^{s}\left|g^{\prime}(\varrho)\right|+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|\right) d a\right. \\
& \left.+\int_{0}^{1}(1-a)^{\alpha}\left(a^{s}\left|g^{\prime}(\omega)\right|+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|\right) d a\right) \\
= & \frac{(\omega-\varrho)^{2}}{4 \alpha}\|w\|_{[\varrho, \omega], \infty} \\
& \times\left(\frac{\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\varrho)\right|+2 \Gamma(s+\alpha+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\omega)\right|}{\Gamma(s+\alpha+2)}\right) .
\end{aligned}
$$

Then, the proof is now completed.
Corollary 1. In Theorem 1, if we use:

1. $s=0$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)}\|w\|_{[\varrho, \omega], \infty}\left(\left|g^{\prime}(\varrho)\right|+2\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

2. $s=1$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{2 \alpha(\alpha+1)}\|w\|_{[\varrho, \omega], \infty}\left(\frac{\left|g^{\prime}(\varrho)\right|+2(\alpha+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\left|g^{\prime}(\omega)\right|}{2(\alpha+2)}\right) .
\end{aligned}
$$

Corollary 2. In Theorem 1 , if we use $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4(s+1)(s+2)}\|w\|_{[\varrho, \infty], \infty}\left(\left|g^{\prime}(\varrho)\right|+2(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

Remark 1. In Corollary 2, if we use $s \in(0,1]$, we obtain the first inequality of Corollary 2.2.1 in [27]. Moreover, if we use $s=0$ and $s=1$, we obtain Corollary 2 and Corollary 3 in [28] respectively.

Corollary 3. In Theorem 1, if we choose:

1. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \quad\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\infty}{2}\right)^{-}}^{\alpha} g(\varrho)+J_{\left(\frac{\rho+\infty}{2}\right)^{\alpha}}^{\alpha}+g(\omega)\right)\right| \\
& \leq \\
& \leq \frac{\omega-\varrho}{4 \Gamma(s+\alpha+2)}\left(\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\varrho)\right|+2 \Gamma(s+\alpha+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|\right. \\
& \left.\quad+\Gamma(s+1) \Gamma(\alpha+1)\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

2. $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \quad\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \\
& \leq \frac{\omega-\varrho}{4(s+2)(s+1)}\left(\left|g^{\prime}(\varrho)\right|+2(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|+\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

Corollary 4. In Theorem 1, using the s-convexity of $\left|g^{\prime}\right|$, i.e.,

$$
\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right| \leq \frac{\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|}{2^{s-1}(1+s)}
$$

we obtain

$$
\left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right|
$$

$$
\leq \frac{(\omega-\varrho)^{2}}{4 \alpha(1+s)}\|w\|_{[\varrho, \propto], \infty}\left(\frac{2^{2-s} \Gamma(s+\alpha+1)+\Gamma(s+2) \Gamma(\alpha+1)}{\Gamma(s+\alpha+2)}\right)\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\wp)\right|\right) .
$$

Corollary 5. In Corollary 4, if we use:

1. $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{\left(2^{2-s}+1\right)(\omega-\varrho)^{2}}{4(1+s)(s+2)}\|w\|_{[\varrho, \infty], \infty}\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

2. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{-}}^{\alpha} g(\varrho)+J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\alpha}+g(\omega)\right)\right| \\
\leq & \frac{\omega-\varrho}{4(1+s)}\left(\frac{2^{2-s} \Gamma(s+\alpha+1)+\Gamma(s+2) \Gamma(\alpha+1)}{\Gamma(s+\alpha+2)}\right)\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|\right) .
\end{aligned}
$$

3. $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \leq \frac{\left(2^{2-s}+1\right)(\omega-\varrho)}{4(1+s)(s+2)}\left(\left|g^{\prime}(\varrho)\right|+\left|g^{\prime}(\omega)\right|\right) .
$$

Remark 2. Corollary 5, the third point will be reduced to Theorem 2.2 in [9] when $s=1$.
Theorem 2. Let $g:[\varrho, \infty] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \infty)$ such that $g^{\prime} \in L([\varrho, \infty])$ with $0 \leq \varrho<\omega$, and let $w:[\varrho, \infty] \rightarrow \mathbb{R}$ be a continuous and symmetric function with respect to $\frac{\varrho+\omega}{2}$. If $\left|g^{\prime}\right|^{q}$ is an extended s-convex for some fixed $s \in(-1,1]$ and $q>1$ with $\frac{1}{p}+\frac{1}{q}=1$, then we have

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(p \alpha+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right),
\end{aligned}
$$

where $B(.,$.$) is the beta function.$
Proof. Using Lemma 1, the absolute value, Hölder's inequality, and s-convexity of $\left|g^{\prime}\right|$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\left(\int_{0}^{1}\left|p_{1}(a)\right|\left|g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right. \\
& \left.+\int_{0}^{1}\left|p_{2}(a)\right|\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{(\omega-\varrho)^{2}}{4}\left(\left(\int_{0}^{1}\left|p_{1}(a)\right|^{p} d a\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right|^{q} d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1}\left|p_{2}(a)\right|^{p} d a\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right|^{q} d a\right)^{\frac{1}{q}}\right) \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\|w\|_{[\varrho, \omega], \infty}\left(\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right)^{p} d a\right)^{\frac{1}{p}} \\
& \times\left(\left(\int_{0}^{1}\left(a^{s}\left|g^{\prime}(\varrho)\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1}\left(a^{s}\left|g^{\prime}(\omega)\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right) \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha}\|w\|_{[\varrho, \omega], \infty}\left(\int_{0}^{1}(1-a)^{p \alpha} d a\right)^{\frac{1}{p}} \\
& \times\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right) \\
= & \frac{(\omega-\varrho)^{2}}{4 \alpha(p \alpha+1)^{\frac{1}{p}}\|w w\|_{[\varrho, \omega], \infty}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right) .}
\end{aligned}
$$

The proof is now finished.
Corollary 6. In Theorem 2, if we use:

1. $s=0$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(p \alpha+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty} \\
& \times\left(\left(\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}+\left(\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

2. $s=1$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(p \alpha+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}
\end{aligned}
$$

$$
\times\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right)
$$

Corollary 7. In Theorem 2, if we use $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\omega} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4(p+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

Remark 3. In Corollary 7, if we assume that $s \in(0,1]$, we obtain Theorem 2.4 in [27]. Moreover, if we use $s=1$, we obtain Corollary 7 in [28], respectively.

Corollary 8. In Theorem 2, if we choose

1. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{-}}^{-} g(\varrho)+J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\omega)\right)\right| \\
\leq & \frac{\omega-\varrho}{4(p \alpha+1)^{\frac{1}{p}}}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

2. $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \\
\leq & \frac{\omega-\varrho}{4(p+1)^{\frac{1}{p}}}\left(\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}+\left(\frac{\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}}{s+1}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

Remark 4. Corollary 8, the second point will be reduced to Corollary 6 in [10] when $s=0$.
Corollary 9. In Theorem 2, using the s-convexity of $\left|g^{\prime}\right|^{q}$, i.e.,

$$
\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q} \leq \frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2^{s-1}(1+s)}
$$

we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(p \alpha+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(\frac{\left(1+s+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right.
\end{aligned}
$$

$$
\left.+\left(\frac{2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+s+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right)
$$

Corollary 10. In Corollary 9:

1. If we use $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\omega} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\omega} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4(p+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(\frac{\left(1+s+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+s+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

2. If we choose $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\varrho)+J_{\left(\frac{\rho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\omega)\right)\right| \\
\leq & \frac{\omega-\varrho}{4(p \alpha+1)^{\frac{1}{p}}}\left(\left(\frac{\left(1+s+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+s+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

3. If we choose $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\varrho} g(u) d u\right| \\
\leq & \frac{\omega-\varrho}{4(p+1)^{\frac{1}{p}}}\left(\left(\frac{\left(1+s+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+s+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}}{(1+s)^{2}}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

## Remark 5.

1. Corollary 10, the first point will be reduced to Corollary 2.3 in [9] when $s=1$.
2. The second point of Corollary 10 will be reduced to Theorem 6 in [6] when $s=1$.
3. Corollary 10, the third point will be reduced to Theorem 2.3 in [9] when $s=1$.

Corollary 11. In Corollary 9, if we use the discrete power mean inequality, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{2 \alpha(p \alpha+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

Corollary 12. In Corollary 11:

1. If we use $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{2(p+1)^{\frac{1}{p}}}\|w\|_{[\varrho, \omega], \infty}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

2. If we choose $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left\lvert\, g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\left.-g(\varrho)+J_{\left(\frac{\rho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\omega)\right) \mid}\right.\right. \\
\leq & \frac{\omega-\varrho}{2(p \alpha+1)^{\frac{1}{p}}}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

3. If we choose $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \\
\leq & \frac{\omega-\varrho}{2(p+1)^{\frac{1}{p}}}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

Theorem 3. Let $g:[\varrho, \infty] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \infty)$ such that $g^{\prime} \in L([\varrho, \infty])$ with $0 \leq \varrho<\omega$, and let $w:[\varrho, \infty] \rightarrow \mathbb{R}$ be a continuous and symmetric function with respect to $\frac{\varrho+\omega}{2}$. If $\left|g^{\prime}\right|^{q}$ is an extended s-convex for some fixed $s \in(-1,1]$ and $q \geq 1$, then we have

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)^{1-\frac{1}{q}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(B(s+1, \alpha+1)\left|g^{\prime}(\varrho)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(B(s+1, \alpha+1)\left|g^{\prime}(\omega)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

where $B(.,$.$) is the beta function.$
Proof. Using Lemma 1, the absolute value, power mean inequality, and s-convexity of $\left|g^{\prime}\right|$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\left(\int_{0}^{1}\left|p_{1}(a)\right|\left|g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right. \\
& \left.+\int_{0}^{1}\left|p_{2}(a)\right|\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right| d a\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{(\omega-\varrho)^{2}}{4}\left(\left(\int_{0}^{1}\left|p_{1}(a)\right| d t\right)^{1-\frac{1}{q}}\left(\int_{0}^{1}\left|p_{1}(a)\right|\left|g^{\prime}\left(a \varrho+(1-a) \frac{\varrho+\omega}{2}\right)\right|^{q} d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1}\left|p_{2}(a)\right| d a\right)^{1-\frac{1}{q}}\left(\int_{0}^{1}\left|p_{2}(a)\right|\left|g^{\prime}\left(a \omega+(1-a) \frac{\varrho+\omega}{2}\right)\right|^{q} d a\right)^{\frac{1}{q}}\right) \\
& \leq \frac{(\omega-\varrho)^{2}}{4}\|w\|_{[\varrho, \infty], \infty}\left(\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right) d a\right)^{1-\frac{1}{q}} \\
& \times\left(\left(\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right)\left(a^{s}\left|g^{\prime}(\varrho)\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\infty}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1}\left(\int_{a}^{1}(1-b)^{\alpha-1} d b\right)\left(a^{s}\left|g^{\prime}(\omega)\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right) \\
& =\frac{(\varsigma-\varrho)^{2}}{4 \alpha}\|w\|_{[\varrho, \infty], \infty}\left(\int_{0}^{1}(1-a)^{\alpha} d a\right)^{1-\frac{1}{q}} \\
& \times\left(\left(\int_{0}^{1}(1-a)^{\alpha}\left(a^{s}\left|g^{\prime}(\varrho)\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1}(1-a)^{\alpha}\left(a^{s}\left|g^{\prime}(\mathfrak{\infty})\right|^{q}+(1-a)^{s}\left|g^{\prime}\left(\frac{\varrho+\mathfrak{\omega}}{2}\right)\right|^{q}\right) d a\right)^{\frac{1}{q}}\right) \\
& =\frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)^{1-\frac{1}{9}}}\|w\|_{[\varrho, \omega], \infty} \\
& \times\left(\left(\left|g^{\prime}(\varrho)\right|^{q} \int_{0}^{1}(1-a)^{\alpha} a^{s} d a+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|_{0}^{q} \int_{0}^{1}(1-a)^{\alpha+s} d a\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\left|g^{\prime}(\omega)\right|^{q} \int_{0}^{1}(1-a)^{\alpha} a^{s} d a+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q} \int_{0}^{1}(1-a)^{\alpha+s} d a\right)^{\frac{1}{q}}\right) \\
& =\frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)^{1-\frac{1}{q}}}\|w\|_{[\varrho, \omega], \infty}\left(\left(B(s+1, \alpha+1)\left|g^{\prime}(\varrho)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(B(s+1, \alpha+1)\left|g^{\prime}(\omega)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right) \text {. }
\end{aligned}
$$

The proof is now completed.
Corollary 13. In Theorem 3, if we use:

1. $s=0$, we get

$$
\left|L^{\alpha}[w] g\left(\frac{\varrho+\boldsymbol{\omega}}{2}\right)-L^{\alpha}[w g]\right|
$$

$$
\begin{aligned}
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)}\|w\|_{[\varrho, \omega], \infty}\left(\left(\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\left|g^{\prime}(\omega)\right|^{q}+\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

2. If we use $s=1$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)}\|w\|_{[\varrho, \omega], \infty}\left(\left(\frac{1}{\alpha+2}\left|g^{\prime}(\varrho)\right|^{q}+\frac{\alpha+1}{\alpha+2}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{1}{\alpha+2}\left|g^{\prime}(\omega)\right|^{q}+\frac{\alpha+1}{\alpha+2}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

3. If we choose $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
& \leq \frac{(\omega-\varrho)^{2}}{8}\|w\|_{[\varrho, \omega], \infty}\left(\frac{2}{(s+1)(s+2)}\right)^{\frac{1}{q}}\left(\left(\left|g^{\prime}(\varrho)\right|^{q}+(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\left|g^{\prime}(\omega)\right|^{q}+(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

Remark 6. In the third point of Corollary 13, if we assume that $s \in(0,1]$, we obtain Theorem 2.2 in [27]. Moreover, if we use $s=1$, we obtain Corollary 12 in [28].

Corollary 14. In Theorem 3, if we choose:

1. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left\lvert\, g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\rho+\omega}{2}\right)^{-}}^{\left.-g(\varrho)+J_{\left(\frac{\varrho+\infty}{2}\right)^{\alpha}}^{\alpha}+g(\omega)\right) \mid}\right.\right. \\
\leq & \frac{\omega-\varrho}{4(\alpha+1)^{1-\frac{1}{q}}}\left(\left(B(s+1, \alpha+1)\left|g^{\prime}(\varrho)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(B(s+1, \alpha+1)\left|g^{\prime}(\omega)\right|^{q}+\frac{1}{\alpha+s+1}\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

2. If we choose $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \\
\leq & \frac{\omega-\varrho}{8}\left(\frac{2}{(s+1)(s+2)}\right)^{\frac{1}{q}}\left(\left(\left|g^{\prime}(\varrho)\right|^{q}+(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right.
\end{aligned}
$$

$$
\left.+\left(\left|g^{\prime}(\omega)\right|^{q}+(s+1)\left|g^{\prime}\left(\frac{\varrho+\omega}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right)
$$

Corollary 15. In Theorem 3, using the s-convexity of $\left|g^{\prime}\right|$, we obtain

$$
\begin{aligned}
& \left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \leq \frac{(\omega-\varrho)^{2}}{4 \alpha(\alpha+1)^{1-\frac{1}{q}}}\|w\|_{[\varrho, \omega], \infty} \\
& \times\left(\left(\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\varrho)\right|^{q}+\frac{2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\varrho)\right|^{q}+\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right)
\end{aligned}
$$

Corollary 16. In Corollary 9, if we use:

1. $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{8}\|w\|_{[\varrho, \omega], \infty}\left(\frac{2}{(1+s)(s+2)}\right)^{\frac{1}{q}}\left(\left(\left(1+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

2. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\varrho)+J_{\left(\frac{\rho+\omega}{2}\right)^{\alpha}}^{\alpha} g(\omega)\right)\right| \\
\leq & \frac{\omega-\varrho}{4(\alpha+1)^{1-\frac{1}{q}}}\left(\left(\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\varrho)\right|^{q}\right.\right. \\
& \left.+\frac{2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}+\left(\frac{2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\varrho)\right|^{q}\right. \\
& \left.\left.+\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{1-s}}{(1+s)(\alpha+s+1)}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

3. If we choose $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \\
& \leq \frac{\omega-\varrho}{8}\left(\frac{2}{(1+s)(s+2)}\right)^{\frac{1}{q}}\left(\left(\left(1+2^{1-s}\right)\left|g^{\prime}(\varrho)\right|^{q}+2^{1-s}\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(2^{1-s}\left|g^{\prime}(\varrho)\right|^{q}+\left(1+2^{1-s}\right)\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}\right) .
\end{aligned}
$$

Remark 7. Corollary 16, the second point will be reduced to Theorem 5 in [6] when $s=1$.

Corollary 17. In Corollary 15, if we use the discrete power mean inequality, we obtain

$$
\begin{gathered}
\left|L^{\alpha}[w] g\left(\frac{\varrho+\omega}{2}\right)-L^{\alpha}[w g]\right| \\
\leq \frac{(\omega-\varrho)^{2}}{2 \alpha(\alpha+1)^{1-\frac{1}{q}}}\|w\|_{[\varrho, \omega], \infty}\left(\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{2-s}}{(1+s)(\alpha+s+1)}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{gathered}
$$

Corollary 18. In Corollary 17, if we use:

1. $\alpha=1$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right) \int_{\varrho}^{\infty} w(\mathrm{~N}) d \mathrm{~N}-\int_{\varrho}^{\infty} w(\mathrm{~N}) g(\mathrm{~N}) d \mathrm{~N}\right| \\
\leq & \frac{(\omega-\varrho)^{2}}{4}\|w\|_{[\varrho, \infty], \infty}\left(\frac{1+2^{2-s}}{(1+s)(s+2)}\right)^{\frac{1}{q}}\left(\left|g^{\prime}(a)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}} .
\end{aligned}
$$

2. $w(u)=\frac{1}{\omega-\varrho}$, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{2^{\alpha-1}}{(\omega-\varrho)^{\alpha}} \Gamma(\alpha+1)\left(J_{\left(\frac{\varrho+\omega}{2}\right)^{-}}^{\alpha} g(\varrho)+J_{\left(\frac{\rho+\omega}{2}\right)^{\alpha}}^{+} g(\omega)\right)\right| \\
\leq & \frac{\omega-\varrho}{2(\alpha+1)^{1-\frac{1}{q}}}\left(\frac{(1+s)(\alpha+s+1) B(s+1, \alpha+1)+2^{2-s}}{(1+s)(\alpha+s+1)}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}}{2}\right)^{\frac{1}{q}}
\end{aligned}
$$

3. $w(u)=\frac{1}{\omega-\varrho}$ and $\alpha=1$, we obtain

$$
\left|g\left(\frac{\varrho+\omega}{2}\right)-\frac{1}{\omega-\varrho} \int_{\varrho}^{\omega} g(u) d u\right| \leq \frac{\omega-\varrho}{4}\left(\frac{1+2^{2-s}}{(1+s)(s+2)}\right)^{\frac{1}{q}}\left(\left|g^{\prime}(\varrho)\right|^{q}+\left|g^{\prime}(\omega)\right|^{q}\right)^{\frac{1}{q}}
$$

Remark 8. Corollary 18, the first point will be reduced to Theorem 2 in [8] when $s=1$.

## 4. Applications

### 4.1. Weighted Midpoint Quadrature

Let $Y$ be the partition of the points $\varrho=\wp_{0}<\wp_{1}<\ldots<\wp_{n}=\omega$ of the interval $[\varrho, \infty]$, and consider the quadrature formula

$$
\int_{\varrho}^{\infty} w(u) g(u) d u=\lambda_{w}(g, \mathrm{Y})+R_{w}(g, \mathrm{Y}),
$$

where

$$
\lambda_{w}(g, \mathrm{Y})=\sum_{i=0}^{n-1} g\left(\frac{\wp_{i}+\wp_{i+1}}{2}\right) \int_{\wp_{i}}^{\wp_{i+1}} w(u) d u
$$

and $R_{w}(g, Y)$ is the associated approximation error.
Proposition 1. Let $g:[\varrho, \infty] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \omega)$ with $0 \leq \varrho<\omega$ and $g^{\prime}$ $\in L^{1}[\varrho, \omega]$, and let $w:[\varrho, \omega] \rightarrow \mathbb{R}$ be symmetric as regards $\frac{\varrho+\omega}{2}$. If $\left|g^{\prime}\right|$ is s-convex function, then for $n \in \mathbb{N}$ we have

$$
\left|R_{w}(g, Y)\right| \leq \frac{\left(2^{2-s}+1\right)}{4(1+s)(s+2)}\|w\|_{[\varrho, \infty], \infty} \sum_{i=0}^{n-1}\left(\wp_{i+1}-\wp_{i}\right)^{2}\left(\left|g^{\prime}\left(\wp_{i}\right)\right|+\left|g^{\prime}\left(\wp_{i+1}\right)\right|\right) .
$$

Proof. Applying Corollary 5 on the subintervals $\left[\wp_{i}, \wp_{i+1}\right](i=0,1, \ldots, n-1)$ of the partition Y, we obtain

$$
\begin{aligned}
& \quad\left|g\left(\frac{\wp_{i}+\wp_{i+1}}{2}\right) \int_{\wp_{i}}^{\wp_{i+1}} w(u) d u-\int_{\wp_{i}}^{\wp_{i+1}} w(u) g(u) d u\right| \\
& \leq \frac{\left(2^{2-s}+1\right)\left(\wp_{i+1}-\wp_{i}\right)^{2}}{4(1+s)(s+2)}\|w\|_{\left[\wp_{i}, \wp_{i+1}\right], \infty}\left(\left|g^{\prime}\left(\wp_{i}\right)\right|+\left|g^{\prime}\left(\wp_{i+1}\right)\right|\right) .
\end{aligned}
$$

Add the above inequalities for all $i=0,1, \ldots, n-1$ and using the triangular inequality to obtain the desired result.

Proposition 2. Let $g:[\varrho, \omega] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \omega)$ with $0 \leq \varrho<\omega$ and $g^{\prime}$ $\in L^{1}[\varrho, \omega]$, and let $w:[\varrho, \omega] \rightarrow \mathbb{R}$ be symmetric as regards $\frac{\varrho+\omega}{2}$. If $\left|g^{\prime}\right|^{q}$ is a s-convex function, then for $n \in \mathbb{N}$ we have

$$
|R(g, Y)| \leq \frac{\|w\|_{[\varrho, \infty], \infty}}{2(p+1)^{\frac{1}{p}}} \sum_{i=0}^{n-1}\left(\wp_{i+1}-\wp_{i}\right)^{2}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}\left(\wp_{i}\right)\right|^{q}+\left|g^{\prime}\left(\wp_{i+1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}
$$

Proof. Applying Corollary 12 on the subintervals $\left[\wp_{i}, \wp_{i+1}\right](i=0,1, \ldots, n-1)$ of the partition Y, we obtain

$$
\begin{aligned}
& \quad\left|g\left(\frac{\wp_{i}+\wp_{i+1}}{2}\right) \int_{\wp_{i}}^{\wp_{i+1}} w(u) d u-\int_{\wp_{i}}^{\wp_{i+1}} w(u) g(u) d u\right| \\
& \leq \frac{\left(\wp_{i+1}-\wp_{i}\right)^{2}}{2(p+1)^{\frac{1}{p}}}\|w\|_{\left[\wp_{i}, \wp_{i+1}\right], \infty}\left(\frac{1+s+2^{2-s}}{(1+s)^{2}}\right)^{\frac{1}{q}}\left(\frac{\left|g^{\prime}\left(\wp_{i}\right)\right|^{q}+\left|g^{\prime}\left(\wp_{i+1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}} .
\end{aligned}
$$

Add the above inequalities for all $i=0,1, \ldots, n-1$ and using the triangular inequality to obtain the desired result.

Proposition 3. Let $g:[\varrho, \omega] \rightarrow \mathbb{R}$ be a differentiable function on $(\varrho, \omega)$ with $0 \leq \varrho<\omega$ and $g^{\prime}$ $\in L^{1}[\varrho, \omega]$, and let $w:[\varrho, \omega] \rightarrow \mathbb{R}$ be symmetric as regards $\frac{\varrho+\omega}{2}$. If $\left|g^{\prime}\right|^{q}$ is a s-convex function, then, for $n \in \mathbb{N}$, we have

$$
|R(g, \mathrm{Y})| \leq \frac{\|w\|_{\left[a_{i}, b\right], \infty}}{4}\left(\frac{1+2^{2-s}}{(1+s)(s+2)}\right)^{\frac{1}{q} n-1} \sum_{i=0}\left(\wp_{i+1}-\wp_{i}\right)^{2}\left(\left|g^{\prime}\left(\wp_{i}\right)\right|^{q}+\left|g^{\prime}\left(\wp_{i+1}\right)\right|^{q}\right)^{\frac{1}{q}}
$$

Proof. Applying Corollary 18 on the subintervals $\left[\wp_{i}, \wp_{i+1}\right](i=0,1, \ldots, n-1)$ of the partition Y, we obtain

$$
\begin{aligned}
& \left|g\left(\frac{\wp_{i}+\wp_{i+1}}{2}\right) \int_{\wp_{i}}^{\wp_{i+1}} w(u) d u-\int_{\wp_{i}}^{\wp_{i+1}} w(u) g(u) d u\right| \\
& \leq \frac{\left(\wp_{i+1}-\wp_{i}\right)^{2}}{4}\|w\|_{\left[\wp_{i}, \wp_{i+1}\right], \infty}\left(\frac{1+2^{2-s}}{(1+s)(s+2)}\right)^{\frac{1}{q}}\left(\left|g^{\prime}\left(\wp_{i}\right)\right|^{q}+\left|g^{\prime}\left(\wp_{i+1}\right)\right|^{q}\right)^{\frac{1}{q}} .
\end{aligned}
$$

Add the above inequalities for all $i=0,1, \ldots, n-1$ and using the triangular inequality to obtain the desired result.

### 4.2. Application to Special Means

Let $\varrho, \omega$ be two arbitrary real numbers:
The Arithmetic mean:

$$
A(\varrho, \omega)=\frac{\varrho+\omega}{2} .
$$

The Logarithmic mean:

$$
L(\varrho, \omega)=\frac{\omega-\varrho}{\ln \omega-\ln \varrho}, \varrho, \omega>0, \varrho \neq \omega .
$$

The $p$-Logarithmic mean:

$$
L_{p}(\varrho, \omega)=\left(\frac{\omega^{p+1}-\varrho^{p+1}}{(p+1)(\omega-\varrho)}\right)^{\frac{1}{p}}, \varrho, \omega>0, \varrho \neq \omega \text { and } p \in \mathbb{R} \backslash\{-1,0\} .
$$

Proposition 4. Let $\varrho, \omega \in \mathbb{R}$ with $0<\varrho<\omega$, then we have

$$
\left|A^{\frac{3}{2}}(\varrho, \omega)-L_{\frac{3}{2}}^{\frac{3}{2}}(\varrho, \omega)\right| \leq \frac{\omega-\varrho}{10}\left(\varrho^{\frac{1}{2}}+3\left(\frac{\varrho+\omega}{2}\right)^{\frac{1}{2}}+\omega^{\frac{1}{2}}\right) .
$$

Proof. Using Corollary 3 for function $g(k)=k^{\frac{3}{2}}$ whose derivative $g^{\prime}(k)=\frac{3}{2} k^{\frac{1}{2}}$ is $\frac{1}{2}$ convex.

Proposition 5. Let $\varrho, \omega \in \mathbb{R}$ with $0<\varrho<\omega$, then we have

$$
\left|A^{-1}(\varrho, \omega)-L^{-1}(\varrho, \omega)\right| \leq \frac{(\omega-\varrho) \sqrt{3}}{12}\left(\left(\frac{2 \varrho+\omega}{\varrho \omega}\right)^{\frac{1}{2}}+\left(\frac{\omega+2 \varrho}{\varrho \omega}\right)^{\frac{1}{2}}\right)
$$

Proof. Applying Corollary 17 with $q=2$ to the function $g(k)=\frac{1}{k}$ whose derivative $\left|g^{\prime}(k)\right|^{2}=\frac{1}{k}$ is $P$-function.

## 5. Conclusions

In this study, we considered the weighted midpoint-type integral inequalities for $s$-convex first derivatives using Riemann-Liouville integrals operators, where the main novelties of the paper are provided by a new identity regarding the weighted midpoint-type inequalities being presented and some new fractional weighted midpoint-type inequalities for functions whose first derivatives are s-convex being established. Some special cases are derived and the applications of our results are provided.
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#### Abstract

Navier-Stokes equations (NS-equations) are applied extensively for the study of various waves phenomena where the symmetries are involved. In this paper, we discuss the NS-equations with the time-fractional derivative of order $\beta \in(0,1)$. In fractional media, these equations can be utilized to recreate anomalous diffusion equations which can be used to construct symmetries. We examine the initial value problem involving the symmetric Stokes operator and gravitational force utilizing the Caputo fractional derivative. Additionally, we demonstrate the global and local mild solutions in $H^{\alpha, p}$. We also demonstrate the regularity of classical solutions in such circumstances. An example is presented to demonstrate the reliability of our findings.


Keywords: Navier-Stokes equations; Caputo fractional derivatives; mild solutions; regularity
MSC: 34A08; 34A12

## 1. Introduction

Because of their importance in fluid mechanics, the Navier-Stokes equations have been extensively studied by various researchers. NS-equations are partial differential equations that describe the flow of incompressible fluid. These equations are generalization of the equations devised by Swiss mathematician Leonhard Euler in the eighteen century to describe the flow of incompressible and frictionless fluids. The NS-equations are useful because they describe the physics of many scientific and engineering phenomena. These can be used to simulate weather, ocean currents, water flow in a pipe, and airflow around a wing etc. The difference between the NS-equations and the Euler equations is that the NS-equations account for viscosity, whereas the Euler equations exclusively simulate inviscid flow.

As a result, the NS-equations are parabolic equations, which have exceptional analytic features. In a purely mathematical sense, the NS-equations are extremely interesting. Despite its extensive range of applications, it is still unknown if smooth solutions always exist in three dimensions, that is, whether these are infinite and differentiable at all points in the domain. The existence and smoothness problem is known as the Navier-Stokes problem.

Different scholars focus on mass and momentum conservation and describe useful phenomena concerning the motion of the incompressible fluid flow, ranging from largescale atmospheric motions to the lubricant in ball bearings; see, Varnhorn [1], as well as Cannone [2]. Similarly, Rieusset [3] discussed the existence, uniqueness and regularity of NS-equations.

Jean Leray was a French mathematician who work on both PDEs and algebraic topology and explained a fascinating phenomenon. The Leray projection is a linear operator that is useful in the theory of partial differential equations, particularly in the subject of
fluid dynamics. It can be considered as a projection on a vector field with no divergence. In the Stokes equations and NS-equations, it is applied to eliminate both the pressure term and the divergence-free term; see [4].

Aljandro Rangel-Huerts and Blanca Bermudez solved NS-equations using two unique formulations with moderate and high Reynolds numbers. They used two numerical solutions of lid-driven cavity and Taylor vortex problems. These problems can be solved by using stream function vorticity in two dimensions of NS-equations; see [5]. Moreover, Gallgher [6], Giga [7], Rejaiba [8], Kozono [9], Sell [10] and Choe [11] found unique results on the regularity of weak and strong solutions. Emilia Bazhlekova et al. [12] analyzed the Rayleigh Stokes' problems. Rayleigh problem is also known as Stokes' first problem which is a problem of determining the flow created by a sudden movement of an infinitely long plate from rest named after Lord Rayleigh and Sir George Stokes. The authors studied the Reyleigh problems involving RL-fractional derivative. They worked on smooth and non-smoothness initial data for Sobolev regularity of homogeneous problems.

On the contrary, fractional calculus has received a lot of attention in recent years. Many of the fundamental piece of calculus are related to fluid mechanics like total derivative, gradients, divergence and rotation. Fractional calculus proved that the topic indeed is very promising like in control theory of dynamical system, porous structure, viscoelasticity and among others; see, e.g., Hilfer [13], Herrmann [14], and Zhou [15-17]. Such models are important not just in Physics but also in pure mathematics. Recently, experimental data and theoretical analysis have shown that the diffusion equation fails to describes the diffusion phenomena in porous media. Basically, the diffusion equation is a parabolic PDE. In Physics, it describe the microscopic behavior of many microparticles in Brownain motion.

Do NS-equations describe all the motion of the fluid? Serkan Solmaz gave an interesting fact that the NS-equations encompass all types of fluid motion in case they are combined with a related mathematical model such as multi-phase flow, chemical reaction and turbulent etc. It is significant to specify the degree of error throughout the analysis in which the NS-equations enable a reasonable range of error. Thereby, these are the most famous equations that examine the motion of fluid reliably. Different authors talked about the time fractional NS-equations; see [18-20]. Moreover, to the best of our insight there are not many results on the existence, uniqueness and regularity of mild solution for time fractional NS-equations.

Keeping this in view, we discuss the time fractional NS-equations in an open set $\Omega \subset R^{m}(m \geq 3):$

$$
\left\{\begin{array}{l}
\partial_{\mathfrak{t}}^{\beta} v-\mu \Delta v+(v \cdot \nabla) v=-\nabla p+\rho g+\mu \nabla^{2} \vec{v}, 0<\mathfrak{t}  \tag{1}\\
\nabla \cdot v=0 \\
\frac{v}{\partial \Omega}=0 \\
v(0, y)=a x+b
\end{array}\right.
$$

where $\rho\left(\frac{\partial v}{\partial t}+(v \cdot \nabla) v\right)=\rho \frac{D v}{D t}, g$ is a gravitational force or body force, $-\nabla p$ is a pressure gradient, $\mu \nabla^{2} \vec{v}$ is viscous term or diffusion term, $\rho \frac{D v}{D t}$ is local acceleration and $\partial_{\mathfrak{t}}^{\beta}$ be the Caputo fractional derivative with order $\beta \in(0,1), y \in \Omega$ and the time $0<\mathfrak{t}$. By applying a well-known Helmholtz projector $P$ on (1) for getting rid of the pressure term, one has

$$
\left\{\begin{array}{l}
\partial_{\mathfrak{t}}^{\beta} v-\mu P \Delta v+P(v \cdot \nabla) v=P g, 0<\mathfrak{t} \\
\nabla \cdot v=0 \\
\frac{v}{\partial \Omega}=0 \\
v(0, y)=b
\end{array}\right.
$$

$B$ is the Stokes operator under consideration, where $b$ is the initial velocity and $-\mu P \Delta$ is the Dirichlet boundary condition. The abstract form of (1) is

$$
\left\{\begin{array}{l}
{ }^{C} D_{\mathrm{t}}^{\beta} v=-B v+F(v, w)+P g, 0<\mathfrak{t}  \tag{2}\\
v(0)=b
\end{array}\right.
$$

where $-P(v \cdot \nabla) w=F(v, w)$.
The arrangement of the paper is as: In Section 2, we review some helpful preliminaries. In Section 3, study of the global and local existence of mild solutions of problem (2) in $H^{\beta, p}$ is conducted. In Section 4, the regularity of classic solutions in $Q_{p}$ will be discussed. At last, an example will be presented.

## 2. Preliminaries

In this section, we discuss some known definitions, notations and results.
Suppose that, $\omega=\left\{\left(y_{1}, \ldots, y_{m}\right): y_{m}>0\right\}$ be an open subset of $R^{m}$ where $m \geq 3$ and $1<p<\infty$. Then there exists a bounded projection

$$
C_{\varrho}^{\infty}(\omega)=\left\{v \in\left(C^{\infty}(\omega)\right)^{m}: \nabla \cdot v=0, \text { vhascompactin } \omega\right\},
$$

as well as the null space is the closure of

$$
\left\{v \in\left(C^{\infty}(\omega)\right)^{m}: v=\nabla \varphi, \varphi \in C^{\infty}(\omega)\right\}
$$

Suppose that, $Q_{p}={\overline{C_{\varrho}}(\omega)}^{|\cdot|}$, be the closed subspace of $\left(L^{p}(\omega)\right)^{m} .\left(M^{n, p}(\omega)\right)^{m}$ be a Sobolev space along the norm $|\cdot|_{n, p}$.
$B=-\mu P \Delta$ is said to be the Stokes operator in $Q_{p}$ whose domain is $D_{p}(B)=$ $D_{p}(\Delta) \cap h_{p}$. Here

$$
D_{p}(\Delta)=\left\{v \in\left(M^{2, p}(\omega)\right)^{m}: \frac{v}{\partial \omega}=0\right\} .
$$

It is noted that $-B$ is a closed linear operator as well as generates the bounded analytic semi-group $\left\{e^{-\mathfrak{t} B}\right\}$ on $Q_{p}$.

We present new fractional power space definitions that are connected to $-B$. For $\alpha>0$ as well as $v \in Q_{p}$, define

$$
B^{-\alpha} v=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} \mathfrak{t}^{\alpha-1} e^{-\mathfrak{t} B} v d \mathrm{t} .
$$

$B^{-\alpha}$ is bounded and one-to-one operator on $Q_{p}$. Suppose that $B^{\alpha}$ is the inverse of $B^{-\alpha}$. For $\alpha>0$, indicate the space $H^{\alpha, p}$ according to the range $B^{-\alpha}$ along the norm

$$
|v|_{H^{\alpha, p}}=\left|B^{\alpha} v\right|_{p}
$$

It is not difficult to see that $e^{-t B}$ restrict to be a bounded analytic semi-group on $H^{\alpha, p}$, for further details; see [21].

Suppose that $Y$ is a Banach space as well as $Q$ is the interval of $\mathbb{R}$. All continuous $Y$ valued functions are represented by $C(Q, Y)$. So for $0<\zeta<1, C^{\zeta}(Q, Y)$ indicates for the set of all functions is Holder continuous along the exponent $\zeta$.

Assume that $\beta \in(0,1)$ as well as $w:[0, \infty) \rightarrow Y$, the fractional integral with the order $\beta$ along the lower limit zero for the function $w$ is defined as

$$
I_{\mathfrak{t}}^{\beta} w(\mathfrak{t})=\int_{0}^{\infty} h_{\beta}(\mathfrak{t}-s) w(s) d s, 0<\mathfrak{t}
$$

the R.H.S is point-wise defined on the interval $[0, \infty)$, where $h_{\beta}$ is said to be the RiemannLiouville kernel

$$
h_{\beta}(\mathfrak{t})=\frac{\mathfrak{t}^{\beta-1}}{\Gamma(\beta)}, 0<\mathfrak{t} .
$$

${ }^{C} D_{\mathrm{t}}^{\beta}$ indicates the Caputo fractional derivative operator with order $\beta$. It can be describe as

$$
{ }^{C} D_{\mathfrak{t}}^{\beta} w(\mathfrak{t})=\frac{d}{d \mathfrak{t}}\left[I_{\mathfrak{t}}^{1-\beta}(w(\mathfrak{t})-w(0))\right]=\frac{d}{d \mathfrak{t}}\left(\int_{0}^{\mathfrak{t}} h_{1-\beta}(\mathfrak{t}-s)(w(\mathfrak{t})-w(0)) d s\right), 0<\mathfrak{t} .
$$

Generally, for $w=[0, \infty) \times R^{m} \rightarrow R^{m}$, Caputo fractional derivative w.r.t time for the function $w$ can be defined as

$$
\partial_{\mathfrak{t}}^{\beta} v(\mathfrak{t}, y)=\partial_{\mathfrak{t}}\left(\int_{0}^{\mathfrak{t}} h_{1-\beta}(\mathfrak{t}-s)(v(\mathfrak{t}, y)-v(\mathfrak{t}, 0)) d s\right), 0<\mathfrak{t},
$$

for further details; see [22]. Now, we define generalized Mittag-Leffler functions:

$$
E_{\beta}\left(-\mathfrak{t}^{\beta} B\right)=\int_{0}^{\infty} \mathcal{M}_{\beta}(s) e^{-s t^{\beta} B} d s, E_{\beta, \beta}\left(-t^{\beta} B\right)=\int_{0}^{\infty} \beta s \mathcal{M}_{\beta}(s) e^{-s t^{\beta} B} d s,
$$

where $\mathcal{M}(\theta)$ is Mainardi's Wright Type function defined as

$$
\mathcal{M}_{\beta}(\theta)=\sum_{g=0}^{\infty} \frac{\theta^{m}}{m!\Gamma(1-\beta(1+m))} .
$$

Lemma 1. In uniform operator topology, $0<\mathfrak{t}, E_{\beta}\left(-t^{\beta} B\right)$ and $E_{\beta, \beta}\left(-t^{\beta} B\right)$ are continuous. On the interval $[r, \infty]$, the continuity is uniform for every $0<r$.

Lemma 2. Let $0<\beta<1$. At that point the following properties holds:
(i) for every $v \in Y, \lim _{t \rightarrow 0^{+}} E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) v=v$;
(ii) for every $v \in D(B)$ and $0<\mathfrak{t}^{C} D_{\beta}^{\mathfrak{t}} E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) v=-B E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) v$;
(iii) for every $v \in Y, E_{\beta}^{\prime}\left(-t^{\beta} B\right) v=-t^{\beta-1} B E_{\beta, \beta}\left(-t^{\beta} B\right) v$;
(iv) for $0<\mathfrak{t}, E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) v=I_{\mathfrak{t}}^{1-\beta}\left(\mathfrak{t}^{\beta-1} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right) v\right)$.

Definition 1. A function $v:[0, \infty) \rightarrow H^{\alpha, p}$ is said to be the global mild solution of (2) in $H^{\alpha, p}$, if $v \in C\left([0, \infty), H^{\alpha, p}\right)$ and for $\mathfrak{t} \in[0, \infty)$

$$
\begin{align*}
v(\mathfrak{t}) & =E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b+\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) F(v(s), w(s)) d s  \tag{3}\\
& +\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s) d s .
\end{align*}
$$

Definition 2. Suppose that $0<\mathfrak{T}<\infty$. A local mild solution of problem (2) in $H^{\alpha, p}$ or in $Q_{p}$, is a function $v:[0, \mathfrak{T}] \rightarrow H^{\alpha, p}\left(Q_{p}\right)$, if $v \in C\left([0, \mathfrak{T}], H^{\alpha . p}\right)$ as well as $v$ fulfils (3) for interval $\mathfrak{t} \in[0, \mathfrak{T}]$.

$$
\begin{aligned}
\varphi(\mathfrak{t}) & =\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) g(s) d s \\
\mathcal{U}(v, w) & =\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) F(v(s), w(s)) d s .
\end{aligned}
$$

Lemma 3. Suppose that $\left(Y,\|\cdot\|_{Y}\right)$ is a Banach space, $O: Y \times Y \rightarrow Y$ be a bi-linear operator as well as $K$ be a non-negative real number in such a way that

$$
\|O(v, w)\|_{Y} \leq K\|v\|_{Y}\|w\|_{Y}, \text { forallv, } w \in Y .
$$

Then, for some $v_{0} \in Y$ with $\left\|v_{0}\right\|_{Y}<\frac{1}{4 K}$, the relation $v=v_{0}+O(v, w)$ must have a unique solution $v \in Y$.

The system (2) is equal to the following integral:

$$
\begin{equation*}
v(t)=b+\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-s)^{\beta-1}(B v(s)+F(v(s), w(s))+P g(s)) d s, 0 \leq t \tag{4}
\end{equation*}
$$

provided the integral (4) exist.
Theorem 1. If (4) holds, then

$$
\begin{aligned}
v(\mathfrak{t}) & =E_{\beta}\left(-t^{\beta} B\right) b+\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) F(v(s), w(s)) d s \\
& +\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s) d s,
\end{aligned}
$$

where

$$
E_{\beta}\left(-\mathfrak{t}^{\beta} B\right)=\int_{0}^{\infty} M_{\beta}(\theta) T\left(\mathfrak{t}^{\beta} \theta\right) d \theta, E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)=\int_{0}^{\infty} \beta \theta M_{\beta}(\theta) T\left(\mathfrak{t}^{\beta} \theta\right) d \theta
$$

Proof. Let $\lambda>0$

$$
v(\lambda)=\int_{0}^{\infty} e^{-\lambda s} v(s) d s, \mu(\lambda)=\int_{0}^{\infty} e^{-\lambda s} g(s) d s
$$

Apply Laplace Transformation on (4)

$$
v(\lambda)=\lambda^{\beta-1}\left(\lambda^{\beta} I-B\right)^{-1} b+\left(\lambda^{\beta} I-B\right)^{-1} \mu(\lambda)
$$

for $\mathfrak{t} \geq 0$

$$
v(\lambda)=\lambda^{\beta-1} \int_{0}^{\infty} e^{-\lambda^{\beta_{s}}} T(s) b d s+\int_{0}^{\infty} e^{-\lambda^{\beta_{s}}} T(s) \mu(\lambda) d s .
$$

Let

$$
\phi_{\beta}(\theta)=\frac{\beta}{\theta^{\beta+1}} M_{\beta}\left(\theta^{-\beta}\right), \beta \in(0,1),
$$

and its Laplace Transform is given by

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda \theta} \phi_{\beta}(\theta) d \theta=e^{-\lambda^{\beta}} \tag{5}
\end{equation*}
$$

using (4), so

$$
\begin{align*}
\lambda^{\beta-1} \int_{0}^{\infty} e^{-\lambda^{\beta} s} T(s) b d s & =\int_{0}^{\infty} \beta(\lambda \mathfrak{t})^{\beta-1} e^{-(\lambda t)^{\beta}} T\left(\mathfrak{t}^{\beta}\right) b d t \\
& =\int_{0}^{\infty}-\frac{1}{\lambda} \frac{d}{d \mathfrak{t}}\left(\int_{0}^{\infty} e^{(-\lambda \mathfrak{t})^{\beta}} \phi_{\beta}(\theta) d \theta\right) T\left(\mathfrak{t}^{\beta}\right) b d \mathfrak{t} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \frac{-\lambda \theta}{-\lambda} e^{-\lambda t \theta} \phi_{\beta}(\theta) T\left(\mathfrak{t}^{\beta}\right) b d \mathfrak{t} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \theta \phi_{\beta}(\theta) e^{-\lambda \mathfrak{t} \theta} T\left(\mathfrak{t}^{\beta}\right) b d \mathfrak{t d \theta}  \tag{6}\\
& =\int_{0}^{\infty} \int_{0}^{\infty} \phi_{\beta}(\theta) e^{-\lambda \mathfrak{t}} T\left(\frac{\mathfrak{t}^{\beta}}{\theta^{\beta}}\right) b d \theta d \mathfrak{t} \\
& =\int_{0}^{\infty} e^{-\lambda \mathfrak{t}}\left[\int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{t^{\beta}}{\theta^{\beta}}\right) b\right] d \theta d \mathfrak{t} \\
& =\mathcal{L}\left[\int_{0}^{\infty} M_{\beta}(\theta) T\left(\mathfrak{t}^{\beta} \theta\right) b d \theta\right](\lambda) \\
& =\mathcal{L}\left[E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b\right](\lambda) .
\end{align*}
$$

## Similarly

$$
\begin{align*}
\int_{0}^{\infty} e^{-\lambda^{\beta} s} T(s) \mu(\lambda) d s= & \int_{0}^{\infty} \int_{0}^{\infty} \beta \mathfrak{t}^{\beta-1} e^{(-\lambda \mathfrak{t})^{\beta}} T\left(\mathfrak{t}^{\beta}\right) e^{-\lambda s}[F(v(s), w(s))+P g(s)] d s d t \\
= & \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \beta \mathfrak{t}^{\beta-1} \phi_{\beta}(\theta) e^{-\lambda \mathfrak{t} \theta} T\left(\mathfrak{t}^{\beta}\right) e^{-\lambda s}[F(v(s), w(s))+P g(s)] d \theta d s d t \\
= & \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \beta \frac{\mathfrak{t}^{\beta-1}}{\theta^{\beta}} \phi_{\beta}(\theta) T\left(\frac{\mathfrak{t}^{\beta}}{\theta^{\beta}}\right) e^{-\lambda(\mathfrak{t}+s)}[F(v(s), w(s))+P g(s)] d \theta d s d \mathfrak{t} \\
= & \int_{0}^{\infty} e^{-\lambda \mathfrak{t}}\left[\beta \int_{0}^{\mathfrak{t}} \int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{(\mathfrak{t}-s)^{\beta}}{\theta^{\beta}}\right) \frac{(\mathfrak{t}-s)^{\beta-1}}{\theta^{\beta}}\right. \\
& {[F(v(s), w(s))+P g(s)] d \theta d s] d \mathfrak{t} . } \tag{7}
\end{align*}
$$

Combining Equations (5)-(7), one has

$$
\begin{aligned}
v(\lambda)= & \int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{\mathfrak{t}^{\beta}}{\theta^{\beta}}\right) b d \theta+\beta \int_{0}^{\mathfrak{t}} \int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{(\mathfrak{t}-s)^{\beta}}{\theta^{\beta}}\right) \frac{(\mathfrak{t}-s)^{\beta-1}}{\theta^{\beta}}\right. \\
& {[F(v(s), w(s))+P g(s)] d \theta d s] . }
\end{aligned}
$$

By applying the Laplace Transform,

$$
\begin{aligned}
& \quad \int_{0}=\int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{\mathfrak{t}^{\beta}}{\theta^{\beta}}\right) b d \theta+\beta \int_{0}^{\mathfrak{t}} \int_{0}^{\infty} \phi_{\beta}(\theta) T\left(\frac{(\mathfrak{t}-s)^{\beta}}{\theta^{\beta}}\right) \frac{(\mathfrak{t}-s)^{\beta-1}}{\theta^{\beta}}[F(v(s), w(s))+P g(s)] d \theta d s \\
& =\int_{0}^{\infty} M_{\beta}(\theta) T\left(\mathfrak{t}^{\beta} \theta\right) b d \theta+\beta \int_{0}^{\mathfrak{t}} \int_{0}^{\infty} \theta(\mathfrak{t}-s)^{\beta-1} M_{\beta}(\theta) T\left((\mathfrak{t}-s)^{\beta} \theta\right)[F(v(s), w(s))+P g(s)] d \theta d s \\
& =E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b+\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)[F(v(s), w(s))+P g(s)] .
\end{aligned}
$$

We rewrite the above equation

$$
v(\mathfrak{t})=b+\frac{1}{\Gamma(\beta)} \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1}(B v(s)+F(v(s), w(s))+P g(s)) d s
$$

Thus, the proof is complete.
Proposition 1. Prove that
(i) $E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)=\frac{1}{2 \pi i} \int_{\Gamma \theta} E_{\beta, \beta}\left(-v t^{\beta}\right)(v I+B)^{-1} d v$;
(ii) $B^{\gamma} E_{\beta, \beta}\left(-t^{\beta} B\right)=\frac{1}{2 \pi i} \int_{\Gamma \theta} v^{\gamma} E_{\beta, \beta}\left(-v t^{\beta}\right)(v I+B)^{-1} d v$

Proof. (i) Since $\int_{0}^{\infty} \beta s M_{\beta}(s) e^{-s t^{\beta} B} d s=E_{\beta, \beta}(-\mathfrak{t})$, by using Fabini's Theorem, we get

$$
\begin{aligned}
E_{\beta, \beta}(-\mathfrak{t}) & =\int_{0}^{\infty} \beta s M_{\beta}(s) e^{-s t^{\beta} B} d s \\
& =\frac{1}{2 \pi i} \int_{0}^{\infty} \beta s M_{\beta}(s) \int_{\Gamma \theta} e^{-v s t^{\beta}}(v I+B)^{-1} d v d s \\
& =\frac{1}{2 \pi i} \int_{0}^{\infty} \beta s M_{\beta}(s) e^{-v s t^{\beta}} d s \int_{\Gamma \theta}(v I+B)^{-1} d v \\
& =\frac{1}{2 \pi i} \int_{\Gamma \theta} E_{\beta, \beta}\left(-v t^{\beta}\right)(v I+B)^{-1} d v .
\end{aligned}
$$

(ii) We follow the same steps

$$
\begin{aligned}
B^{\gamma} E_{\beta, \beta}\left(-t^{\beta} B\right) & =\int_{0}^{\infty} \beta s M_{\beta}(s) B^{\gamma} e^{-s t^{\beta} B} d s \\
& =\frac{1}{2 \pi i} \int_{0}^{\infty} \beta s M_{\beta}(s) \int_{\Gamma \theta} v^{\gamma} e^{-v s t^{\beta}}(v I+B)^{-1} d v d s \\
B^{\gamma} E_{\beta, \beta}\left(-t^{\beta} B\right) & =\frac{1}{2 \pi i} \int_{0}^{\infty} v^{\gamma} \beta s M_{\beta}(s) e^{-v s t^{\beta}} d s \int_{\Gamma \theta}(v I+B)^{-1} d v \\
& =\frac{1}{2 \pi i} \int_{\Gamma \theta} v^{\gamma} E_{\beta, \beta}\left(-v t^{\beta}\right)(v I+B)^{-1} d v .
\end{aligned}
$$

## 3. Global and Local Existence in $H^{\alpha, p}$

In this section, our main purpose is to build up sufficient conditions for the existence and uniqueness of the mild solution of problem (2) in $H^{\alpha, p}$. We suppose that

Hypothesis 1 (H1). $P g$ is said to be continuous for $0<\mathfrak{t}$ and $|P g(\mathfrak{t})|_{p}=s\left(\mathfrak{t}^{-\beta(1-\alpha)}\right)$ as $\mathfrak{t} \rightarrow 0$ for $1>\alpha>0$.

Lemma 4. See ([23]). Suppose that $1<p<\infty$ and $\alpha_{1} \leq \alpha_{2}$. Then, at that point there exist a constant $\mathfrak{C}=\mathfrak{C}\left(\alpha_{1}, \alpha_{2}\right)$ in such a way that

$$
\left|e^{-\mathfrak{t B}} w\right|_{H^{\alpha_{2}, p}} \leq \mathfrak{C t}^{-\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}, 0}<\mathfrak{t}
$$

for $w \in H^{\alpha_{1}, p}$. Moreover, $\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\left(\alpha_{2}-\alpha_{1}\right)}\left|e^{-\mathfrak{t} B} w\right|_{H^{\alpha_{2}, p}}=0$.
Lemma 5. Suppose that $1<p<\infty$ and $\alpha_{1} \leq \alpha_{2}$. For any $R>0$ there is a constant $\mathfrak{C}_{1}=$ $\mathfrak{C}_{1}\left(\alpha_{1}, \alpha_{2}\right)>0$ in such a way that

$$
\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} \leq \mathfrak{C}_{1} \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}} \text { and }\left|E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} \leq \mathfrak{C}_{1} \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}}
$$

for all $w \in H^{\alpha_{1}, p}$ as well as $\mathfrak{t} \in(0, R]$. Moreover,

$$
\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta\left(\alpha_{2}-\alpha_{1}\right)}\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}}=0 .
$$

Proof. Let $w \in H^{\alpha_{1}, p}$. According to Lemma 4, we consider

$$
\begin{aligned}
\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} & \leq \int_{0}^{\infty} \mathcal{M}_{\beta}(s)\left|e^{-s t^{\beta} B} w\right|_{H^{\alpha_{2}, p}} d s \\
& \leq\left(\mathfrak{C} \int_{0}^{\infty} \mathcal{M}_{\beta}(s) s^{-\left(\alpha_{2}-\alpha_{1}\right)} d s\right) \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}} \\
& \leq \mathfrak{C}_{1} \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}}
\end{aligned}
$$

A well-known theorem, $\mathcal{L e b e s g u e} \mathcal{D}$ ominatedConvergence theorem shows that

$$
\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta\left(\alpha_{2}-\alpha_{1}\right)}\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} \leq \int_{0}^{\infty} \mathcal{M}(s) \lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta\left(\alpha_{2}-\alpha_{1}\right)}\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}}=0
$$

Similarly

$$
\left|E_{\beta, \beta}\left(-t^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} \leq \int_{0}^{\infty} \beta s \mathcal{M}_{\beta}(s)\left|e^{-s t^{\beta} B} w\right|_{H^{\alpha_{2}, p}} d s
$$

$$
\begin{aligned}
\left|E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right) w\right|_{H^{\alpha_{2}, p}} & \leq\left(\beta \mathfrak{C} \int_{0}^{\infty} \mathcal{M}_{\beta}(s) s^{1-\left(\alpha_{2}-\alpha_{1}\right)} d s\right) \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}} \\
& \leq \mathfrak{C}_{1} \mathfrak{t}^{-\beta\left(\alpha_{2}-\alpha_{1}\right)}|w|_{H^{\alpha_{1}, p}}
\end{aligned}
$$

where the constant term is $\mathfrak{C}_{1}=\mathfrak{C}_{1}\left(\beta, \alpha_{1}, \alpha_{2}\right)$, such that

$$
\mathfrak{C}_{1} \geq \mathfrak{C} \max \left\{\frac{\Gamma\left(1-\alpha_{2}+\alpha_{1}\right)}{\Gamma\left(1+\beta\left(\alpha_{1}-\alpha_{2}\right)\right)}, \frac{\beta \Gamma\left(2-\alpha_{2}+\alpha_{1}\right)}{\Gamma\left(1+\beta\left(\alpha_{1}-\alpha_{2}\right)\right)}\right\}
$$

### 3.1. Global Existence in $H^{\alpha, p}$

The global mild solution of (2) in $H^{\alpha, p}$ is investigated in this subsection. For comfort, we signify

$$
\begin{aligned}
\mathcal{N}(\mathfrak{t}) & =\sup _{s \in(0, t]}\left\{s^{\beta(1-\alpha)}|P g(s)| p\right\}, \\
V_{1} & =\mathfrak{C}_{1} \max \{V(\beta(1-\alpha), 1-\beta(1-\alpha)), V(\beta(1-\xi), 1-\beta(1-\alpha))\}, \\
K & \geq \mathcal{M} \mathfrak{C}_{1} \max \{V(\beta(1-\alpha), 1-2 \beta(\xi-\alpha)), V(\beta(1-\xi), 1-2 \beta(\xi-\alpha))\} .
\end{aligned}
$$

Theorem 2. Suppose that $1<p<\infty, 0<\alpha<1$ and condition $\left(H_{1}\right)$ holds. For each $\beta \in H^{\alpha, p}$. Let

$$
\begin{equation*}
\mathfrak{C}_{1}|b|_{H^{\alpha, p}}+V_{1} \mathcal{N}_{\infty}<\frac{1}{4 K^{\prime}} \tag{8}
\end{equation*}
$$

where $\mathcal{N}_{\infty}=\sup _{s \in(0, \infty)}\left\{s^{\beta(1-\alpha)}|P g(s)|_{p}\right\}$. If $\frac{m}{2 p}-\frac{1}{2}<\alpha$, then at that point there is $b \xi>\max \left\{\alpha, \frac{1}{2}\right\}$ and a unique function $v:[0, \infty) \rightarrow H^{\alpha, p}$ fulfils the conditions given below:
(i) $v:[0, \infty) \rightarrow H^{\alpha, p}$ is continuous as well as $v(0)=b$;
(ii) $v:[0, \infty) \rightarrow H^{\tilde{\xi}, p}$ is continuous as well as $\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta(\xi-\alpha)}|v(\mathfrak{t})|_{H^{\tau}, p}=0$;
(iii) v fulfils (3) for $t \in[0, \infty)$.

Proof. The proof of this theorem is similar to that in [24] with a slight change according to our problem.

### 3.2. Local Existence in $H^{\alpha, p}$

The local mild solution of (2) in $H^{\alpha, p}$ is discussed in this section.
Theorem 3. Let $1<p<\infty, 0<\alpha<1$ and (H1) (the supposition is given in the beginning of Section 3) holds. Assume that

$$
\frac{m}{2 p}-\frac{1}{2}<\alpha
$$

Then, there is $\xi>\max \left\{\alpha, \frac{1}{2}\right\}$ in such a way that for each $b \in H^{\alpha, p}$ there exist $\mathfrak{T}_{*}>0$ as well as $v:\left[0, \mathfrak{T}_{*}\right] \rightarrow H^{\alpha, p}$ is a unique function that fulfils the following properties:
(i) $v:\left[0, \mathfrak{T}_{*}\right] \rightarrow H^{\alpha, p}$ is continuous and $v(0)=b$;
(ii) $v:\left[0, \mathfrak{T}_{*}\right] \rightarrow H^{\tilde{\zeta}, p}$ is continuous and $\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta(\tilde{\xi}-\alpha)}|v(\mathfrak{t})|_{H^{\tilde{\zeta}}, \boldsymbol{p}}=0$;
(iii) For $\mathfrak{t} \in\left[0, \mathfrak{T}_{*}\right], v$ satisfy (3).

Proof. Suppose that $\xi=\frac{1+\alpha}{2}$ and the space of all curves is $Y=Y[\mathfrak{T}] v:(0, \mathfrak{T}] \rightarrow H^{\alpha, p}$ in such a way that:
(i) $v:\left[0, \mathfrak{T}_{*}\right] \rightarrow H^{\alpha, p}$ is continuous and $v(0)=b$;
(ii) $v:\left[0, \mathfrak{T}_{*}\right] \rightarrow H^{\xi}, p$ is continuous and $\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta(\xi-\alpha)}|v(\mathfrak{t})|_{H^{\tilde{\xi}, p}}=0$; with its neutral form

$$
\|v\|_{Y}=\sup _{\mathfrak{t} \in[0, \mathfrak{z}]}\left\{\mathfrak{t}^{\beta(\tilde{\xi}-\alpha)}|v(\mathfrak{t})|_{H^{\tilde{s}, p}}\right\} .
$$

Alike the proof of Theorem 2, it is not difficult to claim that $\mathcal{U}: Y \times Y \rightarrow Y$ be continuous linear mapping as well as $\varphi(\mathfrak{t}) \in Y$.

$$
\begin{aligned}
& E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b \in \mathfrak{C}\left([0, \mathfrak{T}], H^{\alpha, p}\right), \\
& E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b \in \mathfrak{C}\left([0, \mathfrak{T}], H^{\mathfrak{\xi}, p}\right) .
\end{aligned}
$$

By Lemma 5, it can easily be seen that

$$
\begin{aligned}
E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b & \in Y \\
\mathfrak{t}^{\beta(\xi-\alpha)} E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b & \in \mathfrak{C}\left([0, \mathfrak{T}], H^{\tau}, p\right) .
\end{aligned}
$$

Therefore, let $\mathfrak{T}_{*}>0$ be small in such a way that

$$
\left\|E_{\beta}\left(-t^{\beta} B\right) b+\varphi(\mathfrak{t})\right\|_{Y\left[\mathfrak{T}_{*}\right]} \leq\left\|E_{\beta}\left(-t^{\beta} B\right) b\right\|_{Y\left[\mathfrak{T}_{*}\right]}+\|\phi(\mathfrak{t})\|_{Y\left[\mathfrak{T}_{*}\right]}<\frac{1}{4 K} .
$$

As a result of Lemma 3, $\mathcal{F}$ has a fixed point that is unique.

## 4. Local Existence in $Q_{p}$

In this section, we discuss the local mild solution of (2) by using iteration method. Suppose that $\xi=\frac{1+\alpha}{2}$ :

Theorem 4. Suppose that $1<p<\infty, 0<\alpha<1$ and (H1)(the supposition is given in the beginning of Section 3) holds. Assume that

$$
b \in H^{\alpha, p} \text { with } \frac{m}{2 p}-\frac{1}{2}<\alpha .
$$

Then, the problem (2) has mild solution $v$ by $Q_{p}$ for $b \in H^{\alpha, p}$. Furthermore, $v$ must be continuous on $(0, \mathfrak{T}], B^{\tilde{\tau}} v$, be continuous on $(0, \mathfrak{T}]$ and $\left.\mathfrak{t}^{\beta(\xi)}-\alpha\right) B^{\tilde{z}} \mathcal{v}(\mathfrak{t})$ is bounded as $\mathfrak{t} \rightarrow 0$.

Proof. Step 1: Describe

$$
\mathfrak{R}(\mathfrak{t}):=\sup _{s \in(0, t]} s^{\beta(\xi-\alpha)}\left|B^{\xi} v(s)\right|_{p},
$$

and

$$
\begin{aligned}
\psi(\mathfrak{t}): & :=\mathcal{U}(v, w)(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) F(v(s)-w(s)) d s . \\
& \left|B^{\xi} \psi(\mathfrak{t})\right|_{p} \leq \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-2 \beta(\xi-\alpha)) \mathfrak{R}^{2}(\mathfrak{t}) \mathfrak{t}^{-\beta(\xi-\alpha)},
\end{aligned}
$$

considering the integral $\varphi(\mathfrak{t})$. Thus

$$
|P g(s)|_{p} \leq \mathcal{N}(\mathfrak{t}) s^{\beta(1-\alpha)},
$$

where $\mathcal{N}$ is a continuous function. Using Theorem 2, we show that $B^{\tilde{\xi}}(\mathfrak{t})$ is continuous in the interval $(0, \mathfrak{T}]$ by using

$$
\begin{equation*}
\left|B^{\xi} \varphi(\mathfrak{t})\right|_{p} \leq \mathfrak{C}_{1} \mathcal{N}(\mathfrak{t}) V(\beta(1-\xi), 1-\beta(1-\alpha)) \mathfrak{t}^{-\beta(\xi-\alpha)} . \tag{9}
\end{equation*}
$$

For $|P g(\mathfrak{t})|_{p}=s\left(\mathfrak{t}^{-\beta(1-\alpha)}\right)$ as $\mathfrak{t} \rightarrow 0, \mathcal{N}(\mathfrak{t})=0$ is the solution. Here, (9) denotes, $\left|B^{\xi} \varphi(\mathfrak{t})\right|_{p} s\left(\mathfrak{t}^{-\beta(1-\alpha)}\right)$ as $\mathfrak{t} \rightarrow 0$. In $Q_{p}$, we show that $\varphi$ is continuous. In fact, if we take $0 \leq \mathfrak{t}_{0}<\mathfrak{t}<\mathfrak{T}$, we get

$$
\begin{aligned}
& \left|\varphi(\mathfrak{t})-\varphi\left(\mathfrak{t}_{0}\right)\right|_{p} \\
\leq & \mathfrak{C}_{3} \int_{\mathfrak{t}_{0}}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1}|P g(s)|_{p} d s+\mathfrak{C}_{3} \int_{0}^{\mathfrak{t}_{0}}\left(\left(\mathfrak{t}_{0}-s\right)^{\beta-1}-(\mathfrak{t}-s)^{\beta-1}\right)|P g(s)|_{p} d s \\
+ & \mathfrak{C}_{3} \int_{0}^{\mathfrak{t}_{0}-\epsilon}\left(\mathfrak{t}_{0}-s\right)^{\beta-1} \| E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)-E_{\beta, \beta}\left(-\left(\mathfrak{t}_{0}-s\right)^{\beta} B \||P g(s)|_{p} d s\right. \\
+ & 2 \mathfrak{C}_{3} \int_{\mathfrak{t}_{0}-\epsilon}^{\mathfrak{t}_{0}}\left(\mathfrak{t}_{0}-s\right)^{\beta-1}|P g(s)|_{p} d s \\
\leq & \mathfrak{C}_{3} \mathcal{N}(\mathfrak{t}) \int_{\mathfrak{t}_{0}}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} s^{-\beta(1-\alpha)} d s+\mathfrak{C}_{3} \mathcal{N}(\mathfrak{t}) \int_{0}^{\mathfrak{t}}\left((\mathfrak{t}-s)^{\beta-1}-\left(\mathfrak{t}_{0}-s\right)^{\beta-1}\right) s^{-\beta(1-\alpha)} d s \\
+ & \mathfrak{C}_{3} \mathcal{N}(\mathfrak{t}) \int_{0}^{\mathfrak{t}_{0}-\epsilon}\left(\mathfrak{t}_{0}-s\right)^{\beta-1} s^{-\beta(1-\alpha)} d s \sup _{s \in[0, \mathfrak{t}-\epsilon]} \| E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)-E_{\beta, \beta}\left(-\left(\mathfrak{t}_{0}-s\right)^{\beta} B \|\right. \\
+ & 2 \mathfrak{C}_{3} \mathcal{N}(\mathfrak{t}) \int_{\mathfrak{t}_{0}-\epsilon}^{\mathfrak{t}_{0}}\left(\mathfrak{t}_{0}-s\right)^{\beta-1} s^{-\beta(1-\alpha)} d s \rightarrow 0, a s \mathfrak{t} \rightarrow \mathfrak{t}_{0},
\end{aligned}
$$

as a result of previous conversations.
We also consider the function $E_{\beta}\left(-t^{\beta} B\right) b$. It is clear by Lemma 5 that

$$
\begin{array}{r}
\left|B^{\xi} E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b\right|_{p} \leq \mathfrak{C}_{1} \mathfrak{t}^{-\beta(1-\alpha)}\left|B^{\alpha} b\right|_{p}=\mathfrak{C}_{1} \mathfrak{t}^{-\beta(1-\alpha)}|b|_{H^{\alpha, p}}, \\
\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta(\xi-\alpha)}\left|B^{\xi} E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b\right|_{p}=\lim _{\mathfrak{t} \rightarrow 0} \mathfrak{t}^{\beta(\xi-\alpha)}\left|E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b\right|_{H^{\alpha, p}}=0 .
\end{array}
$$

Step 2: Now, we derive the result using successive approximations:

$$
\begin{align*}
v_{0}(\mathfrak{t}) & =E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b+\varphi(\mathfrak{t}) \\
v_{m+1} & =v_{0}(\mathfrak{t})+\mathcal{U}\left(v_{m}, w_{m}\right)(\mathfrak{t}), m=0,1,2 \cdots . \tag{10}
\end{align*}
$$

Using the information presented above, we can deduce that

$$
\mathfrak{R}_{m}(\mathfrak{t}):=\sup _{s \in(0, t]} s^{\beta(\xi-\alpha)}\left|B^{\xi} v_{m}(s)\right|_{p}
$$

are increasing and continuous functions on $[0, \mathfrak{T}]$ with $\mathfrak{R}_{m}(0)=0$. Furthermore, $\mathfrak{R}_{m}(t)$ fulfils the following inequality as a result of (9) and (10):

$$
\begin{equation*}
\mathfrak{R}_{m+1}(\mathfrak{t}) \leq \mathfrak{R}_{0}(\mathfrak{t})+\mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-2 \beta(\xi-\alpha)) \mathfrak{R}_{m}^{2}(\mathfrak{t}) \tag{11}
\end{equation*}
$$

We choose $\mathfrak{T}>0$ such that $\Re_{0}(0)=0$,

$$
\begin{equation*}
4 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-2 \beta(\xi-\alpha)) \mathfrak{R}_{0}(\mathfrak{T})<1 \tag{12}
\end{equation*}
$$

The sequence $\mathfrak{R}_{m}(\mathfrak{T})$ is thus bounded, according to a fundamental consideration of (11).

$$
\Re_{m}(\mathfrak{T}) \leq \varrho(\mathfrak{T}), m=0,1,2 \ldots
$$

where

$$
\varrho(\mathfrak{t})=\frac{1-\sqrt{1-4 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-2 \beta(\xi-\alpha)) \mathfrak{K}_{0}(\mathfrak{t})}}{2 \mathcal{N} V \mathfrak{C}_{1}(\beta(1-\xi), 1-2 \beta(\xi-\alpha))} .
$$

In the same way, $\mathfrak{R}_{m}(\mathfrak{t}) \leq \varrho(\mathfrak{t})$ holds for any $\mathfrak{t} \in(0, \mathfrak{T})$. Similarly, we may see that

$$
\varrho(\mathfrak{t}) \leq 2 \mathfrak{R}_{0}(\mathfrak{t}) .
$$

Suppose that the equality

$$
k_{m+1}(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)\left[F\left(v_{m+1}(s), w_{m+1}(s)\right)-F\left(v_{m}(s), w_{m}(s)\right)\right] d s
$$

where $k_{m}=v_{m+1}-v_{n}, m=0,1, \ldots$, as well as $\mathfrak{t} \in(0, \mathfrak{T}]$. Writing

$$
\mathcal{W}_{m}(\mathfrak{t}):=\sup _{s \in(0, t]} s^{\beta(\xi-\alpha)}\left|B^{\xi} k_{m}(s)\right|_{p} .
$$

By Equation (8), we get

$$
\left|J\left(v_{m+1}(s), w_{m+1}(s)\right)-J\left(v_{m}(s), w_{m}(s)\right)\right|_{p} \leq \mathcal{N}\left(\Re_{m+1}(s)+\Re_{m}(t)\right) J_{m}(s) s^{-2 \beta(\xi-\alpha)}
$$

by Theorem 2, we have

$$
\mathfrak{t}^{\beta(\xi-\alpha)}\left|B^{\xi} k_{m+1}(\mathfrak{t})\right| \leq 2 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-\beta(1-\alpha)) \varrho(\mathfrak{t}) \mathcal{W}_{m}(\mathfrak{t}) .
$$

The above inequality gives

$$
\begin{align*}
\mathcal{W}_{m+1}(\mathfrak{T}) & \leq 2 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\xi), 1-\beta(1-\alpha)) \varrho(\mathfrak{t}) \mathcal{W}_{m}(\mathfrak{t}) \\
& \leq 4 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\mathfrak{\xi}), 1-\beta(1-\alpha)) \varrho(\mathfrak{t}) \mathfrak{R}_{0}(\mathfrak{t}) \mathcal{W}_{m}(\mathfrak{t}) . \tag{13}
\end{align*}
$$

By Equations (12) and (13), it is not difficult to show that

$$
\lim _{m \rightarrow 0} \frac{J_{m+1}(\mathfrak{T})}{J_{m}(\mathfrak{T})}<4 \mathcal{N} \mathfrak{C}_{1} V(\beta(1-\mathfrak{\xi}), 1-\beta(1-\alpha))<1,
$$

as a result, the series $\Sigma_{m=0}^{\infty} J_{m}(\mathfrak{T})$ converge. It prove that for $\mathfrak{t} \in(0, \mathfrak{T}]$ the series

$$
\sum_{m=0}^{\infty} t^{\beta(\xi-\alpha)} B^{\xi} k_{m}(t)
$$

converge uniformly. As a result, the sequence $\left.\mathfrak{t}^{\beta(\xi)}-\alpha\right) B^{\xi} v_{m}(\mathfrak{t})$ converge uniformly in $(0, \mathfrak{T}]$. This suggest that

$$
\lim _{m \rightarrow 0} v_{m}(\mathfrak{t})=v(\mathfrak{t}) \in D\left(B^{\tilde{\zeta}}\right)
$$

as well as

$$
\lim _{m \rightarrow 0} \mathfrak{t}^{\beta(\xi-\alpha)} B^{\xi} v_{m}(\mathfrak{t})=\mathfrak{t}^{\beta(\xi-\alpha)} B^{\xi} v(t) \text { uniformly, }
$$

since $B^{\xi}$ is both bounded and $B^{-\xi}$ is closed. As a result, the function

$$
\mathfrak{R}(\mathfrak{t})=\sup _{s \in(0, \mathfrak{T}]} \mathfrak{t}^{\beta(\xi-\alpha)}\left|B^{\tilde{\zeta}} \mathcal{V}(s)\right|_{p}
$$

also meets the condition

$$
\begin{equation*}
\mathfrak{R}(\mathfrak{t}) \leq \varrho(\mathfrak{t}) \leq 2 \Re_{0}(\mathfrak{t}), \mathfrak{t} \in(0, \mathfrak{t}] . \tag{14}
\end{equation*}
$$

as well as

$$
\begin{aligned}
S_{m} & :=\sup _{s \in(0, \mathfrak{T}]} s^{2 \beta(\tilde{\xi}-\alpha)}\left|F\left(v_{m}(s), w_{m}(s)\right)-F(v(s), w(s))\right|_{p} \\
& \leq \mathcal{N}\left(\Re \Re_{m}(\mathfrak{T})+\mathfrak{R}(\mathfrak{T})\right) \sup _{s \in(0, \mathfrak{T}]} s^{\beta(\tilde{\xi}-\alpha)}\left|B^{\tilde{\xi}}\left(v_{m}(s)-v(s)\right)\right|_{p} \rightarrow 0, a s m \rightarrow \infty .
\end{aligned}
$$

Finally, make sure that $v$ in $[0, \mathfrak{T}]$ is a mild solution to problem (2). Since

$$
\left|\mathcal{U}\left(v_{n}, w_{n}\right)(\mathfrak{t})-\mathcal{U}(v, w)\right|_{p} \leq \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} S_{m} s^{-2 \beta(\xi-\alpha)} d s=\mathfrak{t}^{\beta \alpha} S_{m} \rightarrow 0,(m \rightarrow \infty)
$$

we have $\mathcal{U}\left(v_{m}, w_{m}\right)(\mathfrak{t}) \rightarrow \mathcal{U}(v, w)(\mathfrak{t})$. We get (9) by taking the limits on both sides

$$
\begin{equation*}
v(\mathfrak{t})=v_{0}(\mathfrak{t})+\mathcal{U}(v, w)(\mathfrak{t}) . \tag{15}
\end{equation*}
$$

If we set $v(0)=b$, we get (15) for $\mathfrak{t} \in[0, \mathfrak{T}]$ and $v \in \mathfrak{C}\left([0, \mathfrak{T}], Q_{p}\right)$. Furthermore, the consistent convergence of $\left.\mathfrak{t}^{\beta(\tilde{\xi}-\alpha)} B^{\xi} v_{m}(\mathfrak{t}) \operatorname{tot}^{\beta(\xi)}-\alpha\right) B^{\tilde{\xi}} v(t)$ drive the continuity of $B^{\tilde{\xi}} v(t) o n(0, \mathfrak{T}]$. According to (14) and $\mathfrak{R}_{0}(0)=0$, we have $\left|B^{\xi} \mathcal{v}(t)\right|_{p}=s\left(\mathfrak{t}^{-\beta(\xi)}-\alpha\right)$ is obvious.
Step 3: We show that the mild solution is unique. Assume that $v$ and $w$ are the mild solutions of problem (2). We consider the equality $k=v-w$

$$
k(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)[F(v(s), v(s))-F(w(s), w(s))] d s
$$

Introducing the function

$$
\tilde{\mathfrak{R}}(\mathfrak{t}):=\max \left\{\sup _{s \in(0, \mathrm{t}]} s^{\beta(\tilde{\xi}-\alpha)}\left|B^{\tilde{\xi}} v(s)\right|_{p}, \sup _{s \in(0, \mathrm{t}]} s^{\beta(\tilde{\xi}-\alpha)}\left|B^{\tilde{\xi}} w(s)\right|_{p}\right\} .
$$

By (8) and Lemma 5, we get

$$
\left|B^{\tilde{\xi}} k(\mathfrak{t})\right|_{p} \leq \mathcal{N} \mathfrak{C}_{1} \tilde{\mathfrak{R}}(\mathfrak{t}) \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta(1-\tilde{\zeta})-1} s^{-\beta(\tilde{\xi}-\alpha)}\left|B^{\tilde{\xi}} k(s)\right|_{p} d s .
$$

For $\mathfrak{t} \in(0, \mathfrak{T})$, the Gronwall inequality demonstrates that $B^{\tilde{z}} k(\mathfrak{t})=0$. Since $\mathfrak{t} \in[0, \mathfrak{T}]$, this means that $k(\mathfrak{t})=v(\mathfrak{t})-w(\mathfrak{t})=0$. As a result, the mild solution is unique.

## 5. Regularity

Considering the regularity of $v$ which satisfy (2), overall in this section, we suppose that:

Hypothesis $2(H 2) . P g(t)$ be the Hold̈er continuous along the exponent $\theta \in(0, \beta(1-\xi))$, i.e,

$$
|P g(\mathfrak{t})-P g(s)|_{p} \leq K|\mathfrak{t}-s|^{\theta}, \forall \mathfrak{t}>0, s \leq \mathfrak{T} .
$$

Definition 3. The function $v:[0, \mathfrak{T}] \rightarrow Q_{p}$ is said to be the classical solution of (2), if $v \in$ $\mathfrak{C}\left([0, \mathfrak{T}], Q_{p}\right)$ with ${ }^{C} D_{\mathfrak{t}}^{\mathfrak{t}} \mathfrak{v}(\mathfrak{t}) \in \mathfrak{C}\left([0, \mathfrak{T}], Q_{p}\right)$, which takes the value of $D(B)$ and satisfy (2) for every $\mathfrak{t} \in(0, \mathfrak{T}]$.

Lemma 6. Let (H2) (the supposition is given in the beginning of Sec. 5) be fulfilled. If

$$
\varphi_{1}(\mathfrak{t}):=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)(P g(s)-P g(\mathfrak{t})) d s, \mathfrak{t} \in(0, \mathfrak{T}]
$$

then $\varphi_{1}(\mathfrak{t}) \in D(B)$ and $B \varphi_{1}(\mathfrak{t}) \mathfrak{C}^{\theta}\left([0, \mathfrak{T}], Q_{p}\right)$.

Proof. As

$$
\begin{align*}
(\mathfrak{t}-s)^{\beta-1}\left|B E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)(P g(s)-P g(\mathfrak{t}))\right|_{p} & \leq(\mathfrak{t}-s)^{-1}|(P g(s)-P g(\mathfrak{t}))|_{p} \\
& \leq \mathfrak{C}_{1} K(\mathfrak{t}-s)^{\theta-1} \in \mathcal{L}^{1}\left([0, \mathfrak{T}], Q_{p}\right), \tag{16}
\end{align*}
$$

then

$$
\begin{aligned}
\left|B \varphi_{1}(\mathfrak{t})\right|_{p} & \leq \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1}\left|B E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)(P g(s)-P g(\mathfrak{t}))\right|_{p} d s \\
& \leq \mathfrak{C}_{1} K \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\theta-1} \leq \frac{\mathfrak{C}_{1} R}{\theta} \mathfrak{t}^{\theta}<\infty
\end{aligned}
$$

We must show that $B \varphi_{1}(\mathfrak{t})$ is Hölder continuous.

$$
\frac{d}{d \mathfrak{t}}\left(\mathfrak{t}^{\beta-1} E_{\beta, \beta}\left(-v t^{\beta}\right)\right)=\mathfrak{t}^{\beta-2} E_{\beta, \beta-1}\left(-v t^{\beta}\right),
$$

then

$$
\begin{aligned}
\frac{d}{d \mathfrak{t}}\left(\mathfrak{t}^{\beta-1} E_{\beta, \beta}\left(-v \mathfrak{t}^{\beta}\right)\right) & =\frac{1}{2 \pi i} \int_{\Gamma \theta} \mathfrak{t}^{\beta-2} E_{\beta, \beta-1}\left(-v \mathfrak{t}^{\beta}\right) B(v I+B)^{-1} d v \\
& =\frac{1}{2 \pi i} \int_{\Gamma \theta} \mathfrak{t}^{\beta-2} E_{\beta, \beta-1}\left(-v \mathfrak{t}^{\beta}\right) d v-\frac{1}{2 \pi i} \int_{\Gamma \theta} \mathfrak{t}^{\beta-2} v E_{\beta, \beta-1}\left(-v \mathfrak{t}^{\beta}\right)(v I+B)^{-1} d v \\
& =\frac{1}{2 \pi i} \int_{\Gamma \theta}-\mathfrak{t}^{\beta-2} E_{\beta, \beta-1}(\zeta) \frac{1}{\mathfrak{t} \beta} d \zeta \\
& -\frac{1}{2 \pi i} \int_{\Gamma \theta}-\mathfrak{t}^{\beta-2} E_{\beta, \beta-1}(\zeta) \frac{\zeta}{\mathfrak{t}^{\beta}}\left(-\frac{\zeta}{\mathfrak{t}^{\beta}} I+B\right)^{-1} \frac{1}{\mathfrak{t} \beta} d \zeta .
\end{aligned}
$$

In view of $\|\nu I+B\| \leq \frac{\mathfrak{C}}{|v|}$, we derive that

$$
\left\|\frac{d}{d \mathfrak{t}}\left(\mathfrak{t}^{\beta-1} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)\right)\right\| \leq \mathfrak{C}_{\beta} \mathfrak{t}^{-2}, 0<\mathfrak{t}<\mathfrak{T} .
$$

By the Mean Value Theorem, for each $\mathfrak{T} \geq \mathfrak{t}>s>0$, we get

$$
\begin{align*}
\left\|\mathfrak{t}^{\beta-1} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)-s^{\beta-1} B E_{\beta, \beta}\left(-s^{\beta} B\right)\right\| & =\left\|\int_{s}^{\mathfrak{t}}\left(\tau^{\beta-1} B E_{\beta, \beta}\left(\tau^{\beta} B\right)\right) d \tau\right\| \\
& \leq\left\|\int_{s}^{\mathfrak{t}}\left(\tau^{\beta-1} B E_{\beta, \beta}\left(\tau^{\beta} B\right)\right)\right\| d \tau \\
& \leq \mathfrak{C}_{\beta} \int_{s}^{\mathfrak{t}} \tau^{-2} d \tau=\mathfrak{C}+\beta\left(s^{-1}-\mathfrak{t}^{-1}\right) . \tag{17}
\end{align*}
$$

Let $k>0$ in such a way that $0<\mathfrak{t}<\mathfrak{t}+k \leq \mathfrak{T}$, then

$$
\begin{aligned}
B \varphi_{1}(\mathfrak{t}+k)-B \varphi_{1}(\mathfrak{t}) & =\int_{0}^{\mathfrak{t}}\left((\mathfrak{t}+k-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)\right) \\
& -(\mathfrak{t}-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)(\operatorname{Pg}(s)-P g(\mathfrak{t})) d s \\
& +\int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)(\operatorname{Pg}(\mathfrak{t})-\operatorname{Pg}(\mathfrak{t}+k)) d s \\
& +\int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)(\operatorname{Pg}(\mathfrak{t})-P g(\mathfrak{t}+k)) d s \\
& :=k_{1}(\mathfrak{t})+k_{2}(\mathfrak{t})+k_{3}(\mathfrak{t}) .
\end{aligned}
$$

We discuss these terms step by step. For $k_{1}(\mathfrak{t})$, by (16) and (H1), we get

$$
\begin{aligned}
\left|k_{1}(\mathfrak{t})\right|_{p} & \leq \int_{0}^{\mathfrak{t}} \|(\mathfrak{t}+k-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) \\
& -(\mathfrak{t}-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) \||(P g(s)-P g(\mathfrak{t}))|_{p} d s \\
& \leq K \mathfrak{C}_{\beta} k \int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{-1}(\mathfrak{t}-s)^{\theta-1} d s \\
& \leq K \mathfrak{C}_{\beta} k \int_{0}^{\mathfrak{t}}(s+k)^{-1}(\mathfrak{t}-s)^{\theta-1} d s \\
& \leq \mathfrak{C}_{\beta} K \int_{0}^{k} \frac{k}{s+k} s^{\theta-1} d s+K C_{\beta} k \int_{h}^{\infty} \frac{s}{s+k} s^{\theta-1} d s
\end{aligned}
$$

so

$$
\begin{equation*}
\left|k_{1}(\mathfrak{t})\right|_{p} \leq K \mathfrak{C}_{\beta} k^{\theta} . \tag{18}
\end{equation*}
$$

For $k_{2}(\mathfrak{t})$, by using Lemma 5 and (H2),

$$
\begin{align*}
\left|k_{2}(\mathfrak{t})\right|_{p} & \leq \int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{\beta-1}\left|B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)(P g(\mathfrak{t})-P g(\mathfrak{t}+k))\right|_{p} d s \\
& \leq \mathfrak{C}_{1} \int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{-1}|(P g(\mathfrak{t})-P g(\mathfrak{t}+k))|_{p} d s \\
& \leq K \mathfrak{C}_{1} k^{\theta} \int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{-1} d s \\
& =K \mathfrak{C}_{1}[\ln k-\ln (\mathfrak{t}+k)] k^{\theta} . \tag{19}
\end{align*}
$$

Moreover, for $k_{3}(\mathfrak{t})$, again we use (H2) and Lemma 5, we get

$$
\begin{align*}
\left|k_{3}(\mathfrak{t})\right|_{p} & \leq \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\beta-1}\left|B E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)(P g(\mathfrak{t})-P g(\mathfrak{t}+k))\right|_{p} d s \\
& \leq \mathfrak{C}_{1} \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{-1}|(P g(s)-P g(\mathfrak{t}+k))|_{p} d s \\
& \leq \mathfrak{C}_{1} K \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\theta-1} d s=\mathfrak{C}_{1} K \frac{k^{\theta}}{\theta} . \tag{20}
\end{align*}
$$

Combining Equations (18), (19) and (20), we conclude that $B \varphi_{1}(\mathfrak{t})$ is Hölder continuous.
Theorem 5. Assume that the suppositions of Theorem 4 are fulfilled. The mild solution of Theorem 4 is classic if for each $b \in D(B)$, (H2) holds.

Proof. In the case of $b \in D(B)$, Part (ii) of Lemma 2 show that $v(\mathfrak{t})=E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) b(0<\mathfrak{t})$ the following problem has a classic solution:

$$
\left\{\begin{array}{l}
{ }^{C} D_{\mathrm{t}}^{\beta} v=-B v, 0<\mathfrak{t} \\
v(0)=b
\end{array}\right.
$$

Step 1: We show that

$$
\varphi(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-\left((\mathfrak{t}-s)^{\beta} B\right) P g(s) d s,\right.
$$

is classic solution of the problem

$$
\left\{\begin{array}{l}
{ }^{C} D_{\mathfrak{t}}^{\beta} v=-B v+P g(t), 0<\mathfrak{t} \\
v(0)=b
\end{array}\right.
$$

From Theorem $4 \varphi \in \mathfrak{C}\left([0, \mathfrak{T}], Q_{p}\right)$, we write $\varphi(\mathfrak{t})=\varphi_{1}(\mathfrak{t})+\varphi_{2}(\mathfrak{t})$, where

$$
\begin{gathered}
\varphi_{1}(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)(P g(\mathfrak{t})-P g(\mathfrak{t}+k)) d s \\
\varphi_{2}(\mathfrak{t})=\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(\mathfrak{t}) d s . \\
B \varphi_{2}(\mathfrak{t})=P g(\mathfrak{t})-E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) P g(\mathfrak{t}) .
\end{gathered}
$$

Since (H2) hold, it observes that

$$
\left|B \varphi_{2}(\mathfrak{t})\right|_{p} \leq\left(1+\left(\mathfrak{C}_{1}\right)|P g(\mathfrak{t})|_{p},\right.
$$

as a result

$$
\varphi_{2}(\mathfrak{t}) \in D(B) \text { aswellas } B \varphi_{2}(\mathfrak{t}) \in \mathfrak{C}^{\mu}\left((0, \mathfrak{T}], Q_{p}\right) \text { for } \mathfrak{t} \in(0, \mathfrak{T}]
$$

We also explain that ${ }^{C} D_{\mathfrak{t}}^{\beta} \varphi \in \mathfrak{C}\left((0, \mathfrak{T}], Q_{p}\right)$. By Lemma 2(iv), as well as $\varphi(0)=0$, we get

$$
{ }^{C} D_{\mathfrak{t}}^{\beta} \varphi(\mathfrak{t})=\frac{d}{d \mathfrak{t}}\left(I_{\mathfrak{t}}^{1-\beta} \varphi(\mathfrak{t})\right)=\frac{d}{d \mathfrak{t}}\left(E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) * P g\right)
$$

It remains to show that $E_{\beta}\left(-t^{\beta} B\right) * P g$ is continuously differentiable in $Q_{p}$. Suppose that $\mathfrak{T}-\mathfrak{t} \geq k>0$, we have

$$
\begin{aligned}
\frac{1}{k}\left(E_{\beta}\left(-(\mathfrak{t}+k)^{\beta} B\right) * P g-E_{\beta}\left(-\mathfrak{t}^{\beta} B\right) * P g\right) & =\int_{0}^{\mathfrak{t}} \frac{1}{k}\left(E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s)\right. \\
& \left.-E_{\beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s)\right) d s \\
& +\frac{1}{k} \int_{0}^{\mathfrak{t}+k} E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \int_{0}^{\mathfrak{t}} \frac{1}{k}\left|E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s)-E_{\beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s)\right|_{p} d s \\
\leq & \mathfrak{C}_{1} \frac{1}{k} \int_{0}^{\mathfrak{t}}\left|E_{\beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s)\right|_{p} \\
+ & \mathfrak{C}_{1} \frac{1}{k} \int_{0}^{\mathfrak{t}}\left|E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s)\right|_{p} d s \\
\leq & \mathfrak{C}_{1} \mathcal{N}(\mathfrak{t}) \frac{1}{k} \int_{0}^{\mathfrak{t}}(\mathfrak{t}+k-s)^{-\beta_{S}}-\beta(1-\alpha) d s \\
+ & \mathfrak{C}_{1} \mathcal{N}(\mathfrak{t}) \frac{1}{k} \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{-\beta_{s}-\beta(1-\alpha)} d s \\
\leq & \mathfrak{C}_{1} \mathcal{N}(\mathfrak{t}) \frac{1}{k}\left((\mathfrak{t}+k)^{1-\beta}+\mathfrak{t}^{1-\beta}\right) \\
& V(1-\beta, 1-\beta(1-\alpha)),
\end{aligned}
$$

according to Dominated Convergence Theorem, we note that

$$
\begin{aligned}
& \lim _{k \rightarrow 0} \int_{0}^{\mathfrak{t}} \frac{1}{k}\left(E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s)-E_{\beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s)\right) d s \\
= & \int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} B E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) P g(s) d s \\
= & B \varphi(\mathfrak{t}) .
\end{aligned}
$$

## Furthermore,

$$
\begin{aligned}
\frac{1}{k} \int_{\mathfrak{t}}^{\mathfrak{t}+k} E_{\beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s) & =\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right) P g(\mathfrak{t}+k-s) d s \\
& =\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right)(P g(\mathfrak{t}+k-s) d s-P g(\mathfrak{t}-s)) d s \\
& +\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right)(P g(\mathfrak{t}-s)-P g(\mathfrak{t})) d s \\
& +\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right) P f(s) d s .
\end{aligned}
$$

By Lemma 1 and 5 and (H2), we get

$$
\begin{aligned}
\left|\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right)(P g(\mathfrak{t}+k-s) d s-P g(t-s)) d s\right|_{p} & \leq \mathfrak{C}_{1} k^{\theta} \\
\left|\frac{1}{k} \int_{0}^{k} E_{\beta}\left(-s^{\beta} B\right)(P g(\mathfrak{t}-s)-P g(\mathfrak{t})) d s\right|_{p} & \leq \mathfrak{C}_{1} K \frac{k^{\theta}}{\theta+1} .
\end{aligned}
$$

We conclude that $E_{\beta}\left(t^{\beta} B\right) * P g$ is differentiable at $\mathfrak{t}_{+}$as well as $\frac{d}{d t}\left(E_{\beta}\left(t^{\beta} B\right) * P g\right)_{+}=$ $B \varphi(\mathfrak{t})+P g(t)$. Same as $E_{\beta}\left(\mathfrak{t}^{\beta} B\right) * P g$ is differentiable at $\mathfrak{t}$ as well as $\frac{d}{d t}\left(E_{\beta}\left(t^{\beta} B\right) * P g\right)_{-}=$ $B \varphi(t)+P g(t)$.

We indicate $\varphi(\mathfrak{t}):=E_{\beta}\left(-t^{\beta} B\right) b$. According to Lemma 2(iv) and (5)

$$
\begin{aligned}
\left|B^{\tilde{\zeta}} \varphi(\mathfrak{t}+k)-B^{\tilde{\zeta}} \varphi(\mathfrak{t})\right|_{p} & =\left|\int_{\mathfrak{t}}^{\mathfrak{t}+k}-s^{\beta-1} B^{\tilde{\xi}} E_{\beta, \beta}\left(-s^{\beta-1} B\right) b d s\right|_{p} \\
& \leq\left.\int_{\mathfrak{t}}^{\mathfrak{t}+k}{ }_{s^{\beta-1} \mid B^{\tilde{\xi}-\alpha}} E_{\beta, \beta}\left(-s^{\beta-1} B\right) B^{\beta} b\right|_{p} d s \\
& \leq L_{1} \int_{\mathfrak{t}}{ }^{\mathfrak{t}+k}{ }_{s^{\beta(1+\alpha-\xi)-1} d s\left|B^{\beta} b\right|_{p}} \\
& =\frac{L_{1}|b|_{H^{\alpha, p}}}{\beta(1+\alpha-\xi)} k^{\beta(1+\alpha-\xi)} .
\end{aligned}
$$

Thus, $B^{\tilde{\xi}} \varphi \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$.
For each small $\epsilon>0$, take $k$ in such a way that $\epsilon \leq \mathfrak{t}<\mathfrak{t}+k \leq k$, since

$$
\begin{aligned}
\left|B^{\xi} \varphi(\mathfrak{t}+k)-B^{\xi} \varphi(\mathfrak{t})\right|_{p} & \leq\left|\int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\beta-1} B^{\xi} E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right) P g(s) d s\right|_{p} \\
& +\mid B^{\xi}\left((\mathfrak{t}+k-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)\right. \\
& \left.-(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)\right)\left.P g(s) d s\right|_{p} \\
& =\varphi_{1}(\mathfrak{t})+\varphi_{2}(\mathfrak{t}) .
\end{aligned}
$$

By applying (H1) and Lemma 5, we have

$$
\begin{aligned}
\varphi_{1}(\mathfrak{t}) & \leq \mathfrak{C}_{1} \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\beta(1-\xi)-1}|P g(s)|_{p} d s \\
& \leq \mathfrak{C}_{1} \mathcal{N}(\mathfrak{t}) \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}+k-s)^{\beta(1-\xi)-1} s^{-\beta(1-\alpha)} d s \\
& \leq \mathcal{N}(\mathfrak{t}) \frac{\mathfrak{C}_{1}}{\beta(1-\xi)} k^{\beta(1-\xi)} \mathfrak{t}^{-\beta(1-\alpha)} \\
& \leq \mathcal{N}(\mathfrak{t}) \frac{\mathfrak{C}_{1}}{\beta(1-\xi)} k^{\beta(1-\xi)} \epsilon^{-\beta(1-\alpha)} .
\end{aligned}
$$

To prove $\varphi_{2}(\mathfrak{t})$, we consider the inequality

$$
\begin{aligned}
\frac{d}{d \mathfrak{t}}\left(\mathfrak{t}^{\beta-1} B^{\xi} E_{\beta, \beta}\left(-t^{\beta} B\right)\right) & =\frac{1}{2 \pi \iota} \int_{\Gamma} \nu^{\xi} \mathfrak{t}^{\beta-2} E_{\beta, \beta-1}\left(-v \mathfrak{t}^{\beta}\right)(v I+B)^{-1} d v \\
& =\frac{1}{2 \pi \iota} \int_{\Gamma^{\prime}}-\left(-\frac{\zeta}{\mathfrak{t}^{\beta}}\right)^{\zeta} \mathfrak{t}^{\beta-2} E_{\beta, \beta-1}(\zeta)\left(-\frac{\zeta}{\mathfrak{t}^{\beta}} I+B\right)^{-1} \frac{1}{\mathfrak{t}^{\beta}} d \zeta .
\end{aligned}
$$

This gives that $\left\|\frac{d}{d \mathfrak{t}}\left(\mathfrak{t}^{\beta-1} B^{\tau} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)\right)\right\| \leq \mathfrak{C}_{\beta} \mathfrak{t}^{\beta(1-\xi)-2}$. By Mean Value Theorem

$$
\begin{aligned}
\left\|\mathfrak{t}^{\beta-1} B^{\xi} E_{\beta, \beta}\left(-\mathfrak{t}^{\beta} B\right)-s^{\beta-1} B^{\xi} E_{\beta, \beta}\left(-s^{\beta} B\right)\right\| & \leq \int_{s}^{\mathfrak{t}}\left\|\frac{d}{d \tau}\left(\tau^{\beta-1} B^{\xi} E_{\beta, \beta}\left(-\tau^{\beta} B\right)\right)\right\| d \tau \\
& \leq \mathfrak{C}_{\beta} \int_{s}^{\mathfrak{t}} \tau^{\beta(1-\xi)-2} d \tau=\mathfrak{C}_{\beta}\left(s^{\beta(1-\xi)-1}-\mathfrak{t}^{\beta(1-\xi)-1}\right)
\end{aligned}
$$

thus

$$
\begin{aligned}
& \varphi_{2}(\mathfrak{t}) \\
\leq & \int_{0}^{\mathfrak{t}}\left|B^{\xi}\left((\mathfrak{t}+k-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}+k-s)^{\beta} B\right)-(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right)\right) P g(s) d s\right|_{p} \\
\leq & \int_{0}^{\mathfrak{t}}\left((\mathfrak{t}-s)^{\beta(1-\xi)-1}-(\mathfrak{t}+k-s)^{\beta(1-\xi)-1}\right)|P g(s)|_{p} d s \\
\leq & \mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t})\left(\int_{0}^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta(1-\xi)-1} s^{-\beta(1-\alpha)} d s-\int_{0}^{\mathfrak{t}+k}(\mathfrak{t}-s+k)^{\beta(1-\xi)-1} s^{-\beta(1-\alpha)} d s\right) \\
+ & \mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t}) \int_{\mathfrak{t}}^{\mathfrak{t}+k}(\mathfrak{t}-s+k)^{\beta(1-\xi)-1} s^{-\beta(1-\alpha)} d s \\
\leq & \mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t})\left(\mathfrak{t}^{\beta(\alpha-\xi)}-(\mathfrak{t}+k)^{\beta(\alpha-\xi)}\right) B(\beta(1-\xi), 1-\beta(1-\alpha))+\mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t}) k^{\beta(1-\xi)} \mathfrak{t}^{-\beta(1-\alpha)} \\
\leq & \mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t}) k^{\beta(1-\xi)}[\epsilon(\epsilon+k)]^{\beta(\alpha-\xi)}+\mathfrak{C}_{\beta} \mathcal{N}(\mathfrak{t}) k^{\beta(1-\xi)} \epsilon^{-\beta(1-\alpha)},
\end{aligned}
$$

which shows that $B^{\tilde{\xi}} \varphi \in \mathfrak{C}^{\theta}\left([\epsilon, \mathfrak{T}], Q_{p}\right)$. Therefore $B^{\tilde{\xi}} \varphi \in \mathfrak{C}^{\theta}\left([0, \mathfrak{T}], Q_{p}\right)$, because of arbitrary $\epsilon$.

Recall

$$
\psi(\mathfrak{t})=\int 0^{\mathfrak{t}}(\mathfrak{t}-s)^{\beta-1} E_{\beta, \beta}\left(-(\mathfrak{t}-s)^{\beta} B\right) F(v(s), v(s)) d s .
$$

Since $|F(v(s), w(s))|_{p} \leq \mathcal{N} \mathfrak{R}^{2}(\mathfrak{t}) s^{-2 \beta(\xi-\alpha)}$, where $\mathfrak{R}(\mathfrak{t}):=\sup _{s \in[0, \mathfrak{t}]} s^{\beta(\xi-\alpha)}|v(s)|_{H^{\xi}, p}$ in ( $0, \mathfrak{T}]$, is bounded and continuous. A similar conversation made it possible to provide the Hold̈er continuity of $B^{\tilde{\xi}} \psi$ in $\mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$. Hence, we have $B^{\tilde{\xi}} v(\mathfrak{t})=B^{\tilde{\zeta}} \varphi(\mathfrak{t})+B^{\tilde{\xi}} \varphi(\mathfrak{t})+$ $B^{\tilde{\zeta}} \psi(\mathfrak{t}) \in \mathfrak{C}^{\boldsymbol{\theta}}\left((0, \mathfrak{T}], Q_{p}\right)$.

Since $F(v, w) \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$, by Step 2 , this proves that ${ }^{C} D_{\mathfrak{t}}^{\beta} \psi \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$, $B \psi \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$. and ${ }^{C} D_{\mathfrak{t}}^{\beta} \psi=-B \psi+F(v, w)$. We obtain ${ }^{C} D_{\mathfrak{t}}^{\beta} v \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$, $B v \in \mathfrak{C}^{\theta}\left((0, \mathfrak{T}], Q_{p}\right)$ and ${ }^{C} D_{\mathfrak{t}}^{\beta} v=-B v+F(v, w)+P g$.

Hence, we prove that $v$ is a classical solution.

## 6. Example

In this section, we present an example to indicate the applicability of our results:
Example 1. Suppose that $Y \in L^{2}(0,2 \pi)$ as well as $\mathfrak{e}_{m}(y)=3 \sqrt{\frac{3}{2} \pi} \cos x, m=1,2, \ldots$. At that point, we define infinitesimal dimensional space $\mathcal{U}=Y$ and consider a system

$$
\left\{\begin{array}{l}
{ }^{C} D_{t}^{\frac{4}{5}} \mathfrak{Z}(t, y)={ }^{C} D_{t}^{\frac{2}{3}} \mathfrak{Z}(t, y)+f(t, \mathfrak{Z}(t, y))+Q w(t, y), 0<t<d, 0<y<2 \pi \\
\mathfrak{Z}(0, y)=\mathfrak{Z}_{0}(y), 0 \leq y \leq 2 \pi \\
\mathfrak{Z}(t, 0)=\mathfrak{Z}(t, 2 \pi), 0 \leq y \leq d
\end{array}\right.
$$

where (H1) is satisfied by the nonlinear function $f$ as an operator for every $w \in L^{2}(0, d ; \mathcal{U})$ and $\sum_{m=1}^{\infty} \hat{w}_{m} s(t) \mathfrak{e}_{m}$. Consider

$$
\begin{gathered}
Q w(t)=\sum_{m=1}^{\infty} \hat{w}_{m} s(t) \mathfrak{e}_{m} \\
\hat{w}_{m}(t)=\left\{\begin{array}{l}
0,0 \leq t<d\left(1-\frac{1}{m}\right) \\
w_{m}(t), d\left(1-\frac{1}{m}\right) \leq t \leq d .
\end{array}\right.
\end{gathered}
$$

Because

$$
\|Q w\|_{L^{2}(0, d ; \mathcal{U})} \leq\|w\|_{L^{2}(0, d ; \mathcal{U})^{\prime}}
$$

from $\mathcal{U}$ into $L^{2}(\mathfrak{J}, Y)$, the operator $Q$ is bounded. However, it is not easy to see that $\overline{Q \mathcal{U}} \neq L^{2}(\mathfrak{J}, Y)$. Suppose that $\varphi$ is an arbitrary element in $L^{2}(0, d, Y)$ and $k \in Y$ is defined as

$$
k=E_{\beta}(-d-s)^{\beta} \mathfrak{Z}(0) y+\int_{0}^{d}(d-s)^{\beta-1} T_{\frac{4}{5}}(d-s) \varphi(s) d s .
$$

Suppose that

$$
\varphi(t)=\sum_{m=1}^{\infty} f_{m}(t) \mathfrak{e}_{m}
$$

as well as

$$
k=\sum_{m=1}^{\infty} k_{m}(t) \mathfrak{e}_{m}
$$

Hence, we declare that for each given $\varphi \in L^{2}(0, d, Y)$, there exist $w \in \mathcal{U}$ in such a way that

$$
\begin{aligned}
& E_{\beta}(-d-s)^{\beta} \mathfrak{Z}(0) y+\int_{0}^{t}(d-s)^{\beta-1} T_{\frac{4}{5}}(d-s) Q w(s) d s \\
= & E_{\beta}(-d-s)^{\beta} \mathfrak{Z}(0) y+\int_{0}^{d}(d-s)^{\beta-1} T_{\frac{4}{5}}(d-s) \varphi(s) d s,
\end{aligned}
$$

this indicates that (H2) is fulfilled.

## 7. Conclusions

The purpose of this paper is to study the time fractional NS-equations using initial value problem with the Caputo derivative. We proved the global and local existence of mild solution in $H^{\alpha, p}$. We established sufficient conditions for the existence and uniqueness of the mild solution for problem (2) in $H^{\alpha, p}$. Moreover, we showed that classical solutions that satisfy problem (2) are regular. Furthermore, we presented the regularity of mild solutions for time fractional NS-equations. In the end, we presented an example.
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#### Abstract

This paper presents a new class of boundary value problems of integrodifferential fractional equations of different order equipped with coupled anti-periodic and nonlocal integral boundary conditions. We prove the existence and uniqueness criteria of the solutions by using the LeraySchauder alternative and Banach contraction mapping principle. Examples are constructed for the illustration of our results.


Keywords: coupled system; fractional integro-differential equations; boundary conditions; existence and uniqueness; fixed point theorems

## 1. Introduction

Fractional calculus has gained a rapid rise in popularity in the past few decades due to the nonlocal nature of the derivatives and integrals of fractional order [1]. As a matter of fact, this field incorporates the methods and concepts used to solve symmetrical differential equations with fractional derivatives. Thereby, it evolved in many theoretical and applications area. For application details in ecology, chaos and fractional dynamics, medical sciences, financial economics bio-engineering, immune system, etc., we refer the reader to the works [2-9]. For more theoretical aspects of fractional calculus, we refer the reader to the monographs [10-18].

During this development, nonlinear Fractional Differential Equations (FDEs) equipped with different kinds of Boundary Conditions (BCs) such as multi-point, periodic, antiperiodic, nonlocal, and integral conditions have also been widely studied and investigated. Many new results of variety boundary value problems were given in [19-25]. At the same time, fractional differential system subjects with different kinds of BCs also received the attention of such systems in the mathematical models with engineering and physical phenomena [26-31].

Recently, fractional Integro-Differential Equations (IDEs) with nonlocal conditions are considered a useful mathematical tool for the description of various real materials, for instance, see [32,33], and references therein. By side, several researchers have applied classical fixed point theorems to prove the existence and uniqueness results for such boundary value problems [19,31,34-42].

In addition, the authors in [43-45] investigated some coupled systems (CSs) of mixedorder FDEs with different kinds of BCs. To enrich the topic, we introduce and investigate a CS of fractional IDEs of Caputo type with different derivatives orders given by

$$
\left\{\begin{array}{l}
{ }^{c} D^{q_{1}}\left[\kappa_{1} \mathrm{v}(t)+\lambda_{1} I_{x_{1}}^{\theta_{1}} \phi(t, \mathrm{v}(t), \mathrm{u}(t))\right]=\mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t)), \quad 2<q_{1} \leq 3, t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right],  \tag{1}\\
{ }^{c} D^{q_{2}}\left[\kappa_{2} \mathrm{u}(t)+\lambda_{2} I_{\mathrm{x}_{1}}^{\theta_{2}} \psi(t, \mathrm{v}(t), \mathrm{u}(t))\right]=\mathrm{p}(t, \mathrm{v}(t), \mathrm{u}(t)), \quad 1<q_{2} \leq 2, t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right],
\end{array}\right.
$$

supplemented with coupled anti-periodic and nonlocal integral BCs:

$$
\left\{\begin{array}{l}
\mathrm{v}\left(\mathrm{x}_{1}\right)+\mathrm{v}\left(\mathrm{x}_{2}\right)=0, \mathrm{v}^{\prime}\left(\mathrm{x}_{2}\right)=0, \mathrm{v}^{\prime}\left(\mathrm{x}_{1}\right)=h \int_{\mathrm{x}_{1}}^{\xi} \mathrm{u}(s) d s,  \tag{2}\\
\mathrm{u}\left(\mathrm{x}_{1}\right)+\mathrm{u}\left(\mathrm{x}_{2}\right)=0, \mathrm{u}^{\prime}\left(\mathrm{x}_{2}\right)=0,
\end{array}\right.
$$

where ${ }^{c} D^{Y}$ denotes the Caputo fractional differential operator of order $Y \in\left\{q_{1}, q_{2}\right\}, I_{\mathrm{x}_{1}}^{\bar{Y}}$ denotes the Riemann-Liouville fractional integral of order $\bar{Y} \in\left\{\theta_{1}, \theta_{2}\right\}$ such that $\theta_{1}, \theta_{2}>1$, $\kappa_{i}, \lambda_{i}, h, i=1,2$ are real constants with $\kappa_{i}, h \neq 0, \phi, \psi, \mathrm{k}, \mathrm{p}:\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right] \times \mathbb{R} \times \mathbb{R} \longrightarrow \mathbb{R}$ are given continuous functions and $x_{1}<\xi<x_{2}$.

For usefulness, we emphasize that the current study is novel, and contributes extensively to the existing results on the topic. Furthermore, new results follow as special cases of the present work.

The structure of this paper is as follows. In Section 2, we give some important definitions of fractional calculus and establish an auxiliary lemma that helps to transform the system (1) into equivalent integral equations. In Section 3, the existence and uniqueness results for the given system (1) are derived. Two examples are also presented to illustrate the obtained outcomes.

## 2. Preliminary Material

First, we outline some main definitions of fractional calculus.
Definition 1 ([11]). Let $U$ be an integrable function on $x_{1} \leq z \leq x_{2}$. The Riemann-Liouville fractional integral $I_{\mathrm{x}_{1}}^{\vartheta}$ of order $\vartheta \in \mathbb{R}(\vartheta>0)$ for $U$ is given by

$$
I_{\mathrm{x}_{1}}^{\vartheta} U(z)=\frac{1}{\Gamma(\vartheta)} \int_{\mathrm{x}_{1}}^{z}(z-s)^{\vartheta-1} U(s) d s
$$

where $\Gamma$ is the Euler Gamma function.
Definition 2 ([11]). The Caputo derivative for a function $U \in A C^{\mathfrak{r}}\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ of order $\vartheta \in(\mathfrak{r}-1, \mathfrak{r}]$, $\mathfrak{r} \in \mathbb{N}$ existing on $\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$, is given by

$$
{ }^{c} D^{\vartheta} U(z)=\frac{1}{\Gamma(\mathfrak{r}-\vartheta)} \int_{x_{1}}^{z}(z-l)^{\mathfrak{r}-\vartheta-1} U^{(\mathfrak{r})}(l) d l, z \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right] .
$$

Lemma 1 ([11]). The solution of the equation ${ }^{c} D^{\vartheta} x(z)=0, \mathfrak{r}-1<\vartheta<\mathfrak{r}, z \in\left[x_{1}, x_{2}\right]$, is

$$
x(z)=m_{0}+m_{1}\left(z-x_{1}\right)+m_{2}\left(z-x_{1}\right)^{2}+\ldots+m_{r-1}\left(z-x_{1}\right)^{\mathfrak{r}-1}
$$

with $m_{i} \in \mathbb{R}, i=0,1, \ldots, \mathfrak{r}-1$. Moreover,

$$
I_{x_{1}}^{\vartheta}{ }^{c} D^{\vartheta} \times(z)=\times(z)+\sum_{i=0}^{\mathfrak{r}-1} m_{i}\left(z-x_{1}\right)^{i} .
$$

Next, we introduce an important lemma related to our new results.
Lemma 2. For $\Phi, \Psi, K, P \in C\left(\left[x_{1}, x_{2}\right], \mathbb{R}\right)$, the unique solution of the following linear system

$$
\left\{\begin{array}{l}
{ }^{c} D^{q_{1}}\left[\kappa_{1} v(t)+\lambda_{1} I_{\mathrm{x}_{1}}^{\theta_{1}} \Phi(t)\right]=K(t), \quad 2<q_{1} \leq 3, t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right],  \tag{3}\\
{ }^{c} D^{q_{2}}\left[\kappa_{2} \mathrm{u}(t)+\lambda_{2} I_{\mathrm{x}_{1}}^{\theta_{2}} \Psi(t)\right]=P(t), \quad 1<q_{2} \leq 2, t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right],
\end{array}\right.
$$

equipped with the BCs (2) is given by:

$$
\begin{align*}
\mathrm{v}(t)= & \frac{1}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} K(s) d s-\frac{\lambda_{1}}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \Phi(s) d s \\
+ & \frac{\lambda_{1}}{2 \kappa_{1}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \Phi(s) d s-\frac{1}{2 \kappa_{1}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} K(s) d s \\
+ & \rho_{1}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(s) d s\right] \\
+ & \rho_{2}(t)\left[\lambda_{1} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} \Phi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} K(s) d s\right]  \tag{4}\\
+ & \rho_{3}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \Psi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} P(s) d s\right] \\
+ & \rho_{4}(t)\left[\int_{\mathrm{x}_{1}}^{\xi}\left(\frac{h \lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(\tau) d \tau-\frac{h}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(\tau) d \tau\right) d s\right], \\
\mathrm{u}(t) & =\frac{1}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(s) d s-\frac{\lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(s) d s \\
& +\frac{\lambda_{2}}{2 \kappa_{2}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(s) d s-\frac{1}{2 \kappa_{2}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(s) d s  \tag{5}\\
& +\rho_{5}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \Psi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} P(s) d s\right]
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
\rho_{1}(t)=\frac{-\epsilon\left(x_{2}-x_{1}\right)}{4 \kappa_{1}}+\frac{\epsilon\left(t-x_{1}\right)}{\kappa_{1}}-\frac{\epsilon\left(t-x_{1}\right)^{2}}{2 \kappa_{1}\left(x_{2}-x_{1}\right)} \\
\rho_{2}(t)=\frac{-\left(x_{2}-x_{1}\right)}{4 \kappa_{1}}+\frac{\left(t-x_{1}\right)^{2}}{2 \kappa_{1}\left(x_{2}-x_{1}\right)},  \tag{7}\\
\rho_{3}(t)=\frac{-\epsilon\left(\xi-x_{2}\right)\left(x_{2}-x_{1}\right)}{4 \kappa_{1}}+\frac{\epsilon\left(\xi-x_{2}\right)\left(t-x_{1}\right)}{\kappa_{1}}-\frac{\epsilon\left(\xi-x_{2}\right)\left(t-x_{1}\right)^{2}}{2 \kappa_{1}\left(x_{2}-x_{1}\right)} \\
\rho_{4}(t)=\frac{\left(x_{2}-x_{1}\right)}{4}-\left(t-x_{1}\right)+\frac{\left(t-x_{1}\right)^{2}}{2\left(x_{2}-x_{1}\right)} \\
\rho_{5}(t)=\frac{-\left(x_{2}-x_{1}\right)}{2 \kappa_{2}}+\frac{\left(t-x_{1}\right)}{\kappa_{2}}, \\
\epsilon=\frac{h \kappa_{1}\left(\xi-x_{1}\right)}{2 \kappa_{2}}
\end{array}\right.
$$

Proof. Using Lemma 1 and applying the integral operators $I_{x_{1}}^{q_{1}}, I_{x_{1}}^{q_{2}}$ on both sides of the equations in (3), we get the general solution that can be written as

$$
\begin{align*}
\mathrm{v}(t) & =\frac{1}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} K(s) d s-\frac{\lambda_{1}}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \Phi(s) d s+\frac{c_{1}}{\kappa_{1}}+\frac{c_{2}}{\kappa_{1}}\left(t-\mathrm{x}_{1}\right)  \tag{8}\\
& +\frac{c_{3}}{\kappa_{1}}\left(t-\mathrm{x}_{1}\right)^{2}
\end{align*}
$$

$$
\begin{align*}
\mathrm{v}^{\prime}(t) & =\frac{1}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} K(s) d s-\frac{\lambda_{1}}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} \Phi(s) d s+\frac{c_{2}}{\kappa_{1}}+2 \frac{c_{3}}{\kappa_{1}}\left(t-\mathrm{x}_{1}\right)  \tag{9}\\
\mathrm{u}(t) & =\frac{1}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(s) d s-\frac{\lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(s) d s+\frac{c_{4}}{\kappa_{2}}+\frac{c_{5}}{\kappa_{2}}\left(t-\mathrm{x}_{1}\right)  \tag{10}\\
\mathrm{u}^{\prime}(t) & =\frac{1}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} P(s) d s-\frac{\lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \Psi(s) d s+\frac{c_{5}}{\kappa_{2}} \tag{11}
\end{align*}
$$

with $c_{i} \in \mathbb{R}, i=1, \ldots, 5$ are unknown arbitrary constants.
Using the conditions (2) in Equations (8)-(11), we obtain a system of equations in $c_{i}(i=1, \ldots, 5)$ given by

$$
\left\{\begin{array}{l}
2 c_{1}+\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right) c_{2}+\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)^{2} c_{3}=I_{1},  \tag{12}\\
2 c_{4}+\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right) c_{5}=I_{2}, \\
c_{2}+2\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right) c_{3}=I_{3}, \\
-\frac{c_{2}}{\kappa_{1}}+\frac{h\left(\xi-\mathrm{x}_{1}\right)}{\kappa_{2}} c_{4}+\frac{h\left(\xi-\mathrm{x}_{1}\right)^{2}}{2 \kappa_{2}} c_{5}=I_{4}, \\
c_{5}=I_{5}
\end{array}\right.
$$

where $I_{i} ;(i=1, \ldots, 5)$ are defined by

$$
\begin{align*}
& I_{1}=\lambda_{1} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \Phi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} K(s) d s, \\
& I_{2}=\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} P(s) d s, \\
& I_{3}=\lambda_{1} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} \Phi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} K(s) d s, \\
& I_{4}=\int_{\mathrm{x}_{1}}^{\tau}\left(\frac{h \lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \Psi(\tau) d \tau-\frac{h}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} G(\tau) d \tau\right) d s, \\
& I_{5}=\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \Psi(s) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} P(s) d s . \tag{13}
\end{align*}
$$

Solving the system (12) for $c_{i}(i=1, \ldots, 5)$, we get that

$$
\begin{aligned}
& c_{1}=\frac{-\epsilon\left(\xi-x_{2}\right)\left(x_{2}-x_{1}\right)}{4} c_{5}+\frac{1}{2} I_{1}-\frac{\epsilon\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)}{4} I_{2}-\frac{\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)}{4} I_{3}+\frac{\kappa_{1}\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)}{4} I_{4}, \\
& c_{2}=\epsilon\left(\xi-\mathrm{x}_{2}\right) c_{5}+\epsilon I_{2}-\kappa_{1} I_{4}, \\
& c_{3}=\frac{-\epsilon\left(\xi-\mathrm{x}_{2}\right)}{2\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)} c_{5}-\frac{\epsilon}{2\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)} I_{2}+\frac{1}{2\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)} I_{3}+\frac{\kappa_{1}}{2\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)} I_{4}, \\
& c_{4}=\frac{-\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)}{2} c_{5}+\frac{1}{2} I_{2}, \\
& c_{5}=\lambda_{2} \int_{x_{1}}^{x_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \Psi(s) d s-\int_{x_{1}}^{x_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} P(s) d s,
\end{aligned}
$$

where $\epsilon$ is given by (7). Inserting the values of $c_{i}(i=1, \ldots 5)$ in (8) and (9) together with notations (6), we get (4) and (5). The converse follows by direct computation. This completes the proof.

## 3. Existence and Uniqueness Results

Let $\mathcal{V}=\left\{v \mid v \in C\left(\left[x_{1}, x_{2}\right], \mathbb{R}\right)\right\}$ be a Banach space endowed with the norm

$$
\|\mathrm{v}\|=\sup _{l \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]}|\mathrm{v}(l)| .
$$

Obviously the product space $(\mathcal{V} \times \mathcal{V},\|\cdot\|)$ is also a Banach space with norm $\|(\mathrm{v}, \mathrm{u})\|=$ $\|v\|+\|u\|$ for $(v, u) \in \mathcal{V} \times \mathcal{V}$.

In view of Lemma 2, we define an operator $\mathcal{J}: \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{V} \times \mathcal{V}$ as

$$
\begin{equation*}
\mathcal{J}(\mathrm{v}, \mathrm{u})(t):=\left(\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t), \mathcal{J}_{2}(\mathrm{v}, \mathrm{u})(t)\right), \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t)=\frac{1}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{\lambda_{1}}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \phi(s, \mathrm{v}(s), \mathrm{u}(s)) d s \\
& +\frac{\lambda_{1}}{2 \kappa_{1}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} \phi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{1}{2 \kappa_{1}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s \\
& +\rho_{1}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \psi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s\right] \\
& +\rho_{2}(t)\left[\lambda_{1} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} \phi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s\right]  \tag{15}\\
& +\rho_{3}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \psi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s\right] \\
& +\rho_{4}(t)\left[\int_{\mathrm{x}_{1}}^{\tau}\left(\frac{h \lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \psi(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau)) d \tau-\frac{h}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau)) d \tau\right) d s\right], \\
& \mathcal{J}_{2}(\mathrm{v}, \mathrm{u})(t)=\frac{1}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{\lambda_{2}}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \psi(s, \mathrm{v}(s), \mathrm{u}(s)) d s \\
& +\frac{\lambda_{2}}{2 \kappa_{2}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \psi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{1}{2 \kappa_{2}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s  \tag{16}\\
& +\rho_{5}(t)\left[\lambda_{2} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} \psi(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s\right] \text {, }
\end{align*}
$$

where $\rho_{i}(t), i=1, \ldots ., 5$ are given by (6). For brevity, we use the subsequent notations.

$$
\begin{align*}
& M_{1}=\frac{3\left(x_{2}-x_{1}\right)^{q_{1}}}{2\left|\kappa_{1}\right| \mid \Gamma\left(q_{1}+1\right)}+\widetilde{\rho}_{2} \frac{\left(x_{2}-x_{1}\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}  \tag{17}\\
& M_{2}=\widetilde{\rho}_{1} \frac{\left(x_{2}-x_{1}\right)^{q_{2}}}{\Gamma\left(q_{2}+1\right)}+\widetilde{\rho}_{3} \frac{\left(x_{2}-x_{1}\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}+\widetilde{\rho}_{4} \frac{|h|\left(\xi-x_{1}\right)^{q_{2}+1}}{\left|\kappa_{2}\right| \Gamma\left(q_{2}+2\right)}  \tag{18}\\
& M_{3}=\frac{3\left|\lambda_{1}\right|\left(x_{2}-x_{1}\right)^{\theta_{1}}}{2\left|\kappa_{1}\right| \mid \Gamma\left(\theta_{1}+1\right)}+\widetilde{\rho}_{2} \frac{\left|\lambda_{1}\right|\left(x_{2}-x_{1}\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}  \tag{19}\\
& M_{4}=\widetilde{\rho}_{1} \frac{\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}}}{\Gamma\left(\theta_{2}+1\right)}+\widetilde{\rho}_{3} \frac{\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}+\widetilde{\rho}_{4} \frac{|h|\left|\lambda_{2}\right|\left(\xi-x_{1}\right)^{\theta_{2}+1}}{\left|\kappa_{2}\right| \Gamma\left(\theta_{2}+2\right)}  \tag{20}\\
& M_{5}=\frac{3\left(x_{2}-x_{1}\right)^{q_{2}}}{2\left|\kappa_{2}\right| \mid \Gamma\left(q_{2}+1\right)}+\widetilde{\rho}_{5} \frac{\left(x_{2}-x_{1}\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}  \tag{21}\\
& M_{6}=\frac{3\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}}}{2\left|\kappa_{2}\right| \mid \Gamma\left(\theta_{2}+1\right)}+\widetilde{\rho}_{5} \frac{\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} \tag{22}
\end{align*}
$$

where $\widetilde{\rho}_{i}=\sup _{t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]}\left|\rho_{i}(t)\right|, i=1, \cdots, 5$.

### 3.1. Existence Result via Leray-Schauder Alternative

Lemma 3 ([46]). (Leray-Schauder alternative) Let $\mathfrak{L}: \mathfrak{E} \rightarrow \mathfrak{E}$ be a completely continuous operator. Let $\mathfrak{X}(\mathfrak{L})=\{x \in \mathfrak{E}: x=\delta \mathfrak{L}(x)$ for some $0<\delta<1\}$. Then either the set $\mathfrak{X}(\mathfrak{L})$ is unbounded or $\mathfrak{L}$ has at least one fixed point.

Theorem 1. Assume the following assumption holds
$\left(H_{1}\right) \mathrm{k}, \mathrm{p}, \phi, \psi:\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions and there exist real constants $\gamma_{i}, v_{i}, \mu_{i}, \omega_{i} \geq 0(i=1,2)$ and $\gamma_{0}, v_{0}, \mu_{0}, \omega_{0}>0$ such that, for all $t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ and $\mathrm{v}, \mathrm{u} \in \mathbb{R}$,

$$
\begin{aligned}
|\mathbf{k}(t, \mathbf{v}, \mathbf{u})| & \leq \gamma_{0}+\gamma_{1}|\mathbf{v}|+\gamma_{2}|\mathbf{u}|,|\mathbf{p}(t, \mathrm{v}, \mathbf{u})| \leq v_{0}+v_{1}|\mathrm{v}|+v_{2}|\mathbf{u}| \\
|\phi(t, \mathbf{v}, \mathbf{u})| & \leq \mu_{0}+\mu_{1}|\mathrm{v}|+\mu_{2}|\mathbf{u}|,|\psi(t, \mathrm{v}, \mathrm{u})| \leq \omega_{0}+\omega_{1}|\mathbf{v}|+\omega_{2}|\mathrm{u}|
\end{aligned}
$$

then the CS (1) and (2) has at least one solution on $\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ if

$$
\begin{align*}
& \mathfrak{N}_{1}=\gamma_{1} M_{1}+v_{1}\left(M_{2}+M_{5}\right)+\mu_{1} M_{3}+\omega_{1}\left(M_{4}+M_{6}\right)<1,  \tag{23}\\
& \mathfrak{N}_{2}=\gamma_{2} M_{1}+v_{2}\left(M_{2}+M_{5}\right)+\mu_{2} M_{3}+\omega_{2}\left(M_{4}+M_{6}\right)<1 . \tag{24}
\end{align*}
$$

where $M_{j}, j=1, \cdots, 6$ are given by (17)-(22) respectively.
Proof. First, we demonstrate that the operator $\mathcal{J}: \mathcal{V} \times \mathcal{V} \rightarrow \mathcal{V} \times \mathcal{V}$ is completely continuous. By continuity of the functions $\mathrm{k}, \mathrm{p}, \phi$ and $\psi$, it follows that the operators $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$ are continuous. In consequence, the operator $\mathcal{J}$ is continuous. Let $\mathfrak{G} \subset \mathcal{V} \times \mathcal{V}$ be a bounded set. Then $\forall(\mathrm{v}, \mathrm{u}) \in \mathfrak{G}$, there exist positive constants $L_{n}, n=1,2,3,4$ such that:

Then, for any $(\mathrm{v}, \mathrm{u}) \in \mathfrak{G}$, we have

$$
\begin{aligned}
& \left|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t)\right| \leq \frac{1}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s \\
& +\frac{\left|\lambda_{1}\right|}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\frac{1}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))| d s \\
& +\left|\rho_{1}(t)\right|\left[\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}|\psi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}|\mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{2}(t)\right|\left[\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{3}(t)\right|\left[\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)}|\psi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)}|\mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{4}(t)\right|\left[\int _ { \mathrm { x } _ { 1 } } ^ { \tau } \left(\frac{|h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}|\psi(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau))| d \tau\right.\right. \\
& \left.\left.+\frac{|h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}|\mathrm{p}(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau))| d \tau\right) d s\right] \\
& \leq L_{1}\left\{\frac{1}{\left|\kappa_{1}\right|} \int_{x_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} d s+\frac{1}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} d s+\left|\rho_{2}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} d s\right\} \\
& +L_{2}\left\{\left|\rho_{1}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d s+\left|\rho_{3}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} d s+\frac{\left|\rho_{4}(t)\right||h|}{\left|x_{2}\right|} \int_{\mathrm{x}_{1}}^{\xi}\left(\int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d \tau\right) d s\right\} \\
& +L_{3}\left\{\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} d s+\frac{\left|\lambda_{1}\right|}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} d s+\left|\rho_{2}(t)\right|\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} d s\right\} \\
& +L_{4}\left\{\left|\rho_{1}(t)\right|\left|\lambda_{2}\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d s+\left|\rho_{3}(t)\right|\left|\lambda_{2}\right| \int_{x_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} d s\right. \\
& \left.+\frac{\left|\rho_{4}(t)\right||h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{\xi}\left(\int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d \tau\right) d s\right\},
\end{aligned}
$$

taking the norm for $t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ and using the notations (17)-(20) yields

$$
\begin{equation*}
\left\|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\right\| \leq L_{1} M_{1}+L_{2} M_{2}+L_{3} M_{3}+L_{4} M_{4} . \tag{26}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|\mathcal{J}_{2}(\mathrm{v}, \mathrm{u})\right\| \leq L_{2} M_{5}+L_{4} M_{6} . \tag{27}
\end{equation*}
$$

From above inequalities (26) and (27), we deduce that $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$ are uniformly bounded, which implies that

$$
\begin{equation*}
\|\mathcal{J}(\mathrm{v}, \mathrm{u})\| \leq L_{1} M_{1}+L_{2}\left(M_{2}+M_{5}\right)+L_{3} M_{3}+L_{4}\left(M_{4}+M_{6}\right) . \tag{28}
\end{equation*}
$$

Hence the operator $\mathcal{J}$ is uniformly bounded.
Next, we prove that $\mathcal{J}$ is equicontinuous. Let $t_{1}, t_{2} \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ with $t_{1}<t_{2}$. Then we get

$$
\begin{aligned}
& \left|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\left(t_{2}\right)-\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\left(t_{1}\right)\right| \leq \frac{1}{\left|\kappa_{1}\right|}\left[\int_{\mathbf{x}_{1}}^{t_{1}} \frac{\left|\left(t_{2}-s\right)^{q_{1}-1}-\left(t_{1}-s\right)^{q_{1}-1}\right|}{\Gamma\left(q_{1}\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} \frac{\left|\left(t_{2}-s\right)^{q_{1}-1}\right|}{\Gamma\left(q_{1}\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))|\right] d s+\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|}\left[\int_{\mathrm{x}_{1}}^{t_{1}} \frac{\left|\left(t_{2}-s\right)^{\theta_{1}-1}-\left(t_{1}-s\right)^{\theta_{1}-1}\right|}{\Gamma\left(\theta_{1}\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} \frac{\left|\left(t_{2}-s\right)^{\theta_{1}-1}\right|}{\Gamma\left(\theta_{1}\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{1}\left(t_{2}\right)-\rho_{1}\left(t_{1}\right)\right|\left[\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}|\psi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}|\mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{2}\left(t_{2}\right)-\rho_{2}\left(t_{1}\right)\right|\left[\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)}|\phi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)}|\mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{3}\left(t_{2}\right)-\rho_{3}\left(t_{1}\right)\right|\left[\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)}|\psi(s, \mathrm{v}(s), \mathrm{u}(s))| d s+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)}|\mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s))| d s\right] \\
& +\left|\rho_{4}\left(t_{2}\right)-\rho_{4}\left(t_{1}\right)\right|\left[\int _ { \mathrm { x } _ { 1 } } ^ { \xi } \left(\frac{|h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}|\psi(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau))| d \tau\right.\right. \\
& \left.\left.+\frac{|h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}|\mathrm{p}(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau))| d \tau\right) d s\right] \\
& \leq L_{1}\left\{\frac{1}{\left|\kappa_{1}\right| \Gamma\left(q_{1}+1\right)}\left[2\left(t_{2}-t_{1}\right)^{q_{1}}+\left|\left(t_{2}-\mathrm{x}_{1}\right)^{q_{1}}-\left(t_{1}-\mathrm{x}_{1}\right)^{q_{1}}\right|\right]\right. \\
& \left.+\left|\rho_{2}\left(t_{2}\right)-\rho_{2}\left(t_{1}\right)\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} d s\right\} \\
& +L_{2}\left\{\left|\rho_{1}\left(t_{2}\right)-\rho_{1}\left(t_{1}\right)\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d s+\left|\rho_{3}\left(t_{2}\right)-\rho_{3}\left(t_{1}\right)\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} d s\right. \\
& \left.+\frac{\left|\rho_{4}\left(t_{2}\right)-\rho_{4}\left(t_{1}\right)\right||h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{\xi}\left(\int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d \tau\right) d s\right\} \\
& +L_{3}\left\{\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right| \Gamma\left(\theta_{1}+1\right)}\left[2\left(t_{2}-t_{1}\right)^{\theta_{1}}+\left|\left(t_{2}-x_{1}\right)^{\theta_{1}}-\left(t_{1}-x_{1}\right)^{\theta_{1}-1}\right|\right]\right. \\
& \left.+\left|\bar{\rho}_{2}\left(t_{2}\right)-\bar{\rho}_{2}\left(t_{1}\right)\right|\left|\lambda_{1}\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} d s\right\} \\
& +L_{4}\left\{\left|\rho_{1}\left(t_{2}\right)-\rho_{1}\left(t_{1}\right)\right|\left|\lambda_{2}\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d s+\left|\rho_{3}\left(t_{2}\right)-\rho_{3}\left(t_{1}\right)\right|\left|\lambda_{2}\right| \int_{x_{1}}^{x_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} d s\right. \\
& \left.+\frac{\left|\rho_{4}\left(t_{2}\right)-\rho_{4}\left(t_{1}\right)\right||h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{\tau}\left(\int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d \tau\right) d s\right\},
\end{aligned}
$$

which imply that $\left|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\left(t_{2}\right)-\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\left(t_{1}\right)\right| \rightarrow 0$ independent of $(\mathrm{v}, \mathrm{u}) \in \mathfrak{G}$ as $t_{2} \rightarrow t_{1}$. In a similar way, we get

$$
\left|\mathcal{J}_{2}(\mathrm{v}, \mathrm{u})\left(t_{2}\right)-\mathcal{J}_{2}(\mathrm{v}, \mathrm{u})\left(t_{1}\right)\right| \rightarrow 0
$$

as $t_{2} \rightarrow t_{1}$. Thus $\mathcal{J}$ is equicontinuous. Therefore, by Arzela-Ascoli's theorem, it follows that $\mathcal{J}$ is compact (completely continuous).

Finally, we ought to prove that $\mathfrak{Z}(\mathcal{J})=\{(\mathrm{v}, \mathrm{u}) \in \mathcal{V} \times \mathcal{V}:(\mathrm{v}, \mathrm{u})=\delta \mathcal{J}(\mathrm{v}, \mathrm{u}) ; 0 \leq \delta \leq$ $1\}$ is bounded. Let $(\mathrm{v}, \mathrm{u}) \in \mathcal{Z}(\mathcal{J})$. Then $(\mathrm{v}, \mathrm{u})=\delta \mathcal{J}(\mathrm{v}, \mathrm{u})$. For every $t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$, we have

$$
\mathrm{v}(t)=\delta \mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t), \mathrm{u}(t)=\delta \mathcal{J}_{2}(\mathrm{v}, \mathrm{u})(t)
$$

Using $\left(H_{1}\right)$ in (1), we get

$$
\begin{aligned}
\left|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t)\right| & \leq \frac{1}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}\left[\gamma_{0}+\gamma_{1}|\mathrm{v}(s)|+\gamma_{2}|\mathrm{u}(s)|\right] d s \\
& +\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}\left[\mu_{0}+\mu_{1}|\mathrm{v}(s)|+\mu_{2}|\mathrm{u}(s)|\right] d s \\
& +\frac{\left|\lambda_{1}\right|}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}\left[\mu_{0}+\mu_{1}|\mathrm{v}(s)|+\mu_{2}|\mathrm{u}(s)|\right] d s \\
& +\frac{1}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}\left[\gamma_{0}+\gamma_{1}|\mathrm{v}(s)|+\gamma_{2}|\mathrm{u}(s)|\right] d s \\
& +\left|\rho_{1}(t)\right|\left\{\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}\left[\omega_{0}+\omega_{1}|\mathrm{v}(s)|+\omega_{2}|\mathrm{u}(s)|\right] d s\right. \\
& \left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}\left[v_{0}+v_{1}|\mathrm{v}(s)|+v_{2}|\mathrm{u}(s)|\right] d s\right\} \\
& \left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\rho_{2}(t) \left\lvert\,\left\{\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)}\left[\mu_{0}+\mu_{1}|\mathrm{v}(s)|+\mu_{2}|\mathrm{u}(s)|\right] d s\right.\right.\right.}{\Gamma\left(q_{1}-1\right)}\left[\gamma_{0}+\gamma_{1}|\mathrm{v}(s)|+\gamma_{2}|\mathrm{u}(s)|\right] d s\right\} \\
& +\left|\rho_{3}(t)\right|\left\{\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)}\left[\omega_{0}+\omega_{1}|\mathrm{v}(s)|+\omega_{2}|\mathrm{u}(s)|\right] d s\right. \\
& \left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)}\left[v_{0}+v_{1}|\mathrm{v}(s)|+v_{2}|\mathrm{u}(s)|\right] d s\right\} \\
& +\left|\rho_{4}(t)\right|\left\{\int _ { \mathrm { x } _ { 1 } } ^ { \xi } \left(\frac{|h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}\left[\omega_{0}+\omega_{1}|\mathrm{v}(\tau)|+\omega_{2}|\mathrm{u}(\tau)|\right] d \tau\right.\right. \\
& \left.\left.+\frac{|h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}\left[v_{0}+v_{1}|\mathrm{v}(\tau)|+v_{2}|\mathrm{u}(\tau)|\right] d \tau\right) d s\right\}
\end{aligned}
$$

which implies that

$$
\begin{align*}
\|\mathrm{v}\| & \leq \gamma_{0} M_{1}+v_{0} M_{2}+\mu_{0} M_{3}+\omega_{0} M_{4}+\left[\gamma_{1} M_{1}+v_{1} M_{2}+\mu_{1} M_{3}+\omega_{1} M_{4}\right]\|\mathrm{v}\| \\
& +\left[\gamma_{2} M_{1}+v_{2} M_{2}+\mu_{2} M_{3}+\omega_{2} M_{4}\right]\|\mathrm{u}\| . \tag{29}
\end{align*}
$$

Similarly, we get

$$
\begin{align*}
\|\mathrm{u}\| & \leq v_{0} M_{5}+\omega_{0} M_{6}+\left[v_{1} M_{5}+\omega_{1} M_{6}\right]\|\mathrm{v}\| \\
& +\left[v_{2} M_{5}+\omega_{2} M_{6}\right]\|\mathrm{u}\| . \tag{30}
\end{align*}
$$

From inequalities (29) and (30), we have

$$
\begin{equation*}
\|(\mathrm{v}, \mathrm{u})\| \leq \frac{1}{\mathfrak{N}}\left[\gamma_{0} M_{1}+v_{0}\left(M_{2}+M_{5}\right)+\mu_{0} M_{3}+\omega_{0}\left(M_{4}+M_{6}\right)\right] \tag{31}
\end{equation*}
$$

with $\mathfrak{N}=\min \left\{1-\mathfrak{N}_{1}, 1-\mathfrak{N}_{2}\right\}$. The inequality (31) shows that $\mathfrak{Z}(\mathcal{J})$ is bounded. Hence, $\mathcal{J}$ has at least one fixed point according to Lemma 3. Thus, there is at least one solution on [ $\left.x_{1}, x_{2}\right]$ for the CS (1) and (2).

Example 1. Consider the CS of fractional differential equations given by

$$
\left\{\begin{array}{l}
{ }^{c} D^{\frac{7}{3}}\left[\frac{1}{3} \mathrm{v}(t)+\frac{2}{110} I^{\frac{23}{5}} \phi(t, \mathrm{v}(t), \mathrm{u}(t))\right]=\mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t)),  \tag{32}\\
{ }^{c} D^{\frac{5}{4}}\left[\frac{7}{9} \mathrm{u}(t)+\frac{3}{70} I^{\frac{11}{3}} \psi(t, \mathrm{v}(t), \mathrm{u}(t))\right]=\mathrm{p}(t, \mathrm{v}(t), \mathrm{u}(t)), t \in[0,1]
\end{array}\right.
$$

with the BCs

$$
\left\{\begin{array}{l}
\mathrm{v}(0)+\mathrm{v}(1)=0, \mathrm{v}^{\prime}(1)=0, \mathrm{v}^{\prime}(0)=\frac{3}{125} \int_{0}^{2 / 5} \mathrm{u}(s) d s  \tag{33}\\
\mathrm{u}(0)+\mathrm{u}(1)=0, \mathrm{u}^{\prime}(1)=0
\end{array}\right.
$$

Here $q_{1}=7 / 3, q_{2}=5 / 4, \theta_{1}=23 / 5, \theta_{2}=11 / 3, h=3 / 125, \xi=2 / 5$ with

$$
\begin{aligned}
& \mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t))=\frac{3 t^{2}}{6+t^{4}}+\frac{\sin \mathrm{v}(t)}{\sqrt{49+t^{2}}}+\frac{\mathrm{u}(t)|\mathrm{v}(t)|}{70(1+|\mathrm{v}(t)|)}, \\
& \mathrm{p}(t, \mathrm{v}(t), \mathrm{u}(t))=\frac{2 t}{3}+\frac{8 \sin \mathrm{v}(t)\left|\tan ^{-1} \mathrm{u}(t)\right|}{16 \pi\left(t^{3}+1\right)}+\frac{\mathrm{u}(t)}{\sqrt{19}} \\
& \phi(t, \mathrm{v}(t), \mathrm{u}(t))=\frac{3}{11}+\frac{20 \mathrm{v}(t)}{\left(t^{2}+8\right)^{2}}+\frac{4}{\sqrt[3]{125+t^{2}}} \mathrm{u}(t) \\
& \psi(t, \mathrm{v}(t), \mathrm{u}(t))=\left(\frac{t+6}{70 \pi}\right) \tan ^{-1} \mathrm{v}(t)+\frac{\mathrm{v}(t)|\cos \mathrm{u}(t)|}{t^{5}+22}+\frac{\sqrt{t^{2}+8}}{9} \sin \mathrm{u}(t)
\end{aligned}
$$

Clearly,

$$
\begin{aligned}
|\mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t))| & \leq \frac{1}{2}+\frac{1}{7}\|\mathrm{v}\|+\frac{1}{70}\|\mathrm{u}\| \\
|\mathrm{p}(t, \mathrm{v}(t), \mathrm{u}(t))| & \leq \frac{2}{3}+\frac{1}{4}\|\mathrm{v}\|+\frac{1}{\sqrt{19}}\|\mathrm{u}\| \\
|\phi(t, \mathrm{v}(t), \mathrm{u}(t))| & \leq \frac{3}{11}+\frac{5}{16}\|\mathrm{v}\|+\frac{4}{5}\|\mathrm{u}\| \\
|\psi(t, v(t), \mathrm{u}(t))| & \leq \frac{1}{20}+\frac{1}{22}\|\mathrm{v}\|+\frac{1}{3}\|\mathrm{u}\|
\end{aligned}
$$

and hence $\gamma_{0}=\frac{1}{2}, \gamma_{1}=\frac{1}{7}, \gamma_{2}=\frac{1}{70}, v_{0}=\frac{2}{3}, \nu_{1}=\frac{1}{4}, \nu_{2}=\frac{1}{\sqrt{19}}, \mu_{0}=\frac{3}{11}, \mu_{1}=\frac{5}{16}, \mu_{2}=$ $\frac{4}{5}, \omega_{0}=\frac{1}{20}, \omega_{1}=\frac{1}{22}$ and $\omega_{2}=\frac{1}{3}$. Using (23) and (24) with the given data we find that $\mathfrak{N}_{1} \simeq 0.836430<1, \mathfrak{N}_{2} \simeq 0.583054<1$. Therefore, by Theorem 1 , the problem (32) and (33) has at least one solution on $[0,1]$.
3.2. Uniqueness Result via Banach's Fixed Point Theorem

Theorem 2. Assume the following assumption holds
$\left(H_{2}\right) k, p, \phi, \psi:\left[x_{1}, x_{2}\right] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions and there exist positive constants $l_{m}, m=1, \cdots, 4$ such that $\forall t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right], \mathrm{v}_{i}, \mathrm{u}_{i}, i=1,2 \in \mathbb{R}$ we have

$$
\begin{align*}
\left|\mathrm{k}\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathrm{k}\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{1}\left(\left|\mathrm{v}_{1}-\mathrm{v}_{2}\right|+\left|\mathrm{u}_{1}-\mathrm{u}_{2}\right|\right),  \tag{34}\\
\left|\mathrm{p}\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathrm{p}\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{2}\left(\left|\mathrm{v}_{1}-\mathrm{v}_{2}\right|+\left|\mathrm{u}_{1}-\mathrm{u}_{2}\right|\right),  \tag{35}\\
\left|\phi\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\phi\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{3}\left(\left|\mathrm{v}_{1}-\mathrm{v}_{2}\right|+\left|\mathrm{u}_{1}-\mathrm{u}_{2}\right|\right),  \tag{36}\\
\left|\psi\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\psi\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{4}\left(\left|\mathrm{v}_{1}-\mathrm{v}_{2}\right|+\left|\mathrm{u}_{1}-\mathrm{u}_{2}\right|\right), \tag{37}
\end{align*}
$$

then the CS (1) and (2) has a unique solution on $\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$, provided that

$$
\begin{equation*}
\mathcal{M}^{*}=M_{1} l_{1}+\left(M_{2}+M_{5}\right) l_{2}+M_{3} l_{3}+\left(M_{4}+M_{6}\right) l_{4}<1 \tag{38}
\end{equation*}
$$

where $M_{j},(j=1, \ldots, 6)$ are given by (17)-(22).
Proof. Define $l_{1}^{*}=\sup _{t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]}|\mathrm{k}(t, 0,0)|<\infty, l_{2}^{*}=\sup _{t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]}|\mathrm{p}(t, 0,0)|<\infty, l_{3}^{*}=\sup _{t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]} \mid$ $\phi(t, 0,0)\left|<\infty, l_{4}^{*}=\sup _{t \in\left[\mathrm{x}_{1}, x_{2}\right]}\right| \psi(t, 0,0) \mid<\infty$ and $\mathfrak{K}>0$ such that

$$
\mathfrak{K}>\frac{M_{1} l_{1}^{*}+\left(M_{2}+M_{5}\right) l_{2}^{*}+M_{3} l_{3}^{*}+\left(M_{4}+M_{6}\right) l_{4}^{*}}{1-\left(M_{1} l_{1}+\left(M_{2}+M_{5}\right) l_{2}+M_{3} l_{3}+\left(M_{4}+M_{6}\right) l_{4}\right)}
$$

Firstly, we show that $\mathcal{J} \mathcal{B}_{\mathfrak{K}} \subset \mathcal{B}_{\mathfrak{K}}$, where

$$
\mathcal{B}_{\mathfrak{K}}=\{(\mathrm{v}, \mathrm{u}) \in \mathcal{V} \times \mathcal{V}:\|(\mathrm{v}, \mathrm{u})\| \leq \mathfrak{K}\}
$$

For $(\mathrm{v}, \mathrm{u}) \in \mathcal{B}_{\mathfrak{K}}, t \in\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$ and by the assumption $\left(H_{2}\right)$, we have

$$
\begin{aligned}
\mid \mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t) \mid & \leq|\mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t))-\mathrm{k}(t, 0,0)|+|\mathrm{k}(t, 0,0)| \\
& \leq l_{1}(|\mathrm{v}(t)|+|\mathrm{u}(t)|)+l_{1}^{*} \\
& \leq l_{1}\left(\|\mathrm{v}\|_{\mathcal{V}}+\|\mathrm{u}\|_{\mathcal{U}}\right)+l_{1}^{*} \leq l_{1} \mathfrak{K}+l_{1}^{*} .
\end{aligned}
$$

In the same manner, we can get,

$$
\mid \mathrm{p}\left(t, \mathrm{v}(t), \mathrm{u}(t)\left|\leq l_{2} \mathfrak{K}+l_{2}^{*},\right| \phi\left(t, \mathrm{v}(t), \mathrm{u}(t)\left|\leq l_{3} \mathfrak{K}+l_{3}^{*},\right| \psi\left(t, \mathrm{v}(t), \mathrm{u}(t) \mid \leq l_{4} \mathfrak{K}+l_{4}^{*} .\right.\right.\right.
$$

Therefore, we have

$$
\begin{aligned}
& \left|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})(t)\right| \leq\left(l_{1} \mathfrak{K}+l_{1}^{*}\right)\left\{\frac{1}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} d s+\frac{1}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} d s\right. \\
& \left.+\left|\rho_{2}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} d s\right\}+\left(l_{2} \mathfrak{K}+l_{2}^{*}\right)\left\{\left|\rho_{1}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d s\right. \\
& \left.+\left|\rho_{3}(t)\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} d s+\frac{\left|\rho_{4}(t)\right||h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{\xi}\left(\int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} d \tau\right) d s\right\} \\
& +\left(l_{3} \mathfrak{K}+l_{3}^{*}\right)\left\{\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} d s+\frac{\left|\lambda_{1}\right|}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)} d s\right. \\
& \left.+\left|\rho_{2}(t)\right|\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)} d s\right\}+\left(l_{4} \mathfrak{K}+l_{4}^{*}\right)\left\{\left|\rho_{1}(t)\right|\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d s\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\left|\rho_{3}(t)\right|\left|\lambda_{2}\right| \int_{x_{1}}^{x_{2}} \frac{\left(x_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)} d s+\frac{\left|\rho_{4}(t)\right||h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{x_{1}}^{\xi}\left(\int_{x_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)} d \tau\right) d s\right\}, \\
& \leq\left(M_{1} l_{1}+M_{2} l_{2}+M_{3} l_{3}+M_{4} l_{4}\right) \mathfrak{K}+M_{1} l_{1}^{*}+M_{2} l_{2}^{*}+M_{3} l_{3}^{*}+M_{4} l_{4}^{*} .
\end{aligned}
$$

In consequence, we get

$$
\left\|\mathcal{J}_{1}(\mathrm{v}, \mathrm{u})\right\| \leq\left(M_{1} l_{1}+M_{2} l_{2}+M_{3} l_{3}+M_{4} l_{4}\right) \mathfrak{K}+M_{1} l_{1}^{*}+M_{2} l_{2}^{*}+M_{3} l_{3}^{*}+M_{4} l_{4}^{*}
$$

Likewise, we can find that

$$
\left\|\mathcal{J}_{2}(\mathrm{v}, \mathrm{u})\right\| \leq\left(M_{5} l_{2}+M_{6} l_{4}\right) \mathfrak{K}+M_{5} l_{2}^{*}+M_{6} l_{4}^{*}
$$

and consequently, we get

$$
\begin{aligned}
\|\mathcal{J}(\mathrm{v}, \mathrm{u})\| & \leq\left(M_{1} l_{1}+\left(M_{2}+M_{5}\right) l_{2}+M_{3} l_{3}+\left(M_{4}+M_{6}\right) l_{4}\right) \mathfrak{K} \\
& +\left(M_{1} l_{1}^{*}+\left(M_{2}+M_{5}\right) l_{2}^{*}+M_{3} l_{3}^{*}+\left(M_{4}+M_{6}\right) l_{4}^{*}\right) \leq \mathfrak{K} .
\end{aligned}
$$

which implies that $\mathcal{J} \mathcal{B}_{\mathfrak{K}} \subset \mathcal{B}_{\mathfrak{K}}$.
Next, we show that the operator $\mathcal{J}$ is a contraction. For that, let $\mathrm{v}_{i}, \mathrm{u}_{i} \in \mathcal{B}_{\mathfrak{K}} ; i=$ 1,2 and for each $t \in\left[x_{1}, x_{2}\right]$. Then we have
$\left|\mathcal{J}_{1}\left(\mathrm{v}_{1}, \mathrm{u}_{1}\right)(t)-\mathcal{J}_{1}\left(\mathrm{v}_{2}, \mathrm{u}_{2}\right)(t)\right| \leq \frac{1}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}\left|\mathrm{k}\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\mathrm{k}\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s$
$+\frac{\left|\lambda_{1}\right|}{\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}\left|\phi\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\phi\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s$
$+\frac{\left|\lambda_{1}\right|}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-1}}{\Gamma\left(\theta_{1}\right)}\left|\phi\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\phi\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s$
$+\frac{1}{2\left|\kappa_{1}\right|} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)}\left|\mathrm{k}\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\mathrm{k}\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s$
$+\left|\rho_{1}(t)\right|\left\{\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}\left|\psi\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\psi\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right.$
$\left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}\left|\mathrm{p}\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\mathrm{p}\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right\}$
$+\left|\rho_{2}(t)\right|\left\{\left|\lambda_{1}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{1}-2}}{\Gamma\left(\theta_{1}-1\right)}\left|\phi\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\phi\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right.$
$\left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)}\left|\mathrm{k}\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\mathrm{k}\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right\}$
$+\left|\rho_{3}(t)\right|\left\{\left|\lambda_{2}\right| \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{\theta_{2}-2}}{\Gamma\left(\theta_{2}-1\right)}\left|\psi\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\psi\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right.$
$\left.+\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)}\left|\mathrm{p}\left(s, \mathrm{v}_{1}(s), \mathrm{u}_{1}(s)\right)-\mathrm{p}\left(s, \mathrm{v}_{2}(s), \mathrm{u}_{2}(s)\right)\right| d s\right\}$
$+\left|\rho_{4}(t)\right|\left\{\int_{\mathrm{x}_{1}}^{\xi}\left(\frac{|h|\left|\lambda_{2}\right|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}\left|\psi\left(\tau, \mathrm{v}_{1}(\tau), \mathrm{u}_{1}(\tau)\right)-\psi\left(\tau, \mathrm{v}_{2}(\tau), \mathrm{u}_{2}(\tau)\right)\right| d \tau\right.\right.$
$\left.\left.+\frac{|h|}{\left|\kappa_{2}\right|} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}\left|\mathrm{p}\left(\tau, \mathrm{x}_{1}(\tau), \mathrm{y}_{1}(\tau)\right)-\mathrm{p}\left(\tau, \mathrm{v}_{2}(\tau), \mathrm{u}_{2}(\tau)\right)\right| d \tau\right) d s\right\}$.

By applying $\left(\mathrm{H}_{2}\right)$, we have

$$
\begin{equation*}
\left\|\mathcal{J}_{1}\left(\mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathcal{J}_{1}\left(\mathrm{v}_{2}, \mathrm{u}_{2}\right)\right\| \leq\left[M_{1} l_{1}+M_{2} l_{2}+M_{3} l_{3}+M_{4} l_{4}\right]\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \tag{39}
\end{equation*}
$$

Similarly, we find

$$
\begin{equation*}
\left\|\mathcal{J}_{2}\left(\mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathcal{J}_{1}\left(\mathrm{v}_{2}, \mathrm{u}_{2}\right)\right\| \leq\left[M_{5} l_{2}+M_{6} l_{4}\right]\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \tag{40}
\end{equation*}
$$

It follows from (39) and (40) that

$$
\begin{equation*}
\left\|\mathcal{J}\left(\mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathcal{J}\left(\mathrm{v}_{2}, \mathrm{u}_{2}\right)\right\| \leq\left[M_{1} l_{1}+\left(M_{2}+M_{5}\right) l_{2}+M_{3} l_{3}+\left(M_{4}+M_{6}\right) l_{4}\right]\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \tag{41}
\end{equation*}
$$

The inequalities (38) and (41) shows that $\mathcal{J}$ is a contraction. Due to the Banach fixed point theorem, the operator $\mathcal{J}$ has a unique fixed point that corresponds to the unique solution of the system (1) and (2) on $\left[\mathrm{x}_{1}, \mathrm{x}_{2}\right]$.

Example 2. Consider the same system in Example (3.2) with

$$
\begin{aligned}
\mathrm{k}(t, \mathrm{v}(t), \mathrm{u}(t)) & =\frac{2 t^{3}}{\sqrt{225+t^{8}}}\left(\frac{|\mathrm{v}(t)|}{1+|\mathrm{v}(t)|}+\cos \mathrm{u}(t)\right) \\
\mathrm{p}(t, \mathrm{v}(t), \mathrm{u}(t)) & =\frac{e^{-4 t}}{13}(\sin \mathrm{v}(t)+\mathrm{u}(t)+\ln 7) \\
\phi(t, \mathrm{v}(t), \mathrm{u}(t)) & =\tan ^{-1}(t)+\frac{1}{12 \pi} \sin 2 \pi \mathrm{v}(t)+\frac{|\mathrm{u}(t)|}{6(1+|\mathrm{u}(t)|)^{\prime}} \\
\psi(t, \mathrm{v}(t), \mathrm{u}(t)) & =\frac{1}{240} \sin \mathrm{u}(t)+\frac{3 e^{-t}}{720} \mathrm{v}(t)
\end{aligned}
$$

## Clearly,

$$
\begin{aligned}
\left|\mathrm{k}\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathrm{k}\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{1}\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \text { with } l_{1}=2 / 15 \\
\left|\mathrm{p}\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\mathrm{p}\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{2}\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \text { with } l_{2}=1 / 13 \\
\left|\phi\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\phi\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{3}\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \text { with } l_{3}=1 / 6 \\
\left|\psi\left(t, \mathrm{v}_{1}, \mathrm{u}_{1}\right)-\psi\left(t, \mathrm{v}_{2}, \mathrm{u}_{2}\right)\right| & \leq l_{4}\left(\left\|\mathrm{v}_{1}-\mathrm{v}_{2}\right\|+\left\|\mathrm{u}_{1}-\mathrm{u}_{2}\right\|\right) \text { with } l_{4}=1 / 240
\end{aligned}
$$

Moreover, it is found that $\mathcal{M}^{*} \simeq 0.402293<1$. So, the hypothesis of Theorem 2 is satisfied. Based on Theorem 2, there is a unique solution for the system (32) equipped with the conditions (33) on $[0,1]$.

## 4. Conclusions

In this work, we have successfully proved the existence and uniqueness results for a CS of nonlinear fractional IDEs of different orders type Caputo complemented with coupled anti-periodic and nonlocal integral BCs by using the Leray Schauder alternative and Banach fixed point theorem. As a special case, if we take $\lambda_{1}=\lambda_{2}=0$, consequently, our outcomes correspond to the solutions of the form:

$$
\begin{align*}
& \mathcal{J}_{1}^{*}(\mathrm{v}, \mathrm{u})(t)=\frac{1}{\kappa_{1}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{1}{2 \kappa_{1}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s \\
- & \rho_{1}(t) \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\rho_{2}(t) \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{1}-2}}{\Gamma\left(q_{1}-1\right)} \mathrm{k}(s, \mathrm{v}(s), \mathrm{u}(s)) d s  \tag{42}\\
- & \rho_{3}(t) \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\rho_{4}(t) \int_{\mathrm{x}_{1}}^{\xi}\left(\frac{h}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{s} \frac{(s-\tau)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(\tau, \mathrm{v}(\tau), \mathrm{u}(\tau)) d \tau\right) d s,
\end{align*}
$$

$$
\begin{align*}
& \mathcal{J}_{2}^{*}(\mathrm{v}, \mathrm{u})(t)=\frac{1}{\kappa_{2}} \int_{\mathrm{x}_{1}}^{t} \frac{(t-s)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s-\frac{1}{2 \kappa_{2}} \int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s \\
+ & \rho_{5}(t)-\int_{\mathrm{x}_{1}}^{\mathrm{x}_{2}} \frac{\left(\mathrm{x}_{2}-s\right)^{q_{2}-2}}{\Gamma\left(q_{2}-1\right)} \mathrm{p}(s, \mathrm{v}(s), \mathrm{u}(s)) d s \tag{43}
\end{align*}
$$

and the values of $M_{i}, i=1, \ldots, 6$ given by (17)-(22) takes the following form in this situations:

$$
\begin{aligned}
M_{1}^{*} & =\frac{3\left(x_{2}-x_{1}\right)^{q_{1}}}{2\left|\kappa_{1}\right| \mid \Gamma\left(q_{1}+1\right)}+\widetilde{\rho}_{2} \frac{\left(x_{2}-x_{1}\right)^{q_{1}-1}}{\Gamma\left(q_{1}\right)} \\
M_{2}^{*} & =\widetilde{\rho}_{1} \frac{\left(x_{2}-x_{1}\right)^{q_{2}}}{\Gamma\left(q_{2}+1\right)}+\widetilde{\rho}_{3} \frac{\left(x_{2}-x_{1}\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)}+\widetilde{\rho}_{4} \frac{|h|\left(\xi-x_{1}\right)^{q_{2}+1}}{\left|\kappa_{2}\right| \Gamma\left(q_{2}+2\right)} \\
M_{5}^{*} & =\frac{3\left(x_{2}-x_{1}\right)^{q_{2}}}{2\left|\kappa_{2}\right| \mid \Gamma\left(q_{2}+1\right)}+\widetilde{\rho}_{5} \frac{\left(x_{2}-x_{1}\right)^{q_{2}-1}}{\Gamma\left(q_{2}\right)} \\
M_{6}^{*} & =\frac{3\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}}}{2\left|\kappa_{2}\right| \mid \Gamma\left(\theta_{2}+1\right)}+\widetilde{\rho}_{5} \frac{\left|\lambda_{2}\right|\left(x_{2}-x_{1}\right)^{\theta_{2}-1}}{\Gamma\left(\theta_{2}\right)}
\end{aligned}
$$

In addition, the methods presented in this study can be utilized to solve the system of FDEs type Riemann-Liouville with the BCs (2).

The simulation results of such an equation are the goal of a numerical study which could be interesting for future work.
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#### Abstract

Various scholars have lately employed a wide range of strategies to resolve two specific types of symmetrical fractional differential equations. The evolution of a number of real-world systems in the physical and biological sciences exhibits impulsive dynamical features that can be represented via impulsive differential equations. In this paper, we explore some existence and controllability theories for the Caputo order $q \in(1,2)$ of delay- and random-effect-affected fractional functional integroevolution equations (FFIEEs). In order to prove that random solutions exist, we must prove a random fixed point theorem using a stochastic domain and the mild solution. Then we demonstrate that our solutions are controllable. At the end, applications and example is illustrated which indicates the applicability of this manuscript.
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## 1. Introduction

Many different applications have been investigated through the theory of impulsive fractional differential equations (IFDEs) in the accurate mathematical representation of a wide variety of practical problems. It is acknowledged as a crucial area for research, as much as the modelling of impulsive issues in population dynamics, ecology, biotechnology, and other fields. In real-world situations, many processes and phenomena are characterised by rapid shifts in their states. The mentioned quick modifications are called impulsive effects within the system. Instantaneous and noninstantaneous impulses are the two main forms of impulses discussed in the literature to date. In contrast to the length of a whole evolution, such as that of shocks and natural disasters, the period of these fluctuations in instantaneous impulses is insignificant; in the case of noninstantaneous impulses, on the other hand, the duration of the changes exists throughout a finite time period.

Over the past three decades, the field of mathematical analysis has incorporated fractional calculus, FDEs, and integrodifferential equations, and the qualitative theory of these equations on both a theoretical and a practical level. Fundamentally, fractional calculus theory, the qualitative theory of FDEs and fractional integrodifferential equations, numerical simulations, and symmetry analysis are mathematical analytical tools used to study arbitrary-order integrals and derivatives that unify and generalise the conventional ideas of differentiation and integration. Compared to classical formulations, nonlinear operators with a fractional order are more useful. Throughout the development of emerging control theory, the controllability of DEs problems has played a major role. Typically, it means that a dynamical system may be moved from any initial state to the desired terminal
state using a set of legal controls. Control theory places much emphasis on the qualitative characteristics of control systems. There has been particular focus on the controllability of linear and nonlinear systems in a finite-dimensional space that are described by ordinary DEs; see [1-4] for a list of researchers who have extended the idea to infinite-dimensional systems with bounded operators in Banach spaces (BS). The controllability problem was converted into a fixed-point problem by the authors of [5]. We advise reading [6,7] for additional information. The authors of [8,9] investigated a variety of functional DEs and inclusions, and proposed various controllability findings. A family of integrodifferential evolution equations' controllability was examined by Dilao et al. [10].

It is often advantageous to handle second-order abstract DEs explicitly rather than always reducing them to first-order systems. For the investigation of second-order issues, the theory of strongly continuous cosine families is an invaluable resource. We use some of the core ideas in cosine family theory [11]. Typically, this means that a dynamical system may be moved from any initial state to the desired terminal state using a set of legal controls. Control theory places much emphasis on the qualitative characteristics of control systems. There has been particular focus on the controllability of linear and nonlinear systems in finite-dimensional space that are described by ordinary DEs [12,13].

The reader is recommended to read [14-16] for more information on random differential equations, which are natural generalisations of deterministic DEs and appear in a variety of applications. The accuracy of our knowledge about the system's characteristics determines the nature of a dynamic system. When knowledge about a dynamic system is exact, a deterministic dynamical system emerges. Moreover, many of the available details for identifying and assessing dynamic system characteristics are incorrect, uncertain, or imprecise. To put it another way, determining the parameters of a dynamic system is highly risky. However, when we have probable knowledge and an understanding of statistical characteristics, we can use stochastic DEs in mathematically modelling such systems.

Ji-Huan He [17] studied fractal calculus. Wang et al. [18-20] worked on nondifferentiable exact solutions, the modification of the unsteady model, and diverse exact and explicit solutions. Mehmood et al. [21] worked on a partial DE. Niazi et al. [22], Shafqat et al. [23], Alnahdi [24], and Abuasbeh et al. [25] investigated the existence and uniqueness of FEEs. Inspired by the above studies [26], this paper deals with the controllability of the fractional functional integroevolution equation with delay and random effects:

$$
\begin{align*}
& { }_{0}^{c} D_{v}^{q} U(\chi, \xi)=B_{1} U(\chi, \xi)+\varphi\left(\chi, U_{\chi}(., \xi), \xi\right)+\int_{0}^{v} B_{2} f(\chi, \xi) d C_{v}+B x(v) C x(v) d v, \xi \in \Theta:=[0, \kappa], v \in[0, T] \\
& U(\chi, \xi)+m(U)=\varrho_{1}(\chi, \xi) ; \xi \in(-\infty, 0]  \tag{1}\\
& U^{\prime}(\chi, \xi)=\varrho_{2}(\xi)
\end{align*}
$$

Knowing that complete probability space $(\Phi, F, \wp)$ given functions $\varphi: \Theta \times D \times \Psi \rightarrow$ $\Xi, \sigma_{1} \in D \in D \times \Phi$, and infinitesimal generator $B_{1}: D\left(B_{1}\right) \subset \Xi \rightarrow \Xi$ of a strongly continuous cosine family, the phase space is $\left(H_{q}(\chi)\right)_{\chi \in \mathbf{R}^{\mathrm{m}}}$ on $\Xi, D$, and a real BS is $(\Xi,|\cdot|)$. Control function $\mathcal{P}(., \xi)$ is specified in $L^{2}(\Theta, \Omega)$, a BS of possible control functions with $\Omega$ as a BS , and $B_{2}$ is a bounded linear operator (LO) from $\Omega$ into $\Xi$.

The component of $D \times \Phi$ determined with $D \times \Phi$, given by $U_{\xi}(\iota, \xi)=U(\xi+\iota, \xi), \iota \in$ $(-\infty, 0]$ is denoted by $U_{\chi}(., \xi)$. Here, the state's existence from the year $-\infty$ to the current day $\xi$ is represented by the string $U_{\chi}(., \xi)$. Eras $U_{\chi}(., \xi)$ were presumptively part of some abstract phases $D$.

First, we suppose random issue

$$
\begin{align*}
& { }_{0}^{c} D_{v}^{q} U(\chi, \xi)=B_{1} U(\chi, \xi)+\varphi\left(\chi, U_{\vartheta\left(\chi, U_{\chi}\right)}(., \xi), \xi\right)+\int_{0}^{v} B_{2} f(\chi, \xi) d C_{v}+B x(v) C x(v) d v, \xi \in \Theta:=[0, \kappa], v \in[0, T] \\
& U(\chi, \xi)+m(U)=\varrho_{1}(\chi, \xi) ; \xi \in(-\infty, 0]  \tag{2}\\
& U^{\prime}(\chi, \xi)=\varrho_{2}(\xi)
\end{align*}
$$

where $\varphi: \Theta \times D \times \Psi \rightarrow \Xi, \sigma_{1} \in D \in D \times \Phi$ are given random functions, $B_{1}: D\left(B_{1}\right) \subset$ $\Xi \rightarrow \Xi$ is as in problem (1), $D$ is the phase space, $\psi ; \Theta \times D \rightarrow(-\infty, \kappa]$, and $(\Xi,|\cdot|)$ is a real

BS. For the key conclusions on Schauder's fixed theorem [27], and random fixed-point theorem paired with the family of cosine operators, we employ our' arguments.

The layout of this article is as follows. Section 2 contains some needed preliminaries and fundamental results. Sections 3 and 4 present our main results in two cases: infinite fixed delay and state-dependent delay, respectively. In Sections 5 and 6, we give applications and an example, respectively. In Section 7, we present the conclusion.

## Motivation and Novelties

The incorporation of fractional-order derivatives in delay DEs provides a range of advantages, including hereditary properties, additional degrees of freedom, and other advantages of fractional modelling. As these equations are primarily used in control theory and robotics, the stability and asymptotics of these equations are of vital importance. However, stability and asymptotic analyses of fractional delay DEs are still in their early stages. Most of the current stability results on autonomous equations of this type are based on the root locus of their corresponding characteristic equations, and do not offer a universal and reliable way of assessing the stability of a given fractional delay DE.

FDEs with a time delay are widely used in natural phenomena, and the fields of science and engineering. To capture the dynamic behavior of travelling wave solutions on the basis of these equations, researchers have created algorithms with high performance for various spatial and time fractional delay DEs. However, there are still challenges to be addressed in the field of fractional delay DEs, such as the stability analysis of numerical time integration schemes and the numerical theory of the numerical scheme. Additionally, there is a need for stability and numerical simulations of travelling wave solutions, critical travelling wave solutions, and the design of compact fourth- and sixth-order schemes for fractional delay DEs with strong nonlinearity.

This paper aims to investigate the existence and controllability of solutions to FDEs with delay and random effects. While the majority of results in the literature have focused on first-order equations, some researchers produced FDE results. In our study, we obtained findings for Caputo derivatives of order $(1,2)$ using a mild solution. Stability is a major area of research in DE theory, and over the past 20 years, stability for FDE has been a major focus of research. In order to illustrate this, we consider the prerequisites for solution stability and FDE asymptotic stability. We also examine delay fractional functional random integroevolution equations.

## 2. Preliminaries

We discuss a few of the abbreviations, definitions, and theorems that are used throughout the work in this part. Considering the BS $D(\Xi)$ of bounded LOs from $\Xi$ into $\Xi$, where $\Theta:=[0, \kappa], \kappa>0$,

$$
\|\aleph\|_{D(\Xi)}=\sup _{\|\chi\|=1}\|\aleph(U)\| .
$$

Let $\mathcal{C}:=\mathcal{C}(I, \Xi)$ be the Banach space of continuous functions $U: \Theta \rightarrow \Xi$ with the norm

$$
\|U\|_{\mathcal{C}}=\sup _{\chi \in \Theta}|U(\chi)| .
$$

We follow to the methodology described in [28] and apply the axiomatic description of the phase space $D$ given in [29]. Once $\left(D,\|\cdot\|_{D}\right)$ is defined as a seminormed linear space of functions translating $(-\infty, 0]$ into $\Xi$, we have
$\left(J_{1}\right)$ Let $U:(-\infty, \kappa) \rightarrow \Xi, \kappa>0$, is a continuous function on $\Theta$ and $U_{0} \in D$, then, for every $\chi \in \Theta$, the following hold.
(a) $U_{\chi} \in D$;
(b) There $\exists$ a positive constant $\rho,|U(\chi)| \leq \propto| | U_{\chi} \|_{D}$.
(c) There $\exists$ two functions $\beta(),. \omega():. \mathbf{R}_{+}^{\mathbf{m}} \rightarrow \mathbf{R}_{+}^{\mathbf{m}}$ independent of $U$ with $\beta$ continuous and bounded and $\omega$ locally bounded where:

$$
\left\|U_{\chi}\right\|_{D} \leq \beta(\chi) \sup \{|U(\rho)|: 0 \leq \rho \leq \rho\}+\omega(\chi)\left\|U_{0}\right\|_{D}
$$

$\left(J_{2}\right)$ For function $U$ in $\left(A_{1}\right), U_{\chi}$ is a $D$-valued continuous function on $\Theta$.
$\left(J_{3}\right)$ The space $D$ is complete.
Set

$$
\varsigma=\sup \{\beta(\chi): \chi \in \Theta\}, \text { and } \omega=\sup \{\omega(\chi): \chi \in \Theta\}
$$

Remark 1. 1. (2) is equivalent to $\mid \varrho_{1}\left\|_{D} \leq \mathcal{\infty}\right\| \varrho_{1} \|_{D} \forall \varrho_{1} \in D$.
2. $\|.\|_{D}$ is a seminorm, this implies that the two elements $\varrho_{1}, \eta \in D$ satisfy $\left\|\varrho_{1}-\eta\right\|_{D}=0$ not necessarily that $\varrho_{1}(\iota)=\eta(\iota) \forall \iota \leq 0$.
3. For all $\varrho_{1}, \eta \in D$ where $\left\|\varrho_{1}-\chi\right\|_{D}=0 . \Rightarrow \varrho_{1}(0)=\eta(0)$.

Let us present the space

$$
\Xi:=\left\{U:(-\infty, \kappa]:\left.U\right|_{(\infty, 0]} \in D \text { and }\left.U\right|_{\Theta} \in C\right\}
$$

and let $\|U\|_{\Xi}$ be the seminorm in $\Xi$ given by

$$
\|U\|_{\Xi}=\left\|\varrho_{1}\right\|_{D}+\|U\|_{C} .
$$

Definition 1. Let $\left\{H_{q}(\chi): \chi \in \mathbf{R}^{\mathbf{m}}\right\}$ be a family of bounded LOs in the Banach space $\Psi$, which is a strongly continuous cosine family if

- $\quad H_{q}(0)=I$.
- $H_{q}(\chi)_{\eta}$ is strongly continuous in $\chi$ on $\mathbf{R}^{\mathbf{m}}$ for each fixed $\eta \in \Psi$.
- $H_{q}(\chi-\rho)=2 H_{q}(\chi) H_{q}(\rho) \forall \chi, \rho \in \mathbf{R}^{\mathrm{m}}$.

Let $\left\{H_{q}(\chi): \chi \in \mathbf{R}^{\mathbf{m}}\right\}$ be a strongly continuous cosine family in $\Psi$. Define the sine family $\left\{K_{q}(\chi): \chi \in \mathbf{R}^{\mathbf{m}}\right\}$ with

$$
K_{q}(\chi) \eta=\int_{0}^{\chi} H_{q}(\rho) \eta d \rho, \eta \in \Xi, \chi \in \mathbf{R}^{\mathrm{m}}
$$

The infinitesimal generator $B_{1}: \Xi \rightarrow \Xi$ of the cosine family $\left\{S_{(\chi)}: \chi \in \mathbf{R}^{\mathbf{m}}\right\}$ is defined by

$$
B_{1} \eta=\left.\frac{d^{2}}{d \chi^{2}} H_{q}(\chi) \eta\right|_{\chi=0}, \eta \in D\left(B_{1}\right)
$$

where

$$
D\left(B_{1}\right)=\left\{\eta \in \Xi: H_{q}(.) \eta \in C^{2}\left(\mathbf{R}^{\mathbf{m}}, \Xi\right)\right\} .
$$

Definition 2. Consider the map $\phi: \Theta \times D \times \psi \rightarrow \Xi$ is random Caratheodory if
(i) $\quad \chi \rightarrow \phi(\chi, U, \Delta)$, this map measurable $\forall U \in D$ and for all $\Delta \in \psi$.
(ii) $U \rightarrow \phi(\chi, U, \Delta)$ is measurable $\forall U \in D$ and for all $\Delta \in \psi$.
(iii) $\Delta \rightarrow \phi(\chi, U, \Delta)$ is measurable $\forall U \in D$, and almost $\chi \in \Theta$.

Let $D_{\Xi}$ be the Borel $\sigma$-algebra in separable $B S \Xi$. If, for each $\Pi \in D_{\Xi}, p^{-1}(\Pi) \in F$, then the map $p: \psi \rightarrow \Xi$ is a random variable. If $G(., p)$, written as $G(\Delta, p)=G(\Delta) p$, is measurable for each $p \in \Xi$, then $G: \psi \times \Xi \rightarrow \Xi$ is a random operator.

Definition 3 ([30]). Let $G$ be a mapping from $\psi$ into $2^{\Xi}$. A mapping $G:\{(\Delta, p): \Delta \in \psi \wedge$ $p \in \dot{G}(\Delta)\} \rightarrow \Xi$ is a random operator with stochastic domain $G$ if and only if, for all closed $\Pi_{1} \subseteq \Xi,\left\{\Delta \in \psi: \dot{G}(\Delta) \cap \dot{G}_{1} \neq \varnothing\right\} \in F$, and for all open $\Pi_{2} \subseteq \Xi$ and all $p \in \Xi,\{\Delta \in \psi: p \in$ $\left.\dot{G}(\Delta) \wedge G(\Delta, p) \in \Pi_{2}\right\} \in F$. $G$ is continuous if every $G(\Delta)$ is continuous. A mapping $p: \psi \rightarrow \Xi$ is a random fixed point of $G$ if and only if for all $\Delta \in \psi, p(\Delta) \in G(\Delta)$ and $G(\Delta) p(\Delta)=p(\Delta)$ and $p$ is measurable if for all open $\Pi_{2} \subseteq \Xi,\left\{\Delta \in \psi: p(\Delta) \in \Pi_{2}\right\} \in F$.

Lemma 1 ([30]). Let $G: \psi \rightarrow 2^{\Xi}$ be measurable for every $\Delta \in \psi$ with $G(\Delta)$ closed, convex, and solid (i.e., $\int G(\Delta) \neq \varnothing$ ). We assumed the existence of a measurable $p_{0}: \psi \rightarrow \Xi$ with $p_{0} \in \int \dot{G}(\Delta)$ for all $\Delta \in \psi$. Assume that $G$ is a continuous random operator with the stochastic domain Ǵ; as such, $G(\Delta) p=p \neq \varnothing$ for any $\Delta \in \psi,\{p \in G(\Delta)$. Once this happens, $G$ has a stochastic fixed point. If the function $p(\chi,$.$) is measurable for each \chi \in \Theta$, then the mapping of $p$ of $\Theta \times \psi$ into $\Xi$ is stochastic.

Definition 4 ([31]). Assume that $U$ is a BS, and $\phi_{U}$ is the bounded subsets of $\Xi$. The Kuratowski measure of noncompactness is map $\mu: \psi_{U} \rightarrow[0, \infty)$ given by $\mu(\Pi)=\inf \left\{\epsilon>0: \Pi \subseteq \cup_{i=1}^{n}\right.$ and $\left.\operatorname{diam}\left(\Pi_{i}\right) \leq \epsilon\right\}$; here $\Pi \in \psi_{U}$ and verifies the following properties:
(a) $\mu(\Pi)=0 \Leftrightarrow \bar{\Pi}$ is compact.
(b) $\mu(\Pi)=\mu(\bar{\Pi})$.
(c) $\tilde{\Pi} \subset \Pi \Rightarrow \mu(\tilde{\Pi}) \leq(\Pi)$.
(d) $\mu(\tilde{\Pi}+\Pi) \leq \mu(\tilde{\Pi}+\mu(\Pi))$.
(e) $\mu(\epsilon \Pi)=|\epsilon| \mu(\Pi) ; \epsilon \in \mathbf{R}^{\mathrm{m}}$.
(f) $\mu(\mathrm{conv} \Pi)=\mu(B)$.

Lemma 2 ([32]). $\mu(g(\chi))$ is continuous on theta if and only if $g \subset C(\Theta, \Xi)$ is bounded and equicontinuous:

$$
\mu\left(\left\{\int_{\Theta} \eta(\rho) d \rho: \eta \in g\right\}\right) \leq \int_{\Theta} \mu(g(\rho)) d \rho,
$$

where $g(\chi)=\{\eta(\chi): \eta \in g\}, \chi \in \Theta$.
Lemma 3 (Gronwall lemma [28]). Assume $\mu, y \in \mathcal{H}\left([0,1], \mathbb{R}_{+}\right)$and let $\mu$ be increasing. If $\mathfrak{u} \in$ $\mathcal{H}\left([0,1], \mathbb{R}_{+}\right)$satisfies

$$
\mathfrak{u}(\omega) \leqslant \mu(\omega)+\int_{0}^{\omega} y(s) \mathfrak{u}(s) d s, \omega \in[0,1]
$$

then

$$
\mathfrak{u}(\omega) \leqslant \mu(\omega) \exp \int_{0}^{\omega} y(s) \mathfrak{u}(s) d s, \omega \in[0,1]
$$

Definition 5 ([30]). The fractional Riemann-Liouville (RL) derivative is defined as follows.

$$
\begin{aligned}
& { }_{a} D_{\omega}^{p} \chi(\omega)=\frac{1}{\Gamma(n-p+1)}\left(\frac{d}{d \omega}\right)^{n+1} \\
& \int_{a}^{\omega}(\omega-\tau)^{n-p} \chi(\tau) d \tau, n \leqslant p \leqslant n+1 .
\end{aligned}
$$

Definition 6 ([30]). Caputo fractional derivatives ${ }_{a}^{\mathcal{C}} D_{\omega}^{\alpha} \chi(\omega)$ of order $\alpha \in \mathbb{R}^{+}$are defined by

$$
{ }_{a}^{\mathcal{C}} D_{\omega}^{\alpha} \chi(\omega)={ }_{a} D_{\omega}^{\alpha}\left(\chi(\omega)-\sum_{\jmath=0}^{k-1} \frac{\chi^{(j)}(a)}{\jmath!}(\omega-a)^{\jmath}\right)
$$

in which $k=[\alpha]+1$.
Definition 7 ([31]). Wright function $\psi_{\alpha}$ is defined by

$$
\begin{aligned}
\psi_{\alpha}(\kappa) & =\sum_{\jmath=0}^{\infty} \frac{(-\kappa)^{\jmath}}{\jmath!\Gamma(-\alpha \jmath+1-\alpha)} \\
& =\frac{1}{\pi} \sum_{j=1}^{\infty} \frac{(-\kappa)^{\jmath}}{(\jmath-1)!} \Gamma(\jmath \alpha) \sin (\jmath \pi \alpha)
\end{aligned}
$$

$\alpha \in(0,1), \kappa \in \mathbb{C}$.

## 3. Results of Controllability for the Steady Delay Case

Definition 8. Equation (1) is controllable on the interval $(-\infty, \kappa]$ if, for all final state $U^{1}(\xi)$, there $\exists$ a control $\mathcal{P}(., \xi)$ in $L^{2}(\Theta, \Omega)$, such that the solution $U(\chi, \xi)$ of $(1)$ satisfies $U(\kappa, \xi)=U^{1}(\xi)$.

Definition 9. A stochastic process $U:(-\infty, \kappa] \times \Phi \rightarrow \Xi$ is a random mild solution of Problem (1) if $U(\chi, \xi)=\varrho_{1}(\chi, \xi) ; \chi \in(-\infty, \chi], U^{\infty}(0, \xi)=\varrho_{2}(\xi)$, and the restriction of $U(., \xi)$ to the interval $\Theta$ is continuous and verifies:

$$
\begin{aligned}
U(\chi, \xi)= & H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)+K_{q}(\chi) \varrho_{2}(\chi)+\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) B_{1} U(\chi, \xi) d \rho+\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) \\
& {\left[\varphi\left(\chi, U_{\chi}(., \xi), \xi\right)\right] d \rho+\int_{0}^{\chi}\left((\chi-\rho) P_{q}(\chi-\rho) \int_{0}^{v} B_{2} f(\chi, \xi) d C_{v}+B x(\rho) C x(\rho)\right) d \rho }
\end{aligned}
$$

Let

$$
\omega=\sup \left\{\left\|H_{q}(\chi)\right\|_{D(\Xi)}: \chi \geq 0\right\}
$$

and

$$
\omega=\sup \left\{\left\|K_{q}(\chi)\right\|_{D(\Xi)}: \chi \geq 0\right\}
$$

The following hypotheses must be introduced:
$\left(H_{1}\right) H_{q}(\chi)$ is compact for $\chi>0$,
$\left(H_{2}\right)$ The function $\phi: \Theta \times D \times \psi \rightarrow \Psi$ is random Caratheodory.
$\left(H_{3}\right)$ There $\exists$ functions $\eta: \Theta \times \phi \rightarrow \mathbf{R}_{+}^{\mathrm{m}}$ and $p: \Theta \times \psi \rightarrow \mathbf{R}_{+}^{\mathrm{m}}$ for each $\Delta \in \psi, \eta(., \Delta)$ is continuous nondecreasing and $p(., \Delta)$ integrable with:

$$
|\phi(\chi, \mathcal{P}, \Delta)| \leq p(\chi, \Delta) \eta\left(\|\mathcal{P}\|_{D}, \Delta\right) \text { fora.e. } \chi \in \Theta \text { and each } \mathcal{P} \in D
$$

$\left(H_{4}\right)$ There $\exists$ a random function $Q: \psi \rightarrow \mathbf{R}_{+}^{\mathbf{m}}\{0\}$ where:

$$
\omega\left(1+\kappa \omega \zeta\left(\left\|\varrho_{1}\right\|_{D}+\eta\left(D, \Delta\|p\|_{L^{1}}\right)+\kappa \omega \zeta \| \eta^{1}| |+\omega^{\prime}(1+\kappa \omega \zeta)\left|\varrho_{2}\right| \leq Q(\Delta)\right.\right.
$$

where

$$
D:=\zeta Q(\Delta)+\sigma\left\|\varrho_{1}\right\|_{D}
$$

$\left(H_{5}\right)$ The linear $\beth: L^{2}(\Theta, \Omega) \rightarrow \Psi$ given by

$$
\beth \mathcal{P}=\int_{0}^{\kappa} H_{q}(\kappa-\rho) B_{2} \mathcal{P}(\rho, \Delta) d \rho
$$

has an inverse operator $\beth^{-1}$ in $L^{2}(\Theta, \Omega) /$ ker $\beth$, and there $\exists$ a positive constant $\zeta$, such that $\left\|B_{2} \beth^{-1}\right\| \leq \zeta$,
$\left(H_{6}\right)$ for each $\Delta \in \psi, \varrho(., \Delta)$ is continuous and $\chi, \varrho_{1}\left(\chi_{1}.\right)$ and $\Delta \in \psi, \varrho_{2}(\Delta)$ are measurable.
Theorem 1. Assume that $\left(H_{1}\right)-\left(H_{2}\right)$ are met; then Problem (1) is controllable on $\Theta$.
Proof. Define the control:

$$
\begin{aligned}
\mathcal{P}(\chi, \Delta)= & \beth^{-1}\left(p^{1}(\Theta)-H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)-K_{q}(\chi) \varrho_{2}(\chi)-\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) B_{1} U(\chi, \xi) d \rho\right. \\
& \left.-\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho)\left[\varphi\left(\chi, U_{\chi}(., \xi), \xi\right)\right] d \rho\right)
\end{aligned}
$$

The operator $I: \psi \times \Xi \rightarrow \Xi$ defined by $(I(\xi) p)(\chi)=\varrho_{1}(\chi, \xi)$, if $\chi \in(-\infty, 0]$, and for $\chi \in \Theta$ :

$$
\begin{align*}
U(\chi, \xi)= & H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)+K_{q}(\chi) \varrho_{2}(\chi)+\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) B_{1} U(\chi, \xi) d \rho+\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) \\
& {\left[\varphi\left(\chi, U_{\chi}(., \xi), \xi\right)\right] d \rho+\int_{0}^{\chi}\left(( \chi - \rho ) P _ { q } ( \chi - \rho ) B _ { \beth } ^ { - 1 } \left(U^{1}(\Theta)-H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)\right.\right.} \\
& -K_{q}(\chi) \varrho_{2}(\chi)-\int_{0}^{v}(\chi-\rho) P_{q}(\chi-s) B_{1} U(\chi, \xi) d \rho-\int_{0}^{v}(\chi-\rho) P_{q}(\chi-\rho) \\
& {\left.\left.\left[\varphi\left(\chi, U_{\chi}(., \xi), \xi\right)\right] d C_{\rho}\right)+B x(\rho) C x(\rho)\right) d \rho . } \tag{3}
\end{align*}
$$

We use $\left(H_{5}\right)$ to show that $I$ has a fixed point $U(\chi, \xi)$ that is a mild solution of (1). This suggests that Issue (1) is manageable on $\Theta$. Additionally, we establish that $I$ is a random operator. To prove this, we show that $I().(U): \psi \rightarrow \Xi$ is a random variable for any $U \in \Xi$. The measurement of $I().(U): \psi \rightarrow \Xi$ is then shown. Because of the assumptions $\left(H_{2}\right)$ and $\left(H_{6}\right)$, the mapping $\varphi(\chi, U,),. \chi \in \Theta, U \in \Xi$ is measurable. Assume that $D: \psi \rightarrow 2^{\Xi}$ is provided by:

$$
D(\xi)=\left\{U \in \Xi:\|U\|_{\Xi} \leq Q(\tilde{\xi})\right\}
$$

$D(\chi)$ is bounded, convex, closed, and solid for all $\xi \in \psi$. So, $D$ is measurable. Suppose $\xi \in \psi$ is fixed; then, $U \in D(\xi)$ and by $\left(A_{1}\right)$, we obtain:

$$
\begin{aligned}
\left\|U_{\rho}\right\|_{D} & \leq \beta(\rho)|U(\rho)| W+\omega(\rho)\left\|U_{0}\right\|_{D} \\
& \leq \zeta_{\kappa}|U(\rho)|+\omega_{\kappa}\left\|\varrho_{1}\right\|_{D},
\end{aligned}
$$

and via $\left(H_{3}\right)$ and $\left(H_{4}\right)$, we have

$$
\begin{aligned}
|(I(\xi) U)(\chi)| \leq & \omega\left\|\varrho_{1}\right\|_{D}+\omega^{\prime}\left|\varrho_{2}\right|+\omega \int_{0}^{\chi}\left|\varphi\left(\rho, U_{\rho}, \xi\right)\right| d \rho+\omega \zeta \int_{0}^{\chi}\left|U^{1}(\xi)\right|+\omega\left\|\varrho_{1}\right\|_{D} \\
& +\omega^{\prime}\left|\varrho_{2}\right| d \rho \omega \zeta \int_{0}^{\chi} \int_{0}^{\kappa}\left\|H_{q}(\epsilon-\rho)\right\|\left|\varphi\left(\epsilon, U_{\epsilon}(., \xi), \xi\right)\right| d \epsilon d \rho \\
\leq & \omega\left\|\varrho_{1}\right\|_{D}+\omega^{\prime}\left|\varrho_{2}\right|+\omega \int_{0}^{\kappa} p(\varrho, \xi) \chi\left(\left\|U_{\chi}\right\|_{D}, \xi\right) d \rho+\kappa \omega \zeta\left|U^{1}(\xi)\right|+\kappa \omega^{2} \zeta\left\|\varrho_{1}\right\|_{D}+\kappa \omega \omega^{\prime} \zeta\left|\varrho_{2}\right| \\
& +\kappa \omega^{2} \zeta \int_{0}^{\kappa} p(\epsilon, \xi) U\left(\left\|U_{\epsilon}\right\|_{D}, \omega\right) d \epsilon \\
\leq & \omega(1+\kappa \omega \zeta) \|\left.\varrho_{1}\right|_{D}+\kappa \omega \zeta\left|U^{1}(\xi)\right|+\omega^{\prime}(1+\kappa \omega \zeta)\left|\varrho_{2}\right|+\omega(1+\kappa \omega \zeta) \int_{0}^{\kappa} p(\rho, \xi) U\left(\left\|p_{\rho}\right\|_{D}, \xi\right) d \rho \\
\leq & \omega(1+\kappa \omega \zeta)\left(\|\left.\varrho_{1}\right|_{D}+U\left(D_{\kappa}, \xi\right) \int_{0}^{\kappa} p(\rho, \xi) d \rho\right) \kappa \omega \zeta\left\|U^{1}(\xi)\right\|+\omega^{\prime}(1+\kappa \omega \zeta)\left|\varrho_{2}\right|
\end{aligned}
$$

Set

$$
D_{\kappa}:=\zeta_{\kappa} Q(\xi)+\rho_{\kappa}\left\|\varrho_{1}\right\|_{D}
$$

Then, we have

$$
\mid\left(I(\xi) U(\chi)\left|\leq \omega(1+\kappa \omega \zeta)\left(\|\left.\varrho_{1}\right|_{D}+U\left(D_{\kappa}, \xi\right) \int_{0}^{\kappa} p(\rho, \xi) d \rho\right) \kappa \omega \zeta\left\|p^{1}(\xi)\right\|+\omega^{\prime}\right| \varrho_{2} \mid(1+\kappa \omega \zeta)\right.
$$

Thus

$$
\begin{aligned}
\|I(\xi) U\|_{\Xi} & \leq \omega(1+\kappa \omega \zeta)\left(\left\|\varrho_{1}\right\|_{D}+U\left(D_{\kappa}, \omega\right)\|\varrho\|_{L}^{1}\right) \kappa \omega \zeta\left|U^{1}(\xi)\right|+\omega^{\prime}(1+\kappa \omega \zeta)\left|\varrho_{2}\right| \\
& \leq Q(\omega)
\end{aligned}
$$

Thus, we deduce that, with stochastic domain $D, I$ is a random operator and $I(\xi): D(\xi) \rightarrow$ $D(\xi)$ for each $\xi \in \psi$.

Claim 1: $I$ is continuous.
Assume that $U^{n}$ is a sequence where $U^{n} \rightarrow U$ in $Y$. Then,

$$
\begin{aligned}
\mid\left(I(\xi) U^{n}\right)(\chi)-(I(\xi) U(\chi) \mid \leq & \omega \int_{0}^{\chi}\left|\varphi\left(\rho, U_{\rho}^{n}, \xi\right)-\varphi\left(\rho, U_{\rho}, \xi\right)\right| d \epsilon d \rho+\zeta \omega \int_{0}^{\chi} \int_{0}^{\kappa}\left\|H_{q}(\kappa-\epsilon)\right\| \\
& \mid \varphi\left(\epsilon, U_{\epsilon}^{n}(., \xi)-\varphi\left(\epsilon, U_{\epsilon}, \xi\right) \mid d \epsilon d \rho\right. \\
\leq & \omega \int_{0}^{\chi}\left|\varphi\left(\rho, U_{\rho}^{n}, \xi\right)-\varphi\left(\rho, U_{\rho}, \xi\right)\right| d \epsilon d \rho+\kappa \omega^{2} \zeta \int_{0}^{\kappa} \mid \varphi\left(\epsilon, U_{\epsilon}^{n}(., \xi)-\varphi\left(\epsilon, U_{\epsilon}, \xi\right) \mid d \epsilon\right. \\
\leq & \omega(1+\kappa \omega \zeta) \int_{0}^{\kappa} \mid \varphi\left(\epsilon, U_{\epsilon}^{n}(., \xi)-\varphi\left(\epsilon, U_{\epsilon}, \xi\right) \mid d \epsilon\right.
\end{aligned}
$$

As $\varphi(\chi, ., \xi)$ is continuous, we obtain

$$
\left\|\varphi\left(., U^{n}, \xi\right)-\varphi(., U, \xi)\right\|_{L^{1}} \rightarrow 0 \text { as } n \rightarrow+\infty .
$$

$I$ is continuous.
Claim 2: we show that $\xi \in \psi,\{U \in D(\xi): I(\xi) U=U\} \neq \varnothing$ by applying Schauder's theorem.
(a) I maps bounded sets into equicontinuous sets in $D(\xi)$.

Assume that $\epsilon_{1}, \epsilon_{2} \in[0, \kappa]$ with $\epsilon_{2}>\epsilon_{1}, D(\xi)$ are a bounded set, as in Claim 2, and $U \in D(\xi)$. Now,

$$
\begin{aligned}
\left|(I(\xi) U)\left(\epsilon_{2}\right)-(I(\xi) U)\left(\epsilon_{1}\right)\right| \leq & \left\|H_{q}\left(\epsilon_{2}\right)-H_{q}\left(\epsilon_{1}\right)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}\left(\epsilon_{2}\right)-K_{q}\left(\epsilon_{1}\right)\right\|_{D(\Psi)} \mid \varrho+\int_{0}^{\epsilon_{1}} \| H_{q}\left(\epsilon_{2}\right. \\
& -\rho)-H_{q}\left(\epsilon_{1}-\rho\right)\left\|_{D(\Psi)}\left|\varphi\left(\rho, U_{\rho}, \xi\right)\right| d \rho+\int_{\epsilon_{1}}^{\epsilon_{2}}\right\| C\left(\epsilon_{2}-\rho\right) \|_{D(\Psi)}\left|\varphi\left(\rho, U_{\rho}, \xi\right)\right| d \rho \\
& +\zeta \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)} \times\left[\left|U^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\right. \\
& \left.\left\|K_{q}(\kappa)\right\|_{D(\Psi)}\left|\varrho_{2}\right|\right] d \rho+\zeta \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)} \int_{0}^{\kappa}\left\|H_{q}(\kappa-\epsilon)\right\|_{D(\Psi)} \mid
\end{aligned}
$$

$$
\varphi\left(\epsilon, U_{\epsilon}(., \xi), \xi\right) \mid d \epsilon d \rho+\zeta \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|C\left(\epsilon_{2}-\rho\right)\right\|_{D(\Psi)}\left[\left|U^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left|\varrho_{2}\right|\right] d \rho
$$

$$
+\zeta \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|C\left(\epsilon_{2}-\rho\right)\right\|_{D(\Psi)} \int_{0}^{\kappa}\left\|H_{q}(\kappa-\epsilon)\right\|_{D(\Psi)}\left|\varphi\left(\epsilon, U_{\epsilon}(., \xi) \xi\right)\right| d \epsilon d \rho
$$

$$
\leq\left\|H_{q}(\epsilon-\rho)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}\left(\epsilon_{2}\right)-K_{q}\left(\epsilon_{1}\right)\right\|_{D(\Psi)}\left|\varrho_{2}\right| U\left(D_{\kappa}, \xi\right) \int_{0}^{\epsilon_{1}} \| H_{q}\left(\epsilon_{2}-\rho\right)
$$

$$
-H_{q}\left(\epsilon_{1}-\rho\right)\left\|_{D(\Psi)} U(\rho, \xi) d \rho+\omega x\left(D_{\kappa}, \xi\right) \int_{\epsilon_{1}}^{\epsilon_{2}} p(\rho, \xi) d \rho+\zeta \int_{0}^{\epsilon_{1}}\right\| H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right) \|_{D(\Psi)}
$$

$$
\times\left[\left|U^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}(\kappa)\right\|_{D(\Psi)}\left|\varrho_{2}\right|\right] d \rho+\zeta \omega U\left(D_{\kappa}, \xi\right) \int_{0}^{\epsilon_{1}} \| H_{q}\left(\epsilon_{2}-\rho\right)
$$

$$
-H_{q}\left(\epsilon_{1}-\rho \|_{D(\Psi)} \int_{0}^{\kappa} U(\epsilon, \xi) d \epsilon d \rho \zeta \omega \int_{\epsilon_{1}}^{\epsilon_{2}}\left(\left|U^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}(\kappa)\right\|_{D(\Psi)}\left|\varrho_{2}\right|\right.\right.
$$

$$
+\omega U\left(D_{\kappa}, \xi\right) \int_{0}^{\kappa} U(\epsilon, \xi) d \epsilon d \rho .
$$

In the above inequality, right-hand side tends to zero as $\epsilon_{2}-\epsilon_{1} \rightarrow 0$, since $H_{q}(\chi), K_{q}(\chi)$ are compact for $\chi>0$ and strongly continuous; then, we obtain the continuity in the uniform operator topology $[12,33]$.
(b) Assume that $\chi \in[0, \kappa]$ is, fixed and $U \in D(\xi)$ : by assumption $\left(H_{3}\right),\left(H_{5}\right)$; since $H_{q}(\chi)$ is compact, the set

$$
\left\{\int_{0}^{\chi} H_{q}(\chi-\rho) \varphi\left(\rho, U_{\rho}(., \xi), \xi\right) d \rho \int_{0}^{\chi} H_{q}(\chi-\rho) B_{2} \mathfrak{p}(\chi, \xi) d \rho\right\}
$$

is precompact in $\Psi$; then, the set

$$
\begin{aligned}
& \left\{H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)+K_{q}(\chi) \varrho_{2}(\chi)+\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-s) B_{1} U(\chi, \xi) d \rho+\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-s)\right. \\
& \left.\left[\varphi\left(\chi, U_{2}(., \xi), \xi\right)\right] d \rho+\int_{0}^{\chi}\left((\chi-\rho) P_{q}(\chi-\rho) \int_{0}^{v} B_{2} f(\chi, \xi) d C_{v}+B x(\rho) C x(\rho)\right) d \rho\right\}
\end{aligned}
$$

is precompact in $\Psi$. Thus, $I(\xi): D(\xi) \rightarrow D(\xi)$ is continuous. Through compact Schauder's theorem, we obtain that $I(\xi)$ has a fixed point $U(\xi)$ in $D(\xi)$. Since $\cap_{\xi \in \psi} D(\xi) \neq \varnothing$, and a measurable selector of $\int D$ exists, then via Lemma $4, I$ has a stochastic fixed point $U^{*}(\xi)$, which is a random mild solution of (1).

## 4. Results for State-Dependent Delay Case Controllability

Definition 10. A stochastic process $U:(-\infty, \kappa] \times \psi \rightarrow \Psi$ is a random mild solution of Problem (2) if $U(\chi, \xi)=\varrho(\chi, \xi) ; \chi \in(-\infty, 0], U^{\prime}(0, \xi)=\omega_{2}(\xi)$, and the restriction of $U(., \xi)$ to the interval $\Theta$ is continuous and verifies the following equation:

$$
\begin{aligned}
U(\chi, \xi)= & H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)+K_{q}(\chi) \varrho_{2}(\chi)+\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-s) B_{1} U(\chi, \xi) d \rho+\int_{0}^{\chi}(\chi-\rho) \\
& P_{q}(\chi-\rho)\left[\varphi\left(\chi, U_{2}(., \xi), \xi\right)\right] d \rho+\int_{0}^{\chi}\left((\chi-\rho) P_{q}(\chi-\rho) \int_{0}^{v} B_{2} f(\chi, \xi) d C_{v}+B U(\rho) C U(\rho)\right) d \rho
\end{aligned}
$$

Set

$$
Q\left(\theta^{-1}\right)=\left\{\theta\left(\rho, \varrho_{2}\right):\left(\rho, \varrho_{2}\right) \in \Theta \times D, \theta\left(\rho, \varrho_{2}\right) \leq 0\right\} .
$$

Suppose that $\theta: \Theta \rightarrow(-\infty, \kappa]$ is continuous. $\left(H_{\varrho_{1}}\right)$ the function $\chi \rightarrow \varrho_{1 \chi}$ is continuous from $Q\left(\theta^{-1}\right)$ into $D$, and there exists a continuous and bounded function $\beta^{\varrho_{1}}: Q\left(\theta^{-}\right) \rightarrow(0, \infty)$ where $\beta^{\varrho_{1}}(\chi)\left\|\varrho_{1}\right\|_{D}$ for every $\chi \in Q\left(\theta^{-}\right)$.

Remark 2 ([28]). Hypothesis $H_{\varrho_{1}}$ is satisfied through continuous and bounded functions.
Lemma 4 ([34]). If $U:(-\infty, \kappa] \rightarrow \Psi$ is a function, such that $U_{0}=\varrho_{1}$, then

$$
\left\|U_{\varrho}\right\|_{D} \leq\left(\omega_{\kappa}+\beta^{\varrho_{1}}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} \sup \{|U(i)| ; I \in[0, \max \{0, \rho\}]\}, \varrho \in Q\left(\theta^{-}\right) \bigcup \Theta .
$$

where $\beta^{\varrho_{1}}=\sup _{\chi \in Q\left(\theta^{-1}\right)} \beta^{\varrho_{1}}(\chi)$.

## The hypotheses

$\left(H_{1}^{\prime}\right) \quad H_{q}(\chi)$ is compact for $\chi>0$ in $\Psi$.
( $H_{2}^{\prime}$ ) The function $\varphi: \Theta \times D \times \psi \rightarrow \Psi$ is random Caratheodory.
$\left(H_{3}^{\prime}\right) \quad$ There $\exists$ a function $\eta: \Theta \times \psi \rightarrow \mathbf{R}_{+}^{\mathrm{m}}$ and $p: \Theta \times \rightarrow \mathbf{R}_{+}^{\mathrm{m}}$, such that $\xi \in \psi, U(., \xi)$ is a continuous nondecreasing function and $p(., \xi)$ integrable with:

$$
|\phi(\chi, \mathcal{P}, \Delta)| \leq p(\chi, \Delta) \eta\left(\|\mathcal{P}\|_{D}, \Delta\right) \text { for a.e. } \chi \in \Theta \text { and each } \mathcal{P} \in D
$$

$\left(H_{4}^{\prime}\right) \quad$ There $\exists$ a random function $\alpha: \Theta \times \psi \rightarrow \mathbf{R}_{+}^{\mathbf{m}}$ with $\alpha(., \chi) \in L^{1}\left(\Theta, \mathbf{R}_{+}^{\mathbf{m}}\right)$ for each $\xi \in \psi$ such that for any bounded $B \subseteq \Psi$.

$$
\mu(\varphi(\chi, B, \chi)) \leq \alpha(\chi, \xi) \mu(B)
$$

$\left(H_{5}^{\prime}\right) \quad$ There $\exists$ a random function $Q: \psi \rightarrow \mathbf{R}_{+}^{m}\{0\}$ where:
$\left.\omega(1+\kappa \omega \lambda)\left(\left\|\varrho_{1}\right\|_{D}+\eta\left(\omega_{\kappa}+\beta^{\varrho_{1}}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\chi), \chi\right) \int_{0}^{\kappa} p(\rho, \chi) d \rho\right)+\kappa \omega \lambda\left\|U^{1}(\chi)\right\|+\omega^{\prime}(1+\kappa \omega \lambda)\left|\varrho_{2}\right| \leq Q(\xi)$.
$\left(H_{6}^{\prime}\right) \quad$ The linear LO $\beth: L^{2}(\Theta, \Omega) \rightarrow \Psi$ defined by:

$$
\beth U=\int_{0}^{\kappa} H_{q}(\kappa-\rho) B_{2} U(\rho, \xi) d \rho
$$

has an inverse operator $\beth^{-1}$ that takes values in $L^{2}(\Theta, \Omega) / \operatorname{ker} \beth$, and there $\exists$ a positive constant $\lambda$, such that $\left\|B_{2} \beth^{-1}\right\| \leq \lambda$.
$\left(H_{7}^{\prime}\right)$ For each $\Delta \in \psi, \varrho(., \Delta)$ is continuous and, for each $\chi, \varrho_{1}\left(\chi_{,}\right)$, is measurable, and, for each $\Delta \in \psi, \varrho_{2}(\Delta)$, is measurable.

Theorem 2. Suppose that $\left(H_{1}^{\prime}\right)-\left(H_{7}^{\prime}\right)$ and $\left(H_{Q_{1}}\right)$ hold. If

$$
\begin{equation*}
\omega(1+\omega \lambda \kappa) \int_{0}^{\kappa} \alpha(\rho) \xi(\rho) d \rho<1 . \tag{4}
\end{equation*}
$$

Therefore, Theta can be used to control Random Problem (2).
Proof. Using $\left(H_{6}\right)$, the control is

$$
U(\chi, \xi)=\beth^{-1}\left(U^{1}(\xi)-H_{q}(\kappa) \varrho_{1}(0, \xi)-K_{q}(\kappa) \varrho_{2}(\xi)-\int_{0}^{\kappa} H_{q}(\kappa-\rho) B_{2} U(\chi, \xi) d \rho-\int_{0}^{\kappa} H_{q}(\kappa-\rho) \varphi\left(\rho, U_{\theta\left(\rho, U_{\rho}\right)}(., \xi), \xi\right) d \rho\right)
$$

The operator $I: \psi \times \Xi \rightarrow \Xi$ given by: $(I(\xi) U)(\chi)=\varrho_{1}(\chi, \xi)$, if $\chi \in(-\infty, 0]$, and for $\chi \in \Theta$ :

$$
\begin{align*}
U(\chi, \xi)= & H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)+K_{q}(\chi) \varrho_{2}(\chi)+\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-s) B_{1} U(\chi, \xi) d \rho+\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-\rho) \\
& {\left[\varphi\left(\chi, U_{2}(., \xi), \xi\right)\right] d \rho+\int_{0}^{\chi}\left(( \chi - \rho ) P _ { q } ( \chi - \rho ) B _ { \beth } ^ { - 1 } \left(p^{1}(\Theta)-H_{q}(\chi)\left(\varrho_{1}(\chi, \xi)-m(U)\right)\right.\right.}  \tag{5}\\
& \left.\left.-K_{q}(\chi) \varrho_{2}(\chi)-\int_{0}^{\chi}(\chi-\rho) P_{q}(\chi-s)\left[\varphi\left(\chi, U_{2}(., \xi), \xi\right)\right] d C_{\rho}\right)+B U(\rho) C U(\rho)\right) d \rho
\end{align*}
$$

This proves that $I$ has a fixed point $U(\chi, \xi)$, and that (2) is controllable. Moreover, we demonstrate that $I$ is a random operator by showing that, for any $U \in \Xi, I().(U): \psi \rightarrow \Xi$ is a random variable. We also show that $I().(U): \psi \rightarrow \Xi$ is measurable, as a mapping $\varphi(\chi, U,),. \chi \in \Theta, U \in \Xi$ is measurable through assumptions $\left(H_{2}^{\prime}\right)$ and $\left(H_{6}^{\prime}\right)$. Assume that $D: \psi \rightarrow 2^{\Xi}$ is given by:

$$
D(\xi)=\left\{U \in \Xi:\|U\|_{\Xi} \leq Q(\xi)\right\} .
$$

$D(\chi)$ is bounded, convex, closed and solid for all $\xi \in \psi$. Then, $D$ is measurable. Let $\xi \in \psi$ be fixed; if $p \in D(\xi)$, then

$$
\left\|U_{\varrho\left(\chi, U_{\chi}\right)}\right\|_{D}=\left(\omega_{\kappa}+L^{\varrho_{1}}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi)
$$

For each $U \in D(\xi),\left(H_{3}^{\prime}\right)$, and $\left(H_{4}^{\prime}\right)$, for each $\chi \in \Theta$, we have

$$
\begin{aligned}
|(I(\xi) U)(\chi)| \leq & \omega\left\|\varrho_{1}\right\|_{D}+\omega^{\prime}\left|\varrho_{2}\right|+\omega \int_{0}^{\chi}\left|\varphi\left(\rho, U_{\varrho\left(\chi, U_{\chi}\right)}, \xi\right)\right| d \rho+\omega \zeta \int_{0}^{\chi}\left|U^{1}(\xi)\right|+\omega\left\|\varrho_{1}\right\|_{D} \\
& +\omega^{\prime}\left|\varrho_{2}\right| d \rho \omega \zeta \int_{0}^{\chi} \int_{0}^{\kappa}\left\|H_{q}(\epsilon-\rho)\right\|\left|\varphi\left(\epsilon, U_{\varrho\left(\chi, U_{\chi}\right)}(., \xi), \xi\right)\right| d \epsilon d \rho \\
\leq & \omega\left\|\varrho_{1}\right\|_{D}+\omega^{\prime}\left|\varrho_{2}\right|+\omega \int_{0}^{\kappa} p(\varrho, \xi) \eta\left(\left\|U_{\chi}\right\|_{D}, \xi\right) d \rho+\kappa \omega \zeta\left|U^{1}(\xi)\right|+\kappa \omega^{2} \zeta\left\|\varrho_{1}\right\|_{D}+\kappa \omega \omega^{\prime} \zeta\left|\varrho_{2}\right| \\
& +\kappa \omega^{2} \zeta \int_{0}^{\kappa} p(\epsilon, \xi) \eta\left(\left\|p_{\epsilon}\right\|_{D}, \omega\right) d \epsilon \\
\leq & \omega(1+\kappa \omega \lambda) \|\left.\varrho_{1}\right|_{D}+\kappa \omega \lambda\left|U^{1}(\xi)\right|+\omega^{\prime}(1+\kappa \omega \lambda)\left|\varrho_{2}\right|+\omega(1+\kappa \omega \lambda) \int_{0}^{\kappa} p(\rho, \xi) \eta\left(\left\|U_{\varrho}\left(x, U_{\chi}\right)\right\|_{D}, \xi\right) d \rho \\
\leq & \left.\omega(1+\kappa \omega \lambda) \times\left(\left\|\varrho_{1}\right\|_{D}+\eta\left(\omega_{\kappa}+\beta^{\left.\varrho_{1}\right)}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi), \xi\right) \int_{0}^{\kappa} p(\rho, \xi) d \rho\right) \kappa \omega \lambda\left\|U^{1}(\xi)\right\| \\
& +\omega^{\prime}(1+\kappa \omega \lambda)\left|\varrho_{2}\right| .
\end{aligned}
$$

Thus, with stochastic domain $D, I$ is a random operator and $I(\xi): D(\xi) \rightarrow D(\xi)$ for each $\xi \in \psi$.

Claim 1: $I$ is continuous.
Suppose that $U^{n}$ is a sequence where $U^{n} \rightarrow U$ in $\Xi$. Then,

$$
\begin{aligned}
\mid\left(I(\xi) U^{n}\right)(\chi)-(I(\xi) U(\chi) \mid \leq & \omega \int_{0}^{\chi}\left|\varphi\left(\rho, U_{\theta}\left(\chi, U_{\chi}^{n}\right)^{n}, \xi\right)-\varphi\left(\rho, U_{\theta\left(\chi, U_{\chi}\right)}, \xi\right)\right| d \epsilon d \rho \\
& +\zeta \omega \int_{0}^{\chi} \int_{0}^{\kappa}\left\|H_{\eta}(\kappa-\epsilon)\right\|\left|\varphi\left(\epsilon, p_{\epsilon}^{n}(\cdot, \xi)-\varphi\left(\epsilon, p_{\epsilon}, \xi\right)\right)\right| d \epsilon d \rho \\
\leq & \left.\left.\omega \int_{0}^{\chi} \mid \varphi\left(\rho, U_{\theta}\left(\chi, U_{\chi}^{n}\right), \xi\right)^{n}\right)-\varphi\left(\rho, U_{\theta}\left(\chi, U_{\chi}\right), \xi\right)\right) \mid d \epsilon d \rho \\
& \kappa \omega^{2} \zeta \int_{0}^{\kappa}\left|\varphi\left(\epsilon, U_{\theta}\left(\chi, U_{\chi}^{n}\right)^{n}(., \xi)\right)-\varphi\left(\epsilon U_{\theta}\left(\chi, U_{\chi}\right), \xi\right)\right| d \epsilon \\
\leq & \omega(1+\kappa \omega \zeta) \int_{0}^{\kappa} \mid \varphi\left(\epsilon, U_{\theta\left(\chi, U_{\chi}^{n}\right)}^{n}(., \xi)-\varphi\left(\epsilon U_{\theta}\left(\chi, U_{\chi}\right), \xi\right) \mid d \epsilon\right.
\end{aligned}
$$

As $\varphi(\chi, ., \xi)$ is continuous, we have

$$
\left\|\varphi\left(., U^{n}, \xi\right)-\varphi(., U, \zeta)\right\|_{\Xi} \rightarrow 0 \text { as } n \rightarrow+\infty .
$$

$I$ is continuous.
Claim 2: We show that $\xi \in \psi,\{U \in D(\xi): I(\xi) U=U\} \neq \varnothing$. We apply Mönch fixed point theorem [35,36].
(a) In $D(\xi), I$ transforms bounded sets into equicontinuous sets.

Let $\epsilon_{1}, \epsilon_{2} \in[0, \kappa]$ with $\epsilon_{2}>\epsilon_{1}, D(\xi)$ be a bounded set as in Claim 2, and $U \in D(\xi)$. Then,

$$
\begin{aligned}
\left|(I(\xi) U)\left(\epsilon_{2}\right)-(I(\xi) U)\left(\epsilon_{1}\right)\right| \leq & \left\|H_{q}\left(\epsilon_{2}\right)-H_{q}\left(\epsilon_{1}\right)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}\left(\epsilon_{2}\right)-K_{q}\left(\epsilon_{1}\right)\right\|_{D(\Psi)} \mid \varrho \\
& +\int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)}\left|\varphi\left(\rho, U_{\theta\left(x, U_{\chi}\right)}, \zeta\right)\right| d \rho \\
& +\int_{\epsilon_{1}}^{\epsilon_{2}}\left\|C\left(\epsilon_{2}-\rho\right)\right\|_{D(\Psi)}\left|\varphi\left(\chi, U_{\theta\left(x, U_{\chi}\right)}, \xi\right)\right| d \rho+\zeta \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)} \\
& \times\left[\left|p^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}(\kappa)\right\|_{D(\Psi)}\left|\rho_{2}\right|\right] d \rho \\
& +\zeta \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-S_{1}\left(\epsilon_{1}-\rho\right)\right\|_{D(\Psi)} \int_{0}^{\kappa}\left\|H_{q}(\kappa-\epsilon)\right\|_{D(\Psi)}\left|\varphi\left(\epsilon, U_{\theta\left(x, U_{x}\right)}, \xi\right)\right| d \epsilon d \rho \\
& +\zeta \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|C\left(\epsilon_{2}-\rho\right)\right\|_{D(\Psi)}\left[\left|U^{1}(\xi)\right|+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left\|\varrho_{1}\right\|_{D}+\left\|H_{q}(\kappa)\right\|_{D(\Psi)}\left|\varrho_{2}\right|\right] d \rho \\
& +\zeta \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|C\left(\epsilon_{2}-\rho\right)\right\|_{D(\Psi)} \int_{0}^{\kappa}\left\|H_{q}(\kappa-\epsilon)\right\|_{D(\Psi)}\left|\varphi\left(\epsilon, U_{\theta\left(x, U_{\chi}\right)}, \xi\right)\right| d \epsilon d \rho
\end{aligned}
$$

## Thus,

$$
\begin{aligned}
& \left|(I(\xi) U)\left(\epsilon_{2}\right)-(I(\xi) U)\left(\epsilon_{1}\right)\right| \leq\left|H_{q}\left(\epsilon_{2}\right)-H_{q}\left(\epsilon_{1}\right)\left\|\rho_{1}\right\|_{D}+\left\|K_{q}\left(\epsilon_{2}\right)-K_{q}\left(\epsilon_{1}\right)\right\|_{D(\psi)}\right| \varrho_{2} \mid \\
& +\int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)} \varphi\left(\rho, U_{\theta\left(x, u_{X}\right)}, \xi\right) d \rho+\int_{\epsilon_{1}}^{\epsilon_{2}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)\right\|_{D(\psi)} \varphi\left(\rho, U_{\theta\left(x, U_{\chi}\right)}, \xi\right) d \rho \\
& +\lambda \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)}\left[\left\|\rho^{1}(\tilde{\xi})\right\|+\left\|H_{q}(\kappa)\right\|_{D(\psi)}\right) e_{1}(0, \tilde{\xi}) \| d \rho \\
& +\lambda \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)} \eta\left(\left(\omega_{\kappa}+\beta^{\rho_{1}}\right)\left\|\rho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi)\right) \times \int_{0}^{\kappa} p(\epsilon, \zeta) d e d \rho+ \\
& \lambda \omega \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|U^{1}\right\|+\left\|H_{q}(\kappa)\right\|_{D(\psi)}\left|\varrho_{1}(0, \xi)\right|+\omega \eta\left(\left(\omega_{\kappa}+\beta^{e_{1}}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi)\right) \times \int_{0}^{\kappa} p(\epsilon, \xi) d \epsilon d \rho
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left|(I(\xi) U)\left(\epsilon_{2}\right)-(I(\xi) U)\left(\epsilon_{1}\right)\right| \leq & \left|H_{q}\left(\epsilon_{2}\right)-H_{q}\left(\epsilon_{1}\right)\right|_{D(\psi)}\left\|\varrho_{1}\right\|_{D}+\left\|K_{q}\left(\epsilon_{2}\right)-K_{q}\left(\epsilon_{1}\right)\right\|_{D(\psi)}\left|\varrho_{2}\right| \\
& +\eta\left(\omega_{\kappa}+\beta^{\varrho_{1}}\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\omega)\right) \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)} p(\chi, \xi) d \rho \\
& +\eta\left(\left(\omega_{\kappa}+\beta^{\varrho_{1}}\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\omega), \omega\right) \int_{\epsilon_{1}}^{\epsilon_{2}} p(\chi, \xi) d \rho\right. \\
& +\lambda \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)}\left[\left\|U^{1}(\xi)\right\|+\left\|H_{q}(\kappa)\right\|_{D(\psi)}\left|\varrho_{1}(0, \xi)\right|\right] d \rho \\
& +\lambda \int_{0}^{\epsilon_{1}}\left\|H_{q}\left(\epsilon_{2}-\rho\right)-H_{q}\left(\epsilon_{1}-\rho\right)\right\|_{D(\psi)} \eta\left(\left(\left(\omega_{\kappa}+\beta^{\left.\varrho_{1}\right)}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi)\right)\right. \\
& \times \int_{0}^{\kappa} p(\epsilon, \xi) d \epsilon d \rho+\lambda \omega \int_{\epsilon_{1}}^{\epsilon_{2}}\left\|U^{1}(\omega)\right\|+\left\|H_{q}(\kappa)\right\|_{D(\psi)}\left|\varrho_{1}(0, \xi)\right|+ \\
& \omega \eta\left(\left(\omega_{\kappa}+\beta^{\varrho_{1}}\right)\left\|\varrho_{1}\right\|_{D}+\zeta_{\kappa} Q(\xi)\right) \times \int_{0}^{\kappa} p(\epsilon, \xi) d \epsilon d \rho
\end{aligned}
$$

In the previous inequality, the right-hand side went to zero as $\epsilon_{2}-\epsilon_{1} \rightarrow 0, H_{q}(\chi), K_{q}(\chi)$ are a strongly continuous operator, and $H_{q}(\chi)$ and $K_{q}(\chi)$ for $\chi>0$ are compact, which implies that uniform operator topology is continuous. Suppose that $\xi \in \psi$ is fixed.
(b) Suppose that $\Lambda$ is a subset of $D(\xi)$ where $\Lambda \subset \overline{\operatorname{conv}}(I(\Lambda) \cup\{0\})$. $\Lambda$ is bounded and equicontinuous, and function $\chi \rightarrow v(\chi)=\varsigma(\Lambda(\chi))$ is continuous on $(-\infty, \kappa]$. Via $\left(H_{2}\right)$, and by considering the characteristics of the measure $\Lambda$, we have $\chi \in$ $(-\infty, k]$ :

$$
\begin{aligned}
v \leq & \varsigma(I(\Lambda))(\chi) \bigcup\{0\}) \\
\leq & \varsigma(I(\Lambda)(\chi)) \\
\leq & \varsigma\left(H_{q}(\chi) \varrho_{1}(0, \xi)\right)+\varsigma\left(K_{q}(\chi) \varrho_{2}(\xi)\right)+\varsigma\left(\int_{0}^{\chi} H_{q}(\chi-\rho) \varphi\left(\epsilon, U_{\vartheta\left(\chi, U_{\chi}\right)}(., \xi) d \rho\right)+\omega \lambda \int_{0}^{\chi} \zeta\left(U^{1}(\xi)\right.\right. \\
& \left.-H_{q}(\kappa) \varrho_{1}(0, \xi)-K_{q}(\kappa) \varrho_{2}(\xi)\right)+\varsigma\left(\int_{0}^{\kappa} H_{q}(\kappa-\epsilon) \varphi\left(\epsilon, U_{\vartheta\left(\chi, U_{\chi}\right)}(., \xi), \xi\right) d \rho\right. \\
\leq & \omega \int_{0}^{\chi} \zeta\left(\varphi\left(\rho, U_{\vartheta\left(\chi, U_{\chi}\right)}(., \xi), \xi\right)\right) d \rho \omega \lambda \int_{0}^{\chi} \int_{0}^{\kappa} \zeta\left(H_{q}(\kappa-\epsilon) \varphi\left(\epsilon, U_{\vartheta\left(\chi, U_{\chi}\right)}(., \xi), \xi\right) d \epsilon d \rho\right. \\
\leq & \omega \int_{0}^{\chi} \alpha(\rho) \zeta\left(\left\{U_{\vartheta\left(\chi, p_{\chi}\right)}: p \in \Lambda\right\}\right) d \rho \omega \lambda \int_{0}^{\chi} \int_{0}^{\kappa} \zeta\left(H_{q}(\kappa-\epsilon) \varphi\left(\epsilon, U_{\vartheta \vartheta\left(\chi, U_{\chi}\right)}(., \xi), \xi\right) d \epsilon d \rho\right. \\
\leq & \omega \int_{0}^{\chi} \gamma(\rho) \zeta(\rho) \sup _{0 \leq \epsilon \leq \rho} \zeta(\Lambda(\epsilon)) \rho+\omega^{2} \lambda \int_{0}^{\chi} \int_{0}^{\kappa} \zeta\left(\varphi \left(\epsilon, U_{\left.\vartheta\left(\chi, U_{\chi}\right), \xi\right) d \epsilon d \rho}\right.\right. \\
\leq & \omega \int_{0}^{\chi} \gamma(\rho) \zeta(\rho) \zeta(\Lambda(\rho)) d \rho+\omega^{2} \lambda \kappa \int_{0}^{\kappa} \alpha(\epsilon) \varsigma\left(\varphi \left(\left\{U_{\vartheta\left(\chi, U_{\chi}\right)}: U \in \Lambda\right) d \epsilon\right.\right. \\
\leq & \omega \int_{0}^{\chi} v(\rho) \alpha(\rho) \zeta(\rho) d \rho+\omega^{2} \lambda \kappa \int_{0}^{\kappa} \alpha(\epsilon) \zeta(\epsilon) \zeta(\Lambda(\epsilon)) d \epsilon \\
= & \left.\omega \int_{0}^{\chi} \alpha(\rho) \zeta(\rho) v(\rho) d \rho+\omega^{2} \lambda \kappa \int_{0}^{\kappa} \alpha(\epsilon) \zeta(\epsilon) v(\epsilon)\right) d \epsilon \\
\leq & \left.\omega \int_{0}^{\chi} \alpha(\rho) \zeta(\rho) v(\rho) d \rho+\omega^{2} \lambda \kappa \int_{0}^{\kappa} \alpha(\epsilon) \zeta(\epsilon) v(\epsilon)\right) d \epsilon \\
\leq & \left.\omega(1+\omega \lambda \kappa) \int_{0}^{\kappa} \alpha(\rho) \zeta(\rho) v(\rho)\right) d \rho \\
\leq & \left.\omega(1+\omega \lambda \kappa) \int_{0}^{\kappa} \alpha(\rho) \zeta(\rho) \sup ^{x} v(\epsilon)\right) d \rho \\
\leq & \omega(1+\omega \lambda \kappa)\|v\|_{\infty} \int_{0}^{\kappa} \alpha(\rho) \zeta(\rho) d \rho .
\end{aligned}
$$

Thus,

$$
\|v\|_{\infty} \leq \omega(1+\omega \lambda \kappa)\|v\|_{\infty} \int_{0}^{\kappa} \alpha(\rho) \zeta(\rho) d \rho
$$

Then,

$$
\|v\|_{\infty}\left(1-\omega(1+\omega \lambda \kappa) \int_{0}^{\kappa} \alpha(\rho) \zeta(\rho) d \rho\right) \leq 0 .
$$

Hereby, $\|v\|_{\infty}=0$; thus, $v(\chi)=0$ for each $\chi \in \Theta$, this implies $\Lambda(\chi)$ is relatively compact in $\Psi$. Through the result of Ascoli-Arzel $\grave{a}$ theorem, $\Lambda$ is relatively compact in $D(\xi)$. Via Mönch fixed-point theorem, we show that I has a fixed point $U(\xi) \in D(\xi)$. As $\bigcap_{\xi \in \varphi} D(\xi) \neq \varnothing$; moreover, a measurable selector of $\int D$ exists. Lemma implies that I has a stochastic fixed point $U^{*}(\xi)$, which is a mild solution of (2).

## 5. Applications

The qualitative theory of FDEs, fractional integrodifferential equations, and fractionalorder operators can be applied to a wide range of scientific fields, including fluid mechanics, viscoelasticity, physics, biology, chemistry, dynamical systems, signal processing, and entropy theory. Due to this, academics from all over the world have become interested in the applications of the theory of fractional calculus and the qualitative theory of the aforementioned equations, and many researchers have included them into their most recent research.

For a very long time, DEs driven by a Brownian motion (or Wiener process) have been the focus of study on the qualitative characteristics of stochastic DEs and their applications. Furthermore, applications from a variety of domains, including storage, queueing, eco-
nomic, and neurophysiological systems, can be found frequently in stochastic DEs driven by a Poisson process. Additionally, stochastic DEs with Poisson jumps have gained much traction in modelling phenomena from a variety of disciplines, especially economics, where jump processes are frequently used to describe asset and commodity price dynamics. These factors are sufficient for the existence and uniqueness of non-Lipschitz stochastic neutral delay DEEs driven by Poisson jumps.

Levy procedures are becoming increasingly significant in the world of banking. While Levy processes are often employed in newer models to accommodate jumps (which can be regarded as external shocks) and achieve a better fit to empirical data, Brownian motion is still frequently used in older models as a source of randomness. As a result, Levy process applications in finance are simple to locate. There have been numerous applications of the theory of impulsive DEs of an integer order in accurate mathematical modelling. It has recently become a crucial subject of research due to the large range of practical problems. This is because many evolutionary systems' states are frequently exposed to rapid disturbances and undergo abrupt shifts from time to time. These changes have a very brief and insignificant length when compared to the lifespan of the process under consideration, and can be viewed as impulses. Due to the lack of effective methods, the control analysis of problems, including the impulse effect, fractional calculus, and white noise, is challenging.

## 6. Example

Consider

$$
\begin{align*}
& { }_{0}^{c} D_{v}^{q} U(\chi, \xi, \varsigma)=\varphi(\chi, U(\chi, \xi, \varsigma), \varsigma)+\int_{0}^{v} B_{2} f(\chi, \varsigma) d C_{v}, \xi \in \Theta:=[0, \kappa], v \in[0, T] \\
& U(\chi, \pi, \varsigma)+m(U)=U_{1}(\chi, 2 \pi, \varsigma) ; \xi \in[0, \kappa]  \tag{6}\\
& U^{\prime}(\chi, \xi, \varsigma)=U_{2}(\xi),
\end{align*}
$$

where $\Phi: \Theta \times R \times \zeta \rightarrow \mathbf{R}^{\mathrm{m}}$ is a given function. If $\Xi=L^{2}[\pi, 2 \pi]$, and $B_{1}: \Xi \rightarrow \Xi$ given by $B_{1} U=U^{\prime}$ with domain $D\left(B_{1}\right)=\left\{U \in \Phi ; U, U^{\prime}\right.$ are absolutely continuous, $U^{\prime} \in$ $\Xi, U(\pi)=U(2 \pi)=0\}$. Let the strongly continuous cosine function $\left(H_{q}(\chi)\right)_{\chi \in \mathbf{R}^{\mathrm{m}}}$ on $\Phi$ be infinitesimally generated by the operator $B_{1}$. Furthermore, $B_{1}$ has a discrete spectrum, and the eigenvalues are $-n^{2}, n \in I N$ with corresponding normalized eigenvectors

$$
U_{n}(\varepsilon):=\left(\frac{2}{2 \pi}\right)^{\frac{1}{2}} \cos (n \varepsilon)
$$

and
(i) $\left\{U_{n}: n \in I N\right\}$ is an orthonormal basis of $\Phi$,
(ii) If $x \in \Phi$, then $B_{1} x=-\sum_{n=1}^{\infty} n^{2}\left\langle x, U_{n}\right\rangle U_{n}$,
(iii) For $x \in \Phi, H_{q}(\vartheta) x=\sum_{n=1}^{\infty} \sin (n t)\left\langle x, U_{n}\right\rangle U_{n}$, and the associated cosine family is

$$
K_{q}(\vartheta) x=\sum_{n=1}^{\infty} \frac{\cos (n t)}{n}\left\langle x, U_{n}\right\rangle U_{n} .
$$

Consequently, $K_{q}(\chi)$ is compact for all $\chi>0$ and

$$
\left\|H_{q}(\vartheta)\right\|=\left\|K_{q}(\chi)\right\| \leq 1, \forall \chi \geq 0
$$

(iv) Let the group of translation be denoted by $\Phi$ :

$$
\bar{\psi}(\chi) x(U, \varsigma)=\widetilde{x}(U+\chi, \varsigma),
$$

where $\tilde{x}$ is the extension of $x$ with period $4 \pi$. Then,

$$
H_{q}(\chi)=\frac{1}{2}(\bar{\psi}+\psi(-\chi)) ; U_{1}=D
$$

where D is the infinitesimal generator of the group on

$$
X=\left\{x(., \varsigma) \in H^{1}(\pi, 2 \pi): x(\pi, \varsigma)=x(2 \pi, \varsigma)=0\right\} .
$$

Suppose that $B_{2}$ is a bounded LO from $\Omega$ into $\Xi$ and the linear operator $K: L^{2}(\Theta, \Omega) \rightarrow$ $\Xi$ given by:

$$
K f=\int_{0}^{k} H_{q}(k-\varrho) B_{2} f(\varrho, \varsigma) d \rho
$$

has an inverse operator $K^{-1}$ in $L^{2}(\Theta, \Omega) / \operatorname{ker} K$. We deduce that Equation (1) is an abstract formulation of Equation (6) if $H_{1}$ to $H_{6}$ are met. Via Theorem 1, we conclude that Equation (6) is controllable.

## 7. Conclusions

Existence and controllability results were presented for a couple of classes of secondorder fractional functional differential equations. A stochastic random fixed-point theorem established the basis for our claims. Then, we demonstrated that our problems were controllable. Some of the findings in this area form the basis of our future research plans. New results can be obtained by either changing or generalising the conditions and the functional spaces, or even by involving some fractional differential problems.
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#### Abstract

This paper considers the classes of the first-order fractional differential systems containing a finite number $n$ of sinusoidal terms. The fractional derivative employs the Riemann-Liouville fractional definition. As a method of solution, the Laplace transform is an efficient tool to solve linear fractional differential equations. However, this method requires to express the initial conditions in certain fractional forms which have no physical meaning currently. This issue formulated a challenge to solve fractional systems under real/physical conditions when applying the RiemannLiouville fractional definition. The principal incentive of this work is to overcome such difficulties via presenting a simple but effective approach. The proposed approach is successfully applied in this paper to solve linear fractional systems of an oscillatory nature. The exact solutions of the present fractional systems under physical initial conditions are derived in a straightforward manner. In addition, the obtained solutions are given in terms of the entire exponential and periodic functions with arguments of a fractional order. The symmetric/asymmetric behaviors/properties of the obtained solutions are illustrated. Moreover, the exact solutions of the classical/ordinary versions of the undertaken fractional systems are determined smoothly. In addition, the properties and the behaviors of the present solutions are discussed and interpreted.


Keywords: Riemann-Liouville fractional derivative; fractional differential equation; sinusoidal; exact solution

## 1. Introduction

Unlike the classical calculus (CC) with integer derivatives, the fractional calculus (FC) implements the derivatives of an arbitrary order (non-integer) [1-3]. So, the FC is considered as a generalization of the CC. During the past decades, numerous physical, engineering, and biological problems have been investigated by means of the FC ([4-9]). There are several definitions for the derivatives of an arbitrary order, such as the Caputo fractional derivative (CFD) [10-22], the Riemann-Liouville fractional derivative (RLFD) [23-25], and the conformable derivative [26-29]. However, some difficulties arise when applying the RLFD to solve fractional models under real physical conditions. The present paper is an attempt to face such an issue by considering the following class of first-order fractional ordinary equations (FODEs):

$$
\begin{align*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y(t)+\omega^{2} y(t) & =b_{1} \sin \left(\Omega_{1} t\right)+b_{2} \sin \left(\Omega_{2} t\right)+\cdots+b_{n} \sin \left(\Omega_{n} t\right), \\
& =\sum_{j=1}^{n} b_{j} \sin \left(\Omega_{j} t\right), \quad y(0)=A, \quad \alpha \in(0,1], \tag{1}
\end{align*}
$$

where $\alpha$ is the non-integer order of the RLFD. The constant $A$ is real while $\omega, b_{j}$, and $\Omega_{j}$ may be real or complex $\forall j=1,2,3, \ldots, n$.

The applications of the class (1) may arise in oscillatory models in engineering when the FC is incorporated. This class splits to other physical classes. As examples, for complex $\omega$, i.e., $\omega=i \mu$ ( $\mu$ is real), where $i$ is the imaginary number, the model (1) becomes

$$
\begin{equation*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y(t)-\mu^{2} y(t)=\sum_{j=1}^{n} b_{j} \sin \left(\Omega_{j} t\right), y(0)=A, \alpha \in(0,1] . \tag{2}
\end{equation*}
$$

In addition, if $\Omega_{j}=i \sigma_{j}$ and $b_{j}=-i d_{j}$, the classes (1) and (2) take the form:

$$
\begin{equation*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y(t)+\omega^{2} y(t)=\sum_{j=1}^{n} d_{j} \sinh \left(\sigma_{j} t\right), y(0)=A, \alpha \in(0,1], \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y(t)-\mu^{2} y(t)=\sum_{j=1}^{n} d_{j} \sinh \left(\sigma_{j} t\right), \quad y(0)=A, \alpha \in(0,1], \tag{4}
\end{equation*}
$$

in terms of hyperbolic functions, respectively.
In Refs. [1-3], the RLFD of order $\alpha \in \mathbb{R}_{0}^{+}$of function $f:[c, d] \rightarrow \mathbb{R}(-\infty<c<d<\infty)$ is defined as

$$
\begin{equation*}
{ }_{c}^{R L} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}}\left(\int_{c}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha-n+1}} d \tau\right), \quad n=[\alpha]+1, t>c, \tag{5}
\end{equation*}
$$

where $[\alpha]$ is the integral part of $\alpha$. If $0<\alpha \leq 1$ and $c \rightarrow-\infty$, then

$$
\begin{equation*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t}\left(\int_{-\infty}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha}} d \tau\right) . \tag{6}
\end{equation*}
$$

It is important to refer to the initial condition (IC) $y(0)=A$ being physical, unlike the nonphysical condition $D_{t}^{\alpha-1} y(0)=A$ that has been considered by the authors [30]. In fact, the IC in the last fractional form is required when solving an FODE via the Laplace transform (LT). This is, simply, because the LT of the RLFD as $c \rightarrow 0$, i.e., ${ }_{0}^{R L} D_{t}^{\alpha}$, is $[1-3,23,30]$

$$
\begin{equation*}
\mathcal{L}\left[{ }_{0}^{R L} D_{t}^{\alpha} y(t)\right]=s^{\alpha} Y(s)-D_{t}^{\alpha-1} y(0) \tag{7}
\end{equation*}
$$

which is given in terms of $D_{t}^{\alpha-1} y(0)$. Really, the main difference between ${ }_{-\infty}^{R L} D_{t}^{\alpha}$ and ${ }_{0}^{R L} D_{t}^{\alpha}$ lies in the nature of the considered IC of the problem. In the literature, one can see that the obtained solutions of the physical models depend on both the nature of the given classical/fractional ICs along with the implemented method of solution.

In this regard, Ebaid and Al-Jeaid [30] applied the RLFDs ${ }_{-\infty}^{R L} D_{t}^{\alpha}$ and ${ }_{0}^{R L} D_{t}^{\alpha}$ to obtain a dual solution for a similar model under the nonphysical IC $D_{t}^{\alpha-1} y(0)$ using the LT. Although the LT was shown as an effective tool to exactly investigate several models [31-37], it may not be appropriate to deal with the class (1) under the physical IC $y(0)=A$ by means of the RLFD operator ${ }_{0}^{R L} D_{t}^{\alpha}$. However, the solution is still available under this physical condition via the RLFD operator ${ }_{-\infty}^{R L} D_{t}^{\alpha}$ along with avoiding the LT, as will be shown through this paper.

Therefore, the main incentive of the present work is to introduce a new approach to obtain the real solution of the current model under the physical IC $y(0)=A$ through the following properties (see Refs. [30,38]):

$$
\begin{align*}
& { }_{-\infty}^{R L} D_{t}^{\alpha} e^{i \omega t}=(i \omega)^{\alpha} e^{i \omega t}  \tag{8}\\
& { }_{-\infty}^{R L} D_{t}^{\alpha} \cos (\omega t)=\omega^{\alpha} \cos \left(\omega t+\frac{\alpha \pi}{2}\right)  \tag{9}\\
& { }_{-\infty}^{R L} D_{t}^{\alpha} \sin (\omega t)=\omega^{\alpha} \sin \left(\omega t+\frac{\alpha \pi}{2}\right) \tag{10}
\end{align*}
$$

By using the above properties, it will be shown that the real solution of class (1) exists at specific values of the fractional-order $\alpha$. The symmetric/asymmetric behaviors/properties of the obtained solutions will be demonstrated. Furthermore, it will be declared that the solution of the class (2) is real at any arbitrary value $\alpha$. In addition, the solutions of the corresponding classes with the classical/ordinary derivative, i.e., as $\alpha \rightarrow 1$, will be evaluated.

A brief description of the structure of this paper is as follows. In Section 2, an analysis of the complementary and particular solutions is presented. Section 3 is devoted to obtaining the exact solutions for the fractional classes. In Section 4, the exact solutions for the ordinary classes are obtained. The behaviors/properties of the solution are introduced in Section 5. The paper is concluded in Section 6.

## 2. Analysis

The complementary solution $y_{c}(t)$ of Equation (1) can be obtained in the form, see [30]:

$$
\begin{equation*}
y_{c}(t)=c e^{i \delta t}, \quad \delta=-i\left(-\omega^{2}\right)^{1 / \alpha} \tag{11}
\end{equation*}
$$

which satisfies the homogeneous equation:

$$
\begin{equation*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y(t)+\omega^{2} y(t)=0 . \tag{12}
\end{equation*}
$$

In order to evaluate the constant $c$, the given IC will be applied on the general solution $y(t)=y_{c}(t)+y_{p}(t)$ in a subsequent section where $y_{p}(t)$ is a particular solution of the non-homogeneous Equation (1). A simple method to calculate $y_{p}(t)$ is explained through the following theorem.

Theorem 1. The $y_{p}(t)$ of the class (1) is in the form:

$$
\begin{equation*}
y_{p}(t)=\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) \tag{13}
\end{equation*}
$$

Proof. Let us assume that

$$
\begin{equation*}
y_{p}(t)=\sum_{j=1}^{n}\left(\rho_{1 j} \cos \left(\Omega_{j} t\right)+\rho_{2 j} \sin \left(\Omega_{j} t\right)\right) . \tag{14}
\end{equation*}
$$

Using the preceding properties of the RLFD operator ${ }_{-\infty}^{R L} D_{t}^{\alpha}$, we have

$$
\begin{align*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y_{p}= & \sum_{j=1}^{n}\left(\rho_{1 j}{ }_{-\infty}^{R L} D_{t}^{\alpha} \cos \left(\Omega_{j} t\right)+\rho_{2 j}(\alpha){ }_{-\infty}^{R L} D_{t}^{\alpha} \sin \left(\Omega_{j} t\right)\right), \\
= & \sum_{j=1}^{n} \Omega_{j}^{\alpha} \cos \left(\Omega_{j} t\right)\left(\rho_{1 j} \cos \left(\frac{\pi \alpha}{2}\right)+\rho_{2 j} \sin \left(\frac{\pi \alpha}{2}\right)\right)+ \\
& \sum_{j=1}^{n} \Omega_{j}^{\alpha} \sin \left(\Omega_{j} t\right)\left(\rho_{2 j} \cos \left(\frac{\pi \alpha}{2}\right)-\rho_{1 j} \sin \left(\frac{\pi \alpha}{2}\right)\right) . \tag{15}
\end{align*}
$$

Thus,

$$
\begin{align*}
{ }_{-\infty}^{R L} D_{t}^{\alpha} y_{p}+\omega^{2} y_{p}= & \sum_{j=1}^{n}\left[\left(\Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)+\omega^{2}\right) \rho_{1 j}+\Omega_{j}^{\alpha} \sin \left(\frac{\pi \alpha}{2}\right) \rho_{2 j}\right] \cos \left(\Omega_{j} t\right)+ \\
& \sum_{j=1}^{n}\left[\left(\Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)+\omega^{2}\right) \rho_{2 j}-\Omega_{j}^{\alpha} \sin \left(\frac{\pi \alpha}{2}\right) \rho_{1 j}\right] \sin \left(\Omega_{j} t\right) \tag{16}
\end{align*}
$$

Inserting the last result into Equation (1) yields

$$
\begin{align*}
& \left(\Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)+\omega^{2}\right) \rho_{1 j}+\Omega_{j}^{\alpha} \sin \left(\frac{\pi \alpha}{2}\right) \rho_{2 i}=0 \\
& \left(\Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)+\omega^{2}\right) \rho_{2 j}-\Omega_{j}^{\alpha} \sin \left(\frac{\pi \alpha}{2}\right) \rho_{1 j}=b_{j} \tag{17}
\end{align*}
$$

which can be easily solved to obtain $\rho_{1 j}$ and $\rho_{2 j}$ in the forms:

$$
\begin{equation*}
\rho_{1 j}=-\frac{\Omega^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}, \quad \rho_{2 j}=\frac{b_{j} \omega^{2}+\Omega_{j}^{\alpha} b_{j} \cos \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)} . \tag{18}
\end{equation*}
$$

Employing (18) into (14), we find

$$
\begin{equation*}
y_{p}(t)=\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) \tag{19}
\end{equation*}
$$

which completes the proof.

## 3. Solution of the Fractional Models: $\alpha \in(0,1)$

Lemma 1. The solution of the fractional class (1) is

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) e^{\left(-\omega^{2}\right)^{\frac{1}{\alpha}} t}+\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) \tag{20}
\end{equation*}
$$

Proof. The preceding analysis reveals that the general solution of the class (1) is in the form:

$$
\begin{equation*}
y(t)=c e^{i \delta t}+\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) \tag{21}
\end{equation*}
$$

From this equation, at $t=0$, we obtain

$$
\begin{equation*}
y(0)=c-\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)} \tag{22}
\end{equation*}
$$

and hence the IC can be applied to give

$$
\begin{equation*}
c=A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)} . \tag{23}
\end{equation*}
$$

Substituting (23) into (21), the solution reads

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) e^{\left(-\omega^{2}\right)^{\frac{1}{\alpha}} t}+\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\omega^{4}+\Omega_{j}^{2 \alpha}+2 \omega^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) \tag{24}
\end{equation*}
$$

It can be seen that the above solution satisfies the IC. In addition, the solution (24) is real at specific values of $\alpha$; this point will be discussed later.

Lemma 2. The solution of the fractional class (2) is

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) e^{\mu^{\frac{2}{\alpha} t}}-\sum_{j=1}^{n} b_{j}\left(\frac{\mu^{2} \sin \left(\Omega_{j} t\right)-\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) . \tag{25}
\end{equation*}
$$

Proof. As mentioned in Section 1, the class (2) is a transformed version of the class (1) when $\omega=i \mu$. Hence, the solution of the class (2) can be directly obtained from the solution of the class (1), given in lemma 1, with the aide of the substitution $\omega=i \mu$, which yields

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) e^{\mu^{\frac{2}{\alpha} \alpha}}+\sum_{j=1}^{n} b_{j}\left(\frac{-\mu^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right), \tag{26}
\end{equation*}
$$

or
$y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j}^{\alpha} b_{j} \sin \left(\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right) e^{\mu^{\frac{2}{\alpha} t}}-\sum_{j=1}^{n} b_{j}\left(\frac{\mu^{2} \sin \left(\Omega_{j} t\right)-\Omega_{j}^{\alpha} \sin \left(\Omega_{j} t-\frac{\pi \alpha}{2}\right)}{\mu^{4}+\Omega_{j}^{2 \alpha}-2 \mu^{2} \Omega_{j}^{\alpha} \cos \left(\frac{\pi \alpha}{2}\right)}\right)$,
which completes the proof.
Remark 1. The analytic method used to obtain the exact solutions of the fractional classes (1) and (2) is shown in this section. The other fractional classes (3) and (4) can also be obtained similarly. It can be seen from the solution (20) of the fractional class (1) that it is not always a real solution for $\alpha \in(0,1)$. This is simply because $\left(-\omega^{2}\right)^{1 / \alpha} \notin \mathbb{R} \forall \alpha \in(0,1)$, but there are certain values of the fractional-order $\alpha$ at which the solution (20) is real, $y(t) \in \mathbb{R}$. Such values of $\alpha$ will be addressed in a subsequent section.

However, the solution (25) of the fractional class (2) is always a real solution $\forall \alpha \in(0,1)$ where $\mu^{2 / \alpha} \in \mathbb{R}$ for $\mu \in \mathbb{R}$. In the case of the ordinary/classical derivative, i.e., as $\alpha \rightarrow 1$, then the solutions (20) and (25) are real. The solution of the fractional classes (3) and (4) can be obtained via substituting $\Omega_{j}=i \sigma_{j}$ and $b_{j}=-i d_{j}$ into the solutions (20) and (25), respectively. Although, the resulting solutions of fractional classes (3) and (4) are not real at any value of $\alpha$. In fact, the solutions of classes (3) and (4) are only real when $\alpha \rightarrow 1$. The solutions of the four classes (1)-(4), as $\alpha \rightarrow 1$, are determined in the next section.

## 4. Solution of the Classical/Ordinary Models: $\alpha \rightarrow 1$

This section focuses on obtaining the exact solutions of the classical/ordinary versions of the classes (1)-(4) when $\alpha \rightarrow 1$,

### 4.1. Class (1)

As $\alpha \rightarrow 1$, the class (1) is transformed to the following class of ODEs:

$$
\begin{equation*}
y^{\prime}(t)+\omega^{2} y(t)=\sum_{j=1}^{n} b_{j} \sin \left(\Omega_{j} t\right), \quad y(0)=A \tag{28}
\end{equation*}
$$

The solution of this class can be derived from Equation (20) by letting $\alpha \rightarrow 1$, and accordingly, we have

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j} b_{j}}{\omega^{4}+\Omega_{j}^{2}}\right) e^{-\omega^{2} t}+\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j} \sin \left(\Omega_{j} t-\frac{\pi}{2}\right)}{\omega^{4}+\Omega_{j}^{2}}\right) \tag{29}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j} b_{j}}{\omega^{4}+\Omega_{j}^{2}}\right) e^{-\omega^{2} t}+\sum_{j=1}^{n} b_{j}\left(\frac{\omega^{2} \sin \left(\Omega_{j} t\right)-\Omega_{j} \cos \left(\Omega_{j} t\right)}{\omega^{4}+\Omega_{j}^{2}}\right) \tag{30}
\end{equation*}
$$

The validity of the solution (30) can be easily verified by direct substitution into (28). Moreover, this solution satisfies the given IC.

### 4.2. Class (2)

The class (2), as $\alpha \rightarrow 1$, reduces to ODEs:

$$
\begin{equation*}
y^{\prime}(t)-\mu^{2} y(t)=\sum_{j=1}^{n} b_{j} \sin \left(\Omega_{j} t\right), \quad y(0)=A \tag{31}
\end{equation*}
$$

From Equation (24), we obtain as $\alpha \rightarrow 1$ that

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j} b_{j}}{\mu^{4}+\Omega_{j}^{2}}\right) e^{\mu^{2} t}-\sum_{j=1}^{n} b_{j}\left(\frac{\mu^{2} \sin \left(\Omega_{j} t\right)-\Omega_{j} \sin \left(\Omega_{j} t-\frac{\pi}{2}\right)}{\mu^{4}+\Omega_{j}^{2}}\right), \tag{32}
\end{equation*}
$$

or

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\Omega_{j} b_{j}}{\mu^{4}+\Omega_{j}^{2}}\right) e^{\mu^{2} t}-\sum_{j=1}^{n} b_{j}\left(\frac{\mu^{2} \sin \left(\Omega_{j} t\right)+\Omega_{j} \cos \left(\Omega_{j} t\right)}{\mu^{4}+\Omega_{j}^{2}}\right) . \tag{33}
\end{equation*}
$$

### 4.3. Class (3)

The class (3) as $\alpha \rightarrow 1$ becomes

$$
\begin{equation*}
y^{\prime}(t)+\omega^{2} y(t)=\sum_{j=1}^{n} d_{j} \sinh \left(\sigma_{j} t\right), \quad y(0)=A \tag{34}
\end{equation*}
$$

Because this class is transformed from the class (1) when $\Omega_{j}=i \sigma_{j}$, and $b_{j}=-i d_{j}$, then the solution of the current class is determined from Equation (30) as

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\sigma_{j} d_{j}}{\omega^{4}-\sigma_{j}^{2}}\right) e^{-\omega^{2} t}-\sum_{j=1}^{n} i d_{j}\left(\frac{\omega^{2} \sin \left(i \sigma_{j} t\right)-i \sigma_{j} \cos \left(i \sigma_{j} t\right)}{\omega^{4}-\sigma_{j}^{2}}\right), \tag{35}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\sigma_{j} d_{j}}{\omega^{4}-\sigma_{j}^{2}}\right) e^{-\omega^{2} t}+\sum_{j=1}^{n} d_{j}\left(\frac{\omega^{2} \sinh \left(\sigma_{j} t\right)-\sigma_{j} \cosh \left(\sigma_{j} t\right)}{\omega^{4}-\sigma_{j}^{2}}\right) . \tag{36}
\end{equation*}
$$

### 4.4. Class (4)

If $\omega=i \mu, \Omega_{j}=i \sigma_{j}$, and $b_{j}=-i d_{j}$, then the class (1) as $\alpha \rightarrow 1$ is equivalent to the following class of ODEs:

$$
\begin{equation*}
y^{\prime}(t)-\mu^{2} y(t)=\sum_{j=1}^{n} d_{j} \sinh \left(\sigma_{j} t\right), \quad y(0)=A \tag{37}
\end{equation*}
$$

In this case, we have three possible ways to obtain the solution of the current class. The first way is to substitute $\omega=i \mu, \Omega_{j}=i \sigma_{j}$, and $b_{j}=-i d_{j}$ into Equation (30). The second is to substitute $\Omega_{j}=i \sigma_{j}$ and $b_{j}=-i d_{j}$ into Equation (33). The third way is the simplest one, by substituting only $\omega=i \mu$ into Equation (36). Following the third option, one can obtain the exact solution:

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\sigma_{j} d_{j}}{\mu^{4}-\sigma_{j}^{2}}\right) e^{\mu^{2} t}+\sum_{j=1}^{n} d_{j}\left(\frac{-\mu^{2} \sinh \left(\sigma_{j} t\right)-\sigma_{j} \cosh \left(\sigma_{j} t\right)}{\mu^{4}-\sigma_{j}^{2}}\right), \tag{38}
\end{equation*}
$$

or

$$
\begin{equation*}
y(t)=\left(A+\sum_{j=1}^{n} \frac{\sigma_{j} d_{j}}{\mu^{4}-\sigma_{j}^{2}}\right) e^{\mu^{2} t}-\sum_{j=1}^{n} d_{j}\left(\frac{\mu^{2} \sinh \left(\sigma_{j} t\right)+\sigma_{j} \cosh \left(\sigma_{j} t\right)}{\mu^{4}-\sigma_{j}^{2}}\right) \tag{39}
\end{equation*}
$$

for the present class of ODEs.
Remark 2. The obtained exact solutions for the four classes of $O D E$ Es satisfy the condition $y(0)=A$. On the other hand, the validity of the obtained solutions can be easily checked through direct substitutions into the governing ODEs of these classes. We can say that the FC is of great importance and benefits. This is because the FC not only gives the solutions of fractional models but also helps in deriving the solutions of corresponding classical/ordinary models.

## 5. Behavior of Solution

It is seen from the previous sections that the fractional systems (1) and (2) have the exact solutions given by Equation (20) and Equation (24), respectively. The main observation is that the solution (20) of the class (1) is real if the quantity $\left(-\omega^{2}\right)^{1 / \alpha}$ is real. For real $\omega$, we note that $\left(-\omega^{2}\right)^{1 / \alpha}=v \omega^{2 / \alpha}$ where $v=(-1)^{1 / \alpha}$. So, the solution (20) is real when $v$ is real. The authors [31] were able to specify the $\alpha$-values such that $v=(-1)^{1 / \alpha}$ is real and this occurs that the $\alpha$-values follow the next theorem [30].

Theorem 2. For $n, k \in \mathbb{N}^{+}$, the solution (20) is real when $\alpha=\frac{2 n-1}{2(k+n-1)}(v=1)$ and $\alpha=$ $\frac{2 n-1}{2(k+n)-1}(v=-1)$.

Based on the above theorem, the solution (20) for the fractional class (1) is plotted in Figure 1 for $\alpha=\frac{1}{2}$ at different numbers of the sinusoidal terms. Figure 2 shows the variation in the solution (20) for the fractional class (1) with two sinusoidal terms at different values of the initial condition $A$. In addition, Figure 3 indicates the behavior of the solution at various values of the fractional-order $\alpha$ when ten sinusoidal terms are incorporated in the fractional class (1). Furthermore, the solution is depicted in Figure 4 at some selected values $\alpha$ close to unity. This figure declares that the fractional solution becomes identical to the ordinary/classical solution as $\alpha \rightarrow 1$ which validates the present results.

For the fractional class (2), the solution (25) is displayed in Figure 5 when $\alpha=\frac{1}{2}$ at different numbers of the sinusoidal terms. The behavior of the solution of this class is similar to Figure 1 but with a slightly higher magnitude of the oscillations for the same numbers of the sinusoidal terms. Figure 6 gives us a picture of the solution profile as the fractional-order $\alpha$ varies regarding the fractional class (2). Moreover, Figure 7 displays the profile of the solution (25) at various values of the parameter $\mu$. The current results reveal the oscillatory nature of the obtained solutions for the fractional systems (1) and (2). Finally, the present analysis may be extended to effectively analyze higher-order fractional systems containing a finite number of sinusoidal terms.


Figure 1. Plots of the solution for the fractional class (1) when $\alpha=\frac{1}{2}, A=0, \omega=\frac{1}{2}, b_{j}=j$, and $\Omega_{j}=j \pi / 2$ at different values of $n$ (number of sinusoidal terms).


Figure 2. Plots of the solution for the fractional class (1) when $\alpha=\frac{1}{2}, \omega=\frac{1}{2}, b_{j}=j$, and $\Omega_{j}=j \pi / 2$ at different values of $A=-2,-1,0,1,2$ for two sinusoidal terms $(n=2)$.


Figure 3. Plots of the solution for the fractional class (1) when $\alpha=\frac{1}{2}, A=0, \omega=\frac{1}{5}, b_{j}=j$, and $\Omega_{j}=j \pi / 10$ at different values of $\alpha=\frac{1}{4}, \frac{1}{2}, \frac{3}{4}, \frac{7}{8}$ for ten sinusoidal terms $(n=10)$.

Solution of the fractional class (1) as $\alpha \rightarrow 1$ at $\mathrm{n}=10$


Figure 4. Plots of the solution for the fractional class (1) when $A=0, \omega=\frac{1}{5}, b_{j}=j$, and $\Omega_{j}=j \pi / 10$ at different values of $\alpha=\frac{27}{29}, \frac{45}{47}, \frac{61}{63}, \frac{81}{83}, 1$ for ten sinusoidal terms ( $n=10$ ).


Figure 5. Plots of the solution for the fractional class (2) when $\alpha=\frac{1}{2}, A=0, \mu=\frac{1}{2}, b_{j}=j$, and $\Omega_{j}=j \pi / 2$ at different values of $n$ (number of sinusoidal terms).


Figure 6. Plots of the solution for the fractional class (2) when $\mu=\frac{1}{2}, A=0, b_{j}=j$, and $\Omega_{j}=j \pi / 2$ at different values of $\alpha$ for five sinusoidal terms $(n=5)$.

Solution of the fractional class (2) at various values of $\mu$ and $\mathrm{n}=5$


Figure 7. Plots of the solution for the fractional class (2) when $\alpha=\frac{1}{2}, A=0, b_{j}=j$, and $\Omega_{j}=j \pi / 2$ at different values of $\mu$.

## 6. Conclusions

In this paper, a class of first-order fractional differential systems containing a finite number $n$ of sinusoidal terms was analyzed by means of the Riemann-Liouville fractional definition. The difficulties in solving fractional systems under real/physical initial conditions using the Riemann-Liouville fractional definition are overcome in this paper. This task was achieved via a straightforward method. The suggested method was successfully applied to extract the exact solutions of the considered fractional systems. In addition,
the corresponding exact solutions of the classical/ordinary versions were determined. The obtained results reveal the oscillatory nature of the present fractional systems. Moreover, the properties/behaviors of the obtained solutions were investigated graphically and hence interpreted. Accordingly, the current approach may deserve a further extension to include fractional systems of a higher order when the sinusoidal terms of a finite number are incorporated. Finally, the current approach may be applied to include other ideas [39-47].
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#### Abstract

Many techniques have been recently used by various researchers to solve some types of symmetrical fractional differential equations. In this article, we show the existence and uniqueness to the solution of $\varsigma$-Caputo stochastic fractional differential equations (CSFDE) using the Banach fixed point technique (BFPT). We analyze the Hyers-Ulam stability of CSFDE using the stochastic calculus techniques. We illustrate our results with three examples.


Keywords: fractional calculus; fixed-point theory

## 1. Introduction

Fractional calculus is a mathematical axis studying the characterizations of non-integer order derivatives and integrals $[1,2]$. In fact, this field contains the methods and notions of solving symmetrical differential equations with fractional derivatives. The theory of fractional calculus began almost in the same decade as the definition of classical calculus was decided. It was first defined in Leibniz's letter to L'Hospital in 1695, where the notion of semi-derivative was presented. During this period, fractional derivative was founded by many famous scientists, e.g., Riemann, Lagrange, Liouville, Fourier, Grünwald, Euler, Heaviside, Abel, etc. The fractional calculus has been used to describe many real-world phenomena: control theory, electrical networks, fluid flow, optics and signal processing, dynamical processes, etc. (see [1,3-7]). Particularly, in [8], the authors analyzed a system of neural networks in the sense of fractional derivatives. In [4], some novel applications of the non-integer order operators in the theory of viscoelasticity were derived. The authors of ref. [9] have proposed a scheme of approximate non-integer order differentiation, including noise immunity. A fruitful discussion on the Adams method in the fractional-order sense was given in the ref. [10]. In the last few decades, some new fractional derivatives have been introduced by various researchers to improve the literature on fractional calculus. In [11], Almeida suggested a new fractional derivative with respect to a kernel function called $\varsigma$-Caputo fractional derivative, and generalized the work of several researchers [1,12]. In this context, several research papers showed interest in the $\varsigma$-Caputo fractional derivative; for instance, see [11,13,14]. In [15], a numerical study on the non-integer order relaxationoscillation equations in terms of $\varsigma$-Caputo fractional derivatives are proposed. In [16], a study on the Ulam stability for Langevin non-integer order differential equations in the
sense of two different fractional orders of $\varsigma$-Caputo derivative has been given. In [17], the authors explored an initial value problem for differential equations in the sense of $\varsigma$-Caputo derivative via a monotone iterative approach.

Recently, the theory of Hyers-Ulam stability (HUS) has attracted the attention of several famous scientists due to its real-world applications in biology and fluid flow, where identifying the explicit solutions is a very hard task. Some novel research studies on this topic have been proposed in the following references [18-20]. In [21], the authors discussed the results regarding the existence and HUS of solutions for almost periodic stochastic differential equations in a fractional sense. In [22], some novel results on the existence and HUS of random stochastic impulsive functional differential equations with delay have been established. In [23], Ulam stability for partial integro-differential equations with uncertainty in a fractional-order sense has been explored. Most of the existing papers consider the Caputo fractional derivative for the existence, uniqueness and HUS of the solutions of fractional differential equations. There are a lot of papers which discuss the $\psi$-Caputo fractional derivative (see [24-26]) for the deterministic case. In this paper, we have studied this concept for the stochastic case.

In this work, the existence and uniqueness of CSFDE are provided. The HUS for the proposed problem with the help of the novel features of stochastic calculus is simulated.

This paper extends the work on [27-29] for the Caputo and Caputo-Hadamard fractional derivative.

We highlight the main advantages of our article as follows:

- To investigate the existence and uniqueness of the solution of CSFDE via BFPT.
- To investigate the HUS of CSFDE by using the stochastic calculus techniques.

We summarize the content of the article: Section 2 presents the basic definitions of $\varsigma$-CFD and some fundamental notations. Section 3 investigates the global existence and uniqueness of the solution of CSFDE. In Section 4, we analyze the HUS of CSFDE. In Section 5, we give three illustrative examples.

## 2. Basic Notions

Denote by $\left\{\Sigma, \mathcal{F}, \mathbb{F}_{\Pi}, \mathbb{P}\right\}$, where $\mathbb{F}_{\Pi}=\left\{\mathbb{F}_{\eta}\right\}_{\eta \in[1, \Pi]}$ and $\Pi>1$, the complete probability space; $W(\eta)$ is the standard Brownian motion.

Let $\mathcal{X}_{\eta}=L^{2}\left(\Sigma, \mathbb{F}_{\eta}, \mathbb{P}\right)$ (for every $\eta \in[1, \Pi]$ ) be the family of all $\mathbb{F}_{\eta}$-measurable and mean square integrable functions $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{T}: \Sigma \rightarrow \mathbb{R}^{p}$ satisfies

$$
\|\lambda\|_{m s}=\sqrt{\sum_{l=1}^{p} \mathbb{E}\left(\left|\lambda_{l}\right|^{2}\right)}=\sqrt{\mathbb{E}\|\lambda\|^{2}}
$$

where $\|\cdot\|$ is the usual Euclidian norm.
Definition 1 ([14]). Denote by $\varphi>0$ and let $\varsigma \in C^{1}[c, b]$ the function satisfying $\varsigma^{\prime}(\sigma) \neq 0$, $\forall \sigma \in[c, b]$. The $\varsigma$-fractional integral of order $\varphi$ for an integrable function $g$ is defined as

$$
\begin{equation*}
I_{c^{+}}^{\varphi, \zeta} g(x)=\frac{1}{\Gamma(\varphi)} \int_{c}^{x} \varsigma^{\prime}(\sigma)(\varsigma(x)-\varsigma(\sigma))^{\varphi-1} g(\sigma) d \sigma . \tag{1}
\end{equation*}
$$

Definition 2 ([14]). Denote by $\varphi>0$ and let $\varsigma \in C^{1}[c, b]$ the function satisfying $\varsigma^{\prime}(\sigma) \neq 0$, $\forall \sigma \in[c, b]$. The $\varsigma$-Riemann-Liouville fractional derivative of order $\varphi$ of a function $g$ is defined by

$$
\begin{equation*}
D_{c^{+}}^{\varphi, \zeta} g(x)=\left(\frac{1}{\varsigma^{\prime}(x)} \frac{d}{d x}\right) I_{c^{+}}^{1-\varphi, \zeta} g(x) . \tag{2}
\end{equation*}
$$

Definition 3 ([14]). Let $\varphi>0$ and $\varsigma \in C^{1}[c, b]$ the functions satisfying $\varsigma^{\prime}(\sigma) \neq 0, \forall \sigma \in[c, b]$. The $\varsigma$-Caputo fractional derivative of order $\varphi$ of a function $g$ is defined by

$$
\begin{equation*}
{ }^{C} D_{c^{+}}^{\varphi, \zeta} g(t)=D_{c^{+}}^{\varphi, \zeta}[g(t)-g(c)] \tag{3}
\end{equation*}
$$

Definition 4 ([1]). $E_{\rho, \kappa}(y)$ is called a Mittag-Leffler function with two parameters if:

$$
E_{\rho, \kappa}(y)=\sum_{m=0}^{+\infty} \frac{y^{m}}{\Gamma(m \rho+\kappa)}
$$

where $\rho>0, \kappa>0, y \in \mathbb{C}$.
Theorem $1([30])$. Let $(\mathbb{E}, d)$ be a complete metric space and let $\mathcal{B}: \mathbb{E} \rightarrow \mathbb{E}($ with $z \in[0,1)$ ) be a contraction. Assume that $j \in \mathbb{E}, d(j, \mathcal{B}(j)) \leq v$ and $v>0$. Then, there is a unique $u \in \mathbb{E}$ such that $\mathcal{B}(u)=u$.

Let the following CSFDE:

$$
\begin{equation*}
{ }^{C} D_{a^{+}}^{\varphi, \varsigma} \xi(\eta)=f_{1}(\eta, \xi(\eta))+f_{2}(\eta, \xi(\eta)) \frac{d W(\eta)}{d \eta} \tag{4}
\end{equation*}
$$

where the initial condition is $\xi(a)=\delta, \varsigma:[a, \Pi] \rightarrow \mathbb{R}$ be a $C^{1}$-increasing function with $\varsigma^{\prime}(\eta) \neq 0, \forall \eta \in[a, \Pi], 0<\varphi<1, f_{1}:[a, \Pi] \times \mathbb{R}^{p} \longrightarrow \mathbb{R}^{p}$ and $f_{2}:[a, \Pi] \times \mathbb{R}^{p} \longrightarrow \mathbb{R}^{p}$ are measurable functions.

Let the following hypothesis:
$\mathcal{H}_{1}$ : There is $L>0$ satisfying

$$
\begin{equation*}
\left\|f_{1}\left(\eta, \xi_{1}\right)-f_{1}\left(\eta, \xi_{2}\right)\right\| \vee\left\|f_{2}\left(\eta, \xi_{1}\right)-f_{2}\left(\eta, \xi_{2}\right)\right\| \leq L\left\|\xi_{1}-\xi_{2}\right\|, \tag{5}
\end{equation*}
$$

for all $\left(\eta, \xi_{1}, \xi_{2}\right) \in[a, \Pi] \times \mathbb{R}^{p} \times \mathbb{R}^{p}$.
$\mathcal{H}_{2}: f_{1}(\cdot, 0)$ and $f_{2}(\cdot, 0)$ satisfying

$$
\begin{gather*}
\left\|f_{2}(\cdot, 0)\right\|_{\infty}=\operatorname{ess} \sup _{\eta \in[a, \Pi]}\left\|f_{2}(\eta, 0)\right\|<\infty  \tag{6}\\
\int_{a}^{\Pi}\left\|f_{1}(\sigma, 0)\right\|^{2} d \sigma<\infty
\end{gather*}
$$

## 3. Existence and Uniqueness of Solutions

Denote by $\mathbb{H}^{2}([a, \Pi])$ the family of all the processes $\xi$ which are $\mathbb{F}_{\Pi \text {-adapted, measur- }}$ able such that

$$
\|\mathcal{\xi}\|_{\mathbb{H}^{2}}=\sup _{a \leq r \leq \Pi}\|\xi(r)\|_{m s}<\infty
$$

It is not hard to prove that $\left(\mathbb{H}^{2}([a, \Pi]),\|\cdot\|_{\mathbb{H}^{2}}\right)$ is a Banach space. Let the operator $N_{\delta}$ : $\mathbb{H}^{2}([a, \Pi]) \rightarrow \mathbb{H}^{2}([a, \Pi])$, for $\delta \in \mathcal{X}_{a}$, given by:

$$
\begin{align*}
N_{\delta} y(\eta) & =\delta+\frac{1}{\Gamma(\varphi)}\left[\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{1}(\sigma, y(\sigma)) d \sigma\right] \\
& +\frac{1}{\Gamma(\varphi)}\left[\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{2}(\sigma, y(\sigma)) d W(\sigma)\right] \tag{7}
\end{align*}
$$

Lemma 1. $N_{\delta}$, for every $\sigma \in \mathcal{X}_{a}$, is well defined.

Proof. Let $q \in \mathbb{H}^{2}([a, \Pi])$. Then, one has

$$
\begin{align*}
\left\|N_{\delta} q(\eta)\right\|_{m s}^{2} & \leq 3\|\delta\|_{m s}^{2}+\frac{3}{\Gamma(\varphi)^{2}} \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{1}(\sigma, q(\sigma)) d \sigma\right\|^{2}\right) \\
& +\frac{3}{\Gamma(\varphi)^{2}} \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{2}(\sigma, q(\sigma)) d W(\sigma)\right\|^{2}\right) \tag{8}
\end{align*}
$$

Using the Cauchy-Schwartz inequality, one gets

$$
\begin{align*}
& \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{1}(\sigma, q(\sigma)) d \sigma\right\|^{2}\right) \\
\leq & \left(\int_{a}^{\eta}\left(\varsigma^{\prime}(\sigma)\right)^{2}(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} d \sigma\right) \mathbb{E}\left(\int_{a}^{\eta}\left\|f_{1}(\sigma, q(\sigma))\right\|^{2} d \sigma\right) \\
\leq & M\left(\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} d \sigma\right) \mathbb{E}\left(\int_{a}^{\eta}\left\|f_{1}(\sigma, q(\sigma))\right\|^{2} d \sigma\right) \\
\leq & \frac{M}{2 \varphi-1}(\varsigma(\eta)-\varsigma(a))^{2 \varphi-1} E\left(\int_{a}^{\eta}\left\|f_{1}(\sigma, q(\sigma))\right\|^{2} d \sigma\right), \tag{9}
\end{align*}
$$

where $M=\sup _{\sigma \in[a, \Pi]} \varsigma^{\prime}(\sigma)$. By $\mathcal{H}_{1}$, one can derive that

$$
\begin{equation*}
\left\|f_{1}(\sigma, q(\sigma))\right\|^{2} \leq 2 L^{2}\|q(\sigma)\|^{2}+2\left\|f_{1}(\sigma, 0)\right\|^{2} \tag{10}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
E\left(\int_{a}^{\eta}\left\|f_{1}(\sigma, q(\sigma))\right\|^{2} d \sigma\right) \leq 2 L^{2}(\Pi-a) \sup _{\sigma \in[a, \Pi]} E\left(\|q(\sigma)\|^{2}\right)+2 \int_{a}^{\Pi}\left\|f_{1}(\sigma, 0)\right\|^{2} d \sigma \tag{11}
\end{equation*}
$$

Then,

$$
\begin{gather*}
\mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{1}(\sigma, q(\sigma)) d \sigma\right\|^{2}\right) \\
\leq \frac{M(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}}{2 \varphi-1}\left[2 L^{2}(\Pi-a) \sup _{\sigma \in[a, \Pi]} E\left(\|q(\sigma)\|^{2}\right)+2 \int_{a}^{\Pi}\left\|f_{1}(\sigma, 0)\right\|^{2} d \sigma\right] . \tag{12}
\end{gather*}
$$

Using Itô's isometry formula, one gets

$$
\begin{align*}
& \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{2}(\sigma, q(\sigma)) d W(\sigma)\right\|^{2}\right) \\
= & \mathbb{E}\left(\int_{a}^{\eta}\left(\varsigma^{\prime}(\sigma)\right)^{2}(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2}\left\|f_{2}(\sigma, q(\sigma))\right\|^{2} d \sigma\right) . \tag{13}
\end{align*}
$$

Using $\mathcal{H}_{1}$, one has

$$
\begin{equation*}
\left\|f_{2}(\sigma, q(\sigma))\right\|^{2} \leq 2 L^{2}\|q(\sigma)\|^{2}+2\left\|f_{2}(\cdot, 0)\right\|_{\infty}^{2} \tag{14}
\end{equation*}
$$

Hence,

$$
\mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1} f_{2}(\sigma, q(\sigma)) d W(\sigma)\right\|^{2}\right)
$$

$$
\begin{align*}
& \leq 2 M L^{2} \mathbb{E}\left(\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2}\|q(\sigma)\|^{2} d \sigma\right) \\
& +2 M\left\|f_{2}(\cdot, 0)\right\|_{\infty}^{2} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} d \sigma \\
& \leq \frac{2 M L^{2}}{2 \varphi-1}(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}\|q\|_{\mathbb{H}_{2}}^{2}+\frac{2 M}{2 \varphi-1}(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}\left\|f_{2}(\cdot, 0)\right\|_{\infty}^{2} . \tag{15}
\end{align*}
$$

Therefore, $N_{\delta}$ is well defined.
Theorem 2. Under $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, for every $\sigma \in \mathcal{X}_{a}$, Equation (4) has a unique global solution $\xi(\cdot, \sigma)$ on $[a, \Pi]$.

Proof. Let $\Pi>a$ be arbitrary. Let $\theta>0$, such that $\theta^{2 \varphi-1}>2 L^{2} M(\Pi+1) \frac{\Gamma(2 \varphi-1)}{\Gamma(\varphi)^{2}}$. We define a norm $\|\cdot\|$ on the space $\mathbb{H}^{2}([a, \Pi])$ by

$$
\begin{equation*}
\|\xi\|_{\theta}=\sup _{\eta \in[a, \Pi]} \sqrt{\frac{\mathbb{E}\left(\|\xi(\eta)\|^{2}\right)}{e^{\theta(\zeta(\zeta)-\zeta(a))}}}, \quad \forall \xi \in \mathbb{H}^{2}([a, \Pi]) . \tag{1}
\end{equation*}
$$

It is not hard to show that $\|\cdot\| \|_{\mathbb{H}^{2}}$ and $\|\cdot\|_{\theta}$ are equivalent. Consequently, $\left(\mathbb{H}^{2}([a, \Pi]),\|\cdot\| \|_{\theta}\right)$ is a Banach space.

Let $\xi_{1}, \xi_{2} \in \mathbb{H}^{2}([a, \Pi])$. Using (7), we get $\forall \eta \in[a, \Pi]$

$$
\mathbb{E}\left(\left\|N_{\delta} \xi_{1}(\eta)-N_{\delta} \xi_{2}(\eta)\right\|^{2}\right)
$$

$$
\begin{aligned}
& \leq \frac{2}{\Gamma(\varphi)^{2}} \mathbb{E}\left(\left\|\int_{a}^{\eta} s^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{1}\left(\sigma, \xi_{1}(\sigma)\right)-f_{1}\left(\sigma, \xi_{2}(\sigma)\right)\right) d \sigma\right\|^{2}\right) \\
& +\frac{2}{\Gamma(\varphi)^{2}} \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{2}\left(\sigma, \xi_{1}(\sigma)\right)-f_{2}\left(\sigma, \xi_{2}(\sigma)\right)\right) d W(\sigma)\right\|^{2}\right) .
\end{aligned}
$$

Using Hölder inequality, one has

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{1}\left(\sigma, \xi_{1}(\sigma)\right)-f_{1}\left(\sigma, \xi_{2}(\sigma)\right)\right) d \sigma\right\|^{2}\right) \\
& \leq L^{2} M(\eta-a) \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} \mathbb{E}\left(\left\|\xi_{1}(\sigma)-\xi_{2}(\sigma)\right\|^{2}\right) d \sigma .
\end{aligned}
$$

Moreover, using Itô isometry, we have

$$
\begin{align*}
& \mathbb{E}\left(\left\|\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{2}\left(\sigma, \xi_{1}(\sigma)\right)-f_{2}\left(\sigma, \xi_{2}(\sigma)\right)\right) d W(\sigma)\right\|^{2}\right) \\
& =\mathbb{E}\left(\int_{a}^{\eta}\left(\varsigma^{\prime}(\sigma)\right)^{2}(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2}\left\|f_{2}\left(\sigma, \xi_{1}(\sigma)\right)-f_{2}\left(\sigma, \xi_{2}(\sigma)\right)\right\|^{2} d \sigma\right) \\
& \leq L^{2} M \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} \mathbb{E}\left(\left\|\xi_{1}(\sigma)-\xi_{2}(\sigma)\right\|^{2}\right) d \sigma . \tag{17}
\end{align*}
$$

Then,

$$
\mathbb{E}\left(\left\|N_{\delta} \xi_{1}(\eta)-N_{\delta} \xi_{2}(\eta)\right\|^{2}\right)
$$

$$
\begin{align*}
& \leq \frac{2 L^{2} M}{\Gamma(\varphi)^{2}}(\Pi+1) \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} \mathbb{E}\left(\left\|\xi_{1}(\sigma)-\xi_{2}(\sigma)\right\|^{2}\right) d \sigma \\
& =\frac{2 L^{2} M}{\Gamma(\varphi)^{2}}(\Pi+1) \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} \frac{\mathbb{E}\left(\left\|\xi_{1}(\sigma)-\xi_{2}(\sigma)\right\|^{2}\right)}{e^{\theta(\zeta(\sigma)-\varsigma(a))}} e^{\theta(\varsigma(\sigma)-\varsigma(a))} d \sigma \\
& \leq \frac{2 L^{2} M}{\Gamma(\varphi)^{2}}(\Pi+1)\left\|\xi_{1}-\xi_{2}\right\|_{\theta}^{2} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} e^{\theta(\varsigma(\sigma)-\varsigma(a))} d \sigma . \tag{18}
\end{align*}
$$

Set $J=\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} e^{\theta(\varsigma(\sigma)-\varsigma(a))} d \sigma$. Thus, by using Lemma 2.6 in [16], we get

$$
\begin{equation*}
J \leq \frac{\Gamma(2 \varphi-1)}{\theta^{2 \varphi-1}} e^{\theta(\varsigma(\eta)-\varsigma(a))} \tag{19}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\frac{\mathbb{E}\left(\left\|N_{\delta} \xi_{1}(\eta)-N_{\delta} \xi_{2}(\eta)\right\|^{2}\right)}{e^{\theta(\varsigma(\eta)-\varsigma(a))}} \leq \frac{2 L^{2} M}{\Gamma(\varphi)^{2}}(\Pi+1) \frac{\Gamma(2 \varphi-1)}{\theta^{2 \varphi-1}}\left\|\xi_{1}-\xi_{2}\right\|_{\theta}^{2} \tag{20}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left\|N_{\delta} \xi_{1}-N_{\delta} \xi_{2}\right\|_{\theta} \leq C\left\|\xi_{1}-\xi_{2}\right\|_{\theta}, \tag{21}
\end{equation*}
$$

where $C=\sqrt{\frac{2 L^{2} M}{\Gamma(\varphi)^{2}}(\Pi+1) \frac{\Gamma(2 \varphi-1)}{\theta^{2 \varphi-1}}}$. Therefore, there is a unique solution of (4) such that $\xi(a)=\delta$.

## 4. Hyers-Ulam Stability

In this section, we study the Hyers-Ulam stability of Equation (4) using the generalized Gronwall inequality and the stochastic calculus techniques.

Definition 5. Equation (4) is Hyers-Ulam stable with respect to $\epsilon$ if there is a number $M_{1}>0$ satisfying for each $\epsilon>0$, and for each solution $y \in \mathbb{H}^{2}([a, \Pi])$, with $y(a)=\delta$, of the following inequality:

$$
\begin{equation*}
\mathbb{E}\left\|y(\eta)-y(a)-\left(\int_{a}^{\eta} \frac{\zeta^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}}{\Gamma(\varphi)}\left(f_{1}(\sigma, y(\sigma)) d \sigma+f_{2}(\sigma, y(\sigma)) d W(\sigma)\right)\right)\right\|^{2} \leq \epsilon \tag{22}
\end{equation*}
$$

for all $\eta \in[a, \Pi]$, there exists a solution $\xi \in \mathbb{H}^{2}([a, \Pi])$ of $(4)$, with $\xi(a)=\delta$, such that

$$
\mathbb{E}\|y(\eta)-\xi(\eta)\|^{2} \leq M_{1} \epsilon, \forall \eta \in[a, \Pi] .
$$

Theorem 3. Under Assumptions $\mathcal{H}_{1}-\mathcal{H}_{2}$, the $\varsigma$-Caputo stochastic fractional differential Equation (4) are Hyers-Ulam stable with respect to $\epsilon$ on $[a, \Pi]$.

Proof. Let $\epsilon>0$ and $y \in \mathbb{H}^{2}([a, \Pi])$ be a function satisfying (22) and denote by $\xi \in$ $\mathbb{H}^{2}([a, \Pi])$ the solution of (4) with initial data $y(a)$; thus

$$
\begin{equation*}
\xi(\eta)=y(a)+\frac{1}{\Gamma(\varphi)}\left[\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{1}(\sigma, \xi(\sigma)) d \sigma+f_{2}(\sigma, \xi(\sigma)) d W(\sigma)\right)\right] . \tag{23}
\end{equation*}
$$

Thus,

$$
\begin{gathered}
\mathbb{E}\|y(\eta)-\xi(\eta)\|^{2} \\
\leq 2 \mathbb{E} \| y(\eta)-y(a)-\frac{1}{\Gamma(\varphi)}\left(\int _ { a } ^ { \eta } \varsigma ^ { \prime } ( \sigma ) ( \varsigma ( \eta ) - \varsigma ( \sigma ) ) ^ { \varphi - 1 } \left[f_{1}(\sigma, y(\sigma)) d \sigma\right.\right. \\
\left.\left.+f_{2}(\sigma, y(\sigma)) d W(\sigma)\right]\right) \|^{2}
\end{gathered}
$$

$$
\begin{gathered}
+2 \mathbb{E} \| \frac{1}{\Gamma(\varphi)}\left(\int _ { a } ^ { \eta } \varsigma ^ { \prime } ( \sigma ) ( \varsigma ( \eta ) - \varsigma ( \sigma ) ) ^ { \varphi - 1 } \left[\left(f_{1}(\sigma, y(\sigma))-f_{1}(\sigma, \xi(\sigma))\right) d \sigma\right.\right. \\
\left.\left.+\left(f_{2}(\sigma, y(\sigma))-f_{2}(\sigma, \xi(\sigma))\right) d W(\sigma)\right]\right) \|^{2}
\end{gathered}
$$

Then, applying assumptions $\mathcal{H}_{1}-\mathcal{H}_{2}$ and Cauchy-Schwartz inequality, we have

$$
\begin{gathered}
\mathbb{E}\|y(\eta)-\xi(\eta)\|^{2} \\
\leq 2 \epsilon+4 \mathbb{E}\left\|\frac{1}{\Gamma(\varphi)} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{1}(\sigma, y(\sigma))-f_{1}(\sigma, \xi(\sigma))\right) d \sigma\right\|^{2} \\
+4 \mathbb{E}\left\|\frac{1}{\Gamma(\varphi)} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{\varphi-1}\left(f_{2}(\sigma, y(\sigma))-f_{2}(\sigma, \xi(\sigma))\right) d W(\sigma)\right\|^{2} \\
\leq 2 \epsilon+\frac{4 L^{2} M(\zeta(\eta)-\varsigma(a))^{2 \varphi-1}}{(2 \varphi-1) \Gamma(\varphi)^{2}} \mathbb{E}\left(\int_{a}^{\eta}\|y(\sigma)-\xi(\sigma)\|^{2} d \sigma\right) \\
+\frac{4 L^{2} M}{\Gamma(\varphi)^{2}} \mathbb{E}\left(\int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2}\|y(\sigma)-\xi(\sigma)\|^{2} d \sigma\right)
\end{gathered}
$$

Then,

$$
\begin{align*}
\mathbb{E}\|y(\eta)-\xi(\eta)\|^{2} & \leq 2 \epsilon+\frac{4 L^{2} M(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}}{(2 \varphi-1) \Gamma(\varphi)^{2}} \int_{a}^{\eta} \mathbb{E}\|y(\sigma)-\xi(\sigma)\|^{2} d \sigma \\
& +\frac{4 L^{2} M}{\Gamma(\varphi)^{2}} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} \mathbb{E}\|y(\sigma)-\xi(\sigma)\|^{2} d \sigma \tag{24}
\end{align*}
$$

Set $z(\eta)=\mathbb{E}\|y(\eta)-\xi(\eta)\|^{2}$. Thus, one gets

$$
\begin{equation*}
z(\eta) \leq \alpha_{1}+\alpha_{2} \int_{a}^{\eta} z(\sigma) d \sigma+\alpha_{3} \int_{a}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{2 \varphi-2} z(\sigma) d \sigma \tag{25}
\end{equation*}
$$

where $\alpha_{1}=2 \epsilon, \alpha_{2}=\frac{4 L^{2} M(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}}{(2 \varphi-1) \Gamma(\varphi)^{2}}$ and $\alpha_{3}=\frac{4 L^{2} M}{\Gamma(\varphi)^{2}}$.
Applying the generalized Gronwall inequality (see [31]), we have

$$
\begin{align*}
z(\eta) & \leq\left[\alpha_{1}+\alpha_{2} \int_{a}^{\eta} z(\sigma) d \sigma\right] E_{2 \varphi-1}\left(\alpha_{3} \Gamma(2 \varphi-1)(\varsigma(\eta)-\varsigma(a))^{2 \varphi-1}\right) \\
& \leq \alpha_{4}+\alpha_{5} \int_{a}^{\eta} z(\sigma) d \sigma \tag{26}
\end{align*}
$$

where $\alpha_{4}=2 \epsilon E_{2 \varphi-1}\left(\alpha_{3} \Gamma(2 \varphi-1)(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}\right)$ and $\alpha_{5}=\frac{4 L^{2} M(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}}{(2 \varphi-1) \Gamma(\varphi)^{2}}$ $E_{2 \varphi-1}\left(\alpha_{3} \Gamma(2 \varphi-1)(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}\right)$.

Applying the classical Gronwall inequality, we can derive that

$$
\begin{equation*}
z(\eta) \leq \alpha_{4} e^{\alpha_{5}(\eta-a)} \leq \alpha_{4} e^{\alpha_{5}(\Pi-a)} \tag{27}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
z(\eta) \leq M_{1} \epsilon \tag{28}
\end{equation*}
$$

where $M_{1}=2 E_{2 \varphi-1}\left(\alpha_{3} \Gamma(2 \varphi-1)(\varsigma(\Pi)-\varsigma(a))^{2 \varphi-1}\right) e^{\alpha_{5}(\Pi-a)}$.
Therefore, Equation (4) is Hyers-Ulam stable with respect to $\epsilon$.

## 5. Examples

This section is devoted to show our results in three examples.
Example 1. Let the CSFDE for each $\epsilon>0$ and for $\eta \in\left[1, e^{2}\right]$, given by

$$
\left\{\begin{array}{l}
{ }^{c} D_{1^{+}}^{\frac{2}{3}, \zeta} \xi(\eta)=f_{1}(\eta, \xi(\eta))+f_{2}(\eta, \xi(\eta)) \frac{d W(\eta)}{d \eta},  \tag{29}\\
\mathbb{E}\left|y(\eta)-y(1)-\frac{1}{\Gamma(\varphi)}\left(\int_{1}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{-\frac{1}{3}}\left(f_{1}(\sigma, y(\sigma)) d \sigma+f_{2}(\sigma, y(\sigma)) d W(\sigma)\right)\right)\right|^{2} \leq \epsilon, \\
y(1)=\delta
\end{array}\right.
$$

where $\varphi=\frac{2}{3}, \varsigma(\eta)=\ln (\eta)$ and

$$
\begin{aligned}
\xi(\eta) & \in \mathbb{H}^{2}\left(\left[1, e^{2}\right], \mathbb{R}\right) \\
f_{1}(\eta, \xi(\eta)) & =\sqrt{\ln (\eta)}(\arctan (\xi(\eta))+\cos (\xi(\eta))) \\
f_{2}(\eta, \xi(\eta)) & =\sqrt{\eta} \cos (\xi(\eta))
\end{aligned}
$$

We will prove that Equation (29) is Hyers-Ulam stable with respect to $\epsilon$.
Let $\left(\eta, \xi_{1}, \xi_{2}\right) \in\left[1, e^{2}\right] \times \mathbb{R} \times \mathbb{R}$, thus

$$
\left|f_{1}\left(\eta, \xi_{1}\right)-f_{1}\left(\eta, \xi_{2}\right)\right| \leq 4\left|\xi_{1}-\xi_{2}\right|
$$

and

$$
\left|f_{2}\left(\eta, \xi_{1}\right)-f_{2}\left(\eta, \xi_{2}\right)\right| \leq e\left|\xi_{1}-\xi_{2}\right| .
$$

Hence, assumption $\mathcal{H}_{1}$ fulfilled. Moreover,

$$
\left\|f_{2}(\cdot, 0)\right\|_{\infty}=\operatorname{ess} \sup _{\eta \in\left[1, e^{2}\right]}\left|f_{2}(\eta, 0)\right| \leq e,
$$

and

$$
\int_{1}^{e^{2}}\left|f_{1}(\eta, 0)\right|^{2} d \eta \leq 2\left(e^{2}+1\right)
$$

Thus, assumptions $\mathcal{H}_{1}-\mathcal{H}_{2}$ fulfilled. Hence, applying Theorem 3, Equation (29) has a unique solution, and it is Hyers-Ulam stable with respect to $\epsilon$ on $\left[1, e^{2}\right]$.

Example 2. Let the CSFDE for each $\epsilon>0$ and for $\eta \in[0.5,6]$, given by

$$
\left\{\begin{array}{l}
{ }^{C} D_{1^{+}}^{\frac{3}{4}, \zeta} \xi(\eta)=f_{1}(\eta, \xi(\eta))+f_{2}(\eta, \xi(\eta)) \frac{d W(\eta)}{d \eta},  \tag{30}\\
\mathbb{E}\left|y(\eta)-y(0.5)-\frac{1}{\Gamma(\varphi)}\left(\int_{0.5}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{-\frac{1}{4}}\left(f_{1}(\sigma, y(\sigma)) d \sigma+f_{2}(\sigma, y(\sigma)) d W(\sigma)\right)\right)\right|^{2} \leq \epsilon \\
y(0.5)=\delta
\end{array}\right.
$$

where $\varphi=\frac{3}{4}, \varsigma(\eta)=\sqrt{\eta}$ and

$$
\begin{aligned}
\xi(\eta) & \in \mathbb{H}^{2}([0.5,6], \mathbb{R}) \\
f_{1}(\eta, \xi(\eta)) & =\frac{e^{\eta}}{1+e^{\eta}}(1+\xi(\eta)) \\
f_{2}(\eta, \xi(\eta)) & =\frac{1+\sin (\xi(\eta))}{(1+\eta)^{2}}
\end{aligned}
$$

We will prove that Equation (31) is Hyers-Ulam stable with respect to $\epsilon$.

$$
\begin{aligned}
& \left(\eta, \xi_{1}, \xi_{2}\right) \in[0.5,6] \times \mathbb{R} \times \mathbb{R} \text {, then } \\
& \qquad\left|f_{1}\left(\eta, \xi_{1}\right)-f_{1}\left(\eta, \xi_{2}\right)\right| \leq\left|\xi_{1}-\xi_{2}\right|,
\end{aligned}
$$

and

$$
\left|f_{2}\left(\eta, \xi_{1}\right)-f_{2}\left(\eta, \xi_{2}\right)\right| \leq\left|\xi_{1}-\xi_{2}\right| .
$$

Thus, assumption $\mathcal{H}_{1}$ holds. On the other hand,

$$
\left\|f_{2}(\cdot, 0)\right\|_{\infty}=\operatorname{ess} \sup _{\eta \in[0.5,6]}\left|f_{2}(\eta, 0)\right| \leq 1,
$$

and

$$
\int_{0.5}^{6}\left|f_{1}(\eta, 0)\right|^{2} d \eta \leq \ln \left(1+e^{6}\right)
$$

Then, assumptions $\mathcal{H}_{1}-\mathcal{H}_{2}$ are fulfilled. Hence, applying Theorem 3, Equation (31) has a unique solution, and it is Hyers-Ulam stable with respect to $\epsilon$ on $[0.5,6]$.

Example 3. Let the CSFDE, for each $\epsilon>0$ and for $\eta \in[0,5]$, given by

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\frac{1}{5}, \zeta} \xi(\eta)=f_{1}(\eta, \xi(\eta))+f_{2}(\eta, \xi(\eta)) \frac{d W(\eta)}{d \eta},  \tag{31}\\
\mathbb{E}\left|y(\eta)-y(0)-\frac{1}{\Gamma(\varphi)}\left(\int_{0}^{\eta} \varsigma^{\prime}(\sigma)(\varsigma(\eta)-\varsigma(\sigma))^{-\frac{4}{5}}\left(f_{1}(\sigma, y(\sigma)) d \sigma+f_{2}(\sigma, y(\sigma)) d W(\sigma)\right)\right)\right|^{2} \leq \epsilon, \\
y(0)=\delta,
\end{array}\right.
$$

where $\varphi=\frac{1}{5}, \varsigma(\eta)=\eta$ and

$$
\begin{aligned}
\xi(\eta) & \in \mathbb{H}^{2}([0,5], \mathbb{R}) \\
f_{1}(\eta, \xi(\eta)) & =2 e^{-\eta}(\eta) \\
f_{2}(\eta, \xi(\eta)) & =3 \sin (\xi(\eta)) .
\end{aligned}
$$

We will prove that Equation (31) is Hyers-Ulam stable with respect to $\epsilon$.

$$
\left(\eta, \xi_{1}, \xi_{2}\right) \in[0,5] \times \mathbb{R} \times \mathbb{R} \text {, then }
$$

$$
\left|f_{1}\left(\eta, \xi_{1}\right)-f_{1}\left(\eta, \xi_{2}\right)\right| \leq 2\left|\xi_{1}-\xi_{2}\right|,
$$

and

$$
\left|f_{2}\left(\eta, \xi_{1}\right)-f_{2}\left(\eta, \xi_{2}\right)\right| \leq 3\left|\xi_{1}-\xi_{2}\right| .
$$

Thus, assumption $\mathcal{H}_{1}$ hold. On the other hand,

$$
\left\|f_{2}(\cdot, 0)\right\|_{\infty}=\underset{\eta \in[0,5]}{\operatorname{ess} \sup _{n}\left|f_{2}(\eta, 0)\right|=0, ~}
$$

and

$$
\int_{0}^{5}\left|f_{1}(\eta, 0)\right|^{2} d \eta=0
$$

Then, assumptions $\mathcal{H}_{1}-\mathcal{H}_{2}$ are fulfilled. Hence, applying Theorem 3, Equation (31) has a unique solution, and it is Hyers-Ulam stable with respect to $\epsilon$ on $[0,5]$.

## 6. Conclusions

In this research paper, we have proved the existence and uniqueness of CSFDE. We have simulated the HUS for the proposed problem with the help of the novel features of stochastic calculus. We have illustrated three examples to justify the correctness and
applicability of the proposed results. The applications of some well-known terms of functional analysis, such as the Cauchy-Schwarz inequality, properties of measurable functions, supremum norm, Itô's isometry formula, Hölder inequality, and generalized Gronwall inequality make the study more visible to the literature. The proposed results will be very useful to prove the existence of a unique solution and Hyers-Ulam stability of $\varsigma$-Caputo type fractional stochastic differential equations.
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#### Abstract

In this study, we examine the existence and Hyers-Ulam stability of a coupled system of generalized Liouville-Caputo fractional order differential equations with integral boundary conditions and a connection to Katugampola integrals. In the first and third theorems, the Leray-Schauder alternative and Krasnoselskii's fixed point theorem are used to demonstrate the existence of a solution. The Banach fixed point theorem's concept of contraction mapping is used in the second theorem to emphasise the analysis of uniqueness, and the results for Hyers-Ulam stability are established in the next theorem. We establish the stability of Ulam-Hyers using conventional functional analysis. Finally, examples are used to support the results. When a generalized Liouville-Caputo ( $\rho$ ) parameter is modified, asymmetric results are obtained. This study presents novel results that significantly contribute to the literature on this topic.
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## 1. Introduction

We consider the nonlinear coupled fractional differential equations with generalized Liouville-Caputo derivatives

$$
\left\{\begin{array}{l}
{ }_{C}^{\rho} \mathcal{D}_{0^{+}}^{\xi} p(\tau)=f(\tau, p(\tau), q(\tau)), \tau \in \mathcal{G}:=[0, \mathcal{T}],  \tag{1}\\
{ }_{C} \mathcal{D}_{0^{+}}^{\zeta} q(\tau)=g(\tau, p(\tau), q(\tau)), \tau \in \mathcal{G}:=[0, \mathcal{T}],
\end{array}\right.
$$

enhanced with boundary conditions which are defined by:

$$
\left\{\begin{array}{l}
p(0)=0, \quad q(0)=0,  \tag{2}\\
p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\varsigma} q(\omega)=\frac{\epsilon \rho^{1-\varsigma}}{\Gamma(\varsigma)} \int_{0}^{\infty} \frac{\theta^{\rho-1}}{\left(\omega^{\rho}-\theta^{\rho}\right)^{1-\varsigma}} q(\theta) d \theta, \\
q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{\varrho} p(\sigma)=\frac{\pi \rho^{1-\varrho}}{\Gamma(\varrho)} \int_{0}^{\sigma} \frac{\theta^{\rho-1}}{\left(\sigma^{\rho}-\theta^{\rho}\right)^{1-\varrho}} p(\theta) d \theta, \\
0<\sigma<\omega<\mathcal{T},
\end{array}\right.
$$

where ${ }_{C}^{\rho} \mathcal{D}_{0^{+}}^{\tau}{ }_{C}^{\rho} \mathcal{D}_{0^{+}}^{\zeta}$ are the Liouville-Caputo-type generalized fractional derivative of order $1<\xi, \zeta \leq 2,{ }_{C}^{\rho} \mathcal{I}_{0^{+}}^{\zeta},{ }_{C}^{\rho} \mathcal{I}_{0^{+}}^{\varrho}$ are the generalized fractional integral of order (Katugampola type) $\varrho, \varsigma>0, \rho>0, f, g: \mathcal{G} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions, $\epsilon, \pi \in \mathbb{R}$. The strip
conditions states that the value of the unknown function at the right end point $\tau=T$ of the given interval is proportional to the values of the unknown function on the strips of varying lengths. When $\rho=1$, the generalized Liouville-Caputo equation is changed to the Caputo sense, which leads to asymmetric results. In a similar way, when $\rho=1$, the Katugampola integrals are changed to Riemann-Liouville integrals, which leads to cases that are not symmetric. To the best of our knowledge, the stability analysis of boundary value problems (BVPs) is still in its early stages. This paper's primary contribution is to study existence and Ulam-Hyers stability analysis. In addition, we demonstrate the problem (1)-(2) employed by Leray-Schauder, Banach and Krasnoselskii's fixed point theorems to prove the existence and uniqueness of solutions. The system (1) is the well-known fractional-order coupled logistic system [1]:

$$
\left\{\begin{array}{l}
\mathcal{D}^{\alpha} u(\tau)=r_{1} u(\tau)-\frac{r_{1}}{k_{1}} u(\tau)(u(\tau)+v(\tau)), \tau \in I, \\
\mathcal{D}^{\beta} v(\tau)=r_{2} v(\tau)-\frac{r_{2}}{k_{2}} v(\tau)(v(\tau)+u(\tau)),
\end{array}\right.
$$

and the Lotka-Volterra prey-predator system [1]:

$$
\left\{\begin{array}{l}
\mathcal{D}^{\alpha} u(\tau)=u(\tau)(a-u(\tau) E-\gamma v(\tau)), \tau \in I \\
\mathcal{D}^{\beta} v(\tau)=v(\tau)(-b+\gamma E v(\tau)-\beta E)
\end{array}\right.
$$

We now provide some recent results related to our problem (1)-(2). In [2], the authors discussed the existence results for coupled system of fractional differential equations Riemann-Liouville derivatives

$$
\left\{\begin{array}{l}
\mathcal{D}_{0^{+}}^{\alpha_{1}}\left(\mathcal{D}_{0^{+}}^{\beta_{1}} x(t)\right)+f(t, x(t), y(t)), t \in[0,1]  \tag{3}\\
\mathcal{D}_{0^{+}}^{\alpha_{2}}\left(\mathcal{D}_{0^{+}}^{\beta_{2}} y(t)\right)+f(t, x(t), y(t)), t \in[0,1]
\end{array}\right.
$$

with the Riemann-Stieltjes integral boundary conditions:

$$
\left\{\begin{array}{l}
\mathcal{D}_{0^{+}}^{\beta_{1}} x(0)=0, x(0)=0, \mathcal{D}_{0^{+}}^{\beta_{2}} y(0)=0, y(0)=0,  \tag{4}\\
x(1)=\gamma_{1} \mathcal{I}_{0^{+}}^{\delta_{1}} y(\xi)+\sum_{i=1}^{p} \int_{0}^{1} y(\tau) d \mathcal{H}_{i}(\tau) \\
y(1)=\gamma_{2} \mathcal{I}_{0^{+}}^{\delta_{2}} x(\eta)+\sum_{j=1}^{q} \int_{0}^{1} x(\tau) d \mathcal{K}_{i}(\tau),
\end{array}\right.
$$

where $\alpha_{1}$ is in the interval $(0,1), \beta_{1}$ is in the interval $(1,2), \alpha_{2}$ is in the interval $(0,1], \beta_{2}$ is in the interval $(1,2], p, q \in N$, and $\gamma_{1}, \gamma_{2}, \delta_{1}, \delta_{2}>0,0<\xi, \eta<1 \mathcal{K}_{j}(t), j=1, \ldots, q$, $\mathcal{H}_{i}(t), i=1, \ldots, p$ are bounded variation functions. Both function f and g are nonlinear. They used several theorems from fixed point index theory to prove the main results. In [3], the authors investigated existence of solutions for coupled system of fractional differential equations with Hilfer derivatives

$$
\left\{\begin{array}{l}
\left({ }^{H} \mathcal{D}_{0^{+}}^{\alpha_{1}, \beta_{1}} x\right)(t)+\lambda_{1}\left({ }^{H} \mathcal{D}_{0^{+}}^{\alpha_{1}-1, \beta_{1}} x\right)(t)=f\left(t, x(t), R^{\left(\delta_{q}, \ldots, \delta_{1}\right)} x(t), y(t)\right), t \in[0, T]  \tag{5}\\
\left({ }^{H} \mathcal{D}_{0^{+}}^{\alpha_{2}, \beta_{2}} y\right)(t)+\lambda_{2}\left({ }^{H} \mathcal{D}_{0^{+}}^{\alpha_{2}-1, \beta_{2}} y\right)(t)=f\left(t, x(t), y(t), R^{\left(\zeta_{q}, \ldots, \zeta_{1}\right)} y(t)\right), t \in[0, T]
\end{array}\right.
$$

with Riemann-Liouville and Hadamard-type iterated integral boundary conditions:

$$
\left\{\begin{array}{l}
x(0)=0, y(0)=0,  \tag{6}\\
x(T)=\sum_{i=1}^{m} \epsilon_{i} R^{\left(\mu_{\rho}, \ldots, \mu_{1}\right)} y\left(\eta_{i}\right) \eta_{i} \in(0, T), \\
y(T)=\sum_{j=1}^{n} \theta_{j} R^{\left(v_{\rho}, \ldots, v_{1}\right)} x\left(\xi_{j}\right) \xi_{i} \in(0, T),
\end{array}\right.
$$

where ${ }^{H} \mathcal{D}^{\alpha_{l}, \beta_{l}}$ is the Hilfer fractional derivative operator of order $\alpha_{l}$ with parameters $\beta_{l}$, $l \in 1,2,1<\alpha_{l}<2,0 \leq \beta_{l} \leq 1, \lambda_{1}, \lambda_{2}, \epsilon_{i}, \theta_{j} \in \mathcal{R} \backslash\{0\}, i=1,2, \ldots, m, j=1,2, \ldots, n$, $f, g:[0, T] \times \mathcal{R} \times \mathcal{R} \times \mathcal{R} \rightarrow \times \mathcal{R}$ are nonlinear continuous functions and $R^{\left(\phi_{\tau}, \ldots, \phi_{1}\right)}$, $\phi_{r} \in\{\delta, \zeta, \mu, v\}, r \in\{q, p, \rho \mid q, p, \rho \in \mathcal{N}\}$, involves the iterated Riemann-Liouville and

Hadamard fractional integral operators. They used several theorems from fixed point index theory to prove the main results. Numerous scientific and engineering phenomena are mathematically modelled using fractional order differential and integral operators. The main benefit of adopting these operators is their nonlocality, which enables the description of the materials and processes involved in the history of the phenomenon. As a result, compared to their integer-order counterparts, fractional-order models are more precise and informative. As a result of the extensive use of fractional calculus techniques in a range of real-world occurrences, such as those described in the texts cited [4-8] numerous researchers developed this significant branch of mathematical study. In recent years, a lot of research has been done on fractional differential equations with different boundary conditions. Nonlocal nonlinear fractional-order boundary value problems, in particular, have attracted a lot of attention (BVPs). The idea of nonlocal circumstances, which help to describe physical processes occurring inside the confines of a specific domain, was originally introduced in the work of Bitsadze and Samarski [9]. It is challenging to defend the assumption of a circular cross-section in computational fluid dynamics investigations of blood flow problems because to the changing shape of a blood vessel throughout the vessel. To solve that problem, integral boundary conditions have been developed. In addition, the ill-posed parabolic backward problems are solved under integral boundary conditions. Integral boundary conditions are also essential in mathematical models of bacterial self-regularization, as shown in [10]. Fractional order differential equations, as well as inclusions including Riemann-Liouville, Liouville-Caputo (Caputo), and Hadamard-type derivatives, among others, have all been included in the literature on the topic recently. For some recent works on the topic, we point the reader to several papers [11-15] and the references listed therein. The use of fractional differential systems in mathematical representations of physical and engineering processes has drawn considerable interest. See [16-22] for additional details on the theoretical evolution of such systems. The following is the remainder of the article: Section 2 introduces some fundamental definitions, lemmas, and theorems that support our main results. For the existence and uniqueness of solutions to the given system (1) and (2), we use various conditions and some standard fixed-point theorems in Section 3. Section 4 discusses the Ulam-Hyers stability of the given system (1) and (2) under certain conditions. In Section 6, examples are provided to demonstrate the main results. Finally, the consequences of existence, uniqueness, and stability for the problem (1) and (75) are provided.

## 2. Preliminaries

For our research, we recall some preliminary definitions of generalized LiouvilleCaputo fractional derivatives and Katugampola fractional integrals.

The space of all complex-valued Lebesgue measurable functions $\phi$ on $(c, d)$ equipped with the norm is denoted by $\mathcal{Z}_{b}^{q}(c, d)$ :

$$
\|\phi\|_{\mathcal{Z}_{b}^{q}}=\left(\int_{c}^{d}\left|z^{b} \phi(z)\right|^{q} \frac{d z}{z}\right)^{\frac{1}{q}}<\infty, b \in \mathbb{R}, 1 \leq q \leq \infty .
$$

Let $\mathcal{L}^{1}(c, d)$ represent the space of all Lebesgue measurable functions $\varphi$ on $(c, d)$ endowed with the norm:

$$
\|\varphi\|_{\mathcal{L}^{1}}=\int_{\mathcal{C}}^{d}|\varphi(z)| d z<\infty
$$

We further recall that $\mathcal{A C}^{n}(\mathcal{E}, \mathbb{R})=\left\{p: \mathcal{E} \rightarrow \mathbb{R}: p, p^{\prime}, \ldots, p^{(n-1)} \in \mathcal{C}(\mathcal{E}, \mathbb{R})\right.$ and $p^{(n-1)}$ is absolutely continuous. For $0 \leq \epsilon<1$, we define $\mathcal{C}_{\epsilon, \rho}(\mathcal{E}, \mathbb{R})=\left\{f: \mathcal{E} \rightarrow \mathbb{R}:\left(\tau^{\rho}-\right.\right.$ $\left.a^{\rho}\right)^{\epsilon} f(\tau) \in \mathcal{C}(\mathcal{E}, \mathbb{R})$ endowed with the norm $\|f\|_{\mathcal{C}_{\epsilon, \rho}}=\left\|\left(\tau^{\rho}-a^{\rho}\right)^{\epsilon} f(\tau)\right\|_{\mathcal{C}}$. Moreover, we define the class of functions $f$ that have absolute continuous $\delta^{n-1}$ derivative, denoted by
$\mathcal{A C}_{\gamma}^{n}(\mathcal{E}, \mathbb{R})$, as follows: $\mathcal{A C}_{\gamma}^{n}(\mathcal{E}, \mathbb{R})=\left\{f: \mathcal{E} \rightarrow \mathbb{R}: \gamma^{n-1} f \in \mathcal{A C}(\mathcal{E}, \mathbb{R}), \gamma=\tau^{1-\rho} \frac{d}{d \tau}\right\}$, which is equipped with the norm $\|f\|_{\mathcal{C}_{\gamma, \epsilon}^{n}}=\sum_{k=0}^{n-1}\left\|\gamma^{k} f\right\|_{\mathcal{C}}+\left\|\gamma^{n} f\right\|_{\mathcal{C}_{\epsilon, p}}$ is defined by

$$
\mathcal{C}_{\gamma, \epsilon}^{n}(\mathcal{E}, \mathbb{R})=\left\{f: \mathcal{E} \rightarrow \mathbb{R}: \gamma^{n-1} f \in \mathcal{C}(\mathcal{E}, \mathbb{R}), \gamma^{n} f \in \mathcal{C}_{\epsilon, \rho}(\mathcal{E}, \mathbb{R}), \gamma=\tau^{1-\rho} \frac{d}{d \tau}\right\}
$$

Notice that $\mathcal{C}_{\gamma, 0}^{n}=\mathcal{C}_{\gamma}^{n}$. We define space $\mathcal{P}=\{p(\tau): p(\tau) \in \mathcal{C}(\mathcal{E}, \mathbb{R})\}$ equipped with the norm $\|p\|=\sup \{|p(\tau)|, \tau \in \mathcal{E}\}$ - this is a Banach space. Furthermore $\mathcal{Q}=\{q(\tau)$ : $q(\tau) \in \mathcal{C}(\mathcal{E}, \mathbb{R})\}$ equipped with the norm is $\|q\|=\sup \{|q(\tau)|, \tau \in \mathcal{E}\}$ is a Banach space. Then the product space $(\mathcal{P} \times \mathcal{Q},\|(p, q)\|)$ is also a Banach space with norm $\|(p, q)\|=$ $\|p\|+\|q\|$.

Definition 1 ([23]). The left and right-sided generalized fractional integrals (GFIs) of $f \in \mathcal{Z}_{b}^{q}(c, d)$ of order $\xi>0$ and $\rho>0$ for $-\infty<c<\tau<d<\infty$, are defined as follows:

$$
\begin{align*}
& \left({ }^{\rho} \mathcal{I}_{c^{+}}^{\xi} f\right)(\tau)=\frac{\rho^{1-\xi}}{\Gamma(\xi)} \int_{c}^{\tau} \frac{\theta^{\rho-1}}{\left(\tau^{\rho}-\theta^{\rho}\right)^{1-\xi}} f(\theta) d \theta  \tag{7}\\
& \left({ }^{\rho} \mathcal{I}_{d^{-}}^{\zeta} f\right)(\tau)=\frac{\rho^{1-\xi}}{\Gamma(\xi)} \int_{\tau}^{d} \frac{\theta^{\rho-1}}{\left(\theta^{\rho}-\tau^{\rho}\right)^{1-\xi}} f(\theta) d \theta \tag{8}
\end{align*}
$$

Definition 2 ([24]). The generalized fractional derivatives (GFDs) which are associated with GFIs (7) and (8) for $0 \leq c<\tau<d<\infty$, are defined as follows:

$$
\begin{align*}
\left({ }^{\rho} \mathcal{D}_{c^{+}}^{\xi} f\right)(\tau) & =\left(\tau^{1-\rho} \frac{d}{d \tau}\right)^{n}\left({ }^{\rho} \mathcal{I}_{c^{+}}^{n-\xi} f\right)(\tau) \\
& =\frac{\rho^{\xi-n+1}}{\Gamma(n-\xi)}\left(\tau^{1-\rho} \frac{d}{d \tau}\right)^{n} \int_{c}^{\tau} \frac{\theta^{\rho-1}}{\left(\tau^{\rho}-\theta^{\rho}\right)^{\xi-n+1}} f(\theta) d \theta  \tag{9}\\
\left({ }^{\rho} \mathcal{D}_{d^{-}}^{\xi} f\right)(\tau) & =\left(-\tau^{1-\rho} \frac{d}{d \tau}\right)^{n}\left({ }^{\rho} \mathcal{I}_{d^{-}}^{n-\xi} f\right)(\tau) \\
& =\frac{\rho^{\xi-n+1}}{\Gamma(n-\xi)}\left(-\tau^{1-\rho} \frac{d}{d \tau}\right)^{n} \int_{\tau}^{d} \frac{\theta^{\rho-1}}{\left(\tau^{\rho}-\theta^{\rho}\right)^{\xi-n+1}} f(\theta) d \theta, \tag{10}
\end{align*}
$$

if the integrals exist.
Definition 3 ([25]). The above GFDs define the left and right-sided generalized Liouville-Caputo type fractional derivatives of $f \in \mathcal{A C}_{\gamma}^{n}[c, d]$ of order $\xi \geq 0$

$$
\begin{gather*}
{ }_{C}^{\rho} \mathcal{D}_{c^{+}}^{\tau} f(z)={ }^{\rho} \mathcal{D}_{c^{+}}^{\xi}\left[f(\tau)-\sum_{k=0}^{n-1} \frac{\gamma^{k} f(c)}{k!}\left(\frac{\tau^{\rho}-c^{\rho}}{\rho}\right)^{k}\right](z), \gamma=z^{1-\rho} \frac{d}{d z}  \tag{11}\\
{ }_{C}^{\rho} \mathcal{D}_{d^{-}}^{\xi} f(z)={ }^{\rho} \mathcal{D}_{d^{-}}^{\xi}\left[f(\tau)-\sum_{k=0}^{n-1} \frac{(-1)^{k} \gamma^{k} f(d)}{k!}\left(\frac{d^{\rho}-\tau^{\rho}}{\rho}\right)^{k}\right](z), \gamma=z^{1-\rho} \frac{d}{d z^{\prime}} \tag{12}
\end{gather*}
$$

when $n=[\xi]+1$.
Lemma 1 ([25]). Let $\xi \geq 0, n=[\xi]+1$ and $f \in \mathcal{A C}_{\gamma}^{n}[c, d]$, where $0<c<d<\infty$. Then,

1. if $\xi \notin \mathbb{N}$

$$
\begin{equation*}
{ }_{C}^{\rho} \mathcal{D}_{c^{+}}^{\xi} f(\tau)=\frac{1}{\Gamma(n-\xi)} \int_{\mathcal{C}}^{\tau}\left(\frac{\tau^{\rho}-\theta^{\rho}}{\rho}\right)^{n-\xi-1} \frac{\left(\gamma^{n} f\right)(\theta) d \theta}{\theta^{1-\rho}}=^{\rho} \mathcal{I}_{c^{+}}^{n-\xi}\left(\gamma^{n} f\right)(\tau) \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
{ }_{C}^{\rho} \mathcal{D}_{d^{-}}^{\xi} f(\tau)=\frac{1}{\Gamma(n-\xi)} \int_{\tau}^{d}\left(\frac{\theta^{\rho}-\tau^{\rho}}{\rho}\right)^{n-\xi-1} \frac{(-1)^{n}\left(\gamma^{n} f\right)(\theta) d \theta}{\theta^{1-\rho}}={ }^{\rho} \mathcal{I}_{d^{-}}^{n-\xi}\left(\gamma^{n} f\right)(\tau) \tag{14}
\end{equation*}
$$

2. if $\xi \in \mathbb{N}$

$$
\begin{equation*}
{ }_{C}^{\rho} \mathcal{D}_{c^{+}}^{\xi} f=\gamma^{n} f, \quad{ }_{C}^{\rho} \mathcal{D}_{d^{-}}^{\xi} f=(-1)^{n} \gamma^{n} f \tag{15}
\end{equation*}
$$

Lemma 2 ([25]). Let $f \in \mathcal{A C}_{\gamma}^{n}[c, d]$ or $\mathcal{C}_{\gamma}^{n}[c, d]$ and $\xi \in \mathbb{R}$. Then,

$$
\begin{gathered}
{ }^{\rho} \mathcal{I}_{c^{+}}^{\xi}{ }_{C} \mathcal{D}^{\mathcal{C}^{+}}{ }^{\xi} f(z)=f(z)-\sum_{k=0}^{n-1} \frac{\gamma^{k} f(c)}{k!}\left(\frac{z^{\rho}-c^{\rho}}{\rho}\right)^{k}, \\
{ }^{\rho} \mathcal{I}_{d^{-}}^{\xi}{ }^{\rho} \mathcal{C}^{\rho} \mathcal{D}_{d^{-}}^{\xi} f(z)=f(z)-\sum_{k=0}^{n-1} \frac{(-1)^{k} \gamma^{k} f(d)}{k!}\left(\frac{d^{\rho}-z^{\rho}}{\rho}\right)^{k} .
\end{gathered}
$$

In particular, for $0<\xi \leq 1$, we have

$$
{ }^{\rho} \mathcal{I}_{c^{+}}^{\xi} \rho \mathcal{D}_{c+}^{\xi} f(z)=f(z)-f(c), \quad \rho_{\mathcal{I}_{d^{-}}^{\xi}{ }_{C}}^{\mathcal{D}^{d^{-}}}{ }^{\xi}(z)=f(z)-f(d)
$$

We introduce the following notations for computational ease:

$$
\begin{align*}
& \mathcal{E}_{1}=\epsilon \frac{\omega^{\rho(\varsigma+1)}}{\rho^{\zeta+1} \Gamma(\varsigma+2)}, \mathcal{E}_{2}=\pi \frac{\sigma^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)}, \widehat{\mathcal{E}}=\frac{\mathcal{T}^{\rho}}{\rho}  \tag{16}\\
& \mathcal{G}=\widehat{\mathcal{E}}^{2}-\mathcal{E}_{1} \mathcal{E}_{2} \neq 0,  \tag{17}\\
& \delta(\tau)=\left(\frac{\tau^{\rho}}{\rho \mathcal{G}}\right) . \tag{18}
\end{align*}
$$

Next, we are proving a lemma, which is vital in converting the given problem to a fixed-point problem.

Lemma 3. Given the functions $\hat{f}, \hat{g} \in C(0, \mathcal{T}) \cup \mathcal{L}(0, \mathcal{T}), p, q \in \mathcal{A C} \mathcal{C}_{\gamma}^{2}(\mathcal{E})$ and $\Lambda \neq 0$. Then the solution of the coupled BVP:

$$
\left\{\begin{array}{l}
{ }^{\rho} \mathcal{D}_{0}^{\mathcal{L}} \mathcal{D}_{0}^{\mathcal{E}} p(\tau)=\hat{f}(\tau), \tau \in \mathcal{E}:=[0, \mathcal{T}]  \tag{19}\\
{ }_{\mathrm{C}} \mathcal{D}_{0+}^{S} q q(\tau)=\hat{g}(\tau), \tau \in \mathcal{E}:=[0, \mathcal{T}] \\
p(0)=0, \quad q(0)=0, \quad p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0^{+}}^{S} q(\omega), \quad q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{e} p(\sigma) \quad 0<\sigma<\omega<\mathcal{T}
\end{array}\right.
$$

is given by

$$
\begin{equation*}
p(\tau)=^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\tau)+\delta(\tau)\left[\widehat{\mathcal{E}}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{\mathcal{S}}(\omega)-^{\rho} \mathcal{I}_{0+}^{\xi}+\hat{f}(\mathcal{T})\right)+\mathcal{E}_{1}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho} \hat{f}(\sigma)-^{\rho} \mathcal{I}_{0+\delta}^{\zeta} \hat{\delta}(\mathcal{T})\right)\right] \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
q(\tau)=^{\rho} \mathcal{I}_{0^{+}}^{\zeta} \hat{g}(\tau)+\delta(\tau)\left[\widehat{\mathcal{E}}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho} \hat{f}(\sigma)-^{\rho} \mathcal{I}_{0^{+}}^{\zeta} \hat{g}(\mathcal{T})\right)+\mathcal{E}_{2}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{g}(\omega)-^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T})\right)\right] . \tag{21}
\end{equation*}
$$

Proof. When ${ }^{\rho} \mathcal{I}_{0^{+}}^{\tau},{ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta}$ are applied to the FDEs in (19) and Lemma 2 is used, the solution of the FDEs in (19) for $\tau \in \mathcal{E}$ is

$$
\begin{align*}
& p(\tau)={ }^{\rho} \mathcal{I}_{0^{+}}^{\tau} \hat{f}(\tau)+a_{1}+a_{2} \frac{\tau^{\rho}}{\rho}=\frac{\rho^{1-\xi}}{\Gamma(\xi)} \int_{0}^{\tau} \theta^{\rho-1}\left(\tau^{\rho}-\theta^{\rho}\right)^{\xi-1} \hat{f}(\theta) d \theta+a_{1}+a_{2} \frac{\tau^{\rho}}{\rho}  \tag{22}\\
& q(\tau)={ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} \hat{g}(\tau)+b_{1}+b_{2} \frac{\tau^{\rho}}{\rho}=\frac{\rho^{1-\zeta}}{\Gamma(\zeta)} \int_{0}^{\tau} \theta^{\rho-1}\left(\tau^{\rho}-\theta^{\rho}\right)^{\zeta-1} \hat{g}(\theta) d \theta+b_{1}+b_{2} \frac{\tau^{\rho}}{\rho}, \tag{23}
\end{align*}
$$

respectively, for some $a_{1}, a_{2}, b_{1}, b_{2} \in \mathcal{R}$. Making use of the boundary conditions $p(0)=q(0)=0$ in (22) and (23) respectively, we get $a_{1}=b_{1}=0$. Next, we obtain by using the generalized integral operators ${ }^{\rho} \mathcal{I}_{0+}^{\xi^{\xi}},{ }^{\rho} \mathcal{I}_{0+}^{\zeta}$ (22) and (23) respectively,

$$
\begin{align*}
& \rho \mathcal{I}_{0+}^{\varrho} p(\tau)={ }^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho} \hat{f}(\tau)+a_{1} \frac{\tau^{\rho \varrho}}{\rho^{\varrho} \Gamma(\varrho+1)}+a_{2} \frac{\tau^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)^{\prime}}  \tag{24}\\
& { }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} q(\tau)={ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{\mathcal{g}}(\tau)+b_{1} \frac{\tau^{\rho \varsigma}}{\rho^{\varsigma} \Gamma(\varsigma+1)}+b_{2} \frac{\tau^{\rho(\varsigma+1)}}{\rho^{\zeta+1} \Gamma(\varsigma+2)} \tag{25}
\end{align*}
$$

which, when combined with the boundary conditions $p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\varsigma} q(\mathcal{\omega})$, $q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{\varrho} p(\sigma)$, gives the following results:

$$
\begin{align*}
& \rho \mathcal{I}_{0^{+}}^{\zeta} \hat{f}(\mathcal{T})+a_{1}+a_{2} \frac{\mathcal{T}^{\rho}}{\rho}=\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{g}(\omega)+b_{1} \frac{\epsilon \omega^{\rho \varsigma}}{\rho^{\zeta} \Gamma(\varsigma+1)}+b_{2} \frac{\epsilon \omega^{\rho(\varsigma+1)}}{\rho^{\zeta+1} \Gamma(\varsigma+2)}  \tag{26}\\
& { }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} \hat{g}(\mathcal{T})+b_{1}+b_{2} \frac{\mathcal{T}^{\rho}}{\rho}=\pi^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\varrho} \hat{f}(\sigma)+a_{1} \frac{\pi \sigma^{\rho \varrho}}{\rho^{\varrho} \Gamma(\varrho+1)}+a_{2} \frac{\pi \sigma^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)} . \tag{27}
\end{align*}
$$

Next, we obtain

$$
\begin{align*}
& a_{2} \widehat{\mathcal{E}}-b_{2} \mathcal{E}_{1}=\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{\mathcal{g}}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T}),  \tag{28}\\
& b_{2} \widehat{\mathcal{E}}-a_{2} \mathcal{E}_{2}=\pi^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\varrho} \hat{f}(\sigma)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{\mathcal{S}}(\mathcal{T}), \tag{29}
\end{align*}
$$

by employing the notations (16) in (26) and (27) respectively. We find that when we solve the system of Equations (28) and (29) for $a_{2}$ and $b_{2}$,

$$
\begin{align*}
& a_{2}=\frac{1}{\mathcal{G}}\left[\widehat{\mathcal{E}}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{g}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\mathcal{T})\right)+\mathcal{E}_{1}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho} \hat{f}(\sigma)-^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T})\right)\right]  \tag{30}\\
& b_{2}=\frac{1}{\mathcal{G}}\left[\mathcal{E}_{2}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} \hat{g}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\mathcal{T})\right)+\widehat{\mathcal{E}}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho} \hat{f}(\sigma)-{ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} \hat{g}(\mathcal{T})\right)\right] \tag{31}
\end{align*}
$$

Substituting the values of $a_{1}, a_{2}, b_{1}, b_{2}$ in (22) and (23) respectively, we get the solution for the BVP (19).

## 3. Existence Results for the Problem (1) and (2)

As a result of Lemma 3, we define an operator $\Delta: \mathcal{P} \times \mathcal{Q} \rightarrow \mathcal{P} \times \mathcal{Q}$ by

$$
\begin{equation*}
\Delta(p, q)(\tau)=\left(\Delta_{1}(p, q)(\tau), \Delta_{2}(p, q)(\tau)\right) \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta_{1}(p, q)(\tau)= & { }^{\rho} \mathcal{I}_{0+}^{\xi} f(\tau, p(\tau), q(\tau))+\delta(\tau)\left[\widehat{\mathcal{E}}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} g(\omega, p(\omega), q(\omega))-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right. \\
& \left.+\mathcal{E}_{1}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\varrho} f(\sigma, p(\sigma), q(\sigma))-{ }^{\rho} \mathcal{I}_{0^{+}+}^{\zeta} g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right],  \tag{33}\\
\Delta_{2}(p, q)(\tau)= & { }^{\rho} \mathcal{I}_{0+}^{\zeta} g(\tau, p(\tau), q(\tau))+\delta(\tau)\left[\widehat{\mathcal{E}}\left(\pi^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\varrho} f(\sigma, p(\sigma), q(\sigma))-{ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right. \\
& \left.+\mathcal{E}_{2}\left(\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta} g(\omega, p(\omega), q(\omega))-{ }^{\rho} \mathcal{I}_{0^{+}}^{\zeta} f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right] . \tag{34}
\end{align*}
$$

For brevity's sake, we'll use the following notations:

$$
\begin{gather*}
\mathcal{J}_{1}=\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)},  \tag{35}\\
\mathcal{K}_{1}=|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta+\zeta} \Gamma(\zeta+\varsigma+1)}\right),  \tag{36}\\
\mathcal{J}_{2}=|\delta|\left(\frac{\mathcal{T}^{\rho} \xi^{\xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\left.|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi}+\varrho\right)}{\rho^{\xi+}+\varrho \Gamma(\xi+\varrho+1)}\right),  \tag{37}\\
\mathcal{K}_{2}=\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta+\zeta \Gamma(\zeta+\zeta+1)},}  \tag{38}\\
\Phi=\min \left\{1-\left[\psi_{1}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{1}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\right], 1-\left[\psi_{2}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{2}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\right]\right\} . \tag{39}
\end{gather*}
$$

Theorem 1. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the condition: $\left(\mathcal{A}_{1}\right)$ there exists constants $\psi_{m}, \hat{\psi_{m}} \geq 0(m=1,2)$ and $\psi_{0}, \hat{\psi_{0}}>0$ such that

$$
\begin{aligned}
\left|f\left(\tau, o_{1}, o_{2}\right)\right| & \leq \psi_{0}+\psi_{1}\left|o_{1}\right|+\psi_{2}\left|o_{2}\right| \\
\left|g\left(\tau, o_{1}, o_{2}\right)\right| & \leq \hat{\psi}_{0}+\hat{\psi}_{1}\left|o_{1}\right|+\hat{\psi}_{2}\left|o_{2}\right|, \forall o_{m} \in \mathbb{R}, m=1,2 .
\end{aligned}
$$

If $\psi_{1}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{1}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)<1, \psi_{2}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{2}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)<1$. Then $\exists$ at least one solution for the $B V P$ (1) and (2) on $\mathcal{E}$, where $\mathcal{J}_{1}, \mathcal{K}_{1}, \mathcal{J}_{2}, \mathcal{K}_{2}$ are given by (35)-(38) respectively.

Proof. We define operator $\Delta: \mathcal{P} \times \mathcal{Q} \rightarrow \mathcal{P} \times \mathcal{Q}$ as being completely continuous in the first step. The continuity of the functions $f$ and $g$ implies that the operators $\Delta_{1}$ and $\Delta_{2}$ are continuous. As a result, the operator $\Delta$ is continuous. Let $\Psi \subset \mathcal{P} \times \mathcal{Q}$ be a bounded set to demonstrate the uniformly bounded operator $\Delta$. Then $\hat{\mathcal{N}}_{1}$ and $\hat{\mathcal{N}}_{2}$ are positive constants such that $|f(\tau, p(\tau), q(\tau))| \leq \hat{\mathcal{N}}_{1},|g(\tau, p(\tau), q(\tau))| \leq \hat{\mathcal{N}}_{2}, \forall(p, q) \in \Psi$. Then we have

$$
\begin{aligned}
\left|\Delta_{1}(p, q)(\tau)\right| \leq & { }^{\rho} \mathcal{I}_{0+}^{\xi}|f(\tau, p(\tau), q(\tau))|+|\delta(\tau)|\left[|\widehat{\mathcal{E}}|\left(|\epsilon|^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta}|g(\omega, p(\omega), q(\omega))|++^{\rho} \mathcal{I}_{0+}^{\xi}|f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right. \\
& \left.+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho}|f(\sigma, p(\sigma), q(\sigma))|+^{\rho} \mathcal{I}_{0+}^{\zeta}|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right] \\
& \leq \hat{\mathcal{N}}_{1}\left\{\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}+\frac{\left(\mathcal{T}^{\rho}{ }^{\xi}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}\right\} \\
& +\hat{\mathcal{N}}_{2}\left\{\left(\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\zeta)}}{\rho^{\zeta+\zeta} \Gamma(\zeta+\zeta+1)}+\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}\right)|\delta|\right\},
\end{aligned}
$$

when taking the norm and using (35) and (36), that yields for $(p, q) \in \Psi$,

$$
\begin{equation*}
\left\|\Delta_{1}(p, q)\right\| \leq \mathcal{J}_{1} \hat{\mathcal{N}}_{1}+\mathcal{K}_{1} \hat{\mathcal{N}}_{2} \tag{40}
\end{equation*}
$$

Likewise, we obtain

$$
\begin{align*}
\left\|\Delta_{2}(p, q)\right\| \leq & \hat{\mathcal{N}}_{2}\left\{\frac{|\delta|\left|\epsilon \|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\zeta)}\right.}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}+\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}\right\} \\
& +\hat{\mathcal{N}}_{1}\left\{|\delta|\left(\frac{|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}+\frac{\mathcal{T}^{\rho \xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}\right)\right\} \\
& \leq \mathcal{J}_{2} \hat{\mathcal{N}}_{1}+\mathcal{K}_{2} \hat{\mathcal{N}}_{2} \tag{41}
\end{align*}
$$

using (37) and (38). Based on the inequalities (40) and (41), we can conclude that $\Delta_{1}$ and $\Delta_{2}$ are uniformly bounded, which indicates that the operator $\Delta$ is uniformly bounded. Next, we show that $\Delta$ is equicontinuous. Let $\tau_{1}, \tau_{2} \in \mathcal{E}$ with $\tau_{1}<\tau_{2}$. Then we have

$$
\begin{align*}
& \left|\Delta_{1}(p, q)\left(\tau_{2}\right)-\Delta_{1}(p, q)\left(\tau_{1}\right)\right| \\
& \quad \leq\left.\right|^{\rho} \mathcal{I}_{0+}^{\xi} f\left(\tau_{2}, p\left(\tau_{2}\right), q\left(\tau_{2}\right)\right)-{ }^{\rho} \mathcal{I}_{0+}^{\xi} f\left(\tau_{1}, p\left(\tau_{1}\right), q\left(\tau_{1}\right)\right) \mid \\
& \quad+\left|\delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\right|\left[\widehat{\mathcal{E}}\left(|\epsilon|^{\rho} \mathcal{I}_{0^{+}}^{\zeta+\zeta}|g(\omega, p(\omega), q(\omega))|+{ }^{\rho} \mathcal{I}_{0+}^{\xi}|f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right. \\
& \left.\quad+\mathcal{E}_{1}\left(|\pi|^{\rho} \mathcal{I}_{0^{+}}^{\xi+\varrho}|f(\sigma, p(\sigma), q(\sigma))|+^{\rho} \mathcal{I}_{0+}^{\zeta}|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right] \\
& \leq \frac{\rho^{1-\xi} \hat{\mathcal{N}}_{1}}{\Gamma(\xi)}\left|\int_{0}^{\tau_{1}}\left[\frac{\theta^{\rho-1}}{\left(\tau_{2}^{\rho}-\theta^{\rho}\right)^{1-\xi}}-\frac{\theta^{\rho-1}}{\left(\tau_{1}^{\rho}-\theta^{\rho}\right)^{1-\xi}}\right] d \theta+\int_{\tau_{1}}^{\tau_{2}} \frac{\theta^{\rho-1}}{\left.\tau_{2}^{\rho}-\theta^{\rho}\right)^{1-\xi}} d \theta\right| \\
& \quad+\left|\delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\right|\left[|\widehat{\mathcal{E}}|\left(\frac{\hat{\mathcal{N}}_{2}|\epsilon| \omega^{\rho \zeta+\zeta}}{\rho^{\zeta+\zeta} \Gamma(\zeta+\zeta+1)}+\frac{\hat{\mathcal{N}}_{1} \mathcal{T}^{\rho \xi}}{\rho^{\xi} \Gamma(\xi+1)}\right)\right] \\
& \quad+\left|\delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\right|\left[\left|\mathcal{E}_{1}\right|\left(\frac{\hat{\mathcal{N}}_{1}|\pi| \sigma^{\rho \zeta}+\varrho}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}+\frac{\hat{\mathcal{N}}_{2} \mathcal{T} \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}\right)\right] \\
& \quad \rightarrow 0 \text { as } \tau_{2} \rightarrow \tau_{1} . \tag{42}
\end{align*}
$$

independent of $(p, q)$ with respect to $\left|f\left(\tau, p\left(\tau_{1}\right), q\left(\tau_{1}\right)\right)\right| \leq \hat{\mathcal{N}_{1}}$ and $\left|g\left(\tau, p\left(\tau_{1}\right), q\left(\tau_{1}\right)\right)\right| \leq \hat{\mathcal{N}}_{2}$. Similarly, we can express $\left|\Delta_{2}(p, q)\left(\tau_{2}\right)-\Delta_{2}(p, q)\left(\tau_{1}\right)\right| \rightarrow 0$ as $\tau_{2} \rightarrow \tau_{1}$ independent of $(p, q)$ in terms of the boundedness of $f$ and $g$. As a result of the equicontinuity of $\Delta_{1}$ and $\Delta_{2}$, operator $\Delta$ is equicontinuous. As a result of the Arzela-Ascoli theorem, the operator is compact. Finally, we demonstrate that the set $\Pi(\Delta)=\{(p, q) \in \mathcal{P} \times \mathcal{Q}: \lambda \Delta(p, q)$;
$0<\lambda<1\}$ is bounded. Let $(p, q) \in \Pi(\Delta)$.Then $(p, q)=\lambda \Delta(p, q)$. For any $\tau \in \mathcal{E}$, we have $p(\tau)=\lambda \Delta_{1}(p, q)(\tau), q(\tau)=\lambda \Delta_{2}(p, q)(\tau)$. By utilizing $\left(\mathcal{A}_{1}\right)$ in (33), we obtain

$$
\begin{aligned}
|p(\tau)| \leq & \mathcal{I}_{0+}^{\xi}\left(\psi_{0}, \psi_{1}|p(\tau)|, \psi_{2}|q(\tau)|\right) \\
& +|\delta(\tau)|\left(|\widehat{\mathcal{E}}|\left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}\left(\hat{\psi}_{0}+\hat{\psi}_{1}|p(\omega)|+\hat{\psi}_{2}|q(\omega)|\right)+^{\rho} \mathcal{I}_{0+}^{\zeta}\left(\psi_{0}+\psi_{0}|p(\mathcal{T})|+\psi_{2}|q(\mathcal{T})|\right)\right)\right. \\
& \left.+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\zeta+\varrho}\left(\psi_{0}+\psi_{1}|p(\sigma)|+\psi_{2}|q(\sigma)|\right)+^{\rho} \mathcal{I}_{0+}^{\zeta}\left(\hat{\psi}_{0}+\hat{\psi}_{1}|p(\mathcal{T})|+\hat{\psi}_{2}|q(\mathcal{T})|\right)\right)\right),
\end{aligned}
$$

which results when taking the norm for $\tau \in \mathcal{E}$,

$$
\begin{equation*}
\|p\| \leq\left(\psi_{0}+\psi_{1}\|p\|+\psi_{2}\|q\|\right) \mathcal{J}_{1}+\left(\hat{\psi}_{0}+\hat{\psi}_{1}\|p\|+\hat{\psi}_{2}\|q\|\right) \mathcal{K}_{1} . \tag{43}
\end{equation*}
$$

Similarly, we are capable of obtaining that

$$
\begin{equation*}
\|q\| \leq\left(\hat{\psi}_{0}+\hat{\psi}_{1}\|p\|+\hat{\psi}_{2}\|q\|\right) \mathcal{K}_{2}+\left(\psi_{0}+\psi_{1}\|p\|+\psi_{2}\|q\|\right) \mathcal{J}_{2} \tag{44}
\end{equation*}
$$

From (43) and (44), we get

$$
\begin{aligned}
\|p\|+\|q\|= & \psi_{0}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{0}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)+\|p\|\left[\psi_{1}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{1}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\right] \\
& +\|q\|\left[\psi_{1}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{1}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\right]
\end{aligned}
$$

which results, with $\|(p, q)\|=\|p\|+\|q\|$,

$$
\|(p, q)\| \leq \frac{\psi_{0}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{0}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)}{\Phi}
$$

As a result, $\Pi(\Delta)$ is bounded. Thus, the nonlinear alternative of Leray-Schauder [26] is valid and the operator $\Delta$ has at least one fixed point. It implies that the BVP (1) and (2) contain at least one solution on $\mathcal{E}$.

Theorem 2. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the condition: $\left(\mathcal{A}_{2}\right)$ there exists constants $\phi_{m}, \hat{\phi_{m}} \geq 0(m=1,2)$ such that

$$
\begin{aligned}
\left|f\left(\tau, o_{1}, o_{2}\right)-f\left(\tau, \hat{o}_{1}, \hat{o}_{2}\right)\right| \leq \phi_{1}\left|o_{1}-\hat{o}_{1}\right|+\phi_{2}\left|o_{2}-\hat{o}_{2}\right|, \\
\left|g\left(\tau, o_{1}, o_{2}\right)-g\left(\tau, \hat{o}_{1}, \hat{o}_{2}\right)\right| \leq \hat{\phi}_{1}\left|o_{1}-\hat{o}_{1}\right|+\hat{\phi}_{2}\left|o_{2}-\hat{o}_{2}\right|, \forall o_{m}, \hat{o}_{m} \in \mathbb{R}, m=1,2 .
\end{aligned}
$$

Furthermore, there exist $\mathcal{S}_{1}, \mathcal{S}_{2}>0$ such that $|f(\tau, 0,0)| \leq \mathcal{S}_{1},|g(\tau, 0,0)| \leq \mathcal{S}_{2}$, Then, given that

$$
\begin{equation*}
\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi_{1}}+\hat{\phi_{2}}\right)<1 \tag{45}
\end{equation*}
$$

the $B V P$ (1) and (2) has a unique solution on $\mathcal{E}$, where $\mathcal{J}_{1}, \mathcal{K}_{1}, \mathcal{J}_{2}, \mathcal{K}_{2}$ are given by (35)-(38) respectively.
Proof. Let us fix $\varphi \leq \frac{\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right) \mathcal{S}_{1}+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) \mathcal{S}_{2}}{1-\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\phi_{1}+\hat{\phi}_{2}\right)\right)}$ and demonstrate that $\Delta \mathcal{B}_{\varphi} \subset \mathcal{B}_{\varphi}$ when operator $\Delta$ is given by (32) and $\mathcal{B}_{\varphi}=\{(p, q) \in \mathcal{P} \times \mathcal{Q}:\|(p, q)\| \leq \varphi\}$. For $(p, q) \in \mathcal{B}_{\varphi}, \tau \in \mathcal{E}$

$$
\begin{aligned}
|f(\tau, p(\tau), q(\tau))| \leq & \phi_{1}|p(\tau)|+\phi_{2}|q(\tau)|+\mathcal{S}_{1} \\
& \leq \phi_{1}| | p\left\|+\phi_{2}| | q\right\|+\mathcal{S}_{1},
\end{aligned}
$$

and

$$
\begin{array}{r}
|g(\tau, p(\tau), q(\tau))| \leq \\
\leq \hat{\phi_{1}}|p(\tau)|+\hat{\phi_{2}}|q(\tau)|+\mathcal{S}_{2}  \tag{46}\\
\leq \hat{\phi_{1}}\|p\|+\hat{\phi_{2}}| | q \|+\mathcal{S}_{2} .
\end{array}
$$

This guides to

$$
\begin{align*}
& \left|\Delta_{1}(p, q)(\tau)\right| \leq^{\rho} \mathcal{I}_{0+}^{\xi}[|f(\tau, p(\tau), q(\tau))-f(\tau, 0,0)|+|f(\tau, 0,0)|] \\
& +|\delta(\tau)|\left(| \widehat { \mathcal { E } } | \left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} g[(\omega, p(\omega), q(\omega))-g(\omega, 0,0)|+|g(\omega, 0,0)|]\right.\right. \\
& \left.+{ }^{\rho} \mathcal{I}_{0+}^{\xi} f[(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))-f(\mathcal{T}, 0,0)|+| f(\mathcal{T}, 0,0)] \mid\right) \\
& +\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} f[f(\sigma, p(\sigma), q(\sigma))-f(\sigma, 0,0)|+|f(\sigma, 0,0)|]\right. \\
& \left.\left.+{ }^{\rho} \mathcal{I}_{0+}^{\zeta}[|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))-g(\mathcal{T}, 0,0)|+|g(\mathcal{T}, 0,0)|]\right)\right) \\
& \leq\left(\phi_{1}| | p \|+\phi_{2}| | q| |+\mathcal{S}_{1}\right)\left\{\frac{\left(\mathcal{T}^{\rho \xi}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\left.|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi}+\varrho\right)}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right\} \\
& +\left(\hat{\phi}_{1}| | p \|+\hat{\phi}_{2}| | q| |+\mathcal{S}_{2}\right)\left\{|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta+\zeta} \Gamma(\zeta+\zeta+1)}\right)\right\} \\
& \left\|\Delta_{1}(p, q)\right\| \leq\left(\phi_{1}\|p\|+\phi_{2}\|q\|+\mathcal{S}_{1}\right) \mathcal{J}_{1}+\left(\hat{\phi}_{1}\|p\|+\hat{\phi}_{2}\|q\|+\mathcal{S}_{2}\right) \mathcal{K}_{1} . \tag{47}
\end{align*}
$$

Similarly, we obtain

$$
\begin{align*}
&\left|\Delta_{2}(p, q)(\tau)\right| \leq\left(\hat{\phi}_{1}| | p\left\|+\hat{\phi}_{2}| | q\right\|+\mathcal{S}_{2}\right)\left\{\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right\} \\
&+\left(\phi_{1}\|p\|+\phi_{2}| | q \|+\mathcal{S}_{1}\right)\left\{|\delta|\left(\frac{\mathcal{T}^{\rho \tilde{\xi}}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right\} \\
&\left\|\Delta_{2}(p, q)\right\| \leq\left(\hat{\phi}_{1}\|p\|+\hat{\phi}_{2}\|q\|+\mathcal{S}_{2}\right) \mathcal{K}_{2}+\left(\phi_{1}\|p\|+\phi_{2}| | q \|+\mathcal{S}_{1}\right) \mathcal{J}_{2} \tag{48}
\end{align*}
$$

As a result, (47) and (48) follow $\|\Delta(p, q)\| \leq \varphi$, and thus $\Delta \mathcal{B}_{\varphi} \subset \mathcal{B}_{\varphi}$. Now, for $\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right) \in \mathcal{P} \times \mathcal{Q}$ and any $\tau \in \mathcal{E}$, we get

$$
\begin{aligned}
& \quad\left|\Delta_{1}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{1}\left(p_{2}, q_{2}\right)(\tau)\right| \\
& \leq^{\rho} \mathcal{I}_{0+}^{\zeta}\left|f\left(\tau, p_{1}(\tau), q_{1}(\tau)\right)-f\left(\tau, p_{2}(\tau), q_{2}(\tau)\right)\right| \\
& \quad+|\delta(\tau)|\left(| \widehat { \mathcal { E } } | \left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}\left|g\left(\omega, p_{1}(\omega), q_{1}(\omega)\right)-g\left(\omega, p_{2}(\omega), q_{2}(\omega)\right)\right|\right.\right. \\
& \left.\quad+{ }^{\rho} \mathcal{I}_{0+}^{\zeta}\left|f\left(\mathcal{T}, p_{1}(\mathcal{T}), q_{1}(\mathcal{T})\right)-f\left(\mathcal{T}, p_{2}(\mathcal{T}), q_{2}(\mathcal{T})\right)\right|\right) \\
& \quad+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+\varrho}\left|f\left(\sigma, p_{1}(\sigma), q_{1}(\sigma)\right)-f\left(\sigma, p_{2}(\sigma), q_{2}(\sigma)\right)\right|\right. \\
& \left.\left.\quad+{ }^{\rho} \mathcal{I}_{0+}^{\zeta}\left|g\left(\mathcal{T}, p_{1}(\mathcal{T}), q_{1}(\mathcal{T})\right)-g\left(\mathcal{T}, p_{2}(\mathcal{T}), q_{2}(\mathcal{T})\right)\right|\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left(\phi_{1}| | p_{1}-p_{2}| |+\phi_{2}| | q_{1}-q_{2}| |\right)\left\{\frac{\left(\mathcal{T}^{\rho \xi}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right\} \\
& \quad+\left(\hat{\phi}_{1} \| p_{1}-p_{2}| |+\hat{\phi}_{2}| | q_{1}-q_{2}| |\right)\left\{|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right)\right\} \\
& \leq\left(\mathcal{J}_{1}\left(\phi_{1}+\phi_{2}\right)+\mathcal{K}_{1}\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)\left(\left\|p_{1}-p_{2}\right\|+\| q_{1}-q_{2}| |\right)
\end{aligned}
$$

Similarly, we obtain

$$
\begin{aligned}
& \left|\Delta_{2}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{2}\left(p_{2}, q_{2}\right)(\tau)\right| \\
\leq & \left(\hat{\phi}_{1}| | p_{1}-p_{2}| |+\hat{\phi}_{2}| | q_{1}-q_{2}| |\right)\left\{\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right\} \\
& +\left(\phi_{1}| | p_{1}-p_{2}| |+\phi_{2}| | q_{1}-q_{2}| |\right)\left\{|\delta|\left(\frac{\mathcal{T}^{\rho} \rho^{\xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right\} \\
& \left.\leq\left(\mathcal{J}_{2}\left(\phi_{1}+\phi_{2}\right)+\mathcal{K}_{2}\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)\left(\left\|p_{1}-p_{2}| |+\right\| q_{1}-q_{2}| |\right)\right) .
\end{aligned}
$$

Thus we obtain

$$
\begin{equation*}
\left\|\Delta_{1}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{1}\left(p_{2}, q_{2}\right)(\tau)\right\| \leq\left(\mathcal{J}_{1}\left(\phi_{1}+\phi_{2}\right)+\mathcal{K}_{1}\left(\hat{\phi_{1}}+\hat{\phi_{2}}\right)\right)\left(\left\|p_{1}-p_{2}\right\|+\left\|q_{1}-q_{2}\right\|\right) \tag{49}
\end{equation*}
$$

In a similar manner,

$$
\begin{equation*}
\left\|\Delta_{2}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{2}\left(p_{2}, q_{2}\right)(\tau)\right\| \leq\left(\mathcal{J}_{2}\left(\phi_{1}+\phi_{2}\right)+\mathcal{K}_{2}\left(\hat{\phi_{1}}+\hat{\phi_{2}}\right)\right)\left(\left\|p_{1}-p_{2}\right\|+\left\|q_{1}-q_{2}\right\|\right) \tag{50}
\end{equation*}
$$

Hence, using (49) and (50) we can get

$$
\begin{array}{r}
\left\|\Delta\left(p_{1}, q_{1}\right)(\tau)-\Delta\left(p_{2}, q_{2}\right)(\tau)\right\| \leq\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right) \\
\left(\left\|p_{1}-p_{2}\right\|+\left\|q_{1}-q_{2}\right\|\right)
\end{array}
$$

As a consequence of condition $\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi_{1}}+\hat{\phi}_{2}\right)\right)<1, \Delta$ is a contraction operator. As an outcome of the Banach fixed point theorem, we can conclude that operator has a unique fixed point, which is the unique solution of the problem (1), and (2).

For brevity's sake, we'll use the following notations:

$$
\begin{align*}
& \hat{\Omega}_{1}=\mathcal{J}_{1}-\frac{\mathcal{T}^{\rho \xi}}{\rho^{\xi} \Gamma(\xi+1)}+\mathcal{K}_{1}  \tag{51}\\
& \hat{\Omega}_{2}=\mathcal{J}_{2}-\frac{\mathcal{T} \rho^{\rho \zeta}}{\rho^{\tau} \Gamma(\zeta+1)}+\mathcal{K}_{2} \tag{52}
\end{align*}
$$

Theorem 3. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the assumption $\left(\mathcal{A}_{2}\right)$ in Theorem 2. Furthermore, there exist positive constants $\mathcal{U}_{1}, \mathcal{U}_{2}$ such that $\forall \tau \in \mathcal{E}$ and $r_{i} \in \mathbb{R}, i=1,2$.

$$
\begin{equation*}
\left|f\left(\tau, r_{1}, r_{2}\right)\right| \leq \mathcal{U}_{1}, \quad\left|g\left(\tau, r_{1}, r_{2}\right)\right| \leq \mathcal{U}_{2} \tag{53}
\end{equation*}
$$

If

$$
\begin{equation*}
\frac{\mathcal{T}^{\rho \xi}\left(\phi_{1}+\phi_{2}\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\mathcal{T}^{\rho \zeta}\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)}{\rho^{\zeta} \Gamma(\zeta+1)}<1, \tag{54}
\end{equation*}
$$

then the BVP (1), and (2) has at least one solution on $\mathcal{E}$.
Proof. Let us define a closed ball $\mathcal{B}_{\varphi}=\{(p, q) \in \mathcal{P} \times \mathcal{Q}:\|(p, q)\| \leq \varphi\}$ as follows and split $\Delta_{1}, \Delta_{2}$ as:

$$
\begin{align*}
& \Delta_{1,1}(p, q)(\tau)= \delta(\tau)\left(\widehat{\mathcal{E}}\left(\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} g(\omega, p(\omega), q(\omega))-^{\rho} \mathcal{I}_{0+}^{\xi} f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right. \\
&\left.+\mathcal{E}_{1}\left(\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} f(\sigma, p(\sigma), q(\sigma))-^{\rho} \mathcal{I}_{0+}^{\zeta} g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right),  \tag{55}\\
& \Delta_{1,1}(p, q)(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\xi} f(\tau, p(\tau), q(\tau)),  \tag{56}\\
& \Delta_{2,1}(p, q)(\tau)= \delta(\tau)\left(\widehat{\mathcal{E}}\left(\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} f(\sigma, p(\sigma), q(\sigma))-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right. \\
&\left.+\mathcal{E}_{2}\left(\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} g(\omega, p(\omega), q(\omega))-{ }^{\rho} \mathcal{I}_{0+}^{\xi} f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))\right)\right),  \tag{57}\\
& \Delta_{2,2}(p, q)(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\xi} g(\tau, p(\tau), q(\tau)) . \tag{58}
\end{align*}
$$

In the Banach space $\mathcal{P} \times \mathcal{Q}, \Delta_{1}(p, q)(\tau)=\Delta_{1,1}(p, q)(\tau)+\Delta_{1,2}(p, q)(\tau)$, and $\Delta_{2}(p, q)$ $(\tau)=\Delta_{2,1}(p, q)(\tau)+\Delta_{2,2}(p, q)(\tau)$ on $\mathcal{B}_{\varphi}$ are closed, bounded and convex subsets of $\mathcal{P} \times \mathcal{Q}$. Let us fix $\varphi \leq \max \left\{\mathcal{J}_{1} \mathcal{U}_{1}+\mathcal{K}_{1} \mathcal{U}_{2}, \mathcal{J}_{2} \mathcal{U}_{1}+\mathcal{K}_{2} \mathcal{U}_{2}\right\}$ and show that $\Delta \mathcal{B}_{\varphi} \subset \mathcal{B}_{\varphi}$ to verify Krasnoselskii's theorem [27] condition (i), If we choose $p=\left(p_{1}, p_{2}\right), q=\left(q_{1}, q_{2}\right) \in \mathcal{B}_{\varphi}$, and utilizing condition (53), we obtain

$$
\begin{aligned}
&\left|\Delta_{1,1}(p, q)(\tau)+\Delta_{1,2}(p, q)(\tau)\right| \\
& \leq^{\rho} \mathcal{I}_{0+}^{\xi}|f(\tau, p(\tau), q(\tau))| \\
&+|\delta(\tau)|\left(|\widehat{\mathcal{E}}|\left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}|g(\omega, p(\omega), q(\omega))|+{ }^{\rho} \mathcal{I}_{0+}^{\xi}|f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right. \\
&\left.+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+\varrho}|f(\sigma, p(\sigma), q(\sigma))|+^{\rho} \mathcal{I}_{0+}^{\zeta}|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right) \\
& \leq \mathcal{U}_{1}\left\{\frac{\left(\mathcal{T}^{\rho \xi}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right\} \\
&+\mathcal{U}_{2}\left\{|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\zeta \Gamma(\zeta+\zeta+1)}\right)\right\} \\
& \leq \mathcal{U}_{1} \mathcal{J}_{1}+\mathcal{U}_{2} \mathcal{K}_{1} \leq \varphi .
\end{aligned}
$$

In a similar manner, we can find that

$$
\left|\Delta_{2,1}(p, q)(\tau)+\Delta_{2,2}(p, q)(\tau)\right| \leq \mathcal{U}_{1} \mathcal{J}_{2}+\mathcal{U}_{2} \mathcal{K}_{2} \leq \varphi
$$

Clearly the above two inequalities lead to the fact that $\Delta_{1}(p, q)+\Delta_{2}(p, q) \in \mathcal{B}_{\varphi}$. Thus, we define operator $\left(\Delta_{1,2}, \Delta_{2,2}\right)$ as a contraction-satisfying condition (iii) of Krasnoselskii's theorem [27]. For $\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right) \in \mathcal{B}_{\varphi}$, we have

$$
\begin{align*}
\left|\Delta_{1,2}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{1,2}\left(p_{2}, q_{2}\right)(\tau)\right| \leq & \frac{\rho^{1-\xi}}{\Gamma(\xi)} \int_{0}^{\tau} \frac{\theta^{\rho-1}}{\left(\tau^{\rho}-\theta^{\rho}\right)^{1-\xi}} \\
& \times\left|f\left(\theta, p_{1}(\theta), q_{1}(\theta)\right)-f\left(\theta, p_{2}(\theta), q_{2}(\theta)\right)\right| d \theta \\
\leq & \frac{\mathcal{T}^{\rho \xi}}{\rho^{\xi} \Gamma(\xi+1)}\left(\phi_{1}| | p_{1}-p_{2}| |+\phi_{2}| | q_{1}-q_{2}| |\right) \tag{59}
\end{align*}
$$

and

$$
\begin{align*}
\left|\Delta_{2,1}\left(p_{1}, q_{1}\right)(\tau)-\Delta_{2,1}\left(p_{2}, q_{2}\right)(\tau)\right| \leq & \frac{\rho^{1-\zeta}}{\Gamma(\zeta)} \int_{0}^{\tau} \frac{\theta^{\rho-1}}{\left(\tau^{\rho}-\theta^{\rho}\right)^{1-\zeta}} \\
& \times\left|g\left(\theta, p_{1}(\theta), q_{1}(\theta)\right)-g\left(\theta, p_{2}(\theta), q_{2}(\theta)\right)\right| d \theta \\
\leq & \frac{\mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}\left(\hat{\phi}_{1}\left\|p_{1}-p_{2}\right\|+\hat{\phi}_{2} \| q_{1}-q_{2}| |\right) . \tag{60}
\end{align*}
$$

As a result (59) and (60),

$$
\begin{aligned}
& \left|\left(\Delta_{1,2}, \Delta_{2,2}\right)\left(p_{1}, q_{1}\right)(\tau)-\left(\Delta_{1,2}, \Delta_{2,2}\right)\left(p_{2}, q_{2}\right)(\tau)\right| \\
\leq & \frac{\mathcal{T}^{\xi}\left(\phi_{1}+\phi_{2}\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\mathcal{T}^{\xi}\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)}{\rho^{\zeta} \Gamma(\zeta+1)}\left(\left\|p_{1}-p_{2}\right\|+\left\|q_{1}-q_{2} \mid\right\|\right),
\end{aligned}
$$

is a contraction by (54). Therefore, condition (iii) of the Theorem is satisfied. Following that, we can establish that the operator $\left(\Delta_{1,1}, \Delta_{2,1}\right)$ satisfies the Krasnoselskii theorem's [27] condition (ii). We can infer the continuous existence of the ( $\Delta_{1,1}, \Delta_{2,1}$ ) operator by examining the continuity of the $f, g$ functions. For each $(p, q) \in \mathcal{B}_{\varphi}$ we have

$$
\begin{aligned}
& \left|\Delta_{1,1}(p, q)(\tau)\right| \\
& \leq|\delta(\tau)|\left(|\widehat{\mathcal{E}}|\left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}|g(\omega, p(\omega), q(\omega))|++^{\rho} \mathcal{I}_{0+}^{\tilde{\xi}}|f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right. \\
& \left.+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+e}|f(\sigma, p(\sigma), q(\sigma))|+{ }^{\rho} \mathcal{I}_{0+}^{\zeta}|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right) \\
& \leq \mathcal{U}_{1}\left\{\frac{\left(\mathcal{T}^{\rho \tilde{\xi}}(|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\left.|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi}+\varrho\right)}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right\} \\
& +\mathcal{U}_{2}\left\{|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{\left.|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta}+\varsigma\right)}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right)\right\} \\
& =\hat{\Omega}_{1}, \\
& \left|\Delta_{2,1}(p, q)(\tau)\right| \leq \mathcal{U}_{2}\left\{\frac{\left(\mathcal{T}^{\rho \tilde{\zeta}}(|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{\left.|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta}+\varsigma\right)}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right\} \\
& +\mathcal{U}_{1}\left\{|\delta|\left(\frac{\mathcal{T}^{\rho} \xi\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\left.|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi}+\varrho\right)}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right\} \\
& =\hat{\Omega}_{2},
\end{aligned}
$$

which leads to

$$
\left\|\left(\Delta_{1,1}, \Delta_{2,1}\right)(p, q)\right\| \leq \hat{\Omega}_{1}+\hat{\Omega_{2}} .
$$

From the above inequalities, the set $\left(\Delta_{1,1}, \Delta_{2,1}\right) \mathcal{B}_{\varphi}$ is uniformly bounded. The following step will demonstrate that the set $\left(\Delta_{1,1}, \Delta_{2,1}\right) \mathcal{B}_{\varphi}$ is equicontinuous. For $\tau_{1}, \tau_{2} \in \mathcal{E}$ with $\tau_{1}<\tau_{2}$ and for any $(p, q) \in \mathcal{B}_{\varphi}$ we get

$$
\begin{aligned}
& \left|\Delta_{1,1}(p, q)\left(\tau_{2}\right)-\Delta_{1,1}(p, q)\left(\tau_{1}\right)\right| \\
& \leq\left|\delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\right|\left(|\widehat{\mathcal{E}}|\left(|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}|g(\omega, p(\omega), q(\omega))|+^{\rho} \mathcal{I}_{0+}^{\xi}|f(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right. \\
& \left.+\left|\mathcal{E}_{1}\right|\left(|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+\varrho}|f(\sigma, p(\sigma), q(\sigma))|+^{\rho} \mathcal{I}_{0+}^{\zeta}|g(\mathcal{T}, p(\mathcal{T}), q(\mathcal{T}))|\right)\right) \\
& \leq \left\lvert\, \delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\left(\mathcal{U}_{1}\left(\frac{\left(\mathcal{T}^{\rho \xi}(|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right.\right. \\
& \left.+\mathcal{U}_{2}|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T}^{\rho \zeta}}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho}(\zeta+\varsigma)}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\zeta+1)}\right)\right) .
\end{aligned}
$$

Likewise, we obtain

$$
\begin{aligned}
& \left|\Delta_{2,1}(p, q)\left(\tau_{2}\right)-\Delta_{2,1}(p, q)\left(\tau_{1}\right)\right| \\
\leq & \left\lvert\, \delta\left(\tau_{2}\right)-\delta\left(\tau_{1}\right)\left(\mathcal{U}_{2}\left(\frac{\left(\mathcal{T}^{\rho \zeta}(|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\zeta \Gamma(\zeta+\varsigma+1)}\right)\right.\right. \\
& \left.+\mathcal{U}_{1}\left(|\delta|\left(\frac{\mathcal{T}^{\rho \xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right)\right) .
\end{aligned}
$$

Therefore $\left|\left(\Delta_{1,1}, \Delta_{2,1}\left(\tau_{2}\right)\right)-\left(\Delta_{1,1}, \Delta_{2,1}\left(\tau_{1}\right)\right)\right| \rightarrow 0$ as $\tau_{2} \rightarrow \tau_{1}$ independent of $(p, q) \in \mathcal{B}_{\varphi}$ Thus the set $\left(\Delta_{1,1}, \Delta_{2,1}\right) \mathcal{B}_{\varphi}$ is equicontinuous. As an outcome, the ArzelaAscoli theorem implies that the operator $\left(\Delta_{1,1}, \Delta_{2,1}\right)$ is compact on $\mathcal{B} \varphi$. Krasnoselskii's theorem [27] statement leads us to the conclusion that the problem (1) and (2) has at least one solution on $\mathcal{E}$.

## 4. Example

Consider the following Liouville-Caputo type generalized FDEs coupled system:

$$
\left\{\begin{array}{l}
\frac{3}{4} \mathcal{D}_{0+}^{\frac{5}{4}} p(\tau)=f(\tau, p(\tau), q(\tau)), \tau \in \mathcal{E}:=[0,1],  \tag{61}\\
C_{\mathcal{3}}^{\frac{3}{4}} \mathcal{D}_{0+}^{\frac{31}{20}} q(\tau)=g(\tau, p(\tau), q(\tau)), \tau \in \mathcal{E}:=[0,1],
\end{array}\right.
$$

supplemented with boundary conditions:

$$
\begin{equation*}
\left\{p(0)=0, q(0)=0, p(1)=\frac{1}{6}^{\frac{3}{4}} \mathcal{I}^{\frac{13}{20}} q\left(\frac{7}{10}\right), q(1)=\frac{1}{7}^{\frac{3}{4}} \mathcal{I}^{\frac{17}{20}} p\left(\frac{1}{2}\right),\right. \tag{62}
\end{equation*}
$$

where $\xi=\frac{5}{4}, \zeta=\frac{31}{20}, \rho=\frac{3}{4}, \mathcal{T}=1, \epsilon=\frac{1}{6}, \omega=\frac{7}{10}, \pi=\frac{1}{7}, \sigma=\frac{1}{2}, \varsigma=\frac{13}{20}, \varrho=\frac{17}{20}$ and

$$
\begin{align*}
f(\tau, p(\tau), q(\tau)) & =\frac{(1+\tau)}{30}\left(\frac{|p(\tau)|}{1+|p(\tau)|}+\frac{1}{3} \cos (q(\tau))+3 \tau\right)  \tag{63}\\
g(\tau, p(\tau), q(\tau)) & =\frac{e^{-\tau}}{25}\left(\frac{\sqrt{\tau}+1}{5}+\frac{1}{6} \cos (p(\tau))+\frac{|q(\tau)|}{1+|q(\tau)|}\right) \tag{64}
\end{align*}
$$

With $\psi_{0}=\frac{1}{10}, \psi_{1}=\frac{1}{30}, \psi_{2}=\frac{1}{90}, \hat{\psi}_{0}=\frac{1}{125}, \hat{\psi}_{1}=\frac{1}{25}$, and $\hat{\psi}_{2}=\frac{1}{150}$, the functions $f$ and $g$ clearly satisfy the $\left(\mathcal{A}_{1}\right)$ condition. Next, we find that $\left(\mathcal{J}_{1}\right)=2.5370237266984113$,
$\left(\mathcal{K}_{1}\right)=0.17111607453629377, \mathcal{J}_{2}=0.0906406939922634, \mathcal{K}_{2}=2.274156747108814, \mathcal{J}_{i}, \mathcal{K}_{i}$ ( $i=1,2$ ) are respectively given by (35),(36),(37) and (38), based on the data available. Thus $\psi_{1}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{1}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) \approx 0.18539972688882678<1, \psi_{2}\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)+\hat{\psi}_{2}\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) \approx$ $0.04549809015197488<1$, all the conditions of Theorem 1 are satisfied, and there is at least one solution for problem (61) and (62) on $[0,1]$ with $f$ and $g$ given by (63) and (64) respectively.

In addition, we'll use

$$
\begin{align*}
& f(\tau, p(\tau), q(\tau))=\frac{\tau}{3}+\frac{3}{4(\tau+16)}+\frac{|p(\tau)|}{1+|p(\tau)|}+\frac{2}{75} \cos (q(\tau))  \tag{65}\\
& g(\tau, p(\tau), q(\tau))=\frac{\left(1+e^{-\tau}\right)}{4}+\frac{19}{400} \cos (p(\tau))+\frac{1}{60} \frac{|q(\tau)|}{1+|q(\tau)|} \tag{66}
\end{align*}
$$

to demonstrate Theorem 2. It is simple to demonstrate that $f$ and $g$ are continuous and satisfy the assumption $\left(\mathcal{A}_{2}\right)$ with $\phi_{1}=\frac{3}{64}, \phi_{2}=\frac{2}{75}, \hat{\phi_{1}}=\frac{19}{400}$ and $\hat{\phi_{2}}=\frac{1}{60}$. All the assumptions of Theorem 2 are also satisfied with $\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\right.$ $\left.\hat{\phi}_{2}\right) \approx 0.35014782699385444<1$. As a result, Theorem 2 holds true, and the problem (61) and (62) with $f$ and $g$ given by (65) and (66) respectively, has a unique solution on $[0,1]$.

## 5. Ulam-Hyers Stability Results for the Problem (1) and (2)

The U-H stability of the solutions to the BVP (1) and (2) will be discussed in this section using the integral representation of their solutions defined by

$$
\begin{equation*}
p(\tau)=\Delta_{1}(p, q)(\tau), q(\tau)=\Delta_{2}(p, q)(\tau) \tag{67}
\end{equation*}
$$

where $\Delta_{1}$ and $\Delta_{2}$ are given by (33) and (34). Consider the following definitions of nonlinear operators

$$
\begin{gathered}
\mathcal{H}_{1}, \mathcal{H}_{2} \in \mathcal{C}(\mathcal{E}, \mathbb{R}) \times \mathcal{C}(\mathcal{E}, \mathbb{R}) \rightarrow \mathcal{C}(\mathcal{E}, \mathbb{R}), \\
\left\{\begin{array}{l}
{ }_{{ }_{C}}^{\rho} \mathcal{D}_{0+}^{\zeta} p(\tau)-f(\tau, p(\tau), q(\tau))=\mathcal{H}_{1}(p, q)(\tau), \tau \in \mathcal{E} \\
{ }_{C}^{\rho} \mathcal{D}_{0+}^{\zeta} q(\tau)-g(\tau, p(\tau), q(\tau))=\mathcal{H}_{1}(p, q)(\tau), \tau \in \mathcal{E} .
\end{array}\right.
\end{gathered}
$$

It considered the following inequalities for some $\hat{\lambda_{1}}, \hat{\lambda}_{2}>0$ :

$$
\begin{equation*}
\left\|\mathcal{H}_{1}(p, q)\right\| \leq \hat{\lambda_{1}},\left\|\mathcal{H}_{2}(p, q)\right\| \leq \hat{\lambda_{2}} . \tag{68}
\end{equation*}
$$

Definition 4. The coupled system (1) and (2) is said to be $U-H$ stable if $\mathcal{V}_{1}, \mathcal{V}_{2}>0$ and there exists a unique solution $(p, q) \in \mathcal{C}(\mathcal{E}, \mathbb{R})$ of a problem (1) and (2) with

$$
\left\|(p, q)-\left(p^{*}, q^{*}\right)\right\| \leq \mathcal{V}_{1} \hat{\lambda_{1}}+\mathcal{V}_{2} \hat{\lambda_{2}}
$$

$\forall(p, q) \in \mathcal{C}(\mathcal{E}, \mathbb{R})$ of inequality (68).
Theorem 4. Assume that $\left(\mathcal{A}_{2}\right)$ holds. Then the problem (1) and (2) is $U-H$ stable.
Proof. Let $(p, q) \in \mathcal{C}(\mathcal{E}, \mathbb{R}) \times \mathcal{C}(\mathcal{E}, \mathbb{R})$ be the (1)-(2) solution of the problem that satisfies (33) and (34). Let $(p, q)$ be any solution that meets the condition (68):

$$
\left\{\begin{array}{l}
{ }_{C}^{\rho} \mathcal{D}_{0+}^{\tau} p(\tau)=f(\tau, p(\tau), q(\tau))+\mathcal{H}_{1}(p, q)(\tau), \tau \in \mathcal{E}, \\
{ }_{C}^{\rho} \mathcal{D}_{0+}^{\zeta} q(\tau)=g(\tau, p(\tau), q(\tau))+\mathcal{H}_{1}(p, q)(\tau), \tau \in \mathcal{E},
\end{array}\right.
$$

so,

$$
\begin{aligned}
p^{*}(\tau) & =\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)+{ }^{\rho} \mathcal{I}_{0+}^{\xi} \mathcal{H}_{1}(p, q)(\tau) \\
& +\delta(\tau)\left(\widehat{\mathcal{E}}\left[\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\varsigma} \mathcal{H}_{2}(p, q)(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \mathcal{H}_{1}(p, q)(\mathcal{T})\right]\right. \\
& \left.+\mathcal{E}_{1}\left[\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \mathcal{H}_{1}(p, q)(\sigma)-\rho \mathcal{I}_{0+}^{\zeta} \mathcal{H}_{2}(p, q)(\mathcal{T})\right]\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left|\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)-p^{*}(\tau)\right| \leq & \mathcal{I}_{0+}^{\xi}\left|\mathcal{H}_{1}(p, q)(\tau)\right| \\
& +|\delta(\tau)|\left(|\widehat{\mathcal{E}}|\left[|\epsilon|^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta}\left|\mathcal{H}_{2}(p, q)(\omega)\right|+{ }^{\rho} \mathcal{I}_{0+}^{\xi}\left|\mathcal{H}_{1}(p, q)(\mathcal{T})\right|\right]\right. \\
& \left.+\left|\mathcal{E}_{1}\right|\left[|\pi|^{\rho} \mathcal{I}_{0+}^{\xi+\varrho}\left|\mathcal{H}_{1}(p, q)(\sigma)\right|+^{\rho} \mathcal{I}_{0+}^{\zeta}\left|\mathcal{H}_{2}(p, q)(\mathcal{T})\right|\right]\right) \\
& \leq \hat{\lambda}_{1}\left\{\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right\} \\
& +\hat{\lambda}_{2}\left\{|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T} \rho \zeta}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)}\right)\right\} \\
& \leq \mathcal{J}_{1} \hat{\lambda}_{1}+\mathcal{K}_{1} \hat{\lambda_{2}} .
\end{aligned}
$$

Similarly, we obtain

$$
\begin{aligned}
\left|\Delta_{2}\left(p^{*}, q^{*}\right)(\tau)-q^{*}(\tau)\right| \leq & \hat{\lambda_{2}}\left\{\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\zeta \Gamma(\zeta+\varsigma+1)}\right\} \\
& +\hat{\lambda_{1}}\left\{|\delta|\left(\frac{\mathcal{T}^{\rho \xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\pi||\widehat{\mathcal{E}}| \sigma^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)\right\} \\
& \leq \mathcal{J}_{2} \hat{\lambda}_{1}+\mathcal{K}_{2} \hat{\lambda}_{2},
\end{aligned}
$$

where $\mathcal{J}_{1}, \mathcal{K}_{1}, \mathcal{J}_{2}$, and $\mathcal{K}_{2}$ are defined in (35)-(38), respectively. As an outcome, we deduce from operator $\Delta$ 's fixed-point property, which is defined by (33) and (34),

$$
\begin{align*}
\left|p(\tau)-p^{*}(\tau)\right|= & \left|p(\tau)-\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)+\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)-p^{*}(\tau)\right| \\
\leq & \left|\Delta_{1}(p, q)(\tau)-\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)\right|+\left|\Delta_{1}\left(p^{*}, q^{*}\right)(\tau)-p^{*}(\tau)\right| \\
\leq & \left(\left(\mathcal{J}_{1} \phi_{1}+\mathcal{K}_{1} \hat{\phi}_{1}\right)+\left(\mathcal{J}_{1} \phi_{2}+\mathcal{K}_{1} \hat{\phi_{2}}\right)\right)\left|\left|(p, q)-\left(p^{*}, q^{*}\right)\right|\right| \\
& +\mathcal{J}_{1} \hat{\lambda_{1}}+\mathcal{K}_{1} \hat{\mathcal{N}_{2}} . \tag{69}
\end{align*}
$$

$$
\begin{align*}
\left|q(\tau)-q^{*}(\tau)\right|= & \left|q(\tau)-\Delta_{2}\left(p^{*}, q^{*}\right)(\tau)+\Delta_{2}\left(p^{*}, q^{*}\right)(\tau)-q^{*}(\tau)\right| \\
\leq & \left|\Delta_{2}(p, q)(\tau)-\Delta_{2}\left(p^{*}, q^{*}\right)(\tau)\right|+\left|\Delta_{2}\left(p^{*}, q^{*}\right)(\tau)-q^{*}(\tau)\right| \\
\leq & \left(\left(\mathcal{J}_{2} \phi_{1}+\mathcal{K}_{2} \hat{\phi}_{1}\right)+\left(\mathcal{J}_{2} \phi_{2}+\mathcal{K}_{2} \hat{\phi}_{2}\right)\right)\left|\left|(p, q)-\left(p^{*}, q^{*}\right)\right|\right| \\
& +\mathcal{J}_{2} \hat{\lambda_{1}}+\mathcal{K}_{2} \hat{\lambda_{2}} . \tag{70}
\end{align*}
$$

From the above Equations (69) and (70) it follows that

$$
\begin{aligned}
&\left\|(p, q)-\left(p^{*}, q^{*}\right)\right\| \leq\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right) \hat{\lambda_{1}}+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) \hat{\lambda_{2}} \\
&+\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)\left\|(p, q)-\left(p^{*}, q^{*}\right)\right\| . \\
&\left\|(p, q)-\left(p^{*}, q^{*}\right)\right\| \leq \frac{\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right) \hat{\lambda_{1}}+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) \hat{\mathcal{K}_{2}}}{1-\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)} \\
& \leq \mathcal{V}_{1} \hat{\lambda_{1}}+\mathcal{V}_{2} \hat{\mathcal{N}_{2}},
\end{aligned}
$$

with

$$
\begin{aligned}
\mathcal{V}_{1} & =\frac{\mathcal{J}_{1}+\mathcal{J}_{2}}{1-\left(\left(\mathcal{J}_{1}+\mid \mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mid \mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)}, \\
\mathcal{V}_{2} & =\frac{\mathcal{K}_{1}+\mathcal{K}_{2}}{1-\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right)}
\end{aligned}
$$

Hence, the problem (1)-(2) is U-H stable.

## 6. Example

Consider the following Liouville-Caputo type generalized FDEs coupled system:

$$
\left\{\begin{array}{l}
\frac{19}{20} \mathcal{D}_{0+}^{\frac{5}{4}} p(\tau)=\frac{\sqrt{\tau}}{2}+\frac{1}{5(\tau+25)} \frac{|p(\tau)|}{1+|p(\tau)|}+\frac{3}{80} \cos (q(\tau)), \tau \in[0,1],  \tag{71}\\
C \\
\frac{19}{20} \mathcal{D}_{0+}^{\frac{31}{20}} q(\tau)=\frac{\tau}{5}+\frac{17}{300} \cos (p(\tau))+\frac{1}{70} \frac{|q(\tau)|}{1+|q(\tau)|}, \tau \in[0,1],
\end{array}\right.
$$

supplemented with boundary conditions:

$$
\begin{equation*}
\left\{p(0)=0, q(0)=0, p(1)=\frac{5^{\frac{19}{20}} \mathcal{I}^{\frac{13}{20}} q\left(\frac{9}{20}\right), q(1)=\frac{6}{7}^{\frac{19}{20}} \mathcal{I}^{\frac{17}{20}} p\left(\frac{13}{20}\right), ~}{\text {, }}\right. \tag{72}
\end{equation*}
$$

where $\zeta=\frac{5}{4}, \zeta=\frac{31}{20}, \rho=\frac{19}{20}, \mathcal{T}=1, \epsilon=\frac{5}{6}, \omega=\frac{9}{20}, \pi=\frac{6}{7}, \sigma=\frac{13}{20}, \varsigma=\frac{13}{20}, \varrho=\frac{17}{20}$ and

$$
\begin{align*}
\left|f\left(\tau, p_{1}(\tau), q_{1}(\tau)\right)-f\left(\tau, p_{2}(\tau), q_{2}(\tau)\right)\right| & =\frac{1}{125}\left|p_{1}(\tau)-p_{2}(\tau)\right|+\frac{3}{80}\left|q_{1}(\tau)-q_{2}(\tau)\right|  \tag{73}\\
\left|g\left(\tau, p_{1}(\tau), q_{1}(\tau)\right)-g\left(\tau, p_{2}(\tau), q_{2}(\tau)\right)\right| & =\frac{17}{300}\left|p_{1}(\tau)-p_{2}(\tau)\right|+\frac{1}{70}\left|q_{1}(\tau)-q_{2}(\tau)\right| \tag{74}
\end{align*}
$$

With $\phi_{1}=\frac{1}{125}, \phi_{2}=\frac{3}{80}, \hat{\phi}_{1}=\frac{17}{300}$, and $\hat{\phi_{2}}=\frac{1}{70}$, the functions $f$ and $g$ clearly satisfy the $\left(\mathcal{A}_{2}\right)$ condition. Next, we find that $\left(\mathcal{J}_{1}\right)=1.9529307397739033,\left(\mathcal{K}_{1}\right)=$ $0.21135021378560123, \mathcal{J}_{2}=0.42682560046779994, \mathcal{K}_{2}=1.6225052940838325, \mathcal{J}_{i}, \mathcal{K}_{i}(i=$ $1,2)$ are respectively given by (35),(36),(37) and (38), based on the data available. Thus $\left(\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)\right) \approx 0.2383953280869716<1$, all the conditions of Theorem 5.2 are satisfied, and there is a unique solution for problem (71) and (72) on $[0,1]$, which is stable for Ulam-Hyers, with $f$ and $g$ given by (73) and (74) respectively.

## 7. Existence Results for the Problem (1) and (75)

Furthermore, we are investigating the system (1) under the following conditions:

$$
\left\{\begin{array}{l}
p(0)=0, \quad q(0)=0  \tag{75}\\
p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0^{+}}^{\varsigma} q(\boldsymbol{\omega})=\frac{\epsilon \rho^{1-\varsigma}}{\Gamma(\varsigma)} \int_{0}^{\infty} \frac{\theta^{\rho-1}}{\left(\omega^{\rho}-\theta^{\rho}\right)^{1-\varsigma}} q(\theta) d \theta \\
q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{\varrho} p(\boldsymbol{\omega})=\frac{\pi \rho^{1-\varrho}}{\Gamma(\varrho)} \int_{0}^{\omega} \frac{\theta^{\rho-1}}{\left(\omega^{\rho}-\theta^{\rho}\right)^{1-\varrho}} p(\theta) d \theta, \\
0<\omega<\mathcal{T}
\end{array}\right.
$$

Bear in mind that the conditions (2) contain strips of varying lengths, whereas the one in (75) contains only one strip of the same length $(0, \infty)$. We introduce the following notations for computational ease:

$$
\begin{align*}
& \mathcal{E}_{1}=\epsilon \frac{\omega^{\rho(\varsigma+1)}}{\rho^{\zeta+1} \Gamma(\varsigma+2)}, \mathcal{E}_{2}=\pi \frac{\omega^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)}, \widehat{\mathcal{E}}=\frac{\mathcal{T}^{\rho}}{\rho}  \tag{76}\\
& \mathcal{G}=\widehat{\mathcal{E}}^{2}-\mathcal{E}_{1} \mathcal{E}_{2} \neq 0,  \tag{77}\\
& \delta(\tau)=\left(\frac{\tau^{\rho}}{\rho \mathcal{G}}\right) \tag{78}
\end{align*}
$$

Lemma 4. Given the functions $\hat{f}, \hat{g} \in C(0, \mathcal{T}) \cap \mathcal{L}(0, \mathcal{T}), p, q \in \mathcal{A C}_{\gamma}^{2}(\mathcal{E})$ and $\Lambda \neq 0$. Then the solution of the coupled BVP:

$$
\left\{\begin{array}{l}
{ }_{C}^{\rho} \mathcal{D}_{0+}^{\zeta} p(\tau)=\hat{f}(\tau), \tau \in \mathcal{E}:=[0, \mathcal{T}]  \tag{79}\\
{ }_{C} \mathcal{D}_{0+}^{\zeta} q(\tau)=\hat{g}(\tau), \tau \in \mathcal{E}:=[0, \mathcal{T}] \\
p(0)=0, q(0)=0, p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0+}^{\varsigma} q(\omega), q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{\varrho} p(\omega), 0<\omega<\mathcal{T},
\end{array}\right.
$$

is given by

$$
\begin{equation*}
p(\tau)=^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\tau)+\delta(\tau)\left(\left[\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{g}(\omega)--^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T})\right]+\left[\pi^{\rho} \mathcal{I}_{0+}^{\xi+\zeta} \hat{f}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T})\right]\right) \tag{80}
\end{equation*}
$$

and

$$
\begin{equation*}
q(\tau)=^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\tau)+\delta(\tau)\left(\left[\pi^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{f}(\omega)--^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T})\right]+\left[\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{g}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T})\right]\right) \tag{81}
\end{equation*}
$$

Proof. When ${ }^{\rho} \mathcal{I}_{0+}^{\tau},{ }^{\rho} \mathcal{I}_{0+}^{\zeta}$ are applied to the FDEs in (79) and Lemma 4 is used the solution of the FDEs in (79) for $\tau \in \mathcal{E}$ is

$$
\begin{align*}
& p(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\tau)+a_{1}+a_{2} \frac{\tau^{\rho}}{\rho}=\frac{\rho^{1-\xi}}{\Gamma(\xi)} \int_{0}^{\tau} \theta^{\rho-1}\left(\tau^{\rho}-\theta^{\rho}\right)^{\xi-1} \hat{f}(\theta) d \theta+a_{1}+a_{2} \frac{\tau^{\rho}}{\rho}  \tag{82}\\
& q(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\tau)+b_{1}+b_{2} \frac{\tau^{\rho}}{\rho}=\frac{\rho^{1-\zeta}}{\Gamma(\zeta)} \int_{0}^{\tau} \theta^{\rho-1}\left(\tau^{\rho}-\theta^{\rho}\right)^{\zeta-1} \hat{g}(\theta) d \theta+b_{1}+b_{2} \frac{\tau^{\rho}}{\rho} \tag{83}
\end{align*}
$$

respectively, for some $a_{1}, a_{2}, b_{1}, b_{2} \in \mathcal{R}$. Making use of the boundary conditions $p(0)=$ $q(0)=0$ in (82) and (83) respectively, we get $a_{1}=b_{1}=0$. We obtain by using the generalized integral operators ${ }^{\rho} \mathcal{I}_{0+}^{\varrho},{ }^{\rho} \mathcal{I}_{0+}^{\zeta}$ (82) and (83) respectively,

$$
\begin{align*}
& { }^{\rho} \mathcal{I}_{0+}^{\varrho} p(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \hat{f}(\tau)+a_{1} \frac{\tau^{\rho \varrho}}{\rho^{\varrho} \Gamma(\varrho+1)}+a_{2} \frac{\tau^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)},  \tag{84}\\
& { }^{\rho} \mathcal{I}_{0+}^{\varsigma} q(\tau)={ }^{\rho} \mathcal{I}_{0+}^{\zeta+\varsigma} \hat{g}(\tau)+b_{1} \frac{\tau^{\rho \varsigma}}{\rho^{\varsigma} \Gamma(\varsigma+1)}+b_{2} \frac{\tau^{\rho(\varsigma+1)}}{\rho^{\varsigma}+1} \Gamma(\varsigma+2) \tag{85}
\end{align*},
$$

which, when combined with the boundary conditions $p(\mathcal{T})=\epsilon^{\rho} \mathcal{I}_{0+}^{\varsigma} q(\aleph), q(\mathcal{T})=\pi^{\rho} \mathcal{I}_{0+}^{\varrho} p(\aleph)$, gives the following results:

$$
\begin{equation*}
\rho^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T})+a_{1}+a_{2} \frac{\mathcal{T}^{\rho}}{\rho}=\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\varsigma} \hat{g}(\omega)+b_{1} \frac{\epsilon \omega^{\rho \varsigma}}{\rho^{\varsigma} \Gamma(\varsigma+1)}+b_{2} \frac{\epsilon \omega^{\rho(\varsigma+1)}}{\rho^{\varsigma+1} \Gamma(\varsigma+2)^{\prime}} \tag{86}
\end{equation*}
$$

$$
\begin{equation*}
\rho^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T})+b_{1}+b_{2} \frac{\mathcal{T}^{\rho}}{\rho}=\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \hat{f}(\omega)+a_{1} \frac{\pi \omega^{\varrho \varrho}}{\rho^{\varrho} \Gamma(\varrho+1)}+a_{2} \frac{\pi \omega^{\rho(\varrho+1)}}{\rho^{\varrho+1} \Gamma(\varrho+2)} . \tag{87}
\end{equation*}
$$

Next, we obtain

$$
\begin{align*}
& a_{2} \widehat{\mathcal{E}}-b_{2} \mathcal{E}_{1}=\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{g}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\mathcal{T}),  \tag{88}\\
& b_{2} \widehat{\mathcal{E}}-a_{2} \mathcal{E}_{2}=\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \hat{f}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T}), \tag{89}
\end{align*}
$$

by employing the notations (76)-(78) in (86) and (87) respectively. We find that when we solve the system of Equations (88) and (89) for $a_{2}$ and $b_{2}$,

$$
\begin{align*}
& a_{2}=\frac{1}{\mathcal{G}}\left[\widehat{\mathcal{E}}\left(\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{g}(\omega)--^{\rho} \mathcal{I}_{0+}^{\xi} \hat{f}(\mathcal{T})\right)+\mathcal{E}_{1}\left(\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \hat{f}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{g}(\mathcal{T})\right)\right],  \tag{90}\\
& b_{2}=\frac{1}{\mathcal{G}}\left[\mathcal{E}_{2}\left(\epsilon^{\rho} \mathcal{I}_{0+}^{\zeta+\zeta} \hat{\mathcal{g}}(\omega)--^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{f}(\mathcal{T})\right)+\widehat{\mathcal{E}}\left(\pi^{\rho} \mathcal{I}_{0+}^{\xi+\varrho} \hat{f}(\omega)-{ }^{\rho} \mathcal{I}_{0+}^{\zeta} \hat{\mathcal{g}}(\mathcal{T})\right)\right] . \tag{91}
\end{align*}
$$

Substituting the values of $a_{1}, a_{2}, b_{1}, b_{2}$ in (82) and (83) respectively, we get the solution for (79).

For brevity's sake, we'll use the following notations:

$$
\begin{align*}
& \mathcal{J}_{1}=\frac{\left(\mathcal{T}^{\rho \xi}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{|\delta||\pi|\left|\mathcal{E}_{1}\right| \omega^{\rho(\xi+\varrho)}}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}  \tag{92}\\
& \mathcal{K}_{1}=|\delta|\left(\frac{\left|\mathcal{E}_{1}\right| \mathcal{T} \rho \zeta}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\widehat{\mathcal{E}}||\epsilon| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\zeta+1)}\right)  \tag{93}\\
& \mathcal{J}_{2}=|\delta|\left(\frac{\mathcal{T}^{\rho}{ }^{\xi}\left|\mathcal{E}_{2}\right|}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\left.|\pi||\widehat{\mathcal{E}}| \omega^{\rho(\xi}+\varrho\right)}{\rho^{\xi}+\varrho \Gamma(\xi+\varrho+1)}\right)  \tag{94}\\
& \mathcal{K}_{2}=\frac{\left(\mathcal{T}^{\rho \zeta}(1+|\delta||\widehat{\mathcal{E}}|)\right)}{\rho^{\zeta} \Gamma(\zeta+1)}+\frac{|\delta||\epsilon|\left|\mathcal{E}_{2}\right| \omega^{\rho(\zeta+\varsigma)}}{\rho^{\zeta}+\varsigma \Gamma(\zeta+\varsigma+1)} \tag{95}
\end{align*}
$$

To finish up, we will go over the results of existence, uniqueness, and Ulam-Hyers stability for problems (1) and (75), respectively. For reasons that are similar to those in Sections 3-6, we are not providing the proof.

Corollary 1. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the condition: $\left(\mathcal{A}_{1}\right)$ there exists constants $\psi_{m}, \hat{\psi_{m}} \leq 0(m=1,2)$ and $\psi_{0}, \hat{\psi_{0}}>0$ such that

$$
\begin{aligned}
& \left|f\left(\tau, o_{1}, o_{2}\right)\right| \leq \psi_{0}+\psi_{1}\left|o_{1}\right|+\psi_{2}\left|o_{2}\right| \\
& \left|g\left(\tau, o_{1}, o_{2}\right)\right| \leq \hat{\psi}_{0}+\hat{\psi}_{1}\left|o_{1}\right|+\hat{\psi}_{2}\left|o_{2}\right|, \forall o_{m} \in \mathbb{R}, m=1,2 .
\end{aligned}
$$

If $\psi_{1}\left(\hat{\mathcal{J}}_{1}+\hat{\mathcal{J}}_{2}\right)+\hat{\psi}_{1}\left(\hat{\mathcal{K}}_{1}+\hat{\mathcal{K}}_{2}\right)<1, \psi_{2}\left(\hat{\mathcal{J}}_{1}+\hat{\mathcal{J}}_{2}\right)+\hat{\psi}_{2}\left(\hat{\mathcal{K}}_{1}+\hat{\mathcal{K}}_{2}\right)<1$. Then at least one solution for the $B V P$ (1) and (75) on $\mathcal{E}$, where $\hat{\mathcal{J}}_{1}, \hat{\mathcal{K}}_{1}, \hat{\mathcal{J}}_{2}, \hat{\mathcal{K}}_{2}$ are given by (92)-(95) respectively.

Corollary 2. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the condition: $\left(\mathcal{A}_{2}\right)$ there exists constants $\phi_{m}, \hat{\phi_{m}} \leq 0(m=1,2)$ such that

$$
\begin{aligned}
&\left|f\left(\tau, o_{1}, o_{2}\right)-f\left(\tau, \hat{o}_{1}, \hat{o}_{2}\right)\right| \leq \phi_{1}\left|o_{1}-\hat{o}_{1}\right|+\phi_{2}\left|o_{2}-\hat{o}_{2}\right|, \\
&\left|g\left(\tau, o_{1}, o_{2}\right)-g\left(\tau, \hat{o}_{1}, \hat{o}_{2}\right)\right| \leq \hat{\phi}_{1}\left|o_{1}-\hat{o}_{1}\right|+\hat{\phi}_{2}\left|o_{2}-\hat{o}_{2}\right|, \forall o_{m}, \hat{o}_{m} \in \mathbb{R}, m=1,2 .
\end{aligned}
$$

Moreover, there exist $\mathcal{S}_{1}, \mathcal{S}_{2}>0$ such that $|f(\tau, 0,0)| \leq \mathcal{S}_{1},|f(\tau, 0,0)| \leq \mathcal{S}_{2}$, Then, given that

$$
\begin{equation*}
\left(\mathcal{J}_{1}+\mathcal{J}_{2}\right)\left(\phi_{1}+\phi_{2}\right)+\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)\left(\hat{\phi}_{1}+\hat{\phi_{2}}\right)<1 \tag{96}
\end{equation*}
$$

the BVP (1) and (75) has a unique solution on $\mathcal{E}$, where $\hat{\mathcal{J}}_{1}, \hat{\mathcal{K}}_{1}, \hat{\mathcal{J}}_{2}, \hat{\mathcal{K}}_{2}$ are given by (92)-(95) respectively.

Corollary 3. Assume that $f, g: \mathcal{E} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions satisfying the assumption $\left(\mathcal{A}_{2}\right)$ in Theorem 2. Further more, there exist positive constants $\mathcal{U}_{1}, \mathcal{U}_{2}$ such that $\forall \tau \in \mathcal{E}$ and $r_{i} \in \mathbb{R}, i=1,2$.

$$
\begin{equation*}
\left|f\left(\tau, r_{1}, r_{2}\right)\right| \leq \mathcal{U}_{1}, \quad\left|g\left(\tau, r_{1}, r_{2}\right)\right| \leq \mathcal{U}_{2} \tag{97}
\end{equation*}
$$

If

$$
\begin{equation*}
\frac{\mathcal{T}^{\rho \xi}\left(\phi_{1}+\phi_{2}\right)}{\rho^{\xi} \Gamma(\xi+1)}+\frac{\mathcal{T}^{\rho \zeta}\left(\hat{\phi}_{1}+\hat{\phi}_{2}\right)}{\rho^{\zeta} \Gamma(\zeta+1)}<1, \tag{98}
\end{equation*}
$$

then the $B V P(1)$, and (75) has at least one solution on $\mathcal{E}$.
Corollary 4. Assume that (A2) holds. Then the problem (1) and (75) is Ulam-Hyers stable.

## 8. Asymmetric Cases

Remark 1. If $\rho=1$, the problem (1) generalized Liouville-Caputo type reduces to the classical Caputo form.

$$
\left\{\begin{array}{l}
{ }^{C} \mathcal{D}_{0^{+}}^{\tau} p(\tau)=f(\tau, p(\tau), q(\tau)), \tau \in \mathcal{G}:=[0, \mathcal{T}]  \tag{99}\\
{ }^{C} \mathcal{D}_{0^{+}}^{\zeta} q(\tau)=g(\tau, p(\tau), q(\tau)), \tau \in \mathcal{G}:=[0, \mathcal{T}] .
\end{array}\right.
$$

Remark 2. If $\rho=1$ in the boundary conditions (2) and (75) generalized Riemann-Liouville integral boundary conditions reduces to the Riemann-Liouville integral conditions respectively.

$$
\left\{\begin{array}{l}
p(0)=0, \quad q(0)=0  \tag{100}\\
p(\mathcal{T})=\epsilon \mathcal{I}_{0^{+}}^{\varsigma} q(\omega)=\frac{\epsilon}{\Gamma(\varsigma)} \int_{0}^{\omega}(\omega-\theta)^{\varsigma-1} q(\theta) d \theta \\
q(\mathcal{T})=\pi \mathcal{I}_{0+}^{\varrho} p(\sigma)=\frac{\pi}{\Gamma(\varrho)} \int_{0}^{\sigma}(\sigma-\theta)^{\varrho-1} p(\theta) d \theta \\
0<\sigma<\omega<\mathcal{T}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
p(0)=0, \quad q(0)=0  \tag{101}\\
p(\mathcal{T})=\epsilon \mathcal{I}_{0^{+}}^{\varsigma} q(\omega)=\frac{\epsilon}{\Gamma(\varsigma)} \int_{0}^{\omega}(\omega-\theta)^{\varsigma-1} q(\theta) d \theta \\
q(\mathcal{T})=\pi \mathcal{I}_{0+}^{\varrho} p(\omega)=\frac{\pi}{\Gamma(\varrho)} \int_{0}^{\omega}(\omega-\theta)^{\omega-1} p(\theta) d \theta \\
0<\omega<\mathcal{T}
\end{array}\right.
$$

Remark 3. If $\rho=1$ and $\varsigma=\varrho=1$ in the boundary conditions (2) and (75) generalized RiemannLiouville integral boundary conditions reduces to the classical integral conditions respectively.

$$
\begin{equation*}
\left\{p(0)=0, q(0)=0, p(\mathcal{T})=\epsilon \int_{0}^{\omega} q(\theta) d \theta, q(\mathcal{T})=\pi \int_{0}^{\sigma} p(\theta) d \theta 0<\sigma<\omega<\mathcal{T}\right. \tag{102}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{p(0)=0, q(0)=0, p(\mathcal{T})=\epsilon \int_{0}^{\infty} q(\theta) d \theta, q(\mathcal{T})=\pi \int_{0}^{\infty} p(\theta) d \theta 0<\omega<\mathcal{T}\right. \tag{103}
\end{equation*}
$$

## 9. Conclusions

This paper employs coupled nonlinear generalized Liouville-Caputo fractional differential equations and Katugampola fractional integral operators to solve a novel class of boundary value problems. Applying the techniques of fixed-point theory to discover the existence criterion for solutions is efficient. While the second outcome provides a sufficient criterion to establish the problem's unique solution, the first and third results define various criteria for the presence of solutions to the given problem. In the fourth section, the Hyers-Ulam stability of the solution was determined. In the remarks, we have shown the asymmetric cases of the assigned problem. Moreover, the form of the solution in these kinds of remarks can be used to study the positive solution and its asymmetry in more depth. We conclude that our results are novel and can be viewed as an expansion of the qualitative analysis of fractional differential equations. Our results are novel in this configuration and add to the literature on nonlinear coupled generalized Liouville-Caputo fractional differential equations with nonlocal boundary conditions utilizing Katugampolatype integral operators. Future research could focus on various conceptions of stability and existence in relation to a Lotka-Volterra prey-predator system/coupled logistic system.
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#### Abstract

The fractional Hilbert transform, a generalization of the Hilbert transform, has been extensively studied in the literature because of its widespread application in optics, engineering, and signal processing. In the present work, we expand the fractional Hilbert transform that displays an odd symmetry to a space of generalized functions known as Boehmians. Moreover, we introduce a new fractional convolutional operator for the fractional Hilbert transform to prove a convolutional theorem similar to the classical Hilbert transform, and also to extend the fractional Hilbert transform to Boehmians. We also produce a suitable Boehmian space on which the fractional Hilbert transform exists. Further, we investigate the convergence of the fractional Hilbert transform for the class of Boehmians and discuss the continuity of the extended fractional Hilbert transform.
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## 1. Introduction

The space of Boehmians is a class of generalized functions that include all regular operators and generalized functions or distributions, and other objects. The theory of Boehmians with two convergences, introduced by Mikusinski [1], broadens the concept of Boehme's regular operators [2]. In contrast to the theory of distributions in which generalized functions are treated as members of the dual space of any space of testing function, the space of Boehmians treats distributions more as algebraic objects. Several integral transforms for various spaces of Boehmians were studied and their properties were investigated in [3-13]. Currently, a large number of studies are available on the extension of classical integral transforms to Boehmians. Karunakaran and Roopkumar introduced the Hilbert transform as continuous linear mapping defined on some space of Boehmians into another space of Boehmians [7]. They also studied the Hilbert transform for the space of ultradistributions [8]. The pioneering work of Zayed [13], Al-Omari, and Agarwal [6] introduced an extension of fractional integral transform to Boehmians by extending the fractional Fourier and Sumudu transforms to the space of integrable Boehmians. The properties and generalizations of various quaternion integral transform [14] and fractional integral transforms were also studied from the perspective of q-calculus analysis [15,16] and rapidly decaying functions [17]. In recent years, the extension of fractional integral transforms to the space of Boehmians has been an active area of research. Many wellknown fractional integral transforms have been extended to the space of Boehmians, but an extension of the fractional Hilbert transform (FHT) has not yet been reported. So, the goal of this paper is to extend the FHT to some space of Boehmians. Different definitions of FHT exist in the literature [18-20], but in the generalization of the classical Hilbert transform, it might rightly be said that the fractionalization of Hilbert transform is given by Zayed and
is mathematically elaborated in [21]. The fractional Hilbert transform of a function $f(x)$, denoted by $H_{\alpha}[f(x)]$, is defined as [20]

$$
\begin{equation*}
H_{\alpha}[f(x)]=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-i \frac{x^{2}-t^{2}}{2} \cot \alpha}}{x-t} f(t) d t \text { for } \alpha \neq 0, \pi / 2, \pi \tag{1}
\end{equation*}
$$

where the integral is taken in the sense of the Cauchy principal value. The special case $\alpha=\pi / 2$ reduces FHT into the standard Hilbert transform. Indeed, the FHT allows for converting a real signal into a complex signal by suppressing the negative frequency. Such a signal has a wide variety of applications in optics, signal processing, and image processing [22-25]. It also does not flip the domain of the signal-the signal remains in the same domain. However, it lacks detailed mathematical analysis, so we require a thorough mathematical theory of FHT to understand its strengths and limitations. Consequently, we need to extend the existing theory on such a significant transformation in terms of generalized functions. An extension of FHT to some space of Boehmians may have applications in engineering and other sciences, as it may apply in converting functions with discontinuities into smooth functions that consequently lead to the description of various physical occurrences such as point charges [26].

The present paper is organized as follows: Section 1 covers the introduction. Section 2 covers the important definitions and theorems, and we also discuss the abstract construction of Boehmians to render the paper self-contained. Section 3 covers results that comprise a new convolutional operator and a new convolutional theorem for FHT, and proves auxiliary results required for the construction of two Boehmian spaces. Lastly, we extend the FHT to some spaces of Boehmians. Section 4 presents our conclusions.

## 2. Preliminaries

Let $\mathbb{R}$ be the set of all real numbers, $\mathcal{L}^{1}(\mathbb{R})=\mathcal{L}^{1}$ be the collection of complex-valued measurable functions $f$ defined on $\mathbb{R}$ for which

$$
\|f\|_{1}=\int_{-\infty}^{\infty}|f(x)| d x<\infty,
$$

and $\mathcal{C}^{\infty}=\mathcal{C}^{\infty}(\mathbb{R})$ be the set of all infinitely differentiable functions defined on $\mathbb{R}$, such that functions and their derivatives converge uniformly on compact sets in $\mathbb{R}$.

Theorem 1 ([27] Theorem 9.5). For any function $f$ on $\mathbb{R}$ and for all $t \in \mathbb{R}$, let $f_{t}$ be defined by

$$
f_{t}(x)=f(x-t)
$$

If $p \geq 1$ and $f \in \mathcal{L}^{p}$, then mapping $t \rightarrow f_{t}$ is uniformly continuous from $\mathbb{R}$ into $\mathcal{L}^{p}(\mathbb{R})$.
Definition 1. Let $f$ and $g$ be any two functions on $\mathbb{R}$; their convolution, denoted by $f * g$, is defined as

$$
\begin{equation*}
f * g=\int_{-\infty}^{\infty} f(t) g(x-t) d t \tag{2}
\end{equation*}
$$

The Hilbert transform of convolutional operation $*$ is given as follows:
Theorem 2. If $f, g \in \mathcal{L}^{1}(\mathbb{R})$ with Hilbert transforms $H f, H g$ respectively, so that $H f, H g \in$ $\mathcal{L}^{1}(\mathbb{R})$, then

$$
H[f * g]=H f * g=f * H g
$$

The FHT may not act as agreeably with the classical convolutional operator as the classical Hilbert transform (Theorem 2).

## Boehmian Space

The members of Boehmian spaces are called Boehmians, which are equivalence classes of "quotients of sequences". These equivalence classes are formulated from an integral domain of continuous functions. The integral domain operations for Boehmians are addition and convolution. This convolutional operation may differ from the standard convolutional operation given in Definition 2.

We now present a brief introduction to Boehmians.
Let $G$ be a complex linear space, $(H,$.$) is a commutative semigroup, and let \otimes$ : $G \times H \rightarrow G$, so that the conditions given below hold:

- $\quad(f \otimes \phi) \otimes \psi=f \otimes(\phi \cdot \psi), \quad \forall f \in G, \forall \phi, \psi \in H$;
- $\quad(f+g) \otimes \phi=f \otimes \phi+g \otimes \phi, \quad \forall f, g \in G, \forall \phi \in H$;
- $\lambda(f \otimes \phi)=(\lambda f \otimes \phi) \forall f \in G, \quad \forall \phi \in H, \lambda \in \mathbb{C}$;
- If $f_{n} \rightarrow f$ as $n \rightarrow \infty$ and $\phi \in H$ then $f_{n} \otimes \phi \rightarrow f \otimes \phi$ as $n \rightarrow \infty$.

Let $\Delta$ be a collection of sequences on $H$, so that

- If $\left\{\phi_{n}\right\},\left\{\psi_{n}\right\} \in \Delta$ then $\left\{\phi_{n} \cdot \psi_{n}\right\} \in \Delta$;
- If $f_{n} \rightarrow f$ as $n \rightarrow \infty$ and $\left\{\phi_{n}\right\} \in \Delta$ then $f_{n} \otimes \phi_{n} \rightarrow f$ as $n \rightarrow \infty$.

A pair of sequences $\left\{f_{n}, \phi_{n}\right\}$ with $f_{n} \in G$ for all $n \in \mathbb{N}$ and $\left\{\phi_{n}\right\} \in \Delta$ are a quotient of sequences, denoted by $\frac{f_{n}}{\phi_{n}}$, if

$$
f_{n} \otimes \phi_{m}=f_{m} \otimes \phi_{n} \forall m, n \in \mathbb{N} .
$$

Two quotients of sequences $\frac{f_{n}}{\phi_{n}}$ and $\frac{g_{n}}{\psi_{n}}$ are equivalent $(\sim)$ if, for every $n \in \mathbb{N}$

$$
f_{n} \otimes \psi_{n}=g_{n} \otimes \phi_{n}
$$

The equivalence class of $\frac{f_{n}}{\phi_{n}}$ induced by " $\sim$ " is denoted by $\left[\frac{f_{n}}{\phi_{n}}\right]$. Every equivalence class is called a Boehmian. The space of all Boehmians is denoted by $\mathcal{B}=\mathcal{B}(G, H, \otimes, \Delta)$. $\mathcal{B}$ is a vector space under the operations of addition and scalar multiplication defined as follows:

- $\quad \lambda\left[\frac{f_{n}}{\phi_{n}}\right]=\left[\frac{\lambda f_{n}}{\phi_{n}}\right] ;$
- $\left[\frac{f_{n}}{\phi_{n}}\right]+\left[\frac{g_{n}}{\psi_{n}}\right]=\left[\frac{f_{n} \otimes \phi_{n}+g_{n} \otimes \psi_{n}}{\phi_{n} \otimes \psi_{n}}\right]$.

If we define an isomorphism $f \rightarrow\left[\frac{f \otimes \phi_{n}}{\phi_{n}}\right]$, then $G$ is a subspace of $\mathcal{B}$. Therefore, every element of $G$ can be expressed uniquely as a Boehmian.

## 3. Results

In this section, we define a new convolutional operation for FHT that yields a generalized result for Theorem 2. Moreover, to extend the FHT to the class of Boehmians, we define two classes of Boehmians. Two convergences of FHT are proved on $\mathcal{C}^{\infty}$. Lastly, an extension of FHT on Boehmians is introduced.

### 3.1. Convolutional Structure for Fractional Hilbert Transform

The idea of convolutional operation makes it evident that, given any integral transform, we can associate a convolutional operation to it [28]. So, we introduce a new fractional convolutional operator that helps us in extending FHT to the space of Boehmians.

Definition 2. Let $f, g \in \mathcal{L}^{1}(\mathbb{R})$. We define a fractional convolution $\left(f *_{\alpha} g\right)$ as

$$
\begin{equation*}
\left(f *_{\alpha} g\right)(x)=\int_{-\infty}^{\infty} f(x-t) g(t) e^{-i t(x-t) \cot \alpha} d t \tag{3}
\end{equation*}
$$

Lemma 1. Let $f, g \in \mathcal{L}^{1}$. Then, $\left(f *_{\alpha} g\right)$ is also in $\mathcal{L}^{1}$.

Proof. To prove that $f *_{\alpha} g \in \mathcal{L}^{1}$, we consider its $\mathcal{L}^{1}$ norm.

$$
\begin{aligned}
\left\|f *_{\alpha} g\right\|_{1} & =\int_{-\infty}^{\infty}\left|f *_{\alpha} g\right| d x \\
& \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|f(x-t) \| g(t)| d t d x
\end{aligned}
$$

By using Fubini's theorem, we have

$$
\left\|f *_{\alpha} g\right\|_{1} \leq \int_{-\infty}^{\infty}|f(x-t)| d x \int_{-\infty}^{\infty}|g(t)| d t .
$$

Since the $\mathcal{L}^{1}$ norm is translation invariance, so $\int_{-\infty}^{\infty}|f(x-t)| d x=\left\|f_{t}\right\|_{1}=\|f\|_{1}$. Therefore,

$$
\left\|f *_{\alpha} g\right\|_{1} \leq\|f\|_{1}\|g\|_{1} .
$$

Since $f, g \in \mathcal{L}^{1}$,

$$
\left\|f *_{\alpha} g\right\|_{1} \leq\|f\|_{1}\|g\|_{1}<\infty,
$$

which proves that $f *_{\alpha} g \in \mathcal{L}^{1}$.
To extend the FHT to the case of Boehmians, the essential step is to prove the convolutional theorem, and suitable Boehmian spaces can then be constructed by proving the supplementary results. Now, we state and prove the convolutional theorem for FHT.

Theorem 3. (convolutional Theorem) Assume that $f, g \in \mathcal{L}^{1}$. Then,

$$
\begin{equation*}
H_{\alpha}\left[f *_{\alpha} g\right]=H_{\alpha}[f] *_{\alpha} g=f *_{\alpha} H_{\alpha}[g] . \tag{4}
\end{equation*}
$$

In addition, $\left(f *_{\alpha} g\right)=-\left(H_{\alpha}[f] *_{\alpha} H_{\alpha}[g]\right)$.

## Proof.

$$
\begin{aligned}
H_{\alpha}\left[\left(f *_{\alpha} g\right)(x)\right] & =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-i \frac{x^{2}-t^{2}}{2} \cot \alpha}}{x-t}\left(f *_{\alpha} g\right)(t) d t \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-i \frac{x^{2}-t^{2}}{2} \cot \alpha}}{x-t} \int_{-\infty}^{\infty} f(t-y) g(y) e^{-i y(t-y) \cot \alpha} d y d t .
\end{aligned}
$$

By changing variables $t-y=v$, the above equation can be simplified to

$$
\begin{aligned}
H_{\alpha}\left[\left(f *_{\alpha} g\right)(x)\right] & =\frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{-i \frac{x^{2}-2 x y+y^{2}-v^{2}}{2}} \cot \alpha}{(x-y)-v} f(v) g(y) e^{-i\left(y x-y^{2}\right) \cot \alpha} d v d y \\
& =\int_{-\infty}^{\infty} H_{\alpha}[f(x-y)] g(y) e^{-i y(x-y) \cot \alpha} d y \\
& =\left(H_{\alpha}[f] *_{\alpha} g\right)(x) .
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
H_{\alpha}\left[\left(f *_{\alpha} g\right)(x)\right]=H_{\alpha}\left[\left(g *_{\alpha} f\right)(x)\right]=\left(H_{\alpha}[g] *_{\alpha} f\right)(x)=\left(f *_{\alpha} H_{\alpha}[g]\right)(x) \tag{5}
\end{equation*}
$$

If we substitute $g$ by $H_{\alpha}[g]$ in (4), we can write

$$
\begin{aligned}
H_{\alpha}\left[\left(f *_{\alpha} H_{\alpha}[g]\right)(x)\right] & =\left(H_{\alpha}[f] *_{\alpha} H_{\alpha}[g]\right)(x), \\
\left(f *_{\alpha} H_{\alpha}\left[H_{\alpha}[g]\right]\right)(x) & =\left(H_{\alpha}[f] *_{\alpha} H_{\alpha}[g]\right)(x), \quad(\text { by }(5)) \\
f *_{\alpha} g & =-\left(H_{\alpha}[f] *_{\alpha} H_{\alpha}[g]\right),
\end{aligned}
$$

where $H_{\alpha}^{2}=-I$, and this proves the theorem.

### 3.2. Abstract Construction of Boehmians

Now, we construct the Boehmian space required for extending the theory of the fractional Hilbert transform to some space of Boehmians. Here, we refer to only two spaces of Boehmians needed to develop the theory of FHT. Now to define the space of Boehmians, we introduce a class of identities as follows: Let space $\mathcal{D}$ constitute all infinitely differentiable functions with compact support in $\mathbb{R}$. Let

$$
S=\left\{\phi \in \mathcal{D}: \phi \geq 0 \text { and } \int_{\mathbb{R}} \phi=1\right\}
$$

Then, the space of Boehmians is given by

$$
\mathcal{B}_{1}=\mathcal{B}_{1}\left(\mathcal{L}^{1}(\mathbb{R}), S, *_{\alpha}, \Delta\right),
$$

where $\Delta$ is the collection of all sequences of real-valued functions $\left\{\phi_{n}(x)\right\} \subset S$, such that

1. $\int_{\mathbb{R}} e^{i t(x-t) \cot \alpha} \phi_{n}(x) d x=1, \forall n \in \mathbb{N}$;
2. $\left\|\phi_{n}\right\|_{1} \leq M, \forall n \in \mathbb{N}$ for some $M>0$;
3. $\lim _{n \rightarrow \infty} \int_{|t|>\epsilon}\left|\phi_{n}(t)\right| d t=0, \epsilon>0$.

These sequences are delta sequences. We now state and prove the results that are needed to build the desired space for Boehmians.

Lemma 2. The operation $*_{\alpha}$ is both commutative and associative.
Proof. To prove that $*_{\alpha}$ is commutative, consider

$$
\left(f *_{\alpha} g\right)(x)=\int_{-\infty}^{\infty} f(x-t) g(t) e^{-i(x-t) \cot \alpha} d t
$$

By changing variable $x-t=\tau$, we can simplify the above equation to

$$
\left(f *_{\alpha} g\right)(x)=\int_{-\infty}^{\infty} f(\tau) g(x-\tau) e^{-i(x-\tau) \tau \cot \alpha} d \tau=\left(g *_{\alpha} f\right)(x)
$$

To prove the associativity, let us consider

$$
\begin{aligned}
\left(\left(f *_{\alpha} g\right) *_{\alpha} h\right)(x) & =\int_{-\infty}^{\infty}\left(f *_{\alpha} g\right)(x-t) h(t) e^{-i(x-t) \cot \alpha} d t \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-t-u) g(u) h(t) e^{-i u(x-t-u) \cot \alpha} e^{-i t(x-t) \cot \alpha} d t d u
\end{aligned}
$$

By changing variables $t+u=y$, we can write the above equation as

$$
\left(\left(f *_{\alpha} g\right) *_{\alpha} h\right)(x)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-y) g(y-t) h(t) e^{-i(y-t)(x-y) \cot \alpha} e^{-i t(x-t) \cot \alpha} d t d y
$$

As an application of Fubini's theorem, we have

$$
\begin{aligned}
\left(\left(f *_{\alpha} g\right) *_{\alpha} h\right)(x) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(y-t) h(t) e^{-i\left(-t x+y t+t x-t^{2}\right) \cot \alpha} f(x-y) e^{-i y(x-y) \cot \alpha} d t d y \\
& =\int_{-\infty}^{\infty} f(x-y)\left(g *_{\alpha} h\right)(y) e^{-i y(x-y) \cot \alpha} d y \\
& =\left(f *_{\alpha}\left(g *_{\alpha} h\right)\right)(x) .
\end{aligned}
$$

Thus, $\left(\left(f *_{\alpha} g\right) *_{\alpha} h\right)(x)=\left(f *_{\alpha}\left(g *_{\alpha} h\right)\right)(x)$.
Lemma 3. Assume that $\left\{\phi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ are in $\Delta$. Then, their convolution $\left\{\phi_{n} *_{\alpha} \psi_{n}\right\}$ is also in $\Delta$.

Proof. To prove that $\left\{\phi_{n} *_{\alpha} \psi_{n}\right\} \in \Delta$, we must show that the three conditions for delta sequences are fulfilled.

1. $\quad \int_{\mathbb{R}} e^{i t(x-t) \cot \alpha}\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x) d x=\int_{\mathbb{R}} e^{i t(x-t) \cot \alpha} \int_{-\infty}^{\infty}\left(\phi_{n}(x-t) \psi_{n}(t) e^{-i t(x-t) \cot \alpha}\right) d t d x$. By using Fubini's theorem, we can write

$$
\int_{\mathbb{R}} e^{i t(x-t) \cot \alpha}\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x) d x=\int_{\mathbb{R}} e^{i t(x-t) \cot \alpha} e^{-i t(x-t) \cot \alpha} \phi_{n}(x-t) d x \int_{-\infty}^{\infty} \psi_{n}(t) d t .
$$

Since $\left\{\phi_{n}\right\},\left\{\psi_{n}\right\} \in \Delta$, then

$$
\int_{\mathbb{R}} e^{i t(x-t) \cot \alpha}\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x) d x=1 .
$$

2. 

$$
\begin{aligned}
\left\|\phi_{n} *_{\alpha} \psi_{n}\right\|_{1} & =\int_{-\infty}^{\infty}\left|\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x)\right| d x \\
& =\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} \phi_{n}(x-t) \psi_{n}(t) e^{-i t(x-t) \cot \alpha} d t\right| d x \\
& \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\phi_{n}(x-t) \psi_{n}(t) e^{-i t(x-t) \cot \alpha} d t\right| d x \\
& =\left\|\phi_{n}\right\|_{1}\left\|\psi_{n}\right\|_{1} \\
& \leq M^{2}, \quad \forall n \in \mathbb{N} .
\end{aligned}
$$

Thus, $\left\|\phi_{n} *_{\alpha} \psi_{n}\right\|_{1} \leq M^{2}$.
3.

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{|t|>\epsilon}\left|\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x)\right| d x & \leq \lim _{n \rightarrow \infty} \int_{|t|>\epsilon} \int_{-\infty}^{\infty}\left|\phi_{n}(x-t) \psi_{n}(t)\right| d t d x \\
& =\left\|\phi_{n}\right\|_{1} \lim _{n \rightarrow \infty} \int_{|t|>\epsilon}\left|\psi_{n}(t)\right| d t
\end{aligned}
$$

Since $\left\{\psi_{n}\right\} \in \Delta$, then

$$
\lim _{n \rightarrow \infty} \int_{|t|>\epsilon}\left|\psi_{n}(t)\right| d t=0, \quad \text { for } \epsilon>0
$$

Hence,

$$
\int_{|t|>\epsilon}\left|\left(\phi_{n} *_{\alpha} \psi_{n}\right)(x)\right| d x \rightarrow 0 \quad \text { as } n \rightarrow \infty, \text { for } \epsilon>0
$$

This completes the proof.
Lemma 4. If $f \in \mathcal{L}^{1}$ and $\phi_{n} \in \Delta$ then the convolution $f *_{\alpha} \phi_{n} \in \mathcal{L}^{1}$.
Proof. Let $f \in \mathcal{L}^{1}$ and $\phi_{n} \in \Delta$. To show that $f *_{\alpha} \phi_{n} \in \mathcal{L}^{1}$, we consider the $\mathcal{L}^{1}$-norm.

$$
\begin{aligned}
\left\|f *_{\alpha} \phi_{n}\right\|_{1} & =\int_{\mathbb{R}}\left|\left(f *_{\alpha} \phi_{n}\right)(x)\right| d x \\
& =\int_{\mathbb{R}}\left|\int_{-\infty}^{\infty} f(x-t) \phi_{n}(t) e^{-i t(x-t) \cot \alpha} d t\right| d x \\
& \leq \int_{\mathbb{R}} \int_{-\infty}^{\infty}\left|f(x-t) \phi_{n}(t) e^{-i t(x-t) \cot \alpha}\right| d t d x \\
& =\int_{-\infty}^{\infty}|f(x-t)| d x \int_{-\infty}^{\infty}\left|\phi_{n}(t)\right| d t \\
& =\|f\|_{1}\left\|\phi_{n}\right\|_{1} .
\end{aligned}
$$

Since $f \in \mathcal{L}^{1}$ and $\left\{\phi_{n}\right\} \in \Delta,\left\|f *_{\alpha} \phi_{n}\right\|_{1} \leq\|f\|_{1}\left\|\phi_{n}\right\|_{1}<\infty$, which proves that $f *_{\alpha} \phi_{n} \in \mathcal{L}^{1}$.

Lemma 5. If $f, g \in \mathcal{L}^{1}, \phi \in S$, then $(f+g) *_{\alpha} \phi=f *_{\alpha} \phi+g *_{\alpha} \phi$.
The proof of this lemma is straightforward. Therefore, we omitted the details.
Lemma 6. Let $f_{n} \rightarrow f$ in $\mathcal{L}^{1}$ as $n \rightarrow \infty$ and $\phi \in S$. Then $f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi$ in $\mathcal{L}^{1}$.
Proof. From Lemma 4, we can write

$$
\begin{aligned}
\left\|\left(f_{n} *_{\alpha} \phi\right)-\left(f *_{\alpha} \phi\right)\right\|_{1} & =\left\|\left(f_{n}-f\right) *_{\alpha} \phi\right\|_{1} \\
& \leq\left\|f_{n}-f\right\|_{1}\|\phi\|_{1} \\
& \leq M\left\|f_{n}-f\right\|_{1} \rightarrow 0 \text { as } n \rightarrow \infty \text { for } M>0
\end{aligned}
$$

Hence, $f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi$ in $\mathcal{L}^{1}$ whenever $f_{n} \rightarrow f$ in $\mathcal{L}^{1}$.
Lemma 7. Let $f_{n} \rightarrow f$ in $\mathcal{L}^{1}$ and $\left\{\phi_{n}\right\} \in \Delta$. Then $f_{n} *_{\alpha} \phi_{n} \rightarrow f$ in $\mathcal{L}^{1}$.
Proof. Let $\left\{\phi_{n}\right\} \in \Delta$ then $\int_{-\infty}^{\infty} \phi_{n}(t) e^{i t(x-t)} d t=1$; therefore, we can write

$$
\begin{aligned}
\left(f_{n} *_{\alpha} \phi_{n}\right)(x)-f(x) & =\int_{-\infty}^{\infty} f_{n}(x-t) \phi_{n}(t) e^{-i t(x-t) \cot \alpha} d t-f(x) \int_{-\infty}^{\infty} \phi_{n}(t) e^{i t(x-t) \cot \alpha} d t \\
& =\int_{-\infty}^{\infty}\left(f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right) e^{i t(x-t) \cot \alpha} \phi_{n}(t) d t
\end{aligned}
$$

Now, we consider the $L^{1}$-norm of the above equation:

$$
\begin{aligned}
\left\|f_{n} *_{\alpha} \phi_{n}-f\right\|_{1} & =\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty}\left(f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right) e^{i t(x-t) \cot \alpha} \phi_{n}(t) d t\right| d x \\
& \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right|\left|\phi_{n}(t)\right| d t d x
\end{aligned}
$$

As an application of Fubini's theorem and via Property 2 of delta sequences, we have

$$
\begin{aligned}
\left\|f_{n} *_{\alpha} \phi_{n}-f\right\|_{1} & \leq \int_{-\infty}^{\infty}\left|\phi_{n}(t)\right| d t \int_{-\infty}^{\infty}\left|f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right| d x \\
& \leq M\left\|\left(f_{n}\right)_{t} e^{-2 i t(x-t) \cot \alpha}-f\right\|_{1}, \quad(M>0)
\end{aligned}
$$

Using the triangular inequality of normed spaces,

$$
\begin{aligned}
\left\|f_{n} *_{\alpha} \phi_{n}-f\right\|_{1} & \leq M\left\|\left(f_{n}\right)_{t} e^{-2 i t(x-t) \cot \alpha}-f_{t} e^{-2 i t(x-t) \cot \alpha}\right\|_{1}+\left\|f_{t} e^{-2 i t(x-t) \cot \alpha}-f\right\|_{1} \\
& \leq M\left\|\left(f_{n}\right)_{t} e^{-2 i t(x-t) \cot \alpha}-f_{t} e^{-2 i t(x-t) \cot \alpha}\right\|_{1}+M\left\|f_{t} e^{-2 i t(x-t) \cot \alpha}-f\right\|_{1} .
\end{aligned}
$$

By using the convergence of $f_{n} \in \mathcal{L}^{1}$ and Theorem 1 , we have

$$
\left\|\left(f_{n}\right)_{t} e^{-2 i t(x-t) \cot \alpha}-f_{t} e^{-2 i t(x-t) \cot \alpha}\right\|_{1} \rightarrow 0 \text { as } n \rightarrow \infty,
$$

and

$$
\left\|f_{t} e^{-2 i t(x-t) \cot \alpha}-f\right\|_{1} \rightarrow 0 \text { as } t \rightarrow 0
$$

Therefore, $\left\|f_{n} *_{\alpha} \phi_{n}-f\right\|_{1} \rightarrow 0$ as $n \rightarrow \infty$, hence, $f_{n} *_{\alpha} \phi_{n} \rightarrow f$ in $\mathcal{L}^{1}$.
In order to extend the FHT to the class of Boehmians, we define another class of Boehmians (as the codomain of the extended fractional Hilbert transform) $\mathcal{B}_{2}=\mathcal{B}_{2}\left(\mathcal{C}^{\infty}, S, *_{\alpha}, \Delta\right)$ [7]. The notion of delta sequences, quotients, and their equivalence classes remains the same as
that in the prior case. We also retain the definitions of addition and scalar multiplication. Now, we define

$$
D^{m}\left[\frac{f_{n}}{\phi_{n}}\right]=\left[\frac{D^{m} f_{n}}{\phi_{n}}\right] \text { for any }\left[\frac{f_{n}}{\phi_{n}}\right] \in \mathcal{B}_{2} .
$$

In addition,

$$
\left[\frac{f_{n}}{\phi_{n}}\right] *_{\alpha}\left[\frac{g_{n}}{\psi_{n}}\right]=\left[\frac{f_{n} *_{\alpha} g_{n}}{\phi_{n} *_{\alpha} \psi_{n}}\right] .
$$

Since a concept of convergence is required to construct a Boehmian space, we prove two convergences on $\mathcal{C}^{\infty}$.

Lemma 8. Let $f_{n} \rightarrow f$ as $n \rightarrow \infty$ in $\mathcal{C}^{\infty}$ then $f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi$ in $\mathcal{C}^{\infty}$ for all $\phi \in D$; further, for each delta sequence $\left\{\delta_{n}\right\}, f_{n} *_{\alpha} \delta_{n} \rightarrow f$ as $n \rightarrow \infty$ in $\mathcal{C}^{\infty}$.

Proof. Let $K \subset \mathbb{R}$ be any compact set, such that $x \in K$. To prove the convergence of a sequence of functions in $\mathcal{C}^{\infty}$, we must show that the functions and their derivatives converge uniformly on compact sets.

First, we prove that $f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi$ in $\mathcal{C}^{\infty}$. For this, consider

$$
\left|\left(f_{n} *_{\alpha} \phi-f *_{\alpha} \phi\right)(x)\right|=\left|\left(\left(f_{n}-f\right) *_{\alpha} \phi\right)(x)\right| \leq \int_{-\infty}^{\infty}\left|\left(f_{n}-f\right)(x-t)\right| \phi(t) d t
$$

Since $t$ varies over the compact support of $\phi$; therefore, $x-t$ also varies over a compact set in $\mathbb{R}$. So, $\left|\left(\left(f_{n}-f\right) *_{\alpha} \phi\right)(x)\right| \rightarrow 0$ as $n \rightarrow \infty$ uniformly on compact sets. Then,

$$
\left|\left(f_{n} *_{\alpha} \phi-f *_{\alpha} \phi\right)(x)\right| \rightarrow 0 \text { as } n \rightarrow \infty,
$$

or we can write

$$
\begin{equation*}
f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi \text { as } n \rightarrow \infty, \tag{6}
\end{equation*}
$$

uniformly on compact sets.
In addition,

$$
\begin{equation*}
D^{m}\left(\left(f_{n} *_{\alpha} \phi\right)-\left(f *_{\alpha} \phi\right)\right)=\left(D^{m} f_{n} *_{\alpha} \phi\right)-\left(D^{m} f *_{\alpha} \phi\right) . \tag{7}
\end{equation*}
$$

Replacing $D^{m} f_{n}$ by $f_{n}$ and $D^{m} f$ by $f$ in (7), we have

$$
\begin{equation*}
D^{m}\left(\left(f_{n} *_{\alpha} \phi\right)-\left(f *_{\alpha} \phi\right)\right)=\left(f_{n} *_{\alpha} \phi\right)-\left(f *_{\alpha} \phi\right), \tag{8}
\end{equation*}
$$

the right-hand side of (8) approaches zero by (6). Thus,

$$
D^{m}\left(f_{n} *_{\alpha} \phi\right) \rightarrow D^{m}\left(f *_{\alpha} \phi\right)
$$

uniformly on compact sets. Hence, $f_{n} *_{\alpha} \phi \rightarrow f *_{\alpha} \phi$ as $n \rightarrow \infty$ in $\mathcal{C}^{\infty}$.
Next, without any loss of generality, let us suppose that $\left\{\delta_{n}\right\} \in \Delta$ is such that it has a compact support. Then,

$$
\begin{aligned}
\left|\left(f_{n} *_{\alpha} \delta_{n}-f\right)(x)\right| & =\left|\int_{-\infty}^{\infty} f_{n}(x-t) \delta_{n}(t) e^{-i t(x-t) \cot \alpha} d t-f(x) \int_{-\infty}^{\infty} e^{i t(x-t) \cot \alpha} \delta_{n}(t) d t\right| \\
& \leq \int_{-\infty}^{\infty}\left|f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right| \delta_{n}(t) d t \\
& \leq \int_{-\infty}^{\infty}\left(\left|f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x-t) e^{-2 i t(x-t) \cot \alpha}\right|+\left|f(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right|\right) \delta_{n}(t) d t .
\end{aligned}
$$

Now, both $x$ and $t$ vary over compact sets; therefore, $x-t$ also varies over a compact set. Thus,

$$
\begin{gathered}
\int_{-\infty}^{\infty}\left(\left|f_{n}(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x-t) e^{-2 i t(x-t) \cot \alpha}\right|+\left|f(x-t) e^{-2 i t(x-t) \cot \alpha}-f(x)\right|\right) \delta_{n}(t) d t \rightarrow 0 \\
\text { as } n \rightarrow \infty \text { and } t \rightarrow 0 . \\
\text { We have } f_{n} *_{\alpha} \delta_{n} \rightarrow f \text { uniformly on compact sets. } \\
\text { Similarly, } D^{m}\left(f_{n} *_{\alpha} \delta_{n}\right) \rightarrow D^{m}(f) \text { uniformly on compact sets. } \\
\text { Hence, } f_{n} *_{\alpha} \delta_{n} \rightarrow f \text { as } n \rightarrow \infty \text { in } \mathcal{C}^{\infty} . \square
\end{gathered}
$$

Lemma 9. If $f_{n} \rightarrow f$ as $n \rightarrow \infty$ in $\mathcal{L}^{1}$, then $f_{n} *_{\alpha} \delta \rightarrow f *_{\alpha} \delta$ as $n \rightarrow \infty$ in $\mathcal{C}^{\infty}$ for every $\delta \in S$.
Proof. To show the convergence in $\mathcal{C}^{\infty}$, we assume that $x$ varies over a compact set $K$.

$$
\begin{aligned}
\left|\left(f_{n} *_{\alpha} \delta-f *_{\alpha} \delta\right)(x)\right| & =\left|\left(\left(f_{n} *-f\right) *_{\alpha} \delta\right)(x)\right| \\
& =\left|\int_{-\infty}^{\infty}\left(f_{n}-f\right)(x-t) \delta(t) e^{-i t(x-t) \cot \alpha} d t\right| \\
& \leq \int_{-\infty}^{\infty}\left|\left(f_{n}-f\right)(x-t)\right||\delta(t)| d t \\
& \leq\left\|f_{n}-f\right\|_{1}\|\delta\|_{\infty} .
\end{aligned}
$$

Since $f_{n} \rightarrow f$ in $\mathcal{L}^{1}$ and $\delta \in S$ has a compact support, $x-t$ varies over a compact set, and $\left|\left(f_{n} *_{\alpha} \delta-f *_{\alpha} \delta\right)(x)\right| \rightarrow 0$ as $n \rightarrow \infty$ on compact sets. Similarly, we have

$$
\left|D^{m}\left[\left(f_{n} *_{\alpha} \delta-f *_{\alpha} \delta\right)\right](x)\right| \leq\left\|f_{n}-f\right\|_{1}\left\|D^{m} \delta\right\|_{\infty} .
$$

Thus, $D^{m}\left(f_{n} *_{\alpha} \delta\right) \rightarrow D^{m}\left(f *_{\alpha} \delta\right)$ on compact sets.
Hence, $f_{n} *_{\alpha} \delta \rightarrow f *_{\alpha} \delta$ as $n \rightarrow \infty$ in $\mathcal{C}^{\infty}$.

### 3.3. Fractional Hilbert Transform on Boehmians

The following result is very important in the aftermath. The proof of the following theorem is similar to the proof of convolution theorem for FHT as in Theorem 2; we omitted the details.

Theorem 4. If $f \in \mathcal{L}^{1}$ and $\delta \in \Delta$, then $H_{\alpha}\left[f *_{\alpha} \delta\right]=H_{\alpha}[f] *_{\alpha} \delta$.
Definition 3. The fractional Hilbert transform $\mathcal{H}_{\alpha}: \mathcal{B}_{1} \rightarrow \mathcal{B}_{2}$ on Boehmians is defined by

$$
\mathcal{H}_{\alpha}\left[\frac{f_{n}}{\phi_{n}}\right]=\left[\frac{\mathcal{H}_{\alpha} f_{n}}{\phi_{n}}\right],
$$

where $\frac{f_{n}}{\phi_{n}}$ is an arbitrary representative of any given Boehmian $B \in \mathcal{B}_{1}$. Since

$$
f_{n} *_{\alpha} \phi_{m}=f_{m} *_{\alpha} \phi_{n} \quad \forall m, n \in \mathbb{N} .
$$

By Theorem 4, we can write $\mathcal{H}_{\alpha}\left[f_{n}\right] *_{\alpha} \phi_{m}=\mathcal{H}_{\alpha}\left[f_{m}\right] *_{\alpha} \phi_{n} \quad \forall m, n \in \mathbb{N}$.
Therefore, $\frac{\mathcal{H}_{\alpha}\left[f_{n}\right]}{\left.\phi_{n}\right]}$ represents a Boehmian in $\mathcal{B}_{2}$. In a similar manner, let $\frac{\frac{g}{n}^{\psi_{n}}}{\psi_{n}}$ be another representative of $B$; then, again, with an application of Theorem 4,

$$
\frac{\mathcal{H}_{\alpha}\left[f_{n}\right]}{\phi_{n}} \sim \frac{\mathcal{H}_{\alpha}\left[g_{n}\right]}{\psi_{n}},
$$

thus the extended FHT on Boehmians $\mathcal{H}_{\alpha}: \mathcal{B}_{1} \rightarrow \mathcal{B}_{2}$ is well-defined.
Theorem 5. Let $\mathcal{H}_{\alpha}: \mathcal{B}_{1} \rightarrow \mathcal{B}_{2}$ be the extended $F H T$; then,

1. If $\frac{f_{n}}{\phi_{n}} \in \mathcal{B}_{1}$ then $\frac{\mathcal{H}_{\alpha} f_{n}}{\phi_{n}} \in \mathcal{B}_{2}$.
2. $\quad \mathcal{H}_{\alpha}$ is well-defined.
3. $\mathcal{H}_{\alpha}$ is a continuous linear map.
4. $\quad \mathcal{H}_{\alpha}$ is an injective map.

Proof. The proof of the above theorem is similar to those of Hilbert transform on Boehmians; we omitted the details. For details, the reader is referred to [7].

## 4. Conclusions

This paper gave an extension of the fractional Hilbert transform to a class of generalized functions known as Boehmians. It introduces a new convolutional operator, and the consequent convolutional theorem was also presented. In addition, the extended fractional Hilbert transform is a well-defined map between the spaces of Boehmians having properties, such as continuity and linearity, identical to the classical properties of their corresponding classical versions. Lastly, convergence concerning $\delta$ and $\Delta$ was also examined.

The methods of this paper can also be utilized to extend FHT to the space of ultradistributions. We suggest that readers consider the expansion of the fractional Hilbert transform to q-calculus and develop the theory of the quaternion fractional Hilbert transform.
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## 1. Introduction

In 1978, Saigo [1] introduced his widely used fractional integral operators $I^{\alpha, \beta, \eta}$ and $J^{\alpha, \beta, \eta}$ (see Equations (16) and (17) below). Saigo's operators involve the Gauss hypergeometric functions ${ }_{2} F_{1}$ as kernels and possess many properties (see, for example, Refs. [1-5]). Over the past few decades, Saigo's operators have been applied in various branches of mathematics, especially in the Geometric Function Theory (see Refs. [6-8]). The symmetry of parameters of various hypergeometric functions injects more choice and flexibility into the theory of Generalized Fractional Calculus.

A natural question that arises is: Can an operator involving a generalized hypergeometric function ${ }_{p} F_{q}$ as kernel have such properties as Saigo's operators? In this direction, some efforts have been made by some authors to find particular forms of operators. In 1987, Goyal and Jain [9] introduced two fractional integral operators $I_{\alpha}^{h}$ and $K_{\beta}^{\lambda}$, which involve the generalized hypergeometric functions $p_{p} F_{q}$ as kernels. Later, Goyal et al. [10,11] introduced two more general fractional integral operators involving the generalized hypergeometric function ${ }_{p} F_{q}$ and Srivastava's polynomial $S_{n}^{m}$.

Although very general in form, the properties of the operators $I_{\alpha}^{h}$ and $K_{\beta}^{\lambda}$ introduced by Goyal et al. are far less succinct than those of Saigo's operators. For Saigo's operators $I^{\alpha, \beta, \eta}$ and $J^{\alpha, \beta, \eta}$, we have the following useful properties (see Refs. [12,13]):

$$
\begin{align*}
I^{\alpha, \beta, \eta} x^{\lambda} & =\frac{\Gamma(\lambda) \Gamma(\lambda-\beta+\eta+1)}{\Gamma(\lambda-\beta+1) \Gamma(\lambda+\alpha+\eta+1)} x^{\lambda-\beta}  \tag{1}\\
(\Re(\alpha) & >0, \Re(\lambda)>\max \{0, \Re(\beta-\eta)\}-1)
\end{align*}
$$

and

$$
\begin{align*}
& J^{\alpha, \beta, \eta} x^{\lambda}=\frac{\Gamma(\beta-\lambda) \Gamma(\eta-\lambda)}{\Gamma(-\lambda) \Gamma(\alpha+\beta+\eta-\lambda)} x^{\lambda-\beta}  \tag{2}\\
& (\Re(\alpha)>0, \Re(\lambda)<\max \{\Re(\beta), \Re(\eta)\}) .
\end{align*}
$$

Under certain conditions, we also have the following composition properties (see Ref. [1], p. 140, Equations (2.22) and (2.23), see also Ref. [3]):

$$
\begin{align*}
I^{\alpha, \beta, \eta} I^{\gamma, \delta, \alpha+\eta} f & =I^{\alpha+\gamma, \beta+\delta, \eta} f,  \tag{3}\\
I^{\alpha, \beta, \eta} I^{\gamma, \delta, \eta-\beta-\gamma-\delta} f & =I^{\alpha+\gamma, \beta+\delta, \eta-\gamma-\delta} f,  \tag{4}\\
J^{\gamma, \delta, \alpha+\eta} J^{\alpha, \beta, \eta} f & =J^{\alpha+\gamma, \beta+\delta, \eta} f \tag{5}
\end{align*}
$$

and

$$
\begin{equation*}
J^{\gamma, \delta, \eta-\beta-\gamma-\delta} J^{\alpha, \beta, \eta} f=J^{\alpha+\gamma, \beta+\delta, \eta-\gamma-\delta} f . \tag{6}
\end{equation*}
$$

However, it seems rather difficult to find properties for the operators $I_{\alpha}^{h}$ and $K_{\beta}^{\lambda}$ similar to those given above by (1)-(6). Moreover, it is still unknown whether the corresponding generalized fractional derivatives of the forms (see Ref. [3], Equations (3.2) and (3.4))

$$
\begin{equation*}
I^{\alpha, \beta, \eta} f=\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} I^{\alpha+n, \beta-n, \eta-n} f \text { and } J^{\alpha, \beta, \eta} f=(-1)^{n} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} J^{\alpha+n, \beta-n, \eta-n} f \tag{7}
\end{equation*}
$$

can be defined for the operators $I_{\alpha}^{h}$ and $K_{\beta}^{\lambda}$.
Very recently, the authors [14] introduced two fractional integral operators $\mathcal{I}$ and $\mathcal{J}$ (see below Equations (12) and (13)) whose kernels involve a very special class of generalized hypergeometric function. The authors have to some extent overcome the limitations of the operators $I_{\alpha}^{h}$ and $K_{\beta}^{\lambda}$ and obtained results similar to (1) and (2). Subsequently, some further results and applications related to $\mathcal{I}$ and $\mathcal{J}$ were discovered in the papers [15,16].

The aim of the present paper is to first establish for the operators $\mathcal{I}$ and $\mathcal{J}$ some results relating to the composition structures of the defined operators analogous to Formulas (3)-(7). We also consider defining the corresponding fractional derivative operators of these operators $\mathcal{I}$ and $\mathcal{J}$. Finally, we shall consider some connections of our work with Khudozhnikov's work [17] on Volterra-type integral equations.

## 2. Preliminaries

In this paper, the symbols $\mathbb{N}, \mathbb{R}_{+}$, and $\mathbb{C}$ denote the set of natural, positive real, and complex numbers, respectively. The Pochhammer symbol $(a)_{k}$ is defined by

$$
(a)_{k}:=\frac{\Gamma(a+k)}{\Gamma(a)}= \begin{cases}1 & (k=0 ; a \in \mathbb{C} \backslash\{0\}) \\ a(a+1) \cdots(a+k-1) & (k \in \mathbb{N} ; a \in \mathbb{C})\end{cases}
$$

In addition, we shall use the convention of writing the finite sequence of parameters $a_{1}, \cdots, a_{p}$ by $\left(a_{p}\right)$ and the product of $p$ Pochhammer symbols by $\left(\left(a_{p}\right)\right)_{k} \equiv\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}$, where an empty product $p=0$ is treated as unity.

We are particularly interested in the generalized hypergeometric function $r+p F_{r+q}$ of the form

$$
{ }_{r+p} F_{r+q}\left[\begin{array}{cc}
\left(a_{p}\right), & \left(f_{r}+m_{r}\right)  \tag{8}\\
\left(b_{q}\right), & \left(f_{r}\right)
\end{array}\right]:=\sum_{k=0}^{\infty} \frac{\left(\left(a_{p}\right)\right)_{k}}{\left(\left(b_{q}\right)\right)_{k}} \frac{\left(\left(f_{r}+m_{r}\right)\right)_{k}}{\left(\left(f_{r}\right)\right)_{k}} \frac{z^{k}}{k!},
$$

where $m_{1}, \cdots, m_{r} \in \mathbb{N}$. The conditions of convergence of (8) follow easily from the usual definition of the generalized hypergeometric function; see Ref. [18], p. 62 and Ref. [19], p. 30. Several recent results concerning this particular type of generalized hypergeometric function have been obtained in Ref. [20] (see also Ref. [21]).

For convenience, we put

$$
\begin{equation*}
m:=m_{1}+\cdots+m_{r} \tag{9}
\end{equation*}
$$

and let $\sigma_{j}(0 \leq j \leq m)$ be determined by the generating relation

$$
\begin{equation*}
\prod_{j=1}^{r}\left(f_{j}+x\right)_{m_{j}}=\sum_{j=0}^{m} \sigma_{m-j} x^{j} . \tag{10}
\end{equation*}
$$

Obviously, $\sigma_{j}$ 's depend only on $f_{j}(1 \leq j \leq r)$. Additionally, we define $A_{k}(0 \leq k \leq m)$ by

$$
A_{k}=\sum_{j=k}^{m}\left\{\begin{array}{l}
j  \tag{11}\\
k
\end{array}\right\} \sigma_{m-j}, \quad A_{0}=\left(f_{1}\right)_{m_{1}} \cdots\left(f_{r}\right)_{m_{r}}, \quad A_{m}=1,
$$

where the notation $\left\{\begin{array}{l}j \\ k\end{array}\right\}$ denotes the Stirling number of the second kind.
Definition 1 ([14], p. 423, Definition 1.1). Let $x, h, v \in \mathbb{R}_{+}, \delta, a, b, f_{1}, \cdots, f_{r} \in \mathbb{C}$ and $m_{1}, \cdots, m_{r} \in \mathbb{N}$. Also, let $\Re(\mu)>0$ and $\varphi$ be a suitable complex-valued function defined on $\mathbb{R}_{+}$. Then the fractional integral of the first kind of a function $\varphi$ is defined by

$$
\begin{align*}
(\mathcal{I} \varphi)(x) & \equiv\left(\mathcal{I}_{h ; v, \delta:\left(f_{r}\right)}^{\mu ; a, b:\left(f_{r}+m_{r}\right)} \varphi\right)(x) \\
& :=\frac{v x^{-\delta-v(\mu+h)}}{\Gamma(\mu)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
a, b,\left(f_{r}+m_{r}\right) & 1-\frac{s^{v}}{x^{v}}
\end{array}\right] \varphi(s) s^{v h+v-1} \mathrm{~d} s, \tag{12}
\end{align*}
$$

and the fractional integral of the second kind of a function $\varphi(x)$ is defined by

$$
\begin{align*}
& (\mathcal{J} \varphi)(x) \equiv\left(\mathcal{J}_{h ; v, \delta:}^{\mu ; a, b: \underset{\left(f_{r}\right)}{\left(f_{r}+m_{r}\right)}} \varphi\right)(x) \\
& :=\frac{v x^{\nu h+v-1}}{\Gamma(\mu)} \int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\mu-1}{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
a, b,\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} 1-\frac{x^{v}}{s^{v}}\right] \varphi(s) s^{-\delta-v(\mu+h)} \mathrm{d} s . \tag{13}
\end{align*}
$$

When $r=0$, we obtain

$$
\left(\mathcal{I}_{h ; v, \delta}^{\mu ; a, b} \varphi\right)(x)=\frac{v x^{-\delta-v(\mu+h)}}{\Gamma(\mu)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{14}\\
\mu
\end{array} 1-\frac{s^{v}}{x^{v}}\right] \varphi(s) s^{v h+v-1} \mathrm{~d} s
$$

and

$$
\left(\mathcal{J}_{h ; v, \delta}^{\mu ; a, b} \varphi\right)(x)=\frac{v x^{v h+v-1}}{\Gamma(\mu)} \int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\mu-1}{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{15}\\
\mu
\end{array} 1-\frac{x^{v}}{s^{v}}\right] \varphi(s) s^{-\delta-v(\mu+h)} \mathrm{d} s .
$$

Some properties of the operators (12) and (13) have been presented in Refs. [14,16]. Further, the operators $\mathcal{I}_{h ; v, \delta}^{\mu ; a, b}$ and $\mathcal{J}_{h ; v, \delta}^{\mu ; a, b}$ have the following special cases:
(a) For $h=0, v=1$ and $\delta=0$ in (14) and (15), we obtain

$$
\left(\mathcal{I}_{0 ; 1,0}^{\mu ; a, b} \varphi\right)(x)={ }_{2} I_{0+}^{\mu}(a, b) \varphi(x) \text { and }\left(\mathcal{I}_{0 ; 1,0}^{\mu ; a, b} \varphi\right)(x)={ }_{4} I_{-}^{\mu}(a, b) \varphi(x),
$$

where ${ }_{2} I_{0+}^{\mu}(a, b)$ and ${ }_{4} I_{-}^{\mu}(a, b)$ are two of the four operators introduced by Grinko and Kilbas [22].
(b) When $h=0, v=1, \delta=\beta, \mu=\alpha, a=\alpha+\beta$ and $b=-\eta$ in (14) and (15), then we obtain Saigo's fractional integral operators

$$
\begin{align*}
\left(I^{\alpha, \beta, \eta} \varphi\right)(x) & =\left(\begin{array}{c}
\left.\mathcal{I}_{0 ; 1, \beta}^{\alpha ; \alpha+\beta,-\eta} \varphi\right)(x) \\
\\
\end{array}=\frac{x^{-\beta-\alpha}}{\Gamma(\alpha)} \int_{0}^{x}(x-s)^{\alpha-1}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha+\beta,-\eta \\
\alpha
\end{array} 1-\frac{s}{x}\right] \varphi(s) \mathrm{d} s \quad(\Re(\alpha)>0)\right.
\end{align*}
$$

and

$$
\begin{align*}
\left(J^{\alpha, \beta, \eta} \varphi\right)(x) & =\left(\mathcal{J}_{0 ; 1, \beta}^{\alpha ; \alpha+\beta,-\eta} \varphi\right)(x) \\
& =\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty}(s-x)^{\alpha-1}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha+\beta,-\eta \\
\alpha
\end{array}{ }^{\alpha} 1-\frac{x}{s}\right] \varphi(s) s^{-\beta-\alpha} \mathrm{d} s \quad(\Re(\alpha)>0) \tag{17}
\end{align*}
$$

(c) When $a=b=0$, it is not difficult to observe that $\mathcal{I}_{h ; v, \delta}^{\mu ; a, b}$ and $\mathcal{J}_{h ; v, \delta}^{\mu ; a, b}$ contain the Erdélyi-Kober operators (see Ref. [19], p. 105 and Ref. [23], p. 322)

$$
\begin{align*}
\left(I_{+; v, h}^{\mu} f\right)(x) & =\left(\mathcal{I}_{h ; v, 0}^{\mu ; 0,0} f\right)(x) \\
& =\frac{v x^{-v(\mu+h)}}{\Gamma(\mu)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1} f(s) s^{v h+v-1} \mathrm{~d} s \\
& =\frac{1}{\Gamma(\mu)} \int_{0}^{1}(1-u)^{\mu-1} f\left(x u^{1 / v}\right) u^{h} \mathrm{~d} u \quad\left(\Re(\mu)>0, v, h \in \mathbb{R}_{+}\right) \tag{18}
\end{align*}
$$

and

$$
\begin{align*}
\left(I_{-, v, h}^{\mu}\right) f(x) & =\left(\mathcal{J}_{h-1+1 / v ; v, 0}^{\mu ; 0,0} f\right)(x) \\
& =\frac{v x^{v h}}{\Gamma(\mu)} \int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\mu-1} f(s) s^{v(1-\mu-h)-1} \mathrm{~d} s \\
& =\frac{1}{\Gamma(\mu)} \int_{1}^{\infty}(u-1)^{\mu-1} f\left(x u^{1 / v}\right) u^{-\mu-h} \mathrm{~d} u \quad\left(\Re(\mu)>0, v, h \in \mathbb{R}_{+}\right) \tag{19}
\end{align*}
$$

as special cases. The operators obtained by letting $v=1$ in (18) and (19) are usually denoted by $I_{\eta, \alpha}^{+}$and $K_{\eta, \alpha}^{-}$, respectively (see Ref. [19], p. 106).
The operators defined above by (12) and (13) were previously studied in Refs. [14,16] in the space $X_{c}^{p}(c \in \mathbb{R}, 1 \leq p \leq \infty)$ of those complex-valued Lebesgue measurable functions $\varphi$ on $\mathbb{R}_{+}$for which $\|\varphi\|_{X_{c}^{p}}<\infty$, where

$$
\begin{equation*}
\|\varphi\|_{X_{c}^{p}}:=\left(\int_{0}^{\infty}\left|u^{c} \varphi(u)\right|^{p} \frac{\mathrm{~d} u}{u}\right)^{1 / p} \tag{20}
\end{equation*}
$$

It follows at once that $X_{1 / p}^{p}=L^{p}\left(\mathbb{R}_{+}\right)$. For convenience, we define

$$
\mathfrak{c}_{1}(t):=1+h+\frac{t}{v} \text { and } \mathfrak{c}_{2}(t):=\mathfrak{c}_{1}(\delta-1)-\frac{t}{v}
$$

The following lemma gives some useful properties of the operators $\mathcal{I}$ and $\mathcal{J}$ relating to the norm defined in (20).

Lemma 1. Let $\varphi \in X_{c}^{p}$.
(i) If $\Re(\mu)>0$ and $\mathfrak{c}_{1}(-c)+\min \{0, \Re(\mu-a-b-m)\}>0$, then the operator $\mathcal{I}$ is bounded from $X_{c}^{p}$ into $X_{c+\Re(\delta)}$, and

$$
\|\mathcal{I} \varphi\|_{X_{c+\Re(\delta)}^{p}} \leq C_{1}\|\varphi\|_{X_{c}^{p}} .
$$

(ii) If $\Re(\mu)>0$ and $\Re\left(\mathfrak{c}_{2}(-c)\right)+\min \{0, \Re(\mu-a-b-m)\}>0$, then the operator $\mathcal{J}$ is bounded from $X_{c}^{p}$ into $X_{c+\Re(\delta)}$, and

$$
\|\mathcal{J} \varphi\|_{X_{c+\Re(\delta)}^{p}} \leq C_{2}\|\varphi\|_{X_{c}^{p}} .
$$

(iii) If $\Re(\mu)>0$ and $\mathfrak{c}_{1}(-c)+\min \{0, \Re(\mu-a-b)\}>0$, then the operator $\mathcal{I}_{h ; v, \delta}^{\mu ; a, b}$ is bounded from $X_{c}^{p}$ into $X_{c}^{p}$, and

$$
\left\|x^{\delta} \mathcal{I}_{h ; v, \delta}^{\mu ; a, b} \varphi\right\|_{X_{c}^{p}} \leq C_{1}^{*}\|\varphi\|_{X_{c}^{p}} .
$$

(iv) If $\Re(\mu)>0$ and $\Re\left(\mathfrak{c}_{2}(-c)\right)+\min \{0, \Re(\mu-a-b)\}>0$, then the operator $\mathcal{J}_{h ; v, \delta}^{\mu ; a, b}$ is bounded from $X_{c}^{p}$ into $X_{c}^{p}$, and

$$
\left\|x^{\delta} \mathcal{J}_{h ; v, \delta}^{\mu ; a, b} \varphi\right\|_{X_{c}^{p}} \leq C_{2}^{*}\|\varphi\|_{X_{c}^{p}}
$$

(v) If $\Re(\mu)>0$ and $\mathfrak{c}_{1}(-c)>0$, then the operator $I_{+; v, h}^{\mu}$ is bounded from $X_{c}^{p}$ into $X_{c}^{p}$, and

$$
\left\|I_{+, v, h}^{\mu} \varphi\right\|_{X_{c}^{p}} \leq C_{1}^{* *}\|\varphi\|_{X_{c}^{p}} .
$$

(vi) If $\Re(\mu)>0$ and $v h+c>0$, then the operator $I_{-; v, h}^{\mu}$ is bounded from $X_{c}^{p}$ into $X_{c}^{p}$, and

$$
\left\|I_{-; v, h}^{\mu} \varphi\right\|_{X_{c}^{p}} \leq C_{2}^{* *}\|\varphi\|_{X_{c}^{p}}
$$

Proof. The results (i) and (ii) are established in Ref. [14], p. 437, Theorem 3.1.
On the other hand, the results (iii) and (iv) are the corollaries of (i) and (ii) (see also Ref. [16], p. 614).

Finally, the results (v) and (vi) follow immediately from (iii) and (iv). These results are consistent with the classical ones. It may be noted that if we set $c=1 / p$ in (v) and (vi), then the operator $I_{+; v, h}^{\mu}$ is bounded in $L_{p}\left(\mathbb{R}_{+}\right)$provided that $\Re(\mu)>0$ and $h>-1+1 / p v$, and the operator $I_{-i v, h}^{\mu}$ is bounded in $L_{p}\left(\mathbb{R}_{+}\right)$provided that $\Re(\mu)>0$ and $h>-1 / p v$ (see Ref. [19], p. 107, Lemma 2.28 and Ref. [23], p. 323).

It should be particularly emphasized here that the operators $\mathcal{I}$ and $\mathcal{J}$ are quite different from the multiple Erdélyi-Kober fractional integral operators (see Ref. [4], p. 11, see also Refs. [24,25]), though some special cases of $\mathcal{I}$ and $\mathcal{J}$ when $r=0$ (e.g., Saigo's operators) can be expressed as multiple Erdélyi-Kober fractional integral operators. The cases that $r=0$ are very special because Meijer's $G$-function $G_{2,2}^{2,0}[\sigma]$ and ${ }_{2} F_{1}[1-\sigma]$ have the following relationship (see [4], p. 18, Equation (1.1.18))

$$
G_{2,2}^{2,0}\left[\sigma \left\lvert\, \begin{array}{c}
\gamma_{1}+\delta_{1}, \gamma_{2}+\delta_{2}  \tag{21}\\
\gamma_{1}, \gamma_{2}
\end{array}\right.\right]=\frac{\sigma^{\gamma_{2}}(1-\sigma)^{\delta_{1}+\delta_{2}-1}}{\Gamma\left(\delta_{1}+\delta_{2}\right)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma_{2}+\delta_{2}-\gamma_{1}, \delta_{1} \\
\delta_{1}+\delta_{2}
\end{array}{ }^{2}-\sigma\right]
$$

for $\sigma<1$. However, there is no such relationship between $G_{m, m}^{m, 0}[\sigma]$ and ${ }_{r+2} F_{r+1}[1-\sigma]$. A slightly more general case than (21) will lead us to the Marichev-Saigo-Maeda fractional integral operators (see Refs. [26,27]), which are also very different from our operators $\mathcal{I}$ and $\mathcal{J}$. In addition, the operators $\mathcal{I}$ and $\mathcal{J}$ cannot be regarded as special cases of $G$-transform studied in Ref. [28]. Since the kernels of $\mathcal{I}$ and $\mathcal{J}$ are not of Sonine's type, they cannot be included in the theory developed very recently by Luchko (see Ref. [29]).

## 3. The Main Results

### 3.1. Composition Formulas

Theorem 1. Assume that $\varphi \in X_{c}^{p}$. Let

$$
\begin{equation*}
\lambda_{1} \equiv \lambda-a-m, \quad \lambda_{2} \equiv \lambda-b-m \quad \text { and } \quad \mathfrak{p}_{m} \equiv \lambda-a-b-m, \tag{22}
\end{equation*}
$$

where $m$ is given by (9). Let $\left(\vartheta_{m}\right)$ be the nonvanishing zeros of the parametric polynomial $\mathfrak{Q}_{m}(t)$ defined by

$$
\begin{gather*}
\mathfrak{Q}_{m}(t)=\sum_{k=0}^{m}(-1)^{k} A_{k}\left(\lambda_{1}\right)_{k}\left(\lambda_{2}\right)_{k}(t)_{k}(a+k)_{m-k}(b+k)_{m-k} \\
\cdot{ }_{3} F_{2}\left[\begin{array}{c}
k-m, k+t,-\mathfrak{p}_{m} \\
a+k, b+k
\end{array}\right], \tag{23}
\end{gather*}
$$

where $A_{k}(0 \leq k \leq m)$ is defined in (11). Then for $\Re(\gamma)>0, \Re(\mu)>1 / p>0$,

$$
h+\min \{0, \Re(\gamma+\mu-a-b-m)\}>\Re\left(\gamma+\mathfrak{p}_{m}+(\rho-c) / \nu\right)
$$

and $h+1+\min \left\{0, \Re\left(\mu-\lambda-\mathfrak{p}_{m}\right)\right\}>\Re((c+\rho) / \nu)$, we have
where $\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)}$ and $\mathcal{I}_{h ; v, \delta}^{\mu ; a, b}$ are defined by (12) and (14), respectively.
Proof. Denote the left-hand side of (24) by $\Phi(x)$. Then by interchanging the order of integration, we obtain

$$
\begin{align*}
\Phi(x)= & \frac{v x^{-\delta-v(\mu+h)}}{\Gamma(\mu)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{r+2} F_{r+1}\left[\begin{array}{c}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, \\
\mu
\end{array}\left(f_{r}\right) ; \frac{s^{v}}{x^{v}}\right] s^{v h+v-1} \\
& \cdot\left\{\frac{v s^{-v\left(h-\mathfrak{p}_{m}\right)}}{\Gamma(\gamma)} \int_{0}^{s}\left(s^{v}-t^{v}\right)^{\gamma-1}{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu-\mu \\
\gamma
\end{array} 1-\frac{t^{v}}{s^{v}}\right] \varphi(t) t^{v\left(h-\gamma-\mathfrak{p}_{m}\right)-\rho+v-1} \mathrm{~d} t\right\} \mathrm{d} s \\
= & \frac{v^{2} x^{-\delta-v(\mu+h)}}{\Gamma(\mu) \Gamma(\gamma)} \int_{0}^{x} \varphi(t) t^{v\left(h-\gamma-\mathfrak{p}_{m}\right)-\rho+v-1} \Delta_{1}(t) \mathrm{d} t, \tag{25}
\end{align*}
$$

where

$$
\begin{align*}
\Delta_{1}(t):= & \int_{t}^{x} s^{v h+v-1-v h+v \mathfrak{p}_{m}}\left(x^{v}-s^{v}\right)^{\mu-1}\left(s^{v}-t^{v}\right)^{\gamma-1} \\
& \cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} 1-\frac{s^{v}}{x^{v}}\right]{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} 1-\frac{t^{v}}{s^{v}}\right] \mathrm{d} s . \tag{26}
\end{align*}
$$

We shall tackle Equation (24) and leave the verification of the validity of interchanging the order of integration in (25) at the end of the proof.

Letting $s^{v}=x^{v}-u\left(x^{v}-t^{v}\right)$ in (26), we have

$$
\begin{align*}
& \Delta_{1}(t)=\frac{1}{v} x^{\nu \mathfrak{p}_{m}}\left(x^{\nu}-t^{v}\right)^{\mu+\gamma-1} \int_{0}^{1} u^{\mu-1}(1-u)^{\gamma-1}\left(1-\left(1-\frac{t^{v}}{x^{v}}\right) u\right)^{\mathfrak{p}_{m}} \\
& \quad \cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array}\left(1-\frac{t^{v}}{x^{v}}\right) u\right]_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} \frac{(1-u)\left(1-t^{v} / x^{v}\right)}{1-u\left(1-t^{v} / x^{v}\right)}\right] \mathrm{d} u . \tag{27}
\end{align*}
$$

The right-hand side of (27) can be evaluated by using an Erdélyi-type integral established by Luo and Raina [21]. For $\Re(\gamma)>\Re(\mu)>0$ and $z \in \mathbb{C} \backslash[1, \infty)$, Luo and Raina proved that (Ref. [21], p. 482, Theorem 3.2)

$$
\begin{array}{r}
{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right) \\
\gamma, & \left(\vartheta_{m}\right)
\end{array}\right]=\frac{\Gamma(\gamma)}{\Gamma(\mu) \Gamma(\gamma-\mu)} \int_{0}^{1} t^{\mu-1}(1-t)^{\gamma-\mu-1}(1-t z)^{\mathfrak{p}_{m}} \\
\cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2}, & \left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array}\right]{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu ; \\
\gamma-\mu
\end{array} ; \frac{(1-t) z}{1-t z}\right] \mathrm{d} t \tag{28}
\end{array}
$$

where $\lambda_{1}, \lambda_{2}$ and $\mathfrak{p}_{m}$ are given by (22) and $\left(\vartheta_{m}\right)$ are the nonvanishing zeros of the parametric polynomial defined in (23). We note that the parametric polynomial is independent of parameter $\gamma$, and thus we may replace $\gamma$ by $\gamma+\mu$ (without changing the values of $\lambda_{1}, \lambda_{2}$, $\mathfrak{p}_{m}$ and $\mathfrak{Q}_{m}(t)$ ) in (28) to get

$$
\begin{array}{r}
{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right) \\
\gamma+\mu, & \left(\vartheta_{m}\right)
\end{array}\right]=\frac{\Gamma(\gamma+\mu)}{\Gamma(\mu) \Gamma(\gamma)} \int_{0}^{1} t^{\mu-1}(1-t)^{\gamma-1}(1-t z)^{\mathfrak{p}_{m}} \\
\cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2}, & \left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} z t\right]_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu ; \\
\gamma
\end{array} \frac{(1-t) z}{1-t z}\right] \mathrm{d} t \tag{29}
\end{array}
$$

where $\min \{\Re(\gamma), \Re(\mu)\}>0$.
Using the Erdélyi-type integral (29) in (27), we obtain

$$
\Delta_{1}(u)=\frac{\Gamma(\mu) \Gamma(\gamma)}{\Gamma(\gamma+\mu)} x^{\nu \mathfrak{p}_{m}}\left(x^{\nu}-t^{v}\right)^{\mu+\gamma-1}{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right)  \tag{30}\\
\gamma+1-\frac{t^{v}}{x^{v}} & \left(\vartheta_{m}\right)
\end{array}\right] .
$$

Finally, substituting (30) into (25), we get

$$
\begin{aligned}
& \Phi(x)=\frac{v x^{-\delta-\rho}}{\Gamma(\gamma+\mu)} x^{-v\left(\mu+\gamma+\left(h-\gamma-\mathfrak{p}_{m}-\rho / v\right)\right)} \int_{0}^{x}\left(x^{v}-t^{\nu}\right)^{\mu+\gamma-1} \\
& \cdot{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right) \\
\gamma+\mu, & \left(\vartheta_{m}\right)
\end{array} 1-\frac{t^{v}}{x^{v}}\right] \varphi(t) t^{\nu\left(h-\gamma-\mathfrak{p}_{m}-\rho / v\right)+v-1} \mathrm{~d} t \\
& =\left(\mathcal{I}_{h-\gamma-\mathfrak{p}_{m}-\rho / v ; \gamma, \delta+\rho:}^{\gamma+\mu ; a ;} \underset{\left(\vartheta_{m}\right)}{\left(\vartheta_{m}+1\right)} \varphi\right)(x) \text {, }
\end{aligned}
$$

which is the desired right-hand side of (24).
Now, we validate the interchanging of the integration. It is sufficient to show that

$$
\left.I=\left.\int_{0}^{x}\left(x^{\nu}-s^{v}\right)^{\Re(\mu)-1}\right|_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} 1-\frac{s^{v}}{x^{v}}\right] \right\rvert\, s^{v+\Re\left(v \mathfrak{p}_{m}\right)-1} \Delta_{2}(s) \mathrm{d} s<\infty,
$$

where

$$
\begin{aligned}
\Delta_{2}(s)= & \int_{0}^{s}\left(s^{v}-t^{v}\right)^{\Re(\gamma)-1}\left|{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} ; 1-\frac{t^{v}}{s^{v}}\right]\right||\varphi(t)| t^{v h-\Re\left(v \gamma+v \mathfrak{p}_{m}+\rho\right)+v-1} \mathrm{~d} t \\
= & \left.\left.\frac{1}{v} s^{v h-\Re\left(v \mathfrak{p}_{m}+\rho\right)} \int_{0}^{1}(1-u)^{\Re(\gamma)-1} \right\rvert\,{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array}\right] 1-u\right] \mid \\
& \cdot\left|\varphi\left(s u^{1 / v}\right)\right| u^{h-\Re\left(\gamma+\mathfrak{p}_{m}+\rho / v\right)-1} \mathrm{~d} u .
\end{aligned}
$$

Note that (see Ref. [18], p. 63, Theorem 2.1.3 and [30], p. 387)

$$
{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{31}\\
c
\end{array} ; 1-z\right]= \begin{cases}\mathcal{O}(1), & \Re(c-a-b)>0 \\
\mathcal{O}\left(z^{\Re(c-a-b)}\right), & \Re(c-a-b)<0 \\
\mathcal{O}(\log z), & a+b=c ; \\
\mathcal{O}\left(z^{\Re(c-a-b)}\right)+\mathcal{O}(1), & \Re(c-a-b)=0, c \neq a+b\end{cases}
$$

as $z \rightarrow 0^{+}$, so for each $s$, we have

$$
\begin{aligned}
\Delta_{2}(s) \leq D_{1} & \cdot s^{v h-\Re\left(v \mathfrak{p}_{m}+\rho\right)} \int_{0}^{1}(1-u)^{\Re(\gamma)-1} \\
& \cdot u^{h-\Re\left(\gamma+\mathfrak{p}_{m}+\rho / v\right)+\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}-1}\left|\varphi\left(s u^{1 / v}\right)\right| \mathrm{d} u,
\end{aligned}
$$

where $D_{1}$ is a positive number. In view of the definition of the Erdélyi-Kober operator (18), we have

$$
\Delta_{2}(s) \leq D_{2} \cdot s^{v h-\Re\left(v \mathfrak{p}_{m}+\rho\right)} F(s),
$$

where $D_{2}:=D_{1} \Gamma(\Re(\gamma))(\Re(\gamma)>0)$ and

$$
F(s):=\left(I_{+; v, h-\Re\left(\gamma+\mathfrak{p}_{m}+\rho / v\right)+\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}-1}|\varphi|\right)(s) .
$$

From Lemma 1, we have $F \in X_{c}^{p}$, since $\varphi \in X_{c}^{p}$ and

$$
h+\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}>\Re\left(\gamma+\mathfrak{p}_{m}+(\rho-c) / \nu\right) .
$$

For the generalized hypergeometric function ${ }_{p+1} F_{p}[z]$, we have (see, for example Ref. [31], p. 149)

$$
{ }_{p+1} F_{p}\left[\begin{array}{cl}
a_{1}, \cdots, a_{p+1} ; 1-z  \tag{32}\\
b_{1}, \cdots, b_{p}
\end{array}\right]= \begin{cases}\mathcal{O}(1), & \Re\left(\psi_{p}\right)>0 \\
\mathcal{O}\left(z^{\Re\left(\psi_{p}\right)}\right), & \Re\left(\psi_{p}\right)<0 \\
\mathcal{O}(\log z), & \psi_{p}=0\end{cases}
$$

as $z \rightarrow 0^{+}$, where $\psi_{p}:=\sum_{\ell=1}^{p} b_{\ell}-\sum_{\ell=1}^{p+1} a_{\ell}$. Therefore, for each $x \in \mathbb{R}_{+}$, we find that

$$
\begin{aligned}
& I \leq D_{2} D_{3} x^{-v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}} \\
& \cdot \int_{0}^{x}\left(x^{\nu}-s^{v}\right)^{\Re(\mu)-1} s^{v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}+v h+v-\Re(\rho)} F(s) \frac{\mathrm{d} s}{s} \\
& \leq D_{2} D_{3} x^{-v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}}\|F\|_{X_{c}^{p}} \\
& \cdot\left(\int_{0}^{x}\left(x^{v}-s^{v}\right)^{p^{\prime} \Re(\mu)-p^{\prime}}{ }_{s} p^{\prime} v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}+p^{\prime} v(h+1)-p^{\prime} \Re(\rho)-p^{\prime} c-1\right. \\
&\mathrm{d} s)^{1 / p^{\prime}} \\
& \leq D_{2} D_{3} v^{-1 / p^{\prime}} x^{\nu \Re(\mu-\rho / v)+v h-c}\|F\|_{X_{c}^{p}} \\
& \cdot\left(\int_{0}^{1}(1-u)^{p^{\prime} \Re(\mu)-p^{\prime}} u^{p^{\prime} \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}+p^{\prime}(h+1)-p^{\prime} \Re(\rho) / v-p^{\prime} c / v-1} \mathrm{~d} s\right)^{1 / p^{\prime}} \\
&< \infty,
\end{aligned}
$$

where $D_{3}$ is a positive number, $1 / p+1 / p^{\prime}=1, p^{\prime} \Re(\mu)-p^{\prime}+1>0$ and

$$
\min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}+h+1>\Re((c+\rho) / v) .
$$

Thus, Fubini's theorem is applicable and the proof is complete.
Remark 1. When $r=0$, we can set $h=0, v=1, \mu=\alpha, \delta=\lambda-b-\alpha$ and $\rho=a+b-\lambda-\gamma$ in (24) to get

$$
\begin{align*}
\left(\mathcal{I}_{0 ; 1, \lambda-b-\alpha}^{\alpha ; \lambda-a, \lambda-b}\left(\mathcal{I}_{0 ; 1, a+b-\lambda-\gamma}^{\gamma ; a+b-\lambda, \lambda-\alpha} \varphi\right)\right)(x) & =\left(\mathcal{I}_{0 ; 1, \lambda-b-\alpha}^{\alpha ; \lambda-b, \lambda-a}\left(\mathcal{I}_{0 ; 1, a+b-\lambda-\gamma}^{\gamma ; a+b-\lambda, \lambda-\alpha} \varphi\right)\right)(x) \\
& =\left(\mathcal{I}_{0 ; 1, a-\alpha-\gamma}^{\gamma+\alpha ; a, b} \varphi\right)(x) . \tag{33}
\end{align*}
$$

By comparing it with (16), we find that (33) is equivalent to the identity

$$
\begin{equation*}
\left(I^{\alpha, \lambda-b-\alpha, a-\lambda}\left(I^{\gamma, a+b-\lambda-\gamma, \alpha-\lambda} \varphi\right)\right)(x)=\left(I^{\gamma+\alpha, a-\gamma-\alpha,-b} \varphi\right)(x) . \tag{34}
\end{equation*}
$$

If we let further $a=\beta+\gamma+\delta+\alpha, b=\gamma+\delta-\eta$ and $\lambda=\beta-\eta+\gamma+\delta+\alpha$, then (34) reduces to (4).

Theorem 2. Assume that $\varphi \in X_{c}^{p}$. Let $\lambda_{1}, \lambda_{2}$, and $\mathfrak{p}_{m}$ be defined in (22). Let $\left(\vartheta_{m}\right)$ be the nonvanishing zeros of the parametric polynomial $\mathfrak{Q}_{m}(t)$ defined in (23). Then for $\Re(\gamma)>0$, $\Re(\mu)>1 / p>0$,

$$
h+1+\Re\left((\rho+\delta) / v-\mathfrak{p}_{m}-\gamma\right)+\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}+(c-1) / v>0
$$

and $1+h+(1+c) / v+\min \left\{0, \Re\left(\mu-\lambda-\mathfrak{p}_{m}\right)\right\}+\Re((\rho+\delta) / v)>0$, we have
where $\mathcal{J}_{h ; v, \delta:}^{\mu ; a, b:} \underset{\left(f_{r}\right)}{\left(f_{r}+m_{r}\right)}$ and $\mathcal{J}_{h ; v, \delta}^{\mu ; a, b}$ are defined by (13) and (15), respectively.

Proof. Denote the left-hand side of (35) by $\Psi(s)$. Then, following a similar procedure as described in the proof of Theorem 1, we have

$$
\begin{align*}
\Psi(s)= & \frac{v x^{v h+v-1}}{\Gamma(\mu)} \int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\mu-1}{ }_{r+2} F_{r+1}\left[\begin{array}{c}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, \\
\left(f_{r}\right)
\end{array} 1-\frac{x^{v}}{s^{v}}\right] s^{-\delta-v(\mu+h)} \\
& \cdot\left\{\frac{v s^{v h+v-1}}{\Gamma(\gamma)} s^{-v\left(\gamma+\mathfrak{p}_{m}\right)+\delta} \int_{s}^{\infty}\left(t^{v}-s^{v}\right)^{\gamma-1}{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array}\right] 1-\frac{s^{v}}{t^{v}}\right] \\
& \left.\cdot \varphi(t) t^{-\rho-v\left(h-\mathfrak{p}_{m}\right)-\delta} \mathrm{d} t\right\} \mathrm{d} s \\
= & \frac{v^{2} x^{v h+v-1}}{\Gamma(\mu) \Gamma(\gamma)} \int_{x}^{\infty} \varphi(t) t^{-\rho-v\left(h-\mathfrak{p}_{m}\right)-\delta} \Delta_{3}(t) \mathrm{d} t, \tag{36}
\end{align*}
$$

where

$$
\begin{aligned}
\Delta_{3}(t)= & \int_{x}^{t} s^{v-1-v\left(\mu+\gamma+\mathfrak{p}_{m}\right)}\left(s^{v}-x^{v}\right)^{\mu-1}\left(t^{v}-s^{v}\right)^{\gamma-1} \\
& \cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} 1-\frac{x^{v}}{s^{v}}\right]{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} 1-\frac{s^{v}}{t^{v}}\right] \mathrm{d} s .
\end{aligned}
$$

Letting

$$
s=\frac{t x}{\left(t^{v}+\left(x^{v}-t^{v}\right) u\right)^{1 / v}},
$$

so that

$$
\mathrm{d} s=\frac{1}{v} t x\left(t^{v}-x^{v}\right)\left(t^{v}+\left(x^{v}-t^{v}\right) u\right)^{-1-1 / v} \mathrm{~d} u \text { and } u=\frac{t^{v}\left(x^{v}-s^{v}\right)}{s^{v}\left(x^{v}-t^{v}\right)} \in(0,1)
$$

we have

$$
\begin{aligned}
\Delta_{3}(t) & =\frac{1}{v}\left(t^{v}-x^{v}\right)^{\mu+\gamma-1} t^{-v \mu} x^{-v\left(\gamma+\mathfrak{p}_{m}\right)} \int_{0}^{1} u^{u-1}(1-u)^{\gamma-1}\left(1-\left(1-\frac{x^{v}}{t^{v}}\right) u\right)^{\mathfrak{p}_{m}} \\
& \cdot{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu,\left(1-\frac{x^{v}}{t^{v}}\right) u \\
\mu, & \left(f_{r}\right)
\end{array}{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} ; \frac{(1-u)\left(1-x^{v} / t^{v}\right)}{1-u\left(1-x^{v} / t^{v}\right)}\right] \mathrm{d} u .\right.
\end{aligned}
$$

The use of Erdélyi-type integral (29) gives

$$
\Delta_{3}(t)=\frac{1}{v} \frac{\Gamma(\mu) \Gamma(\gamma)}{\Gamma(\gamma+\mu)}\left(t^{v}-x^{v}\right)^{\mu+\gamma-1} t^{-v \mu} x^{-v\left(\gamma+\mathfrak{p}_{m}\right)}{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right) \\
\gamma+\mu, & \left(\vartheta_{m}\right)
\end{array} 1-\frac{x^{v}}{t^{v}}\right],
$$

and thus (36) becomes

$$
\begin{aligned}
\Psi(s)= & \frac{v x^{v\left(h-\gamma-\mathfrak{p}_{m}\right)+v-1}}{\Gamma(\mu+\gamma)} \int_{x}^{\infty}\left(t^{v}-x^{v}\right)^{\mu+\gamma-1}{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b, & \left(\vartheta_{m}+1\right) \\
\gamma+\mu, & \left(\vartheta_{m}\right)
\end{array} 1-\frac{x^{v}}{t^{v}}\right] \\
& \cdot \varphi(t) t^{-(\rho+\delta)-v\left(\mu+\gamma+h-\gamma-\mathfrak{p}_{m}\right)} \mathrm{d} t \\
= & \left(\mathcal{J}_{\substack{ \\
\\
h-\mu ; \mathfrak{p}_{m}-\gamma ;, v, \delta+\rho: \\
\left(\vartheta_{m}+1\right) \\
\left(\vartheta_{m}\right)}}^{\left(\vartheta_{0}\right)(x),}\right.
\end{aligned}
$$

where $\left(\vartheta_{m}\right)$ are the nonvanishing zeros of the parametric polynomial (23).
As in the proof of Theorem 1, we verify the validity of interchanging the order of integration by checking the finiteness of the integral

$$
\left.I=\left.\int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\Re(\mu)-1}\right|_{r+2} F_{r+1}\left[\begin{array}{cc}
\lambda_{1}, \lambda_{2},\left(f_{r}+m_{r}\right) \\
\mu, & \left(f_{r}\right)
\end{array} 1-\frac{x^{v}}{s^{v}}\right] \right\rvert\, s^{v-1-\Re\left(v \mu+v \gamma+v p_{m}\right)} \Delta_{4}(s) \mathrm{d} s,
$$

where

$$
\begin{aligned}
\Delta_{4}(s)= & \int_{s}^{\infty}\left(t^{v}-s^{v}\right)^{\Re(\gamma)-1}\left|{ }_{2} F_{1}\left[\begin{array}{c}
-\mathfrak{p}_{m}, \lambda-\mu \\
\gamma
\end{array} ; 1-\frac{s^{v}}{t^{v}}\right]\right| \\
= & \frac{1}{v} s^{1-v-\Re\left(\rho+\delta-v \gamma-v \mathfrak{p}_{m}\right)-v h} \int_{1}^{\infty}(u-1)^{\Re(\gamma)-1}\left|{ }_{2} F_{1}\left[\begin{array}{c}
\left.-\mathfrak{p}_{m}, \lambda-\mu\right) \mid t^{-\Re\left(\rho+\delta-v \mathfrak{p}_{m}\right)-v h} \mathrm{~d} t \\
\gamma
\end{array} 1-\frac{1}{u}\right]\right| \\
& \cdot\left|\varphi\left(s u^{1 / v}\right)\right| u^{1 / v-1-\Re\left(\rho / v+\delta / v-\mathfrak{p}_{m}\right)-h} \mathrm{~d} u .
\end{aligned}
$$

Using (31) gives

$$
\begin{aligned}
& \Delta_{4}(s) \leq D_{4} \cdot s^{1-v-\Re\left(\rho+\delta-v \gamma-v \mathfrak{p}_{m}\right)-v h} \int_{1}^{\infty}(u-1)^{\Re(\gamma)-1} \\
& \cdot\left|\varphi\left(s u^{1 / v}\right)\right| u^{-\Re(\gamma)-h+\Re(\gamma)+1 / v-1-\Re\left(\rho / v+\delta / v-\mathfrak{p}_{m}\right)-\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}} \mathrm{d} u,
\end{aligned}
$$

where $D_{4}$ is a positive number. Thus we have

$$
\Delta_{4}(s) \leq D_{4} \cdot s^{1-v-\Re\left(\rho+\delta-v \gamma-v \mathfrak{p}_{m}\right)-v h} G(s),
$$

where $D_{5}:=D_{4} \Gamma(\Re(\gamma))(\Re(\gamma)>0)$ and

$$
G(s):=\left(I_{-; v, h-1 / v+1+\Re\left(\rho / v+\delta / v-\mathfrak{p}_{m}-\gamma\right)+\min \left\{0, \Re\left(\gamma+\mathfrak{p}_{m}-\lambda+\mu\right)\right\}}^{\Re(\varphi)} \mid\right)(s) \in X_{c}^{p} .
$$

Then from (32) we have

$$
\begin{aligned}
& I \leq D_{5} D_{6} x^{v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}} \\
& \cdot \int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{\Re(\mu)-1} s^{-v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}-v h-\Re(\rho+\delta+v \mu)-1} G(s) \frac{\mathrm{d} s}{s} \\
& \leq D_{5} D_{6} x^{v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}}\|G\|_{X_{c}^{p}} \\
& \cdot\left(\int_{x}^{\infty}\left(s^{v}-x^{v}\right)^{p^{\prime} \Re(\mu)-p^{\prime}}{ }_{S^{-}} p^{\prime} v \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}-p^{\prime} v h-p^{\prime} \Re(\rho+\delta+v \mu)-p^{\prime}-p^{\prime} c-1\right. \\
&\mathrm{d} s)^{1 / p^{\prime}} \\
& \leq D_{5} D_{6} x^{-v-v h-\Re(\rho+\delta)-1-c-1 / p^{\prime}\|G\|_{X_{c}^{p}}} \\
& \cdot\left(\int_{1}^{\infty}(u-1)^{p^{\prime} \Re(\mu)-p^{\prime}} u^{-p^{\prime} \min \left\{0, \Re\left(\mu-\lambda_{1}-\lambda_{2}\right)-m\right\}-p^{\prime} h-p^{\prime} \Re((\rho+\delta) / v+\mu)-p^{\prime}(1+c) / v-1} \mathrm{~d} s\right)^{1 / p^{\prime}} \\
&< \infty .
\end{aligned}
$$

This completes the proof.
Remark 2. When $r=0$, we can set $h=0, v=1, \delta=\gamma+\lambda-a-b$ and $\rho=a+b-\lambda-\gamma$ in (35) to get

$$
\begin{equation*}
\left(\mathcal{J}_{0 ; 1, \gamma+\lambda-a-b}^{\mu ; \lambda-b, \lambda-a}\left(I^{\gamma, a+b-\lambda-\gamma, \mu-\lambda} \varphi\right)\right)(x)=\left(\mathcal{J}_{a+b-\lambda-\gamma ; 1,0}^{\gamma+\mu ; a, b} \varphi\right)(x) . \tag{37}
\end{equation*}
$$

Letting further $a=\mu+\gamma$ in (37), we have

$$
\begin{align*}
\left(I^{\mu, \lambda-\mu-b, \gamma+\mu-\lambda}\left(I^{\gamma, \mu+b-\lambda, \mu-\lambda} \varphi\right)\right)(x) & =\left(\mathcal{J}_{\mu+b-\lambda ; 1,0}^{\gamma+\mu ; \gamma+\mu, b} \varphi\right)(x) \\
& =\left(I_{-; 1, \mu-\lambda}^{\gamma+\mu} \varphi\right)(x)=\left(K_{\mu-\lambda, \gamma+\mu}^{-} \varphi\right)(x) . \tag{38}
\end{align*}
$$

Additionally, by putting $b=\beta+\lambda-\mu$ in (38) and then letting $\lambda=\mu-\eta$ in the resulting equation we get the following clearer form

$$
\left(I^{\mu,-\beta, \gamma+\eta}\left(I^{\gamma, \beta, \eta} \varphi\right)\right)(x)=\left(K_{\eta, \gamma+\mu}^{-} \varphi\right)(x),
$$

which is a special case of (5) when $\delta=-\beta$. It does not seem possible to deduce (5) by merely specializing the parameters in (35). Therefore, it should be interesting to find a composition formula from (35) which may include (5) or (6) as particular cases.

As depicted in Theorems 1 and 2, the study of the composition structure of the operators $\mathcal{I}$ and $\mathcal{J}$ rests heavily on the existence of a suitable Erdélyi-type integral, because we derive (24) and (35) from the Erdélyi-type integral (29). However, there may possibly be an alternative approach by which the Erdelyi-type integral may be obtained from a known composition structure [1] (see also Refs. [22,32]). Such an approach may be of special interest since our operators involve the generalized hypergeometric function $r+2 F_{r+1}$ and the methodology may lead to some new results.

### 3.2. Derivative Formula

In this section we derive a derivative formula involving the fractional integral operator (12).

We introduce here some notations describing necessary concepts that would be used in the sequel. Let $\left(\xi_{m}\right)$ be the nonvanishing zeros of the parametric polynomial $Q_{m}(t)$ of degree $m$ defined by

$$
Q_{m}(t)=\sum_{j=0}^{m} \sigma_{m-j} \sum_{k=0}^{j}\left\{\begin{array}{l}
j  \tag{39}\\
k
\end{array}\right\}(b)_{k}(t)_{k}(\mu-b-t)_{m-k}
$$

where the $\sigma_{j}(0 \leq j \leq m)$ are determined by the generating relation (10). We define the parametric polynomial $\tilde{Q}_{m}(t)$ by

$$
\tilde{Q}_{m}(t)=\sum_{j=0}^{m} \tilde{\sigma}_{m-j} \sum_{k=0}^{j}\left\{\begin{array}{l}
j  \tag{40}\\
k
\end{array}\right\}(\mu-b-m)_{k}(t)_{k}(b+m-n-t)_{m-k}
$$

where $\tilde{\sigma}_{j}(0 \leq j \leq m)$ are determined by the generating relation

$$
\begin{equation*}
\prod_{j=1}^{m}\left(\xi_{j}+x\right)=\sum_{j=0}^{m} \tilde{\sigma}_{m-j} x^{j} \tag{41}
\end{equation*}
$$

Theorem 3. For $\Re(\mu)>n(n \in \mathbb{N})$, we have

$$
\begin{align*}
& \frac{\partial^{n}}{\partial x^{n}}\left\{x^{\delta+v(\mu-a+h)}\left(\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)} \varphi\right)(x)\right\} \\
&=v^{n} x^{\delta+v(\mu-n-a+h)}\left(\mathcal{I}^{\left.\mu-n ; a, b-n: \underset{h}{\mu, v, \delta:} \underset{\left(\eta_{m}\right)}{\left(\eta_{m}+1\right)} \varphi\right)(x),}\right. \tag{42}
\end{align*}
$$

where $\left(\eta_{m}\right)$ are the nonvanishing zeros of the parametric polynomial $\tilde{Q}_{m}(t)$ given by (40).
Proof. Using the Euler-type transformation due to Miller and Paris [20], p. 305, Theorem 3

$$
{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
a, b, & \left(f_{r}+m_{r}\right)  \tag{43}\\
\mu, & \left(f_{r}\right)
\end{array}\right]=(1-x)^{-a}{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, \mu-b-m, & \left(\xi_{m}+1\right) \\
\mu, & x \\
\left(\xi_{m}\right)
\end{array}\right],
$$

we have

$$
\begin{aligned}
& x^{\delta+v(\mu-a+h)}\left(\begin{array}{c}
\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)}\left(f_{r}\right)
\end{array}\right)(x) \\
& \quad=\frac{v}{\Gamma(\mu)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{m+2} F_{m+1}\left[\begin{array}{c}
a, \mu-b-m,\left(\xi_{m}+1\right) \\
\mu,
\end{array}\left(1-\frac{x^{\nu}}{s^{v}}\right] \varphi(s) s^{\nu(h-a)+v-1} \mathrm{~d} s,\right.
\end{aligned}
$$

where $\left(\xi_{m}\right)$ are the nonvanishing zeros of the parametric polynomial $Q_{m}(t)$ defined by (39). By making use of the Leibniz integral rule, we obtain

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left\{x^{\delta+v(\mu-a+h)}\left(\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)} \varphi\right)(x)\right\} \\
& =\frac{v}{\Gamma(\mu)} \frac{\partial}{\partial x} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{m+2} F_{m+1}\left[\begin{array}{c}
a, \mu-b-m, \\
\mu, \\
\left(\xi_{m}+1\right) \\
\left(\xi_{m}\right)
\end{array} ; 1-\frac{x^{\nu}}{s^{v}}\right] \varphi(s) s^{v(h-a)+v-1} \mathrm{~d} s \\
& =\frac{v}{\Gamma(\mu)} \int_{0}^{x} \frac{\partial}{\partial x}\left\{\left(x^{v}-s^{v}\right)^{\mu-1}{ }_{m+2} F_{m+1}\left[\begin{array}{c}
a, \mu-b-m,\left(\xi_{m}+1\right) \\
\mu, \\
\left(\xi_{m}\right)
\end{array} ; 1-\frac{s^{v}}{x^{v}}\right]\right\} \\
& \text { - } \varphi(s) s^{v(h-a)+v-1} \mathrm{~d} s .
\end{aligned}
$$

Taking into account the formula [33], p. 442, Equation (51)

$$
\frac{\partial^{n}}{\partial z^{n}}\left\{z^{\sigma-1}{ }_{p} F_{q}\left[\begin{array}{c}
\left(a_{p}\right)  \tag{44}\\
\left(b_{q-1}\right), \sigma^{;} z
\end{array}\right]\right\}=(\sigma-n)_{n} z^{\sigma-n-1}{ }_{p} F_{q}\left[\begin{array}{c}
\left(a_{p}\right) \\
\left(b_{q-1}\right), \sigma-n^{\prime} ;
\end{array}\right],
$$

we have

$$
\left.\left.\begin{array}{rl}
\frac{\partial}{\partial x}\left\{x ^ { \delta + v ( \mu - a + h ) } \left(\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)}\left(f_{r}\right)\right.\right.
\end{array}\right)(x)\right\}=\frac{v^{2}}{\Gamma(\mu-1)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{(\mu-1)-1} .
$$

Next, differentiating $n$ times, we obtain

$$
\left.\left.\begin{array}{rl}
\frac{\partial^{n}}{\partial x^{n}}\left\{x ^ { \delta + v ( \mu - a + h ) } \left(\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b:\left(f_{r}+m_{r}\right)}\left(f_{r}\right)\right.\right.
\end{array}\right)(x)\right\}=\frac{v^{1+n}}{\Gamma(\mu-n)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-n-1} .
$$

By applying the Euler-type transformation (43) again, we get

$$
\begin{align*}
& =\frac{v^{1+n} x^{-v a}}{\Gamma(\mu-n)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-n-1}{ }_{m+2} F_{m+1}\left[\begin{array}{cc}
a, b-n,\left(\eta_{m}+1\right) \\
\mu-n, & \left(\eta_{m}\right)
\end{array} 1-\frac{s^{v}}{x^{v}}\right] \varphi(s) s^{v h+v-1} \mathrm{~d} s \\
& =v^{n} x^{\delta+v(\mu-n-a+h)}\left(\underset{\mathcal{I}^{\mu-n ; a, b-n: ~}}{\substack{\mu, \delta, \delta:} \underset{\left(\eta_{m}\right)}{\left(\eta_{m}+1\right)}} \varphi\right)(x) \text {, } \tag{45}
\end{align*}
$$

where the sequence of parameters $\left(\eta_{m}\right)$ are the nonvanishing zeros of the parametric polynomial $\tilde{Q}_{m}(t)$ of degree $m$ given by (40). This completes the proof of (42).

Before proceeding further, we consider here a simple example.
Example 1. When $r=1$ and $m=m_{1}=1, f_{1}=f$ and $\eta_{1}=\eta$ in (42), we get

$$
\begin{equation*}
\frac{\partial^{n}}{\partial x^{n}}\left\{x^{\delta+v(\mu-a+h)}\left(\mathcal{I}_{h ; v, \delta:}^{\mu ; a, b: f+1} \underset{f}{f} \varphi\right)(x)\right\}=v^{n} x^{\delta+v(\mu-n-a+h)}\left(\mathcal{I}_{h ; v, \delta:}^{\mu-n ; a, b-n: ~}{\underset{\eta}{\eta+1}}_{\mu} \varphi\right)(x), \tag{46}
\end{equation*}
$$

where $\eta$ is the nonvanishing zero of the parametric polynomial

$$
\begin{aligned}
\tilde{Q}_{1}(t) & =\sum_{j=0}^{1} \tilde{\sigma}_{1-j} \sum_{k=0}^{j}\left\{\begin{array}{l}
j \\
k
\end{array}\right\}(\mu-b-1)_{k}(t)_{k}(b+1-n-t)_{1-k} \\
& =\tilde{\sigma}_{1}\left\{\begin{array}{l}
0 \\
0
\end{array}\right\}(b+1-n-t)+\tilde{\sigma}_{0}\left\{\begin{array}{l}
1 \\
0
\end{array}\right\}(b+1-n-t)+\tilde{\sigma}_{0}\left\{\begin{array}{l}
1 \\
1
\end{array}\right\}(\mu-b-1) t \\
& =\tilde{\sigma}_{1}(b+1-n)+\left[\tilde{\sigma}_{0}(\mu-b-1)-\tilde{\sigma}_{1}\right] t .
\end{aligned}
$$

Therefore, $\eta$ can be expressed as

$$
\eta=\frac{\tilde{\sigma}_{1}(b+1-n)}{\tilde{\sigma}_{1}-\tilde{\sigma}_{0}(\mu-b-1)} .
$$

It follows from (41) that $\tilde{\sigma}_{0}=1$ and $\tilde{\sigma}_{1}=\xi$, where $\xi$ is the nonvanishing zero of the parametric polynomial

$$
Q_{1}(t)=\sigma_{1}(\mu-b)+\left[\sigma_{0} b-\sigma_{1}\right] t .
$$

From (10), we have $\sigma_{0}=1$ and $\sigma_{1}=f$ and thus $\xi$ can be written as $\xi=f(\mu-b) /(f-b)$. Hence,

$$
\eta=\frac{f(\mu-b)(b+1-n)}{f+b(\mu-b-1)}
$$

wherein we note that $\eta$ depends on $n$.
It may be observed that the Euler-type transformation (43) is used twice, so we need to be careful while finding special cases of Theorem 3.
(i) By letting $b=n(n \in \mathbb{N})$ in (42) and noting that ${ }_{m+2} F_{m+1}$-function in (42) reduces to 1 , we get

$$
\begin{align*}
& \frac{\partial^{n}}{\partial x^{n}}\left\{x^{\delta+v(\mu-a+h)}\left(\mathcal{I}_{\mathcal{M}_{h ; v, \delta:}^{\mu ; a, n:\left(f_{r}+m_{r}\right)}\left(f_{r}\right)} \varphi\right)(x)\right\} \\
& \quad=\frac{v^{1+n} x^{-v a}}{\Gamma(\mu-n)} \int_{0}^{x}\left(x^{v}-s^{v}\right)^{\mu-n-1} \varphi(s) s^{v h+v-1} \mathrm{~d} s \\
& \quad=v^{n} x^{v(\mu-n-a+h)}\left(I_{+; v, h}^{\mu-n} \varphi\right)(x), \tag{47}
\end{align*}
$$

where $I_{+; v, h}^{\mu-n}$ denotes the Erdélyi-Kober type fractional integral defined by (18).
In fact, letting $b=n$ changes the parametric polynomials $Q_{m}(t)$ and $\tilde{Q}_{m}(t)$ defined by (39) and (40), respectively. However, if the new polynomials, say $Q_{m}^{*}(t)$ and $\tilde{Q}_{m}^{*}(t)$, also have nonvanishing zeros, denoted by $\left(\xi_{m}^{*}\right)$ and $\left(\eta_{m}^{*}\right)$ respectively, then (47) holds true. To illustrate here, let us set $b=n$ in Example 1, then $Q_{1}(t)$ becomes $Q_{1}^{*}(t)=f(\mu-n)+(n-f) t$ with $\xi^{*}=f(\mu-n) /(f-n)$ its nonvanishing zero and $\tilde{Q}_{1}(t)$ becomes $\tilde{Q}_{1}^{*}(t)=\xi^{*}+\left(\mu-n-1-\xi^{*}\right) t$. The nonvanishing zero of $\tilde{Q}_{1}^{*}(t)$ is

$$
\eta^{*}=\frac{f(\mu-n)}{f+n(\mu-n-1)} \quad(f \neq 0, \mu \neq n) .
$$

Therefore, we obtain from (46) that

$$
\begin{aligned}
& \frac{\partial^{n}}{\partial x^{n}}\left\{x ^ { \delta + v ( \mu - a + h ) } \left(\mathcal{I}_{h ; v, \delta: \underset{f}{\mu ; a, n: f+1} \varphi)(x)\}}=v^{n} x^{\delta+v(\mu-n-a+h)}\left(\mathcal{I}_{h ; v, \delta:}^{\mu-n ; a, 0: \eta^{*}+1} \eta^{*} \varphi\right)(x)\right.\right. \\
&=v^{n} x^{v(\mu-n-a+h)}\left(I_{+; v, h}^{\mu-n} \varphi\right)(x) .
\end{aligned}
$$

We also observe that the subsitution $b=n$ may always reduce the right-hand side of (42) to a Erdélyi-Kober type integral.
(ii) When $r=0$, then in view of (14) and (42), we simply obtain

$$
\begin{equation*}
\frac{\partial^{n}}{\partial x^{n}}\left\{x^{\delta+v(\mu-a+h)}\left(\mathcal{I}_{h ; v, \delta}^{\mu ; a, b} \varphi\right)(x)\right\}=v^{n} x^{\delta+v(\mu-n-a+h)}\left(\mathcal{I}_{h ; v, \delta}^{\mu-n ; a, b-n} \varphi\right)(x) \tag{48}
\end{equation*}
$$

Further, if $h=0, v=1, \delta=\beta, a=\alpha+\beta, b=-\eta+n$ and $\mu=\alpha+n$ in (48), we then have

$$
\frac{\partial^{n}}{\partial x^{n}}\left\{x^{n}\left(\mathcal{I}_{0 ; 1, \beta}^{\alpha+n ; \alpha+\beta,-\eta+n} \varphi\right)(x)\right\}=\left(\mathcal{I}_{0 ; 1, \beta}^{\alpha ; \alpha+\beta,-\eta} \varphi\right)(x) .
$$

In addition, in view of (16) and the relation

$$
\begin{aligned}
x^{n}\left(\mathcal{I}_{0 ; 1, \beta}^{\alpha+n ; \alpha+\beta,-\eta+n} \varphi\right)(x) & =\frac{x^{-\beta-\alpha}}{\Gamma(\alpha+n)} \int_{0}^{x}(x-s)^{\alpha+n-1}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha+\beta,-\eta+n \\
\alpha+n
\end{array} 1^{\alpha-\frac{s}{x}}\right] \varphi(s) \mathrm{d} s \\
& =\left(I_{0, x}^{\alpha+n, \beta-n, \eta-n} \varphi\right)(x)
\end{aligned}
$$

we note the following interesting and remarkable relation:

$$
\frac{\partial^{n}}{\partial x^{n}}\left(I_{0, x}^{\alpha+n, \beta-n, \eta-n} \varphi\right)(x)=\left(I_{0, x}^{\alpha, \beta, \eta} \varphi\right)(x),
$$

which serves as the definition of Saigo's generalized fractional derivative (see Ref. [3], p. 8, Equation (3.2)).

## 4. Relationship with Khudozhnikov's Work

In a very short paper, Khudozhnikov [17] considered in a certain class of integrable functions the following Volterra-type integral equation

$$
\int_{a}^{x} \frac{(x-s)^{\gamma-1}}{\Gamma(\gamma)}{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \beta, \varepsilon+m  \tag{49}\\
\gamma, & \varepsilon
\end{array} 1-\frac{x}{s}\right] \varphi(s) \mathrm{d} s=g(x),
$$

where $0<\Re(\gamma)<1, m \in \mathbb{N}$ and $0<a \leq x \leq b<+\infty$. By using some known formulas from Ref. [33], Khudozhnikov obtained the following result [17], p. 79, Equation (2).

Theorem 4 (Khudozhnikov). The Volterra-type integral Equation (49) can be reduced to the following system of differential and integral equations:

$$
\left\{\begin{array}{l}
\sum_{k=0}^{m}\binom{m}{k} \frac{(\alpha)_{k}(\beta)_{k}}{(\varepsilon)_{k}(-x)^{k}} y^{(m-k)}(x)=g(x) x^{\alpha+\beta-\gamma} \\
\int_{a}^{x} \frac{(x-s)^{\gamma+m-1}}{\Gamma(\gamma+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+m
\end{array} ; 1-\frac{x}{s}\right] s^{\alpha+\beta-\gamma} \varphi(s) \mathrm{d} s=y(x),
\end{array}\right.
$$

with initial conditions $y(a)=y^{\prime}(a)=\cdots=y^{(m-1)}(a)=0$.
In Ref. [17], Khudozhnikov briefly mentioned that the result can be generalized to those equations involving the generalized hypergeometric functions ${ }_{p+1} F_{p, p} F_{p}$ and ${ }_{p-1} F_{p}$. However, he did not give possible forms of the generalizations or the formulas to be used. In fact, the most likely generalization requires use of a generalized Euler-type transformation, which is not included in Ref. [33]. Therefore, we think that the question of finding a generalization of Theorem 4 is still open.

In this section, we first propose a generalization of Theorem 4. We then consider a Volterra-type integral equation generated by the operator $\mathcal{I}$ defined by (12) and obtain an analogue of Khudozhnikov's theorem.

### 4.1. A Generalization of Khudozhnikov's Theorem

Let us consider the Volterra-type integral equation

$$
\int_{a}^{x} \frac{(x-s)^{\gamma-1}}{\Gamma(\gamma)} r+2 F_{r+1}\left[\begin{array}{cc}
\alpha, \beta, & \left(f_{r}+m_{r}\right)  \tag{50}\\
\gamma, & \left(f_{r}\right)
\end{array} ; 1-\frac{x}{s}\right] \varphi(s) \mathrm{d} s=g(x)
$$

where $0<\Re(\gamma)<1, m \in \mathbb{N}$ and $0<a \leq x \leq b<+\infty$. Obviously, (50) reduces to (49) when $r=1, f_{1}=\varepsilon$ and $m_{1}=m$.

By using a lemma due to Miller and Paris [20], p. 298, Lemma 4, and the classical Euler transformation [18], p. 68, Equation (2.2.7), we can express the ${ }_{r+2} F_{r+1}$-function as a finite sum of ${ }_{2} F_{1}$-functions given by

$$
\begin{align*}
{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\alpha, \beta,\left(f_{r}+m_{r}\right) \\
\gamma, & \left(f_{r}\right)
\end{array}\right] & =\sum_{k=0}^{m} \frac{A_{k}}{A_{0}} \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma)_{k}}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha+k, \beta+k \\
\gamma+k,
\end{array} ; x\right] x^{k} \\
& =(1-x)^{\gamma-\alpha-\beta} \sum_{k=0}^{m} \frac{A_{k}}{A_{0}} \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma)_{k}}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+k,
\end{array} ; x\right]\left(\frac{x}{1-x}\right)^{k} . \tag{51}
\end{align*}
$$

Then (50) can be written as

$$
\begin{align*}
g(x) & =\int_{a}^{x} \frac{(x-s)^{\gamma-1}}{\Gamma(\gamma)}{ }_{r+2} F_{r+1}\left[\begin{array}{cc}
\alpha, \beta,\left(f_{r}+m_{r}\right) & \left.\begin{array}{c}
x \\
\gamma, \\
\left(f_{r}\right)
\end{array}\right) \\
s
\end{array}\right] \varphi(s) \mathrm{d} s \\
& =\sum_{k=0}^{m} \frac{A_{k}}{A_{0}} \frac{(\alpha)_{k}(\beta)_{k}}{(-x)^{k}} x^{\gamma-\alpha-\beta} \int_{a}^{x} \frac{(x-s)^{\gamma+k-1}}{\Gamma(\gamma+k)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+k
\end{array} ; 1-\frac{x}{s}\right] s^{\alpha+\beta-\gamma} \varphi(s) \mathrm{d} s . \tag{52}
\end{align*}
$$

Let

$$
y(x):=\int_{a}^{x} \frac{(x-s)^{\gamma+m-1}}{\Gamma(\gamma+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+m
\end{array} ; 1-\frac{x}{s}\right] s^{\alpha+\beta-\gamma} \varphi(s) \mathrm{d} s .
$$

In view of the derivative Formula (44), we have

$$
\frac{\partial^{m-k}}{\partial x^{m-k}}\left\{\frac{(x-s)^{\gamma+m-1}}{\Gamma(\gamma+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+m
\end{array} ; 1-\frac{x}{s}\right]\right\}=\frac{(x-s)^{\gamma+k-1}}{\Gamma(\gamma+k)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+k
\end{array} ; 1-\frac{x}{s}\right],
$$

and therefore

$$
y^{(m-k)}(x)=\int_{a}^{x} \frac{(x-s)^{\gamma+k-1}}{\Gamma(\gamma+k)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+k
\end{array} ; 1-\frac{x}{s}\right] s^{\alpha+\beta-\gamma} \varphi(s) \mathrm{d} s
$$

and $y^{(m-k)}(a)=0$ for $k=1, \cdots, m-1$. Now (52) can be expressed as

$$
\sum_{k=0}^{m} \frac{A_{k}}{A_{0}} \frac{(\alpha)_{k}(\beta)_{k}}{(-x)^{k}} y^{(m-k)}(x)=x^{\alpha+\beta-\gamma} g(x)
$$

The above steps concerning the integral Equation (50) therefore yield the following theorem.

Theorem 5. The Volterra-type integral Equation (50) can be reduced to the following system of differential and integral equations:

$$
\left\{\begin{array}{l}
\sum_{k=0}^{m} \frac{A_{k}}{A_{0}} \frac{(\alpha)_{k}(\beta)_{k}}{(-x)^{k}} y^{(m-k)}(x)=g(x) x^{\alpha+\beta-\gamma}, \\
\int_{a}^{x} \frac{(x-s)^{\gamma+m-1}}{\Gamma(\gamma+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\gamma-\alpha, \gamma-\beta \\
\gamma+m
\end{array} ; 1-\frac{x}{s}\right] s^{\alpha+\beta-\gamma} \varphi(s) \mathrm{d} s=y(x),
\end{array}\right.
$$

with initial conditions $y(a)=y^{\prime}(a)=\cdots=y^{(m-1)}(a)=0$, where $A_{k}(0 \leq k \leq m)$ is defined in (11).

To show that Theorem 5 contains Khudozhnikov's result as a special case, we only need to prove that

$$
\begin{equation*}
\frac{A_{k}}{A_{0}}=\binom{m}{k} \frac{1}{(\varepsilon)_{k}} . \tag{53}
\end{equation*}
$$

Our calculations require some basics on the theory of combinatorics.

When $r=1, f_{1}=\varepsilon$ and $m_{1}=m$, we get

$$
A_{0}=(\varepsilon)_{m} \text { and } A_{k}=\sum_{j=k}^{m}\left\{\begin{array}{l}
j  \tag{54}\\
k
\end{array}\right\} \hat{\sigma}_{m-j}
$$

where $\hat{\sigma}_{m-j}$ is generated by

$$
\begin{equation*}
(\varepsilon+x)_{m}=\sum_{j=0}^{m} \hat{\sigma}_{m-j} x^{j} \tag{55}
\end{equation*}
$$

We need in fact to find an explicit expression for $\hat{\sigma}_{m-j}$. By using the Chu-Vandermonde identity [18], p. 70, we have

$$
\begin{equation*}
(\varepsilon+x)_{m}=\sum_{k=0}^{m}\binom{m}{k}(\varepsilon)_{m-k}(x)_{k} . \tag{56}
\end{equation*}
$$

Recall that

$$
(x)_{k}=\sum_{j=0}^{k}(-1)^{k-j} s(k, j) x^{j}=\sum_{j=0}^{k}\left[\begin{array}{l}
k  \tag{57}\\
j
\end{array}\right] x^{j},
$$

where $s(k, j)$ is the Stirling number of the first kind and the symbol $\left[\begin{array}{l}k \\ j\end{array}\right]$ is usually used to denote the unsigned Stirling number of the first kind (see Ref. [34], p. 239). Substituting (57) into (56) and then interchanging the order of summation, we obtain

$$
(\varepsilon+x)_{m}=\sum_{k=0}^{m}\binom{m}{k}(\varepsilon)_{m-k} \sum_{j=0}^{k}\left[\begin{array}{c}
k  \tag{58}\\
j
\end{array}\right] x^{j}=\sum_{j=0}^{m} \sum_{k=j}^{m}\binom{m}{k}(\varepsilon)_{m-k}\left[\begin{array}{l}
k \\
j
\end{array}\right] x^{j} .
$$

Comparing (58) with (55), it follows that

$$
\hat{\sigma}_{m-j}=\sum_{k=j}^{m}\binom{m}{k}(\varepsilon)_{m-k}\left[\begin{array}{c}
k  \tag{59}\\
j
\end{array}\right],
$$

and combining (54) with (59) and taking into account the index factorization

$$
[k \leq j \leq m][j \leq \ell \leq m]=[k \leq j \leq \ell \leq m]=[k \leq \ell \leq m][k \leq j \leq \ell]
$$

we obtain

$$
\begin{align*}
A_{k} & =\sum_{j=k}^{m}\left\{\begin{array}{l}
j \\
k
\end{array}\right\} \sum_{\ell=j}^{m}\binom{m}{\ell}(\varepsilon)_{m-\ell}\left[\begin{array}{l}
\ell \\
j
\end{array}\right]=\sum_{\ell=k}^{m}\binom{m}{\ell}(\varepsilon)_{m-\ell} \sum_{j=k}^{\ell}\left\{\begin{array}{l}
j \\
k
\end{array}\right\}\left[\begin{array}{l}
\ell \\
j
\end{array}\right] \\
& =\frac{1}{(k-1)!} \sum_{\ell=k}^{m}\binom{m}{\ell}\binom{\ell}{k}(\varepsilon)_{m-\ell}(1)_{\ell-1}=\frac{1}{(k-1)!} \sum_{\ell=0}^{m-k}\binom{m}{\ell+k}\binom{\ell+k}{k}(\varepsilon)_{m-\ell-k}(1)_{\ell+k-1} \\
& =\binom{m}{k} \sum_{\ell=0}^{m-k}\binom{m-k}{\ell}(\varepsilon)_{m-k-\ell}(k)_{\ell}=\binom{m}{k} \frac{(\varepsilon)_{m}}{(\varepsilon)_{k}} \tag{60}
\end{align*}
$$

where we have used the familiar convoluation identity (see, for example Ref. [34], p. 240)

$$
\sum_{j=k}^{\ell}\left\{\begin{array}{l}
j \\
k
\end{array}\right\}\left[\begin{array}{l}
\ell \\
j
\end{array}\right]=\binom{\ell}{k} \frac{(\ell-1)!}{(k-1)!} \quad(\ell \geq k \geq 1)
$$

Evidently, (60) is equivalent to (53).

### 4.2. A Variant of Khudozhnikov's Theorem

A comparison of the fractional integral operator $\mathcal{I}$ with Equations (49) and (50) inspire us to consider the following integral equation

$$
\left.\int_{\rho}^{x} \frac{\left(x^{v}-s^{v}\right)^{\mu-1}}{\Gamma(\mu)} r+2 F_{r+1}\left[\begin{array}{c}
a, b,\left(f_{r}+m_{r}\right)  \tag{61}\\
\mu, \\
\mu, \\
\left(f_{r}\right)
\end{array}\right] \frac{s^{v}}{x^{v}}\right] \varphi(s) s^{v h+v-1} \mathrm{~d} s=g(x),
$$

where $0<\Re(\mu)<1$ and $0<\rho \leq s \leq x<\infty$.
Using the Euler-type transformation (43), then Equation (61) can be converted into

$$
\begin{array}{r}
\int_{\rho}^{x} \frac{\left(x^{v}-s^{v}\right)^{\mu-1}}{\Gamma(\mu)} m+2 F_{m+1}\left[\begin{array}{c}
a, \mu-b-m,\left(\xi_{m}+1\right) \\
\mu, \\
\left(\xi_{m}\right)
\end{array} ; 1-\frac{x^{v}}{s^{v}}\right] \varphi(s) s^{v(h-a)+v-1} \mathrm{~d} s \\
=x^{-v a} g(x) \tag{62}
\end{array}
$$

where $\left(\xi_{m}\right)$ are nonvanishing zeros of the parametric polynomial $Q_{m}(t)$ of degree $m$ given by (39).

By using the same lemma of Miller and Paris [20], p. 298, Lemma 4 and the Euler transformation [18], p. 68, Equation (2.2.7) or else using Equation (51), we can express (as in the proof of Theorem 5) the ${ }_{m+2} F_{m+1}$-function as a finite sum of ${ }_{2} F_{1}$-functions given by

$$
\begin{align*}
& \left.{ }_{m+2} F_{m+1}\left[\begin{array}{c}
a, \mu-b-m,\left(\xi_{m}+1\right) \\
\mu, \\
\left(\xi_{m}\right)
\end{array}\right] \quad\right] \\
& =\sum_{k=0}^{m} \frac{\mathcal{A}_{k}}{(\mu)_{k}} 2 F_{1}\left[\begin{array}{c}
a+k, \mu-b-m+k, \\
\mu+k,
\end{array}\right] x^{k} \\
& \left.=(1-x)^{b-a+m} \sum_{k=0}^{m} \frac{\mathcal{A}_{k}}{(\mu)_{k}} 2 F_{1}\left[\begin{array}{c}
\mu-a, b+m, \\
\mu+k,
\end{array}\right] x\right]\left(\frac{x}{1-x}\right)^{k}, \tag{63}
\end{align*}
$$

where

$$
\mathcal{A}_{k}:=\frac{(a)_{k}(\mu-b-m)_{k}}{\xi_{1} \cdots \xi_{m}} \sum_{j=k}^{m}\left\{\begin{array}{l}
j  \tag{64}\\
k
\end{array}\right\} \tilde{\sigma}_{m-j}
$$

and $\tilde{\sigma}_{j}(0 \leq j \leq m)$ are generated by (41). With the help of (63), the integral Equation (62) can then be written as

$$
\begin{array}{r}
\sum_{k=0}^{m} \frac{\mathcal{A}_{k}}{\left(-x^{v}\right)^{k}} \int_{\rho}^{x} \frac{\left(x^{v}-s^{v}\right)^{\mu+k-1}}{\Gamma(\mu+k)}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, b+m, \\
\mu+k,
\end{array} ; 1-\frac{x^{v}}{s^{v}}\right] \varphi(s) s^{v(h-b-m)+v-1} \mathrm{~d} s \\
=x^{-v(b+m)} g(x) . \tag{65}
\end{array}
$$

By making use of (44), we obtain

$$
\frac{\partial^{m-k}}{\partial z^{m-k}}\left\{z^{\mu+m-1}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, b+m \\
\mu+m
\end{array} ; z\right]\right\}=\frac{(\mu)_{m}}{(\mu)_{k}} z^{\mu+k-1}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, b+m \\
\mu+k
\end{array} ; z\right],
$$

and thus

$$
\begin{align*}
\frac{\partial^{m-k}}{\partial x^{m-k}} & \left\{\frac{\left(x^{v}-s^{v}\right)^{\mu+m-1}}{\Gamma(\mu+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, b+m \\
\mu+m
\end{array} ; 1-\frac{x^{v}}{s^{v}}\right]\right\} \\
& =v^{m-k} \frac{\left(x^{v}-s^{v}\right)^{\mu+k-1}}{\Gamma(\mu+k)}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, b+m \\
\mu+k
\end{array} ; 1-\frac{x^{v}}{s^{v}}\right] . \tag{66}
\end{align*}
$$

Substituting (66) into (65), we get

$$
\begin{array}{r}
\sum_{k=0}^{m} \frac{\mathcal{A}_{k} v^{k}}{\left(-x^{v}\right)^{k}} \int_{\rho}^{x} \frac{\partial^{m-k}}{\partial x^{m-k}}\left\{\frac{\left(x^{v}-s^{v}\right)^{\mu+m-1}}{\Gamma(\mu+m)} 2 F_{1}\left[\begin{array}{c}
\mu-a, b+m, \\
\mu+m,
\end{array} 1-\frac{x^{v}}{s^{v}}\right]\right\} \varphi(s) s^{v(h-b-m)+v-1} \mathrm{~d} s \\
=v^{m} x^{-v(b+m)} g(x)
\end{array}
$$

Finally, using the Leibniz integral rule and simplifying the resulting formula by the Pfaff transformation [18], p. 68, Equation (2.2.6), we obtain

$$
\left.\begin{array}{c}
\sum_{k=0}^{m} \frac{\mathcal{A}_{k} v^{k}}{\left(-x^{v}\right)^{k}} \frac{\partial^{m-k}}{\partial x^{m-k}}\left\{x ^ { \nu ( a - \mu ) } \int _ { \rho } ^ { x } \frac { ( x ^ { v } - s ^ { v } ) ^ { \mu + m - 1 } } { \Gamma ( \mu + m ) } { } _ { 2 } F _ { 1 } \left[\begin{array}{c}
\mu-a, \mu-b, \\
\mu+m,
\end{array} 1-\frac{s^{v}}{x^{v}}\right.\right.
\end{array}\right]
$$

$$
\begin{aligned}
& \text { If } \\
& y(x)=x^{v(a-\mu)} \int_{\rho}^{x} \frac{\left(x^{\nu}-s^{v}\right)^{\mu+m-1}}{\Gamma(\mu+m)}{ }_{2} F_{1}\left[\begin{array}{c}
\mu-a, \mu-b, \\
\mu+m,
\end{array} 1-\frac{s^{v}}{x^{v}}\right] \varphi(s) s^{v(h+\mu-b-a-m)+v-1} \mathrm{~d} s,
\end{aligned}
$$

then the above details concerning the integral equation (61) may be put in the following theorem.

Theorem 6. The Volerra-type integral Equation (61) can be reduced to the following system of differential and integral equations:

$$
\left\{\begin{array}{l}
\sum_{k=0}^{m} \frac{\mathcal{A}_{k} v^{k}}{\left(-x^{v}\right)^{k}} y^{(m-k)}(x)=v^{m} x^{-v(b+m)} g(x), \\
x^{v(a-\mu)} \int_{\rho}^{x} \frac{\left(x^{v}-s^{v}\right)^{\mu+m-1}}{\Gamma(\mu+m)} 2 F_{1}\left[\begin{array}{c}
\mu-a, \mu-b, \\
\mu+m,
\end{array} 1-\frac{s^{v}}{x^{v}}\right] \varphi(s) s^{v(h+\mu-b-a-m)+v-1} \mathrm{~d} s=y(x),
\end{array}\right.
$$

with initial conditions $y(\rho)=y^{\prime}(\rho)=\cdots=y^{(m-1)}(\rho)=0$, where $\mathcal{A}_{k}(0 \leq k \leq m)$ is given by (64).

## 5. Conclusions

In this paper, some composition formulas of $\mathcal{I}$ and $\mathcal{J}$ defined by (12) and (13) are obtained by making use of a Erdélyi-type integral. We find a derivative formula, which in the future may enable us to define a new fractional derivative operator. Finally, we generalize Khudozhnikov's work on Volterra-type integral equation and find its relationship with our operator $\mathcal{I}$.

Considering the obtained properties of the operators $\mathcal{I}$ and $\mathcal{J}$, we briefly mention here some problems that deserve further study.
(i) Since only two composition formulas for $\mathcal{I}$ and $\mathcal{J}$ are found in the present work, which is still a very small number compared to the number of the composition formulas of Saigo's operators $I^{\alpha, \beta, \eta}$ and $J^{\alpha, \beta, \eta}$, it may be worthwhile if additional composition structures can be discovered for the operators $\mathcal{I}$ and $\mathcal{J}$. The exploration in this direction may also lead us to new discoveries related to the Erdélyi-type integrals;
(ii) The present work together with our previous papers [14,16] have established many fundamental properties of $\mathcal{I}$ and $\mathcal{J}$. For further possible work, some new properties and problems may be worthy of attention in view of the classical books [4,23] on the subject and some recent review articles contained, for example, in Ref. [35]. In particular, it may be worthwhile to first focus on the problem of finding a reasonable analogue of the well known limit case formula, viz. $\lim _{\alpha \rightarrow 0}\left(I_{a+}^{\alpha} \varphi\right)(x)=\varphi(x)$ concerning the Riemann-Liouville fractional integral operator (see Ref. [23], p. 51, Theorem 2.7).
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#### Abstract

The symmetry design of the system contains integer partial differential equations and fractional-order partial differential equations with fractional derivative. In this paper, we develop a scheme to examine fractional-order shock wave equations and wave equations occurring in the motion of gases in the Caputo sense. This scheme is formulated using the Mohand transform (MT) and the homotopy perturbation method (HPM), altogether called Mohand homotopy perturbation transform (MHPT). Our main finding in this paper is the handling of the recurrence relation that produces the series solutions after only a few iterations. This approach presents the approximate and precise solutions in the form of convergent results with certain countable elements, without any discretization or slight perturbation theory. The numerical findings and solution graphs attained using the MHPT confirm that this approach is significant and reliable.
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## 1. Introduction

In recent decades, various fractional models in science and technology have been designed in terms of nonlinear partial differential equations (PDEs), such as plasma physics, fluid dynamics, nonlinear optics, quantum mechanics, solid-state physics, mathematical biology and chemical kinetics [1-3]. Fractional differential equations have been widely used to model complex phenomena in various branches of science and engineering, such as wave propagation, lattice vibration, optical fiber, nanotechnology and biology [4,5]. The scientific theory of shock waves played a role in the problems of motion of gases and compressible liquids in the second half of the 19th century. They are described by nonlinear hyperbolic PDEs and can be written in their simplest form as [6]

$$
\begin{equation*}
D_{\wp}^{\alpha} \vartheta(\Im, \wp)+f(\vartheta(\Im, \wp))_{\Im}=0, \quad \Im \in \mathbb{R}, \wp>0 \tag{1}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\Im, 0)=\vartheta_{0}(\Im), \quad \Im \in \mathbb{R} . \tag{2}
\end{equation*}
$$

The shock wave equation is a nonlinear PDE and has given an important contribution to various studies, such as those of explosions, traffic flow, glacier waves and airplanes breaking the sound barrier. Goswami et al. [7] used an effective scheme based on the Sumudu transform and the homotopy perturbation method to find the numerical solutions of time fractional Schrodinger equations with harmonic oscillator. Singh and Gupta [8] presented the homotopy perturbation method (HPM) to examine the numerical solution of the time fractional shock wave equation and wave equation. Allan and Khaled [9] employed
the Adomian decomposition method to provide the analytical solution of the shock wave equation. Das and Kumar [10] proposed a method for calculating the approximate solution of the shock wave equation and shallow water equation with time derivatives. Later, many researchers [11-14] have developed different strategies to achieve the approximate solution of nonlinear shock wave equations of fractional order.

A differential problem of symmetry is a modification that generates the differential equation continuously in such a way that these symmetries can help to achieve the solution of the differential equation. Solving these equations is sometimes easier than solving the Volterra integro-differential equations [15]. Symmetries can be identified by solving a set of connected ordinary differential equations. PDEs of fractional order are PDEs whose symmetry condition is separated into two segments of integer order and fractional order, and the linear scheme of fractional PDEs reveals a wide dimensional trivial solution continuously. Various numerical and analytical approaches have been demonstrated to attain the semianalytical solution of nonlinear PDEs, such as the $\left(\mathrm{G}^{\prime} / \mathrm{G}\right)$-expansion method [16], the neural network approach [17], the variational iteration method [18], the Exp-function method [19], the homotopy perturbation method [20], the homotopy analysis method [21], residual power series [22], the residual power series method [23], the quasi-wavelet method [24], the Haar wavelet method [25] and the two-scale approach [26]. New developments of the HPM can be found in $[27,28]$.

The aim of this paper is to present the idea of the MT coupled with the HPM for the numerical investigation of nonlinear shock wave equations of fractional order. The obtained results are expressed in terms of series with easily computable components. This series solution converges to the exact solution rapidly. This study is summarized as follows: In Section 2, we demonstrate some basic preliminary concepts. In Section 3, a new strategy is sorted out to handle nonlinear expressions. In Section 4, some numerical examples are demonstrated to determine the competence of the proposed strategy, and at last, some results are discussed with our conclusions in Sections 5 and 6.

## 2. Preliminary Concepts

Definition 1. Let $\vartheta(\wp)$ be a function precise for $\wp \geq 0$ [29]; then, we have

$$
\mathscr{L}[\vartheta(\wp)]=V(r)=\int_{0}^{\infty} \vartheta(\wp) e^{-r \wp} d \wp,
$$

which is said to be a Laplace transform, where $\wp$ is a function (i.e., a function of the time domain), defined on $[0, \infty)$, to a function of $r$ (i.e., of the frequency domain).

Definition 2. If $V(r)$ symbolizes the Laplace transform of $\vartheta(\wp)$, then

$$
\vartheta(\wp)=\mathscr{L}^{-1} V(r),
$$

is termed as the inverse Laplace transform of $V(r)$.
Definition 3. Mohand and Mahgoub [30,31] developed the MT to facilitate ordinary and PDEs. Let the MT be expressed with the help of operator $\mathscr{M}($.$) . Then \Longrightarrow$

$$
\mathscr{M}[\vartheta(\wp)]=S(r)=r^{2} \int_{0}^{\infty} \vartheta(\wp) e^{-r \wp} d \wp, k_{1} \leq r \leq k_{2}, \quad k_{1}, k_{2} \in \mathbb{N}
$$

where $k_{1}$ and $k_{2}$ are constants. On the other hand, if $S(r)$ is the $M T$ of $\vartheta(\wp)$, then $\vartheta(\wp)$ is said to be the inverse of $S(r)$, so

$$
\mathscr{M}^{-1}\{S(r)\}=\vartheta(\wp) \quad \Longrightarrow \mathscr{M}^{-1} \text { is the inverse MT. }
$$

One may see that the Laplace transform and the Mohand transform differ in the function of $r$ (i.e., the frequency domain).

Lemma 1. The MT of a function of fractional order is [32]

$$
\mathscr{M}\left\{S^{\alpha}(\wp)\right\}=r^{\alpha} S(r)-\sum_{k=0}^{n-1} \frac{u^{k}(0)}{r^{k}-(\alpha+1)}, \quad 0<\alpha \leq n
$$

Proposition 1. Let $\mathscr{M}\{\vartheta(\wp)\}=S(r)$; then, the $M T$ of $\vartheta^{\prime}(\wp)$ has the following properties:
(a) $\mathscr{M}\left\{\vartheta^{\prime}(\wp)\right\}=r S(r)-r^{2} \vartheta(0)$;
(b) $\mathscr{M}\left\{\vartheta^{\prime \prime}(\wp)\right\}=r^{2} S(r)-r^{3} \vartheta(0)-\vartheta^{2} \vartheta^{\prime}(0)$;
(c) $\mathscr{M}\left\{\vartheta^{n}(\wp)\right\}=r^{n} S(r)-r^{n+1} \vartheta(0)-r^{n} \vartheta^{\prime}(0)-\cdots-r^{2} \vartheta^{n-1}(0)$.

Definition 4. The fractional derivative [15] in the Caputo sense is

$$
D_{\tau}^{\alpha} \vartheta(\Im, \wp)= \begin{cases}\frac{\partial^{n} \vartheta(\Im, \wp)}{\partial \wp^{n}}, & \alpha \in \mathbb{N} \\ \frac{1}{\Gamma(n-\alpha)} \int_{0}^{\wp}(t-\phi)^{n-\alpha-1} \vartheta^{n}(\phi) \partial \phi, & n-1<\alpha<n\end{cases}
$$

## 3. Idea of MHPT

In this section, we construct the idea of the MHPT to find the approximate solution of fractional problems. Therefore, consider a differential equation of fractional order

$$
\begin{gather*}
D_{\wp}^{\alpha} \vartheta(\Im, \wp)+R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)=g(\Im, \wp),  \tag{3}\\
\vartheta(\Im, 0)=h(\Im), \tag{4}
\end{gather*}
$$

where $D_{\wp}^{\alpha}=\frac{\partial^{\alpha}}{\partial \wp^{\alpha}}$ is an operator with fractional order $\alpha ; \vartheta$ is the function in the direction of spital $\Im$ and time $\wp ; R$ is the linear; $N$ represents the nonlinear differential operator; and $g(\Im, \wp)$ is the source term. Employing the MT in Equation (3), we obtain

$$
\begin{equation*}
\mathscr{M}\left[D_{\wp}^{\alpha} \vartheta(\Im, \wp)+R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)\right]=\mathscr{M}[g(\Im, \wp)], \tag{5}
\end{equation*}
$$

using the differentiation property of the MT, we obtain

$$
r^{\alpha}[R(r)-r \vartheta(0)]=-\mathscr{M}[R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)]+\mathscr{M}[g(\Im, \wp)]
$$

which leads to

$$
R(r)=r \vartheta(0)-\frac{1}{r^{\alpha}} \mathscr{M}[R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)+g(\Im, \wp)] .
$$

Using the initial condition (4), we obtain

$$
R(r)=r h(\Im)-\frac{1}{r^{\alpha}} \mathscr{M}[R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)+g(\Im, \wp)],
$$

thus, operating the inverse MT, we obtain

$$
\begin{equation*}
\vartheta(\Im, \wp)=G(\Im, \wp)-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}[R \vartheta(\Im, \wp)+N \vartheta(\Im, \wp)]\right], \tag{6}
\end{equation*}
$$

which is called the recurrence relation of $\vartheta(\Im, \wp)$, where

$$
G(\Im, \wp)=\mathscr{M}^{-1}[r h(\Im)+\mathscr{M}\{g(\Im, \wp)\}] .
$$

The approximate solution of Equation (3) can be expressed in terms of the power series

$$
\begin{equation*}
\vartheta(\Im, \wp)=\sum_{n=0}^{\infty} p^{n} \vartheta_{n}(\Im, \wp), \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
N \vartheta(\Im, \wp)=\sum_{n=0}^{\infty} p^{n} H_{n} \vartheta(\Im, \wp), \tag{8}
\end{equation*}
$$

where $p \in[0,1]$ is an embedding parameter and considered as a small parameter, whereas $\vartheta_{0}(\Im, \wp)$ is an initial guess of Equation (3). The following strategy can be operated to acquire $\mathrm{He}^{\prime}$ s polynomials as

$$
H_{n}\left(\vartheta_{0}+\vartheta_{1}+\cdots+\vartheta_{n}\right)=\frac{1}{n!} \frac{\partial^{n}}{\partial p^{n}}\left(N\left(\sum_{i=0}^{\infty} p^{i} \vartheta_{i}\right)\right)_{p=0} . \quad n=0,1,2, \cdots
$$

With the help of Equations (7) and (8), we can obtain Equation (6) as

$$
\sum_{n=0}^{\infty} p^{n} \vartheta_{n}(\Im, \wp)=G(\Im, \wp)-p \mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{R\left(\sum_{n=0}^{\infty} p^{n} \vartheta_{n}(\Im, \wp)\right)+\sum_{n=0}^{\infty} p^{n} H_{n} \vartheta_{n}(\Im, \wp)\right\}\right]
$$

Equating the similar components of $p$, we obtain

$$
\begin{align*}
& p^{0}: \vartheta_{0}(\Im, \wp)=G(\Im, \wp), \\
& p^{1}: \vartheta_{1}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{R \vartheta_{0}(\Im, \wp)+H_{0}\right\}\right], \\
& p^{2}: \vartheta_{2}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{R \vartheta_{1}(\Im, \wp)+H_{1}\right\}\right],  \tag{9}\\
& p^{3}: \vartheta_{3}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{R \vartheta_{2}(\Im, \wp)+H_{2}\right\}\right],
\end{align*}
$$

Thus, we can generate Equation (7) in the collection of orders as

$$
\begin{equation*}
\vartheta(\Im, \wp)=\vartheta_{0}(\Im, \wp)+p^{1} \vartheta_{1}(\Im, \wp)+p^{2} \vartheta_{2}(\Im, \wp)++p^{3} \vartheta_{3}(\Im, \wp)+\cdots \tag{10}
\end{equation*}
$$

Let $p=1$; the analytical solution of Equation (3) is

$$
\begin{equation*}
\vartheta(\Im, \wp)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} \vartheta_{n}(\Im, \wp) . \tag{11}
\end{equation*}
$$

We put forward this strategy in the strength of upcoming mathematical applications.
Theorem 1. Consider that $\Im$ and $\zeta$ are two Banach spaces with $I: \Im \rightarrow \zeta$ as nonlinear operator, such that $\vartheta ; \vartheta^{*} \in \Im,\left\|I(\vartheta)-I\left(\vartheta^{*}\right)\right\| \leq K\left\|\vartheta-\vartheta^{*}\right\|, \quad 0<K<1$. According to the Banach contraction theorem, I has a unique fixed point $\vartheta$, i.e., $I \vartheta=\vartheta$. Let us recall Equation (11); we have

$$
\begin{equation*}
\vartheta(\Im, \wp)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} \vartheta_{n}(\Im, \wp) \tag{12}
\end{equation*}
$$

and let us assume that $\Im_{0}=\vartheta_{0} \in \mathcal{S}_{p}(\vartheta)$, where $\mathcal{S}_{p}(\vartheta)=\left\{\vartheta^{*} \in \Im:\left\|\vartheta-\vartheta^{*}\right\|<p\right\}$; then, we have

$$
\begin{aligned}
& \left(B_{1}\right) \Im_{n} \in \mathcal{S}_{p}(\vartheta), \\
& \left(B_{2}\right) \lim _{n \rightarrow \infty} \Im_{n}=\vartheta .
\end{aligned}
$$

Proof. $\left(B_{1}\right)$ In view of the mathematical induction for $n=1$, we have

$$
\left\|\Im_{1}-\vartheta_{1}\right\|=\left\|T\left(\Im_{0}-T(\vartheta)\right)\right\| \leq K\left\|\vartheta_{0}-\vartheta\right\| .
$$

Consider that the result is true for $n=1$, so

$$
\left\|\Im_{n-1}-\vartheta\right\| \leq K^{n-1}\left\|\vartheta_{0}-\vartheta\right\| .
$$

Thus, we have

$$
\left\|\Im_{n}-\vartheta\right\|=\left\|T\left(\Im_{n-1}-T(\vartheta)\right)\right\| \leq K\left\|\Im_{n-1}-\vartheta\right\| \leq K^{n}\left\|\vartheta_{0}-\vartheta\right\| .
$$

Hence, using $\left(B_{1}\right)$, we have

$$
\left\|\Im_{n}-\vartheta\right\| \leq K^{n}\left\|\vartheta_{0}-\vartheta\right\| \leq K^{n} p<p
$$

where $p$ is a contact point of a super norm $S$, which shows $\Im_{n} \in \mathcal{S}_{p}(\vartheta)$.
$B_{2}$ : Since $\left\|\Im_{n}-\vartheta\right\| \leq K^{n}\left\|\vartheta_{0}-\vartheta\right\|$ and $\lim _{n \rightarrow \infty} K^{n}=0$.
Therefore, we have $\lim _{n \rightarrow \infty}\left\|\vartheta_{n}-\vartheta\right\|=0 \Rightarrow \lim _{n \rightarrow \infty} \vartheta_{n}=\vartheta$.

## 4. Numerical Examples

In this segment, we deal with the MHPT to present the analytical and numerical solutions of time fractional shock wave equations and time fractional wave equations. The obtained results of these two problems show the performance and high accuracy of the suggested approach. The graphical results declare that this approach has good agreement.

### 4.1. Example 1

Consider the time fractional shock wave equation

$$
\begin{equation*}
D_{\wp}^{\alpha} \vartheta+\left(\frac{1}{c_{0}}-\frac{\gamma+1}{2} \frac{\vartheta}{c_{0}^{2}}\right) D_{\Im} \vartheta=0, \quad(\Im, \wp) \epsilon R \times[0, T], \quad 0<\alpha \leq 1, \tag{13}
\end{equation*}
$$

where $c_{0}$ and $\gamma$ are constants, and $\gamma$ is the specific heat. If $c_{0}=2$, and $\gamma=1.5$, the study case under consideration relates to the flow of air, as

$$
\begin{equation*}
\frac{\partial^{\alpha} \vartheta}{\partial \wp^{\alpha}}+\left(\frac{1}{2}-\frac{5}{16} \vartheta\right) \frac{\partial \vartheta}{\partial \Im}=0, \tag{14}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\Im, 0)=e^{-\frac{\Im^{2}}{2}} \tag{15}
\end{equation*}
$$

Taking the MT of Equation (14), we obtain

$$
\mathscr{M}\left[\frac{\partial^{\alpha} \vartheta}{\partial \wp^{\alpha}}+\left(\frac{1}{2}-\frac{5}{16} \vartheta\right) \frac{\partial \vartheta}{\partial \Im}\right]=0 .
$$

Using the definition of the MT, we can write it as

$$
R(r)=r \vartheta(0)-\frac{1}{r^{\alpha}} \mathscr{M}\left[\left(\frac{1}{2}-\frac{5}{16} \vartheta\right) \frac{\partial \vartheta}{\partial \Im}\right] .
$$

The inverse MT is

$$
\vartheta(\Im, \wp)=\vartheta(\Im, 0)-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\left(\frac{1}{2}-\frac{5}{16} \vartheta\right) \frac{\partial \vartheta}{\partial \Im}\right\}\right],
$$

which is the recurrence relation of Equation (14); now, using Equation (7) together with the HPM, we obtain

$$
\begin{equation*}
\sum_{n=0}^{\infty} p^{n} \vartheta_{n}(\Im, \wp)=\vartheta(\Im, 0)-p \mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\frac{1}{2} \sum_{n=0}^{\infty} p^{n} \frac{\partial \vartheta_{n}}{\partial \Im}-\frac{5}{16} \sum_{n=0}^{\infty} p^{n} \vartheta_{n} \frac{\partial \vartheta_{n}}{\partial \Im}\right\}\right], \tag{16}
\end{equation*}
$$

by comparing, we can obtain the iterations

$$
\begin{aligned}
& p^{0}: \vartheta_{0}(\Im, \wp)=\vartheta(\Im, 0), \\
& p^{1}: \vartheta_{1}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\frac{1}{2} \frac{\partial \vartheta_{0}}{\partial \Im}-\frac{5}{16} \vartheta_{0} \frac{\partial \vartheta_{0}}{\partial \Im}\right\}\right], \\
& p^{2}: \vartheta_{2}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\frac{1}{2} \frac{\partial \vartheta_{1}}{\partial \Im}-\frac{5}{16}\left(\vartheta_{0} \frac{\partial \vartheta_{1}}{\partial \Im}+\vartheta_{1} \frac{\partial \vartheta_{0}}{\partial \Im}\right)\right\}\right],
\end{aligned}
$$

which give the solutions

$$
\begin{aligned}
& \vartheta_{0}(\Im, \wp)=e^{-\frac{\Im^{2}}{2}} \\
& \vartheta_{1}(\Im, \wp)=\left[\frac{1}{2} x e^{-\frac{\Im^{2}}{2}}-\frac{5}{16} x e^{-\Im^{2}}\right] \frac{t^{\alpha}}{\Gamma(\alpha+1)^{\prime}}, \\
& \vartheta_{2}(\Im, \wp)=\frac{1}{256}\left[-25 e^{-\frac{3 \Im^{2}}{2}}+80 e^{-\Im^{2}}-64 e^{-\frac{\Im^{2}}{2}}+75 \Im^{2} e^{-\frac{3 \Im^{2}}{2}}-160 \Im^{2} e^{-\Im^{2}}-64 \Im^{2} e^{-\frac{\Im^{2}}{2}}\right] \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)^{\prime}},
\end{aligned}
$$

Proceeding with a similar process, the other elements of $\vartheta_{n}$ can be calculated, and the series solutions are thus completely obtained. This series converges to the exact solution for high iterations. Finally, the analytical solution of $\vartheta(\Im, t)$ can be obtained by using Equation (10), which is in full agreement with $[6,13]$.

### 4.2. Example 2

Again, assume the time fractional wave equation

$$
\begin{equation*}
D_{\wp}^{\alpha} \vartheta+\vartheta D_{\Im} \vartheta-D_{\Im \Im \wp} \vartheta=0, \tag{17}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\Im, 0)=3 \operatorname{sech}^{2}\left(\frac{\Im-15}{2}\right), \tag{18}
\end{equation*}
$$

According to the HPTM, the recurrence relation of Equation (17) can be written as

$$
\vartheta(\Im, \wp)=\vartheta(\Im, 0)-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\vartheta \frac{\partial \vartheta}{\partial \Im}-\frac{\partial}{\partial \wp}\left(\frac{\partial^{2} \vartheta}{\partial \Im^{2}}\right)\right\}\right],
$$

Now, using Equation (7) together with the HPM, we obtain

$$
\begin{equation*}
\sum_{n=0}^{\infty} p^{n} \vartheta_{n}(\Im, \wp)=\vartheta(\Im, 0)-p \mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\sum_{n=0}^{\infty} p^{n} \vartheta_{n} \frac{\partial \vartheta_{n}}{\partial \Im}-\frac{\partial}{\partial \wp}\left(\frac{\partial^{2}}{\partial \Im^{2}} \sum_{n=0}^{\infty} p^{n} \vartheta_{n}\right)\right\}\right], \tag{19}
\end{equation*}
$$

by comparing, we can obtain the iterations

$$
\begin{aligned}
& p^{0}=\vartheta_{0}(\Im, \wp)=\vartheta(\Im, 0), \\
& p^{1}=\vartheta_{1}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\vartheta_{0} \frac{\partial \vartheta_{0}}{\partial \Im}-\frac{\partial}{\partial \wp}\left(\frac{\partial^{2} \vartheta_{0}}{\partial \Im^{2}}\right)\right\}\right], \\
& p^{2}=\vartheta_{2}(\Im, \wp)=-\mathscr{M}^{-1}\left[\frac{1}{r^{\alpha}} \mathscr{M}\left\{\vartheta_{0} \frac{\partial \vartheta_{1}}{\partial \Im}+\vartheta_{1} \frac{\partial \vartheta_{0}}{\partial \Im}-\frac{\partial}{\partial \wp}\left(\frac{\partial^{2} \vartheta_{1}}{\partial \Im^{2}}\right)\right\}\right],
\end{aligned}
$$

which give the solutions

$$
\begin{aligned}
\vartheta_{0}(\Im, \wp) & =3 \operatorname{sech}^{2}\left(\frac{\Im-15}{2}\right), \\
\vartheta_{1}(\Im, \wp) & =9 \operatorname{sech}^{2}\left(\frac{\Im-15}{2}\right) \tanh \left(\frac{\Im-15}{2}\right) \frac{\wp^{\alpha}}{\Gamma(1+\alpha)^{\prime}}, \\
\vartheta_{2}(\Im, \wp) & =\left[-\frac{27}{2} \operatorname{sech}^{8}\left(\frac{\Im-15}{2}\right)+81 \operatorname{sech}^{6}\left(\frac{\Im-15}{2}\right) \tanh ^{2}\left(\frac{\Im-15}{2}\right)\right] \frac{\wp^{2 \alpha}}{\Gamma(1+2 \alpha)} \\
& -\left[\frac{63}{2} \operatorname{sech}^{6}\left(\frac{\Im-15}{2}\right) \tanh \left(\frac{\Im-15}{2}\right)-36 \operatorname{sech}^{4}\left(\frac{\Im-15}{2}\right) \tanh ^{3}\left(\frac{\Im-15}{2}\right)\right] \frac{\wp^{2 \alpha-1}}{\Gamma(2 \alpha)},
\end{aligned}
$$

Proceeding with a similar process, the other elements of $\vartheta_{n}$ can be calculated, and the series solutions are thus completely obtained. This series converges to the exact solution for high iterations. Finally, the analytical solution of $\vartheta(\Im, \wp)$ can be obtained by using Equation (10) as

$$
\begin{equation*}
\vartheta(\Im, 0)=3 \operatorname{sech}^{2}\left(\frac{\Im-15-\wp}{2}\right), \tag{20}
\end{equation*}
$$

which is in full agreement with $[6,13]$.

## 5. Results and Discussion

In this segment, we demonstrate the physical interpretations of the illustrated problems. We observe that the HPTM is fully capable of handling time fractional shock wave equations. Figure 1a-d show the surface solutions of $\vartheta(\Im, \wp)$ for various time fractional equations in Brownian motion, and it is observed that $\vartheta(\Im, \wp)$ reduces with the growth of $\Im$ and $\wp$ for $\alpha=0.25,0.50,0.75$ and 1 . Figure $2 \mathrm{a}-\mathrm{d}$ show the surface solutions of $\vartheta(\Im, \wp)$ for the analytical solution obtained by the MHPT and the exact solution for various values of $\Im$ and $\wp$, respectively. It is observed that $\vartheta(\Im, \wp)$ increases with the increase in $\Im$ and decreases with the increase in $\wp$ for $\alpha=0.25,0.50,0.75$ and 1 .


Figure 1. The surface solutions of $u(\Im, \wp)$ with respect to $\Im$ and $\wp$ for distinct values of $\alpha$. (a) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.25$. (b) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.50$. (c) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.75$. (d) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=1$.
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Figure 2. The surface solutions of $\vartheta(\Im, \wp)$ with respect to $\Im$ and $\wp$ for different values of $\alpha$. (a) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.25$. (b) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.50$. (c) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=0.75$. (d) Surface solution of $\vartheta(\Im, \wp)$ when $\alpha=1$.

## 6. Conclusions

In this paper, we successfully apply the HPTM to achieve the approximate and analytical solutions of nonlinear time fractional shock wave and wave equations. This study demonstrates the importance of fractional derivatives and the technique of dealing with the recurrence relation. Since the MT is limited to linear problems only, whereas the HPM is applicable to nonlinear problems, we conclude that the MHPT is the best tool to provide significant results for both linear and nonlinear problems. The MHPT is here directly applied to obtain the series solutions. The present scheme shows higher efficiency and fewer computations than other approaches studied in the literature. All the iterations were calculated with the help of MAPLE Software. The solution graphs show that this approach is suitable for a broad variety of nonlinear fractional differential equations in science and engineering. In future work, this approach could further be extended to solve various nonlinear obstacle problems.
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#### Abstract

The algebras of the symmetry operators for the Klein-Gordon equation are important for a charged test particle, moving in an external electromagnetic field in a space time manifold on the isotropic hydrosulphate. In this paper, we develop an analytical and numerical approach for providing the solution to a class of linear and nonlinear fractional Klein-Gordon equations arising in classical relativistic and quantum mechanics. We study the Yang homotopy perturbation transform method ( $\mathbb{Y} H P T M$ ), which is associated with the Yang transform ( $\mathbb{Y} T)$ and the homotopy perturbation method (HPM), where the fractional derivative is taken in a Caputo-Fabrizio (CF) sense. This technique provides the solution very accurately and efficiently in the form of a series with easily computable coefficients. The behavior of the approximate series solution for different fractional-order $\wp$ values has been shown graphically. Our numerical investigations indicate that YHPTM is a simple and powerful mathematical tool to deal with the complexity of such problems.


Keywords: fractional Klein-Gordon equation; Yang transform; homotopy perturbation method; series solution

## 1. Introduction

Recently, fractional calculus has grown in popularity due to its significant prospective applications in physics and engineering such as biology, mathematics, chemistry, fluid mechanics, physics, and nonlinear optics [1,2]. Fractional partial differential Equations (FPDEs) are a contemporary tool in calculus that can be used to simulate a wide range of classifications in applied sciences and engineering [3-5].

The Klein-Gordon (KG) equation performs a significant role in mathematical physics and many other scientific studies such as quantum field theory, nonlinear optics, and solidstate physic [6-10]. On the other hand, the fractional-order KG equation is derived from the classical KG equation by substituting the time order derivative with the fractional derivative of order $\wp$. The fractional-order KG equation can be illustrated as below

$$
\begin{equation*}
D_{q}^{\wp} \vartheta(\epsilon, q)-D_{\epsilon}^{2} \vartheta(\epsilon, q)+a_{1} \vartheta(\epsilon, q)+a_{2} G(\vartheta(\epsilon, q))=f(\epsilon, q), \tag{1}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
\vartheta(\epsilon, 0)=f_{1}(\epsilon), \quad \vartheta_{q}(\epsilon, 0)=f_{2}(\epsilon), \tag{2}
\end{equation*}
$$

where $D_{q}^{\wp}$ represents the Caputo fractional time derivative, $a_{1}$ and $a_{2}$ are real constants, $f(\epsilon, q), f_{1}(\epsilon)$ and $f_{2}(\epsilon)$ are known as analytical functions, whereas $G(\vartheta(\epsilon, q))$ is a nonlinear, and $\vartheta$ is an unknown function of $\epsilon$ and $q$.

Various authors [11-15] have investigated different analytical and numerical strategies to examine the solution to the KG equation but with some restrictions and lacks. Tamsir and Srivastava [16] used fractional reduced differential transform to obtain the analytical solution of linear and nonlinear KG equation with time-fractional order. Bansu and

Kumar [17] used a radial basis approach, and Kurulay [18] applied the homotopy analysis method to evaluate the numerical solution of the space-time fractional KG equation. Later, Khader and Adel [19] applied a hybridization scheme to achieve the solution of the fractional KG equation. Zhmud and Dimitrov [20] developed the fractional integration method, which is based on extrapolation using a series of integrating and differentiating links with a time constant that changes symmetrically from one step to another. In order to obtain the solution of FPDEs, several valuable strategies have been considered, such as the generalized differential transform method [21], the adomian decomposition method [22], the homotopy analysis method [23], the variational iteration method [24], the homotopy perturbation method [25], the Elzaki transform decomposition method [26], the fractional wavelet method [27,28] and the residual power series method [29,30].

In this paper, we present the Yang homotopy perturbation transform method (YHPTM), which is a composition of $\mathbb{Y}$ and HPM. The primary objective of this approach is to investigate the approximate solution of fractional KG equations and minimize the computational work that overcomes nonlinear problems easily. Next, this scheme can promptly deal with the nonlinear KG equation. Finally, this method can reduce the range of the computations and generate an approximate solution with elegantly computed expressions, which is its most impressive advantage. The design of this paper is framed as follows. In Section 2, we start with some primary definitions of Caputo-Fabrizio. In Section 3, we formulate the idea of the Yang homotopy perturbation transform method. In Section 4, we perform this scheme on some illustrative examples to show its capability and efficiency. Concluding remarks are given in Section 5.

## 2. Preliminaries and Concepts

Definition 1. The CF derivative is described as [31]

$$
\begin{equation*}
{ }^{C F} D_{q}^{\wp} \vartheta(\epsilon, q)=\frac{S(\wp)}{1-\wp} \int_{0}^{q}\left[Q^{\prime}(\varrho) K(q, \varrho)\right] d \varrho, \quad n-1<\wp \leq n \tag{3}
\end{equation*}
$$

$S(\wp)$ is the normalization function with $S(0)=S(1)=1$, and then, Equation (3) becomes as

$$
\begin{equation*}
{ }^{C F} D_{q}^{\wp} \vartheta(\epsilon, q)=\frac{S(\wp)}{1-\wp} \int_{0}^{q}[Q(q)-Q(\varrho)] K(q, \varrho) d \varrho, \quad n-1<\wp \leq n \tag{4}
\end{equation*}
$$

Definition 2. The fractional CF integral is stated as [32]

$$
\begin{equation*}
{ }^{C F} I_{q}^{\wp} \vartheta(\epsilon, q)=\frac{1-\wp}{S(\wp)} Q(q)+\frac{\wp}{S(\wp)} \int_{0}^{q} Q(\varrho) d \varrho, \quad q \geq 0, \wp \epsilon(0,1] . \tag{5}
\end{equation*}
$$

Definition 3. For $S(\wp)=1$, the Laplace transform of the CF derivative is [33]

$$
\begin{equation*}
L\left[{ }^{C F} D_{q}^{\wp} Q[(q)]\right]=\frac{v L[Q(q)-Q(0)]}{v+\wp(1-v)} . \tag{6}
\end{equation*}
$$

Definition 4. The $\mathbb{Y} T$ of $Q(q)$ is framed as [34]

$$
\begin{equation*}
\mathbb{Y}[Q(q)]=\chi(v)=\int_{0}^{\infty} Q(q) e^{-\frac{q}{v}} d q . q>0 \tag{7}
\end{equation*}
$$

Remarks
The $\mathbb{Y} \mathrm{T}$ of some helpful expressions are as follows:

$$
\begin{array}{r}
\mathbb{Y}[1]=v ; \\
\mathbb{Y}[q]=v^{2} ; \\
\mathbb{Y}\left[q^{i}\right]=\Gamma(i+1) v^{i+1},
\end{array}
$$

Lemma 1. Let the Laplace transform of $Q(q)$ be $F(v)$, and then $\chi(v)=F(1 / v)$ [35].
Proof. From Equation (7), we can obtain the Yang transform by putting $q / v=\zeta$ as

$$
\begin{equation*}
L[Q(q)]=\int_{0}^{\infty} Q(v \zeta) e^{\zeta} d \zeta, \quad \zeta>0 \tag{8}
\end{equation*}
$$

since $L[Q(q)]=F(v)$, which implies that

$$
\begin{equation*}
F(v)=L[Q(q)]=\int_{0}^{\infty} Q(q) e^{-v q} d q . \tag{9}
\end{equation*}
$$

Putting $q=\zeta / v$ in Equation (9), we obtain

$$
\begin{equation*}
F(v)=\frac{1}{v} \int_{0}^{\infty} Q\left(\frac{\zeta}{v}\right) e^{\zeta} d \zeta \tag{10}
\end{equation*}
$$

Thus, from Equation (8), we obtain:

$$
\begin{equation*}
F(v)=\chi\left(\frac{1}{v}\right) . \tag{11}
\end{equation*}
$$

Furthermore, from Equations (7) and (9), we obtain

$$
\begin{equation*}
F\left(\frac{1}{v}\right)=\chi(v) . \tag{12}
\end{equation*}
$$

The links between Equations (11) and (12) represent the duality connection among the Laplace and Yang transforms.

Lemma 2. Let $Q(q)$ be a function, then $\mathbb{Y} T$ of $C F$ derivatives of $Q(q)$ is [35]

$$
\begin{equation*}
\mathbb{Y}[Q(q)]=\frac{\mathbb{Y}[Q(q)-v Q(0)]}{v+\wp(v-1)} \tag{13}
\end{equation*}
$$

Proof. The fractional Laplace transform of CF is defined as in Equation (13)

$$
\begin{equation*}
L[Q(q)]=\frac{L[v Q(q)-Q(0)]}{v+\wp(1-v)} \tag{14}
\end{equation*}
$$

However, we have a correlation among the $\mathbb{Y T}$ and Laplace properties, namely $\chi(v)=F(1 / v)$, so put $1 / v$ for $v$ in Equation (14), and we obtain

$$
\begin{align*}
& \mathbb{Y}[Q(q)]=\frac{\mathbb{Y}\left[\frac{1}{v} Q(q)-Q(0)\right]}{\frac{1}{v}+\wp\left(1-\frac{1}{v}\right)}  \tag{15}\\
& \mathbb{Y}[Q(q)]=\frac{\mathbb{Y}[Q(q)-v Q(0)]}{1+\wp(v-1)}
\end{align*}
$$

Thus, the proof is satisfied.

## 3. Idea of Yang Homotopy Perturbation Transform Method (YHPTM)

In this part, we will demonstrate the concept of YHPTM. Let us assume a nonlinear fractional-order PDE, such as

$$
\begin{equation*}
{ }^{C F} D_{q}^{\wp} \vartheta(\epsilon, q)+R \vartheta(\epsilon, q)+N \vartheta(\epsilon, q)=g(\epsilon, q), \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
\vartheta(\epsilon, 0)=h(\epsilon), \tag{17}
\end{equation*}
$$

where $g(\epsilon, q)$ is called the source function. Applying the $\mathbb{Y} T$ to Equation (16),

$$
\begin{gathered}
\frac{1}{v^{\wp}} \mathbb{Y}[\vartheta(\epsilon, q)-v \vartheta(\epsilon, 0)]=-\mathbb{Y}[R(\vartheta(\epsilon, q))+N(\vartheta(\epsilon, q))+\mathbb{Y}[g(\epsilon, q)]], \\
\mathbb{Y}[\vartheta(\epsilon, q)]=v h(\epsilon)-v^{\wp}[\mathbb{Y}[R(\vartheta(\epsilon, q))+N(\vartheta(\epsilon, q))]]+\mathbb{Y}[g(\epsilon, q)] .
\end{gathered}
$$

By using inverse $\mathbb{Y} T$,

$$
\begin{equation*}
\vartheta(\epsilon, q)=\vartheta(\epsilon, 0)-\mathbb{Y}^{-1}\left[v^{\wp}[\mathbb{Y}[R(\vartheta(\epsilon, q))+N(\vartheta(\epsilon, q))]]+\mathbb{Y}[g(\epsilon, q)]\right] . \tag{18}
\end{equation*}
$$

However, HPM is stated as

$$
\begin{equation*}
\vartheta(\epsilon, q)=\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q) \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
N \vartheta(\epsilon, q)=\sum_{i=0}^{\infty} p^{i} H_{i} \vartheta(\epsilon, q) \tag{20}
\end{equation*}
$$

The following strategy can be operated to acquire the He's polynomials,

$$
H_{i}\left(\vartheta_{0}+\vartheta_{1}+\cdots+\vartheta_{i}\right)=\frac{1}{n!} \frac{\partial^{i}}{\partial p^{i}}\left(N\left(\sum_{i=0}^{\infty} p^{i} \vartheta_{i}\right)\right)_{p=0} . n=0,1,2, \cdots
$$

With the help of Equations (19) and (20), we can obtain Equation (18), such as

$$
\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q)=\vartheta(\epsilon, 0)-p \mathbb{Y}^{-1}\left[v^{\wp} \mathbb{Y}\left\{R\left(\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q)\right)+\sum_{i=0}^{\infty} p^{i} H_{n} \vartheta_{i}(\epsilon, q)\right\}\right] .
$$

We can obtain the following terms by evaluating the $p$ components:

$$
\begin{align*}
& p^{0}=\vartheta_{0}(\epsilon, q)=\vartheta(\epsilon, 0), \\
& p^{1}=\vartheta_{1}(\epsilon, q)=-\mathbb{Y}^{-1}\left[v^{\wp} \mathbb{Y}\left\{R \vartheta_{0}(\epsilon, q)+H_{0}(\vartheta)\right\}\right], \\
& p^{2}=\vartheta_{2}(\epsilon, q)=-\mathbb{Y}^{-1}\left[v^{\wp} \mathbb{Y}\left\{R \vartheta_{1}(\epsilon, q)+H_{1}(\vartheta)\right\}\right],  \tag{21}\\
& p^{3}=\vartheta_{3}(\epsilon, q)=-\mathbb{Y}^{-1}\left[v^{\wp} \mathbb{Y}\left\{R \vartheta_{2}(\epsilon, q)+H_{2}(\vartheta)\right\}\right], \\
& \vdots \\
& p^{i}=\vartheta_{i}(\epsilon, q)=-\mathbb{Y}^{-1}\left[v^{\wp} \mathbb{Y}\left\{R \vartheta_{i}(\epsilon, q)+H_{i}(\vartheta)\right\}\right],
\end{align*}
$$

Thus, we can summarize the set of Equations (21) in the series form, such as

$$
\begin{align*}
& \vartheta(\epsilon, q)=\vartheta_{0}(\epsilon, q)+\vartheta_{1}(\epsilon, q)+\vartheta_{2}(\epsilon, q)+\cdots \\
& \vartheta(\epsilon, q)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} \vartheta_{n}(\epsilon, q) \tag{22}
\end{align*}
$$

## 4. Numerical Applications

### 4.1. Example 1

Consider a linear time-fractional KG problem

$$
\begin{equation*}
D_{q}^{\wp} \vartheta(\epsilon, q)-D_{\epsilon}^{2} \vartheta(\epsilon, q)-\vartheta(\epsilon, q)=0, \tag{23}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\epsilon, 0)=1+\sin (\epsilon) . \tag{24}
\end{equation*}
$$

Taking $\mathbb{Y T}$ of Equation (23), we obtain

$$
\mathbb{Y}\left[\frac{\partial^{\wp} \vartheta}{\partial q^{\wp}}\right]=\mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial \epsilon^{2}}+\vartheta\right] .
$$

Executing the differential property of $\mathbb{Y} \mathrm{T}$, we obtain

$$
\begin{aligned}
& \frac{1}{v^{\wp}} \mathbb{Y}[\vartheta(\epsilon, q)-v \vartheta(\epsilon, 0)]=\mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial q^{2}}+\vartheta\right], \\
& \mathbb{Y}[\vartheta(\epsilon, q)]=v \vartheta(\epsilon, 0)+v^{\wp} \mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial q^{2}}+\vartheta\right] .
\end{aligned}
$$

The inverse $\mathbb{Y} T$ indicates

$$
\vartheta(\epsilon, q)=\vartheta(\epsilon, 0)+\mathbb{Y}^{-1}\left[v^{\kappa}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta}{\partial q^{2}}+\vartheta\right)\right\}\right] .
$$

Employing HPM such as

$$
\begin{gathered}
\vartheta(\epsilon, q)=\vartheta_{0}+p \vartheta_{1}+p^{2} \vartheta_{2}+\cdots \\
\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q)=1+\sin (q)+p\left(\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\sum_{i=0}^{\infty} p^{i} \frac{\partial^{2} \vartheta_{i}}{\partial q^{2}}+\sum_{i=0}^{\infty} p^{i} \vartheta_{i}\right)\right\}\right]\right),
\end{gathered}
$$

on comparing the identical of $p$, we obtain

$$
\begin{aligned}
& p^{0}=\vartheta_{0}(\epsilon, q)=\vartheta(\epsilon, 0), \\
& p^{1}=\vartheta_{1}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{0}}{\partial q^{2}}+\vartheta_{0}\right)\right\}\right], \\
& p^{2}=\vartheta_{2}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{1}}{\partial q^{2}}+\vartheta_{1}\right)\right\}\right], \\
& p^{3}=\vartheta_{3}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{2}}{\partial q^{2}}+\vartheta_{2}\right)\right\}\right],
\end{aligned}
$$

With help of Equation (24), we gain the iterations successively $\vartheta_{i}(\epsilon), i=1,2,3, \cdots$, as follows:

$$
\begin{aligned}
& \vartheta_{0}(\epsilon, q)=1+\sin (\epsilon), \\
& \vartheta_{1}(\epsilon, q)=\frac{1}{\Gamma(1+\wp)} q^{\wp},
\end{aligned}
$$

$$
\begin{aligned}
\vartheta_{2}(\epsilon, q)= & \frac{1}{\Gamma(1+2 \wp)} q^{2 \wp} \\
\vartheta_{3}(\epsilon, q)= & \frac{1}{\Gamma(1+3 \wp)} q^{3 \wp}, \\
& \vdots \\
\vartheta_{i}(\epsilon, q)= & \frac{1}{\Gamma(1+i \wp)} q^{i \wp}
\end{aligned}
$$

Thus, the approximate solution can be obtained by:

$$
\begin{align*}
\vartheta(\epsilon, q) & =1+\sin (\epsilon)+\frac{1}{\Gamma(1+\wp)} q^{\wp}+\frac{1}{\Gamma(1+2 \wp)} q^{2 \wp}+\frac{1}{\Gamma(1+3 \wp)} q^{3 \wp}+\cdots  \tag{25}\\
& =1+\sin (\epsilon)+\sum_{i=0}^{\infty} p^{i} \frac{q^{i \wp}}{\Gamma(1+i \wp)}
\end{align*}
$$

which implies the exact solution of Equation (23), In particular, at $\wp=1$, we obtain

$$
\begin{equation*}
\vartheta(\epsilon, q)=1+\sin (\epsilon) \tag{26}
\end{equation*}
$$

which is in full agreement.
Figure 1a-d indicate the physical behavior of the obtained solution at $\epsilon \in[0,4]$ and $q \in[0,0.8]$. From these figures, it can be observed that the solution graphs of the problem show the friendly touch with each other. Figure 1a-d demonstrate that the solution achieved by YHPTM approaches the precise solution very rapidly with more iterations. In Figure 2, we have plotted the graph of $\vartheta(\epsilon, q)$ at different fractional order of $\wp=0.25,0.50,0.75,1$ and $\epsilon \in[0,2 \pi]$ with different values of $q$.


Figure 1. The surface solution of $\vartheta(\epsilon, q)$ with respect to $\epsilon$ and $q$ for distinct values of $\wp$ : (a) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.25$; (b) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.50$; (c) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.75$; (d) surface solution of $\vartheta(\epsilon, q)$ when $\wp=1$.


Figure 2. Plot of $\vartheta(\epsilon, q)$ for different values of $\wp$.

### 4.2. Example 2

Assume a nonlinear time-fractional KG problem

$$
\begin{equation*}
D_{q}^{\wp} \vartheta(\epsilon, q)-D_{\epsilon}^{2} \vartheta(\epsilon, q)+\vartheta^{2}(\epsilon, q)=0, \tag{27}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\epsilon, 0)=1+\sin (\epsilon) . \tag{28}
\end{equation*}
$$

Taking the Yang transform of Equation (27), we obtain

$$
\mathbb{Y}\left[\frac{\partial^{\wp} \vartheta}{\partial q^{\wp}}\right]=\mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial \epsilon^{2}}-\vartheta^{2}\right] .
$$

Executing the differential property of $\mathbb{Y} \mathrm{T}$, we obtain

$$
\begin{aligned}
& \frac{1}{v^{\wp}} \mathbb{Y}[\vartheta(\epsilon, q)-v \vartheta(\epsilon, 0)]=\mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial q^{2}}-\vartheta^{2}\right], \\
& \mathbb{Y}[\vartheta(\epsilon, q)]=v \vartheta(\epsilon, 0)+v^{\wp} \mathbb{Y}\left[\frac{\partial^{2} \vartheta}{\partial q^{2}}-\vartheta^{2}\right] .
\end{aligned}
$$

The inverse $\mathbb{Y T}$ indicates

$$
\vartheta(\epsilon, q)=\vartheta(\epsilon, 0)+\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta}{\partial q^{2}}-\vartheta^{2}\right)\right\}\right] .
$$

Employing HPM such as

$$
\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q)=1+\sin (q)+p\left(\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\sum_{i=0}^{\infty} p^{i} \frac{\partial^{2} \vartheta_{i}}{\partial q^{2}}-\sum_{i=0}^{\infty} p^{i} \vartheta_{i}^{2}\right)\right\}\right]\right)
$$

on comparing the identical of $p$, we obtain

$$
\begin{aligned}
& p^{0}=\vartheta_{0}(\epsilon, q)=\vartheta(\epsilon, 0) \\
& p^{1}=\vartheta_{1}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{0}}{\partial q^{2}}-\vartheta_{0}^{2}\right)\right\}\right] \\
& p^{2}=\vartheta_{2}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{1}}{\partial q^{2}}-2 \vartheta_{0} \vartheta_{1}\right)\right\}\right] \\
& p^{3}=\vartheta_{3}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{2}}{\partial q^{2}}-\vartheta_{1}^{2}-2 \vartheta_{0} \vartheta_{2}\right)\right\}\right],
\end{aligned}
$$

With help of Equation (28), we gain the iterations successively $\vartheta_{i}(\epsilon), i=1,2,3, \cdots$, as follows:

$$
\begin{aligned}
& \vartheta_{0}(\epsilon, q)=1+\sin (\epsilon) \\
& \vartheta_{1}(\epsilon, q)=\frac{-q^{\wp}}{\Gamma(1+\wp)}\left(1+3 \sin (\epsilon)+\sin ^{2}(\epsilon)\right), \\
& \vartheta_{2}(\epsilon, q)=\frac{q^{2 \wp}}{\Gamma(1+2 \wp)}\left(11 \sin (\epsilon)+12 \sin ^{2}(\epsilon)+2 \sin ^{3}(\epsilon)\right), \\
& \vartheta_{3}(\epsilon, q)=\frac{q^{3 \wp}}{\Gamma(1+3 \wp)}\left(18-57 \sin (\epsilon)-160 \sin ^{2}(\epsilon)-82 \sin ^{3}(\epsilon)-10 \sin (4 \epsilon)\right),
\end{aligned}
$$

Thus, the approximate solution can be obtained by:

$$
\begin{aligned}
\vartheta(\epsilon, q)= & 1+\sin (\epsilon)-\frac{q^{\wp}}{\Gamma(1+\wp)}\left(1+3 \sin (\epsilon)+\sin ^{2}(\epsilon)\right)+\frac{q^{2 \wp}}{\Gamma(1+2 \wp)}\left(11 \sin (\epsilon)+12 \sin ^{2}(\epsilon)+2 \sin ^{3}(\epsilon)\right) \\
& +\frac{q^{3 \wp}}{\Gamma(1+3 \wp)}\left(18-57 \sin (\epsilon)-160 \sin ^{2}(\epsilon)-82 \sin ^{3}(\epsilon)-10 \sin (4 \epsilon)\right)+\cdots
\end{aligned}
$$

Figure 3a-d indicate the physical behavior of the obtained solution at $\epsilon \in[0,1]$ and $q \in[0,1]$. From these figures, it can be observed that with the increase in the value of $\wp$, the approximate solution become close to the exact solution at $\wp=1$. In Figure 4, we have plotted the graph of $\vartheta(\epsilon, q)$ with different fractional orders of $\wp=0.25,0.50,0.75,1$ at $\epsilon \in[0,2 \pi]$ with different values of $q$. It is obvious that this approximation can only be employed numerically, even though a closed form solution is not accessible. It can be seen that our approximate solution using $\mathbb{Y H P T M}$ in Table 1 is more significant than that obtained in $[36,37]$.


Figure 3. The surface solution of $\vartheta(\epsilon, q)$ with respect to $\epsilon$ and $q$ for distinct values of $\wp$ : (a) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.25$; (b) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.50$; (c) surface solution of $\vartheta(\epsilon, q)$ when $\wp=0.75$; (d) surface solution of $\vartheta(\epsilon, q)$ when $\wp=1$.


Figure 4. Plot of $\vartheta(\epsilon, q)$ for different values of $\wp$
Table 1. Comparison between the value $\vartheta(\epsilon, q)$ for the solution of the $K G$ equation.

| Sr. No. | $q=\mathbf{0 . 1}$ |  |  | $q=0.2$ |  |  |  | $q=0.3$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon$ | $[36]$ | $[37]$ | $\mathbb{Y H P T M}$ | $[36]$ | $[37]$ | $\mathbb{Y H P T M}$ | $[36]$ | $[37]$ | $\mathbb{Y H P T M}$ |  |
| 0.0 | 0.9949999861 | 0.9950000249 | 0.903 | 0.9799991162 | 0.9800015775 | 0.824 | 0.9549900052 | 0.9550176534 | 0.781 |  |
| 0.1 | 1.093291132 | 1.093291179 | 0.976100 | 1.073723730 | 1.073726319 | 0.871321 | 1.073723730 | 1.073726319 | 0.792208 |  |
| 0.2 | 1.190502988 | 1.190503087 | 1.04725 | 1.166134875 | 1.166138050 | 0.915126 | 1.125945576 | 1.125974851 | 0.794835 |  |
| 0.3 | 1.285668610 | 1.285668848 | 1.11584 | 1.256326130 | 1.256331032 | 0.955409 | 1.208114007 | 1.208147932 | 0.789972 |  |
| 0.4 | 1.377844211 | 1.377844710 | 1.18132 | 1.343423788 | 1.343432104 | 0.992136 | 1.287043874 | 1.287088824 | 0.778571 |  |
| 0.5 | 1.466118315 | 1.466119219 | 1.24317 | 1.426594492 | 1.426608263 | 1.0252 | 1.362025218 | 1.362089477 | 0.761295 |  |
| 0.6 | 1.549620480 | 1.549621939 | 1.3009 | 1.505052082 | 1.505073495 | 1.05442 | 1.432404521 | 1.432497282 | 0.738476 |  |
| 0.7 | 1.627529538 | 1.627531694 | 1.35406 | 1.578063673 | 1.578094808 | 1.07951 | 1.497587424 | 1.497717706 | 0.710192 |  |
| 0.8 | 1.699081273 | 1.699084244 | 1.40223 | 1.644954933 | 1.644997540 | 1.0023 | 1.557040327 | 1.557215916 | 0.676451 |  |
| 0.9 | 1.763575490 | 1.763579356 | 1.44504 | 1.705114628 | 1.705169916 | 1.11635 | 1.610291023 | 1.610517519 | 0.63744 |  |
| 1.0 | 1.820382425 | 1.820387216 | 1.48219 | 1.757998450 | 1.758066925 | 1.12781 | 1.656928567 | 1.657208637 | 0.593784 |  |

### 4.3. Example 3

Consider another nonlinear time-fractional KG problem

$$
\begin{equation*}
D_{q}^{\wp} \vartheta(\epsilon, q)-D_{\epsilon}^{2} \vartheta(\epsilon, q)+\vartheta(\epsilon, q)-\vartheta^{3}(\epsilon, q)=0 \tag{29}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\vartheta(\epsilon, 0)=-\operatorname{sech}(\epsilon) . \tag{30}
\end{equation*}
$$

According to the idea of $\mathbb{Y} H P T M$, we can obtain the following relation

$$
\sum_{i=0}^{\infty} p^{i} \vartheta_{i}(\epsilon, q)=\operatorname{sech}(\epsilon)+p\left(\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\sum_{i=0}^{\infty} p^{i} \frac{\partial^{2} \vartheta_{i}}{\partial q^{2}}-\sum_{i=0}^{\infty} p^{i} \vartheta_{i}+\sum_{i=0}^{\infty} p^{i} \vartheta_{i}^{2}\right)\right\}\right]\right)
$$

when the coefficients of like powers of $p$ are compared, we obtain

$$
\begin{aligned}
p^{0} & =\vartheta_{0}(\epsilon, q)=\vartheta(\epsilon, 0) \\
p^{1} & =\vartheta_{1}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{0}}{\partial q^{2}}-\vartheta_{0}+\vartheta_{0}^{3}\right)\right\}\right], \\
p^{2} & =\vartheta_{2}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{1}}{\partial q^{2}}-\vartheta_{1}+3 \vartheta_{0}^{2} \vartheta_{1}\right)\right\}\right], \\
p^{3} & =\vartheta_{3}(\epsilon, q)=\mathbb{Y}^{-1}\left[v^{\wp}\left\{\mathbb{Y}\left(\frac{\partial^{2} \vartheta_{2}}{\partial q^{2}}-\vartheta_{2}+3 \vartheta_{0} \vartheta_{1}^{2}+3 \vartheta_{0}^{2} \vartheta_{2}\right)\right\}\right], \\
&
\end{aligned}
$$

with help of Equation (30), we gain the iterations successively $\vartheta_{i}(\epsilon), i=1,2,3, \cdots$, as follows:

$$
\begin{aligned}
& \vartheta_{0}(\epsilon, q)=-\operatorname{sech}(\epsilon) \\
& \vartheta_{1}(\epsilon, q)=-\frac{q^{\wp}}{\Gamma(1+\wp)}\left(2 \operatorname{sech}(\epsilon)-3 \operatorname{sech}^{3}(\epsilon)\right) \\
& \vartheta_{2}(\epsilon, q)=-\frac{q^{2 \wp}}{\Gamma(1+2 \wp)}\left(3 \operatorname{sech}(\epsilon)-34 \operatorname{sech}^{3}(\epsilon)-18 \operatorname{sech}^{5}(\epsilon)\right) \\
& \vartheta_{3}(\epsilon, q)=-\frac{q^{3 \wp}}{\Gamma(1+3 \wp)}\left(64 \operatorname{sech}^{3}(x)-288 \operatorname{sech}^{5}(\epsilon)+240 \operatorname{sech}^{7}(\epsilon)\right),
\end{aligned}
$$

$$
\vdots
$$

Thus, the approximate solution can be obtained by:

$$
\begin{aligned}
\vartheta(\epsilon, q)= & -\operatorname{sech}(\epsilon)-\frac{q^{\wp}}{\Gamma(1+\wp)}\left(2 \operatorname{sech}(\epsilon)-3 \operatorname{sech}^{3}(\epsilon)\right)-\frac{q^{2 \wp}}{\Gamma(1+2 \wp)}\left(3 \operatorname{sech}(\epsilon)-34 \operatorname{sech}^{3}(\epsilon)-18 \operatorname{sech}^{5}(\epsilon)\right) \\
& -\frac{q^{3 \wp}}{\Gamma(1+3 \wp)}\left(64 \operatorname{sech}^{3}(\epsilon)-288 \operatorname{sech}^{5}(\epsilon)+240 \operatorname{sech}^{7}(\epsilon)\right)+\cdots
\end{aligned}
$$

Figure 5a-d indicates the physical behavior of the obtained solution at $\epsilon \in[-2,2]$ and $q \in[0,0.1]$. From these figures, it can be observed that with increase in the value of $\wp$, the approximate solution graph comes close to the exact exact solution at $\wp=1$. In Figure 6, we have plotted the graph of $\vartheta(\epsilon, q)$ at different fractional orders of $\wp=0.25,0.50,0.75,1$ and $\epsilon \in[0,2 \pi]$ with different values of $q$. We compared our graphical results obtained by YHPTM, which converges to the exact solution very rapidly with a small amount of $q$ compared to [38] at $\wp=1$.
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Figure 6. Plot of $\vartheta(\epsilon, q)$ for different values of $\wp$.

## 5. Conclusions

In this study, $\mathbb{Y} H P T M$ has been utilized to achieve an approximate solution of nonlinear time-fractional KG equations. We demonstrate some illustrations to show the validity of the method, which reveals that the obtained findings are satisfactory. It is important to note that in order to improve the accuracy, a greater number of iterations with excessive order of $p$ are required. The best advantage of $\mathbb{Y H P T M}$ is that it generates the approximate solution in a quickly convergent power series form. As a result, this strategy can be adopted to elucidate a wide classification of nonlinear challenges in science and engineering with no need for linearization, discretization or perturbation. The proposed strategy has the privilege of being able to tackle linear and nonlinear time-fractional KG problems simultaneously. Mathematica package 11.0.1 has been operated for the graphical analysis as well as for the computations in this paper. We recommend the readers to consider this problem for the Atangana-Baleanu fractional derivative and many others in the place of the Caputo-Fabrizio operator.
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## Abbreviations

The following abbreviations are used in this manuscript:
YHPTM Yang homotopy perturbation transform method
YT Yang transform

CF Caputo-Fabrizio
FPDEs Fractional partial differential equations
KG Homotopy perturbation method
HPM Klein-Gordon
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