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Preface

Modernization in the agriculture sector is important to ensure food security and poverty

alleviation, which are the primary themes of UN-SDGs. There are many challenges in developing

advanced agricultural techniques, tools, and systems, by which sustainable agriculture and food

security can be satisfied.

Worldwide, agricultural mechanization and modernization can be attained with advancements

in agricultural engineering technologies and their associated applications. The concept is

directly linked to the technological advancements in agricultural automation and robotics;

precision agriculture; high-efficiency irrigation systems; farm energy systems; handling, storage,

and processing of agricultural products; livestock and poultry sheds; farm water/wastewater

management; biomass, biogas, and biochar; remote sensing and geographical studies; societal aspects

in agriculture; and the associated bioenvironment.

Such advances in agricultural engineering technologies and applications are the need of the

21st century, particularly from the viewpoint of the agricultural food–energy–water security nexus.

Therefore, this book provides a dedicated collection of original research and review studies in the

abovementioned research areas.

Muhammad Sultan, Redmond R. Shamshiri, Md Shamim Ahamed, and Muhammad Farooq

Editors
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Conservation Tillage Technology: A Study on the Duration
from Awareness to Adoption and Its Influencing Factors—Based
on the Survey of the Yellow River Basin in China
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Abstract: Studying the dynamic duration of technology adoption helps farmers weigh and select
different attributes and stages of conservation tillage techniques. In this study, non-parametric
K-M survival analysis and discrete duration models were employed to estimate the time taken by
farmers in the Yellow River Basin region to transition from awareness to the adoption of conservation
tillage techniques between 2002 and 2020. The results indicate (1) The duration from awareness
to adoption of conservation tillage technology is relatively short. (2) The likelihood of farmers
postponing adoption decisions is highest in the initial 10 years and gradually decreases over time,
suggesting negative time dependency. (3) Controlling for proportional hazards assumptions, it was
found that factors such as education level and social learning positively influence the duration from
awareness to adoption of conservation tillage techniques. Extreme weather variations and household
labor migration delay the adoption time for farmers. In the process of promoting and implementing
conservation tillage techniques, it is essential to consider the issue of intertemporal technology choice,
stimulate farmers’ intrinsic demand, shorten the time interval from awareness to adoption, and
ultimately improve technology adoption rates.

Keywords: conservation tillage technology; adoption of time persistence; nonparametric K-M
survival analysis method; discrete duration model

1. Introduction

The degradation of cultivated land quality and the decline in basic soil fertility are
the concentrated manifestations of the ecological environmental problems of farmland
in China. At present, 26% of cultivated land soil organic matter content is less than 1%
in China, more than 40% of the cultivated land has been degraded, and 21.6% of the
cultivated land has been seriously acidified. The annual loss of effective components such
as nitrogen, phosphorus, and potassium due to wind erosion and desertification is as high
as 55.9 million tons. The power of cultivated land’s contribution to food production is only
about 50%, which is 20–30% points lower than that of developed countries [1]. Practice
has shown that conservation tillage techniques, such as an environmentally friendly soil
cultivation approach integrating minimum tillage, straw return to the field, and weed and
pest control measures, offer a range of benefits. These techniques have the functions of
reducing soil erosion, protecting the ecological environment of farmland, saving labor costs,
reducing greenhouse gas emissions, and helping to achieve agricultural transformation.
Moreover, it is of great significance in ensuring arable land quality, ecology, and food
security and promoting the sustainable development of modern agriculture [2,3].

Agriculture 2023, 13, 1207. https://doi.org/10.3390/agriculture13061207 https://www.mdpi.com/journal/agriculture
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In response to the increasingly severe farmland ecological environment and climate
change, it can be seen from the No. 1 Central Document in the past five years that the
government has put forward high standards and strict requirements for rural land manage-
ment, especially cultivated land protection, and has vigorously adopted various subsidies
and preferential policies to promote and encourage farmers to adopt it actively. How-
ever, conservation tillage technology has not been widely adopted by farmers [4,5], with
weak demand and low adoption rate, which leads to difficulties in the promotion of this
technology [6].

To solve the challenges such as the low adoption rate of conservation tillage technology,
firstly, we explored the influencing factors of technology adoption. There are several
factors that will influence the adoption of technology, such as characteristics of farmers
(gender, age, education level, risk preference, ecological cognition, social capital, etc.);
family endowment (income level, cropping scale, cropping system, part-time situation, risk
and uncertainty, etc.); environmental factors (soil type, extension system, technical training,
rainfall and pest shocks, government compensation, etc.) [6–11]. Secondly, we focused on
the attributes of technology adoption. Some scholars have noticed that there was a strong
heterogeneity in farmers’ choice of technologies with different attributes, and there may be
substitution or a complementarity relationship between the adoption of sub-technologies,
and that technology adoption decisions aim to achieve maximum utility with a set of
technology attributes, which is much more complex than the single technology adoption
decision problem [12,13]. Finally, we understood that farmers’ technology adoption was
a gradual process from cognitive, trial adoption to sustained adoption, and the factors
influencing technology adoption at different stages also differed significantly [14]. The
first two stages have been studied by most scholars while the analysis of the duration of
technology adoption is currently a relatively new field. However, the ecological function
and the economic and social benefits of conservation tillage technology start to emerge
only after a few years of adoption by farmers, and the benefits will occur in the future,
which is a typical inter-term agricultural technology [15,16]. From awareness to adoption
decision, farmers need to weigh and choose the costs and benefits of technology adoption
at different time points, and the duration is uncertain. The long duration means that
the technology adoption process has to pay frequent pesticide costs, learning costs, and
transaction costs to consolidate and maintain [17,18], and farmers are not motivated to
participate in demand, resulting in “short-sighted thinking”, which adversely affects
conservation tillage technology adoption decisions [19]. Therefore, studying the adoption
duration will help to understand the dynamic spreading factors of conservation tillage
technology more clearly, and provide a reasonable explanation for the phenomenon of
“low adoption rate of conservation tillage technologies with economic and ecological
benefits”, so as to guide policy interventions to promote the adoption of conservation
tillage technologies and maximize incentives for farmers to shorten the adoption interval,
and to reduce production costs so as to improve agricultural efficiency.

The existing literature on duration research has focused on Chinese import and export
enterprises, manufacturing listed companies, and other perspectives, and the research
content has mostly focused on import and export trade products, innovation sustainability
of listed companies, bilateral political relations, and VAT reform [20–24]. Fewer studies
have combined the duration of adoption into the field of agricultural technology, and the
influencing factors were also different from other macro perspectives. Second, the time of
data used in previous research was relatively short. In this study, we used the data that
had a longer time to study the problem of duration, so as to reflect the dynamic adoption
process of conservation tillage technology more accurately. Third, the Cox PH model was
used for most of the continuous time, resulting in a biased conclusion when the events
were interrelated. The discrete duration model was used in this study to solve problems
such as unobservable heterogeneity and data censoring [25], so as to reach more reliable
and scientific conclusions.

2
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2. Theoretical Framework and Research Design

Given that the farmer is currently in the farming season s0, and the technology choice
set contains two mutually exclusive conservation tillage options, denoted by Ljε(CA, CT),
where CA is the conservation tillage measure, and CT is the traditional ridge tillage measure.
Farmers gain economic and ecological benefits through one or both of the two land tillage
measures, expressed by πj(st); stε{(s0 + t)t = 0, 1, 2, . . . , T}, where 0 indicates the start
time of the new technology; i.e., the time when the farmer have the awareness of the new
technology. While t and T represent the adoption date and the end date of the research,
respectively. In retrospective data, the adoption time t is discontinuous and is usually
recorded in units of years.

The expected net present value (NPV) of the discounted benefit flow of the i-th farmer
is represented by Vi[πCA(st), πCT(st)], indicating the farmer’s investment propensity for
any conservation tillage technology. If the benefit of conservation tillage technology is
greater than traditional ridge farming, i.e., V∗ = VCA[πCA(st)− πCT(st)] > 0, then the
farmers have the motivation to adopt conservation tillage technology.

In this study, we assumed that investments were uncertain and irreversible, implying
that sunk costs are important. Therefore, farmers would optimize the investment and
returns (V∗) related to the decision making of conservation tillage technology regardless
of whether or when to adopt it. They would consider two options: if the technology is
worthwhile, then use conservation tillage technology in the current season (s1); if one wants
to obtain a variety of information, then use it in the future after verifying the prospects in
many ways, which was expressed as {stε[(s1 + t)t = 2, 3, . . . , T]}.

Since conservation tillage provides multiple benefits, including ecological benefits that
may be hard to value (such as carbon sequestration, increased soil organic matter content,
and increased water infiltration capacity), its complete benefit function was expressed as
{V* = (.)}. The adoption decision that occurs during the research time (t = 1, 2, 3, . . ., T) was
used as a proxy indicator. If V* > 0, it was considered that the technology had positive
benefits [26]. Therefore, in this study, farmers’ adoption decision was shown as follows:

Adopter
st |t=1,2,3...T

=

{
1 i f V∗t−T = VCA(.)−VCT(.) > 0
0 i f V∗t−T = VCA(.)−VCT(.) ≤ 0

, (1)

Different from the previous binary adoption decision, we used a risk function and the
discrete duration model to analyze the dynamic adoption time and measure the adoption
probability of farmers who do not adopt conservation tillage in the cultivation season (st)
but will adopt the technology in the following season (st+1).

2.1. Discrete Duration Model in Technology Adoption

As a parameter method of survival analysis, the discrete duration model can not only
simulate the occurrence of continuous time events, but can also solve the problem of data
censoring. In previous studies, the right-censored data could be dropped directly, which
led to sample selection bias and the inefficiency of the estimation results. The discrete-time
model used in this study can deal with this problem [25].

We set the time from awareness to adoption of the conservation tillage technology as
the discrete duration, with the year as the time interval unit, and expressed by the random
variable T ≥ 0. In the context of technology adoption, the equation was listed as follows:

Pr(T = t|T ≥ t) = h(t) =
f (t)
S(t)

, (2)

f (t) is a probability density function that represents the frequency distribution of the
time t to achieve technology adoption. S ∈ {t = 1, 2, . . . , T}, indicating the period during
which farmer i adopts the conservation tillage technology or is censored at the end of the
study period T. S(t) = Pr(T ≥ t) = 1− h(t), S(t) is the survival function, indicating the

3
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probability that technology adoption will not be achieved before T, and h(t) is the risk
function that assesses whether and when the technology can be adopted [27].

The adoption probability of the uncensored individuals in the research period (t ≤ T)
is as follows:

Li = Pr(Ti > t) = Si(t) = hit∏t
s=1(1− his), (3)

Li = Pr(Ti = t) = fi(t) = hit∏t−1
s=1(1− his), (4)

ci is an indicator representing whether the censoring occurred, if ci = 0, then no
censoring occurred, if ci = 1, then the individual is right-censored. The likelihood function
can be expressed as follows, where n is the sample size:

Li = [Pr(Ti = ti)]
1−Ci[Pr(Ti > ti)]

Ci = ∏n
i=1

[
hit∏t−1

s=1(1− his

)]1−Ci[
∏t

s=1 (1his)
]Ci

, (5)

Equation (6) operates by replacing ci by yi; ti is the adoption status of the farmer. Finally,
for each individual in the sample, we established a binary dependent variable. If the adoption
occurs in any period t≤ T, then yi|ci = 0 = 1. If the adoption does not occur until time T, then
yi|ci = 1 = 0. Thus, the full sample likelihood function was expressed as follows:

Li = ∏n
i=1 ∏ti

s=1[his]
yit [ (1− h is)]

1−yit = ∏n
i=1 [ f (t)]y[s(t)]1−yi , (6)

2.2. Model Selection

In this study, the baseline risk and covariates were incorporated into the risk function
based on proportional risk (PH), and the formula was as follows:

h(t|xi , β) = h0(t) · exp
(
xi
′β
)
, (7)

β is a vector of unknown parameters, xi
′β is called the logarithmic relative risk,

exp(xi
′β) is called the relative risk, exp(xi

′β) > 0. h0(t) is called the baseline hazard, which
means that all farmers in the sample have a common and constant baseline hazard function,
which depends on time t, but does not depend on xi

′β. If all explanatory variables are 0,
the risk function is equal to the baseline risk, the baseline risk h0(t) is the same for each
individual in the population, and the risk function of the individual is based on exp(xi

′β)
and it is proportional to h0(t), so it is called proportional hazard [28].

In order to use a discrete duration model, a functional form (such as binary logit and
probit models) needs to be chosen to estimate Equation (7), which can be used to investigate
the factors affecting the adoption time [25]. Referring to the studies of other scholars on
discrete duration models, we selected the logarithmic complementary model (Clog-log) to
parameterize the formula mentioned above [20–22], as follows:

{
Cloglog[hi(t, X| ei)] ≡ ln{−ln(1− hit)} = h0(t) exp[Xi(t)β + ei)

ln{−ln(1− hit)} = αD(t) + βitXit + ei
, (8)

where X is a vector of covariates; D is a time variable representing the duration-dependent
effect (baseline risk); α and β are estimable parameters; and ei ∼ N

(
0,σ2) is a random

error term controlling for unobserved heterogeneity to reduce the error in estimation [29].

3. Data Sources and Descriptive Statistics of Variables
3.1. Data Sources

The data came from the survey of our research team. We conducted surveys in
Shaanxi, Gansu, Ningxia, and Shanxi provinces in the Yellow River Basin in August 2021
and November 2016, respectively. The climate and agricultural conditions vary significantly
across different regions of the Loess Plateau. However, the surveyed areas, including Yulin
and Xi’an in Shaanxi Province, Qingyang in Gansu Province, Guyuan in Ningxia Province,
and Yuncheng in Shanxi Province, are located in the northern region of the Loess Plateau.
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These areas experience dry and less rainy weather throughout the year, with the rainy
season being concentrated. The annual rainfall is only around 400 mm to 500 mm, and
there is limited time for cultivation. The cropping system for grain crops follows a one-
crop-per-year pattern, either with spring maize and winter wheat or with winter wheat
followed by summer maize. Part of the main body of the four provinces is located in the
central part of the Loess Plateau in the hilly and ravine area, and they are at the edge of
the East Asian monsoon and located in the transition zone from the temperate continental
monsoon climate to the temperate semi-arid climate, with the geological characteristics of
the Loess Plateau. These areas are national key ecological environment construction areas
in the upper and middle reaches of the Yellow River. However, the natural environment
in this area is fragile, and extreme weather changes such as heavy rainfall, floods, low
temperature and freezing damage, etc., have caused unstable agricultural production and
changed the agricultural production conditions. At the same time, the population there is
relatively concentrated and the farming income accounts for a relatively high proportion of
the total income of farmers there. Meanwhile, anthropic factors such as land abuse and
over-exploitation in these areas have caused serious soil erosion. Therefore, it is of high
research value to take the four provinces of Shaanxi, Gansu, Ningxia, and Shanxi in the
Loess Plateau region as the research site to obtain data.

The survey adopted a combination of a typical survey, stratified sampling, and simple
random sampling. First of all, we selected several areas with better conservation tillage
management effects as typical survey sites, they are Xi’an, Yulin, Shaanxi, Qingyang,
Gansu, Guyuan, Ningxia, and Yuncheng, Shanxi. Second, a combination of stratified and
random sampling methods was used to select 2–4 counties from each city randomly, and
then a stratified approach was adopted to select 4–8 villages in each town, and about 20
farming households were randomly selected for each village. A one-to-one survey was
conducted on the selected farmers, and the questionnaire involved information about the
characteristics of the head of household, family situation, awareness of conservation tillage
technology, the time of adoption, etc. A total of 1900 questionnaires were distributed in the
two surveys, and 1870 valid samples were obtained after excluding samples with missing
key information and inconsistent logic. The effective rate of the questionnaire was 98.42%.

Given the development of conservation tillage technology in China, we treated 2002
(since 2002, the specific funds for conservation farming were arranged by the government)
as the initial time of our research, as it can help to deal with the problem of left-censored
data. The left-censored data refers to data where the technology had been adopted before
the initial time or had not been adopted till the end time of the research [24]. Figure 1
showed the trends in awareness and adoption of conservation tillage during the study
period (2002–2020). It showed that at the beginning of the study, few farmers in the sample
were aware of the existence of conservation tillage techniques, and then the popularity of
these techniques began to rise from 2014 to 2016 ( as shown in Figure 1).

3.2. Variable Selection
3.2.1. Dependent Variables

We took the duration between awareness and adoption of conservation tillage tech-
niques as the dependent variable. Specifically, the duration referred to the number of
years from when farmers began to realize that there was a specific conservation tillage
technology to when any one of the three conservation tillage techniques (low-tillage and
no-tillage, straw mulching, and weed and pest control) was adopted. According to our
study period (2002–2020), the data can be divided into three types based on how long
the technology has been adopted since awareness. First, conservation tillage techniques
were adopted during the study period. Second, there was still no adoption of conservation
tillage techniques till the end of the survey (2020). Third, conservation tillage techniques
were adopted before the start date of the survey (2002) or remained unconscious until
2020. Among the survey samples, only 11, 8, and 9 respondents indicated that they had
awareness of these three conservation tillage techniques (minimum tillage, straw return
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to the field, and weed and pest control) before 2002, respectively. It can also be seen from
Figure 1 that the time for awareness of the conservation tillage technology was always
longer than the time for adopting it. It also showed that a period of time was needed before
a technology was adopted. Faced with a new technology, farmers would go through three
stages: awareness, trial adoption, and continuous adoption. During this process, they
would adjust the risk through risk management, social learning, and investment so as to
reduce the uncertainty [14].
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3.2.2. Independent Variables

Three types of conservation tillage techniques (minimum tillage, weed and pest control,
and straw return to the field) were the independent variables in our study. Among all the
respondents, there were 1312 farmers who adopted the technology of minimum tillage,
accounting for 70.16%; 671 farmers adopted the technology of weed and pest control,
accounting for 35.88%; and 1075 farmers adopted the technology of straw return to the
field, accounting for 57.49%.

The adoption rate of weed and pest control was relatively low, and both physical and
chemical methods are required when using it, and it is mainly based on prevention, which
makes it difficult for the farmers to adopt. The adoption rates of both minimum tillage and
straw return to the field technologies were more than half, indicating that the coverage rate
of conservation tillage techniques in the survey area was relatively high, and farmers had
a strong awareness of the importance of conservation tillage technology. However, there
was still an average of 45.49% of farmers who were unwilling to adopt conservation tillage
measures. Thus, the quality of cultivated land should be improved and the effectiveness of
land governance should be addressed.

3.2.3. Control Variables

In order to avoid other possible factors from interfering with the results, we selected the
control variables from seven aspects. They were the individual characteristics of the head
of a household (gender, age, and education level), family characteristics (dependency ratio,
cultivated land area, and soil fertility), social network conditions (whether to participate in
cooperatives), geographical distance characteristics (distance from the nearest agricultural
material sales point), government incentives (the government provides legal and regulatory
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policy assistance and the degree of influence of agricultural subsidy policies), extreme
weather characteristics (whether the farmland suffered heavy rainfall and floods in the
past three years, whether the farmland suffered drought disasters), and area characteristics
(whether located in Shaanxi, Shanxi, Gansu, or Ningxia).

3.3. Variable Descriptive Statistics

It can be seen from Table 1 that the average duration from awareness to adoption of
minimum tillage technology was 2 years, and the average duration of straw return to the
field, weeds, and pest control was no more than 1 year. It indicated that farmers were
aware of the importance of conservation tillage and may adopt the technologies timely to
maximize the expected returns. Most household heads were male, mostly middle-aged
(51–54 years old), with a low level of education (below junior high school). The proportion
of economically inactive household members (people over 65 and children aged 1–15) to
the total number of household members was used to represent the household dependency
ratio, because the amount of household labor will directly affect the rate of conservation
tillage technology adoption, such as straw mulching, which can be labor-intensive and
increase the demand for labor when crop residues were spread in the field before planting,
or when weed and pest control were necessary to increase manpower to cope with the
intensity of weed removal and pest control. The dependency ratio in Table 1 did not
exceed 32%, indicating that the quantity and quality of the labor force in the surveyed area
were relatively high. Land size and fertility can also affect the adoption of conservation
tillage technologies. The larger the land area, the more fertile the soil, and the more likely
farmers are to adopt conservation technologies. The mean value of land area owned by
the farmers in sample data was in the range of 0.47–0.80 hectares, with moderate soil
fertility. Policy incentives had a relatively large impact on farmers. Government-provided
agricultural subsidies and publicity laws and regulations can motivate farmers to adopt
conservation tillage technologies. In addition, both social networks and social learning had
an impact on the adoption of technology. The data showed that 43% of farmers participated
in cooperatives, indicating that farmers were less involved in industrial organizations. In
terms of social learning, more than 80% of farmers exchanged experiences with people
around them, and received guidance and training from professionals. In addition, more
than 80% of farmers obtained knowledge and experience of conservation tillage technology
through internet channels such as mobile phones and computers, thereby increasing their
confidence in adopting the technology independently and improving efficiency when
implementing the technology. However, farmers seldom obtained information through
traditional media such as newspapers and radio (less than 20%).

Table 1. Descriptive statistics of variables 1.

Variables Meaning

Minimum Tillage Weed and Pest Control Straw Return to the Field

Adopter 2

(1312)
Non-Adopter

(558)
Adopter 2

(671)
Non-Adopter

(1199)
Adopter 2

(1075)
Non-Adopter

(795)

Mean Mean Mean Mean Mean Mean

Adoption
duration

Duration time from awareness to
adoption (years)

2.448
(0.162)

0.654
(0.113)

0.473
(0.060)

Age Head of household’s age (years) 52.332
(0.282)

53.513
(0.473)

51.845
(0.368)

53.153
(0.318)

52.260
(0.303)

53.258
(0.399)

Gender Head of household’s gender
(1 = male, 0 = female)

0.875
(0.009)

0.928
(0.011)

0.784
(0.016)

0.951
(0.006)

0.843
(0.011)

0.956
(0.007)

Education Head of household’s education
level (years)

6.752
(0.095)

5.946
(0.169)

7.753
(0.116)

5.817
(0.109)

7.021
(0.099)

5.821
(0.141)

Dependency
ratio

Proportion of economically inactive
members to the total number

of households

0.282
(0.007)

0.313
(0.013)

0.279
(0.009)

0.297
(0.008)

0.285
(0.008)

0.299
(0.010)

Cultivated area Household cultivated land area
(hectare)

0.727
(0.286)

0.549
(0.311)

0.973
(0.468)

0.506
(0.195)

0.801
(0.333)

0.502
(0.242)
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Table 1. Cont.

Variables Meaning

Minimum Tillage Weed and Pest Control Straw Return to the Field

Adopter 2

(1312)
Non-Adopter

(558)
Adopter 2

(671)
Non-Adopter

(1199)
Adopter 2

(1075)
Non-Adopter

(795)

Mean Mean Mean Mean Mean Mean

Soil fertility Farmers’ evaluation of soil fertility
(1–5: very poor–very good)

3.530
(0.027)

3.102
(0.043)

3.444
(0.038)

3.379
(0.030)

3.445
(0.030)

3.345
(0.037)

Government
incentives

The impact of regulations, policies,
and agricultural subsidies provided

by the government on you (1–5:
very small–very large)

3.171
(0.040)

3.695
(0.049)

2.636
(0.062)

3.715
(0.031)

3.006
(0.046)

3.764
(0.039)

Social network
Whether family members

participate in cooperatives (1 = yes,
0 = no)

0.350
(0.013)

0.571
(0.021)

0.235
(0.016)

0.517
(0.014)

0.334
(0.014)

0.527
(0.018)

Learn from peers
Whether to learn related

technologies from peers around
(1 = yes, 0 = no)

0.864
(0.009)

0.935
(0.010)

0.785
(0.016)

0.942
(0.007)

0.849
(0.011)

0.935
(0.009)

Extension staff
guide learning

Whether to learn related
technologies through the guidance

of extension personnel (1 = yes,
0 = no)

0.642
(0.013)

0.808
(0.017)

0.434
(0.019)

0.836
(0.011)

0.580
(0.015)

0.843
(0.013)

Learning
through

traditional
channels

Do you learn related technologies
through traditional channels such

as radio and television (1 = yes,
0 = no)

0.171
(0.010)

0.120
(0.014)

0.212
(0.016)

0.124
(0.010)

0.193
(0.012)

0.106
(0.011)

Digital learning

Whether to learn related
technologies through digital

network channels such as mobile
phones and computers (1 = yes,

0 = no)

0.852
(0.010)

0.724
(0.019)

0.957
(0.008)

0.733
(0.013)

0.891
(0.010)

0.709
(0.016)

Distance from
agricultural

materials sale
station

The distance between your home
and the nearest agricultural
material sales point (miles)

3.484
(0.088)

4.153
(0.180)

3.460
(0.154)

3.808
(0.095)

3.510
(0.111)

3.918
(0.121)

Area 1 = in Shaanxi, 2 = in Gansu,
3 = in Ningxia, 4 = in Shanxi

2.175
(0.030)

2.287
(0.053)

2.110
(0.037)

2.264
(0.036)

2.021
(0.026)

2.462
(0.050)

Heavy rainfall
and flood
disasters

Whether the farmland suffered
heavy rainfall and flood disasters in
the past three years (1 = yes, 0 = no)

0.768
(0.012)

0.324
(0.020)

0.598
(0.019)

0.656
(0.014)

0.626
(0.015)

0.648
(0.017)

Extreme drought
disaster

Whether the farmland suffered
from drought in the past three years

(1 = yes, 0 = no)

0.543
(0.014)

0.622
(0.021)

0.469
(0.019)

0.621
(0.014)

0.502
(0.015)

0.653
(0.017)

1 Note: Standard errors are in parentheses. 2 The number of adopters in Table 1 is different from the number of
adopters in Figure 1, because the number of adopters in Figure 1 is the “number of adopters for the first time”,
while the number in Table 1 refers to the “number of conservation tillage techniques adopted last year”.

Information is disseminated through multiple channels. Whether it is through passive
social learning or self-directed online learning, it will help farmers become aware of the
importance of conservation tillage technology, which will help increase the adoption rate
of the technology, and guide farmers to use it at a suitable time. In addition, distance from
the point of sale of agricultural materials and extreme weather can also affect technology
adoption. The closer the point of purchase, the lower the transportation costs and the more
likely the technology will be adopted. It can be seen from the data that farmers believed
that heavy rainfall, floods, and extreme droughts had obviously intensified in the past
three years, which did have a certain impact on agricultural production and daily life. We
created a structural model for all the influencing factors, as shown in Figure 2.
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4. Empirical Analysis and Results
4.1. Non-Parametric Estimation of K-M

Kaplan–Meier’s non-parametric graphical method was used to construct the survival
function of conservation tillage technology in the Yellow River Basin of China and estimated
the distribution of the adoption duration. Figure 3 measured the probability of survival
(non-adoption) after time t. This non-parametric method can help to analyze the speed
of adoption of conservation tillage technology during the study period. As shown in
Figure 3, the probability of survival was decreasing and, therefore, the rate of adoption of
conservation tillage technologies increased steadily over time. The nonparametric Kaplan–
Meier method does not make any assumptions about the form of the survival function,
and it cannot estimate the effect of covariates [26,29]. Therefore, semi-parametric and
parametric methods were used in the following part to verify the stability and reliability of
the conclusions.
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Figure 3. K-M survival estimation of the duration of conservation tillage technology adoption in the
Yellow River Basin.

4.2. Clog-log Parameter Estimation and Cox PH Semi-Parametric Estimation
4.2.1. Model Diagnostic Tests

Tables 2–4 showed the model estimation results for each of the three conservation
tillage techniques. In the baseline PH model, the hazard rate was regressed using the
duration of adoption as the only covariate, assuming that the effects of other covariates were
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not important [26]. The Continuous-time Cox PH model belongs to the semi-parametric
estimation method, which does not make any restrictive functional assumptions about the
distribution pattern of the baseline risk. It allows for the controlling of multiple risk factors
and is suitable for analyzing the effects of multiple risk factors on observed individuals at
different times. So, it was suitable to use the Cox model in our study when we assumed
that the adoption times were recorded at small intervals [29]. The discrete duration model
(Clog-log) is a parameter estimation method that can not only solve the problem of time
nodes, but can also be extended. It can not only be used to explain the unobservable
heterogeneity, but can also avoid the assumption of proportional hazards and can deal
with the problem of right censoring [25]. It can be seen in Tables 2–4 that the estimated
results of the Clog-log model were similar to the Cox model, and based on AIC, BIC, and
the loglikelihood, the Clog-log model was more suitable for our research than the Cox PH.
Therefore, the discussion in this section mainly focused on the Clog-log model.

Table 2. Cox PH model and Clog-log model of minimum tillage technology adoption duration.

Variables

Minimum Tillage

Baseline PH COX PH Clog-log
HR Z-Score HR Z-Score HR Z-Score

Age 1.009
(0.006) 1.60 0.996 *

(0.003) −1.23

Gender 1.153
(0.503) 0.33 0.765 **

(0.089) −2.30

Education 1.000
(0.021) −0.01 1.018 *

(0.010) 1.74

Dependency ratio 0.970
(0.263) −0.11 0.734 **

(0.097) −2.34

Cultivated area 0.999
(0.020) −0.06 1.014 ***

(0.005) 3.06

Soil fertility 0.863
(0.049) −2.57 1.281 ***

(0.046) 6.87

Government incentives 0.833
(0.057) −2.68 0.933

(0.033) −1.93

social network 0.668
(0.050) −5.39 0.478

(0.051) −6.92

Learn from peers 0.902
(0.065) −1.43 1.200 **

(0.105) 2.09
Extension staff guide

learning
0.638

(0.156) −1.84 1.145
(0.109) 1.42

Learning through traditional
channels

1.710 *
(0.551) 1.67 1.067

(0.105) 0.66

Digital learning 0.731
(0.059) −3.85 1.385 **

(0.224) 2.02
Distance from agricultural

materials sale station
1.012

(0.016) 0.74 0.986
(0.010) −1.38

Area 1.030
(0.048) 0.62 0.967

(0.029) −1.09
Heavy rainfall and flood

disasters
3.196 ***
(0.247) 15.02 0.240 ***

(0.044) −7.79

Extreme drought disaster 1.166 **
(0.087) 2.05 0.818 **

(0.073) −2.24
Long-term dependence (continuous dependence)

D1 (1 ≤ t ≤ 10) 0.092 ***
(0.007) −30.52 0.922 **

(0.032) −2.33

D2 (11 ≤ t ≤ 20) 0.022 ***
(0.003) −25.63 1.080

(0.035) 2.37

D3 (21 ≤ t ≤ 30) 0.013 ***
(0.004) −15.60 1.003

(0.081) 0.03
D4 (31 ≤ t ≤ 40)

Constant 0.655
(0.196) −1.41

LLR −1139 −954 −733
AIC 2283 1929 1501
BIC 2294 1970 1592
N 1870 479 1594

Note: Standard deviations in parentheses. * Significant at the 10% level; ** significant at the 5% level; *** significant
at the 1% level.
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Table 3. Cox PH model and Clog-log model of weed and pest control technology adoption duration.

Variables

Weed and Pest Control

Baseline PH COX PH Clog-log
HR Z-Score HR Z-Score HR Z-Score

Age 1.004
(0.003) 1.59 1.009

(0.004) 2.01

Gender 0.927
(0.292) −0.24 0.484 ***

(0.058) −6.05

Education 0.986 **
(0.006) −2.47 1.063 ***

(0.012) 5.32

Dependency ratio 0.778 *
(0.102) −1.92 1.086

(0.191 0.47

Cultivated area 0.980 *
(0.011) −1.84 1.038 ***

(0.004) 8.82

Soil fertility 0.948
(0.034) −1.46 1.131 ***

(0.051) 2.74

Government incentives 1.005
(0.058) 0.08 1.012

(0.049) 0.26

social network 0.782
(0.084) −2.29 1.395 **

(0.210) 2.21

Learn from peers 1.086
(0.056) 1.62 1.098

(0.103) 1.00
Extension staff guide

learning
1.102

(0.130) 0.82 1.420 **
(0.195) 2.55

Learning through traditional
channels

1.190
(0.156) 1.33 1.393 ***

(0.162) 2.85

Digital learning 0.932
(0.141) −0.46 0.380

(0.036) −10.19
Distance from agricultural

materials sale station
0.988

(0.017) −0.69 0.978
(0.014) −1.57

Area 0.942 **
(0.023) −2.46 0.990

(0.041) −0.25
Heavy rainfall and flood

disasters
0.884

(0.083) −1.32 0.917
(0.107) −0.74

Extreme drought disaster 1.476 ***
(0.146) 3.93 0.978

(0.111) −0.20
Long-term dependence (continuous dependence)

D1 (1 ≤ t ≤ 10) 0.179 ***
(0.010) −30.01 0.765 ***

(0.060) −3.44

D2 (11 ≤ t ≤ 20) 0.055 ***
(0.006) −27.92 1.124

(0.117) 1.12

D3 (21 ≤ t ≤ 30) 0.035 ***
(0.010) −11.58 0.739 ***

(0.070) −3.21

D4 (31 ≤ t ≤ 40) 0.025 ***
(0.010) −9.07

Constant 0.286 ***
(0.107) −3.35

LLR −1199 −1727 −771
AIC 2403 3476 1576.
BIC 2414 3515 1668
N 1870 390 1594

Note: Standard deviations in parentheses. * Significant at the 10% level; ** significant at the 5% level; *** significant
at the 1% level.

Table 4. Cox PH model and Clog-log model of straw return to the field technology adoption duration.

Variables

Straw Return to the Field

Baseline PH COX PH Clog-log
HR Z-Score HR Z-Score HR Z-Score

Age 0.995
(0.009) −0.59 1.001

(0.003) 0.34

Gender 2.730
(3.101) 0.88 0.595 ***

(0.065) −4.75

Education 1.038
(0.025) 1.53 1.019 *

(0.010) 1.89

Dependency ratio 0.840
(0.713) −0.21 0.966

(0.131) −0.25
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Table 4. Cont.

Variables

Straw Return to the Field

Baseline PH COX PH Clog-log
HR Z-Score HR Z-Score HR Z-Score

Cultivated area 0.986
(0.023) −0.60 1.030 ***

(0.005) 6.46

Soil fertility 0.968
(0.023) −0.33 1.092 **

(0.039) 2.44

Government incentives 0.790
(0.086) −2.18 1.070 *

(0.040) 1.82

social network 0.819
(0.136) −1.20 0.720

(0.056) −4.22

Learn from peers 1.241
(0.205) 1.31 0.858

(0.063 −2.08
Extension staff guide

learning
0.998

(0.097) −0.02 3.745 **
(2.252) 2.2.

Learning through traditional
channels

0.728
(0.335) −0.69 1.466 ***

(0.141) 3.96

Digital learning 0.581
(0.046) −6.80 3.421 *

(2.476 1.70
Distance from agricultural

materials sale station
1.073

(0.051) 1.47 0.986
(0.011) −1.33

Area 0.907
(0.113) −0.78 0.841 ***

(0.025) −5.72
Heavy rainfall and flood

disasters
0.999

(0.075) −0.01 1.195
(0.321) 0.66

Extreme drought disaster 1.069
(0.082) 0.86 0.508 ***

(0.108) −3.18
Long-term dependence (continuous dependence)

D1 (1 ≤ t ≤ 10) 0.098 ***
(0.010) −27.70 0.972 **

(0.012) −2.26

D2 (11 ≤ t ≤ 20) 0.056 ***
(0.009) −17.99 0.725

(0.193) −1.21

D3 (21 ≤ t ≤ 30) 0.035 ***
(0.016) −7.47

D4 (31 ≤ t ≤ 40)
Constant 1.404

(0.419) 1.14
LLR −1246 −189 −923
AIC 2496 398 1881
BIC 2507 422 1972
N 1870 79 1594

Note: Standard deviations in parentheses. * Significant at the 10% level; ** significant at the 5% level; *** significant
at the 1% level.

4.2.2. Duration Dependence Test

The duration dependence test is a new and effective method used by most scholars
to test the rational bubbles of the stock market in economics [30–33]. Chen Qiang [27] has
proposed that in unemployment duration studies, the longer the duration of unemploy-
ment, the lower the probability of finding a job; that is, the risk rate decreases with time.
If each individual is exactly the same, it means the duration dependence is negative. The
persistence test in the duration analysis can not only improve the accuracy and consistency
of parameter estimation but also deal with the problem of “unobservable heterogeneity” in
the sample, and it is more robust to autoregressive phenomena [25,31].

Drawing on related research, we assumed that the effect of other covariates on the
rate of adoption is zero. We used a baseline PH model for a duration dependence test to
examine the effect of time, then modeled the baseline PH as a step function with some
significant time points and divided it into four time periods (D1: 1≤ t≤ 10, D2: 11 ≤ t ≤ 20,
D3: 21 ≤ t ≤ 30, D4: 31 ≤ t ≤ 40). We then examined whether the conclusions change after
significant and important changes in the technology adoption environment around these
time points. If the effects of other covariates were added, a flexible full-parameter Clog-log
model (columns 6, 12, and 18 of D1-D4 in Table 2) was generated to examine the sensitivity
of the test results to the choice of function. The application of this model can help to reveal
the pattern of duration persistence of conservation tillage technology adoption.
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As shown in the results, the estimated coefficients of the baseline PH model were
gradually decreasing, and the probability of delaying the adoption of minimum tillage
technology, weed and pest control technology, and straw return to the field technology was
the highest in the initial D1 stage (0.092–0.179), with the coefficients gradually becoming
smaller in stage D3 (0.013–0.035). The coefficients of weed and pest control technologies
reached the smallest (0.025) in the D1–D4 stages, and even the coefficients of minimum
tillage and straw return to the field were zero in stage D4. In conclusion, the probability
of delaying the adoption of technologies was the highest at the beginning; i.e., there
was a negative time dependence. As a result, the farmers became more willing to adopt
conservation tillage techniques over time. The surge in adoption in the later years could be
due to various factors, such as increased risk perception, more knowledge, enhanced social
networks, policy incentives, etc.

4.3. Estimation Results and Analysis

To make the comparison of results easier, all coefficients were reported as hazard ratios
(HR). If the value is one, it means the covariate has no effect on the HR, while a value
greater (less) than one indicates a positive (negative) effect on the possibility of adopting
conservation tillage techniques [25].

As shown in Tables 2–4, the coefficient of gender was significantly negative (less than
one), indicating that in order to obtain higher economic income and more opportunities for
development, males tended to join in labor transfer and females became the main decision
makers in family agricultural production [34]. This would affect the process from awareness
to adoption of agricultural technology. Education level had a significant positive impact
on the duration of conservation tillage technology adoption (greater than one), which was
consistent with most research, such as Wollnim et al. (2010) [4] and Li Wei et al. (2017) [6],
who studied the influencing factors of conservation tillage techniques on Honduran hill-
sides and the Chinese Loess Plateau. These findings indicate that the higher the level of
education was, the shorter the duration could be. The area of cultivated land and the de-
gree of soil fertility had a positive effect on the duration of conservation tillage technology
adoption, indicating that the resource endowment of cultivated land determined farmers’
production input preferences in cultivated land conservation behavior, and the larger and
more fertile the cultivated land, the quicker the conservation tillage technology could be
adopted, which is consistent with the results of Xu et al. (2018) [16], who conducted a
study on the impact of land management practices on the adoption of straw mulching as a
conservation tillage measure.

As for the technology of minimum tillage, the younger farmers were more likely to
learn and innovate the technology. The higher dependency ratio would delay farmers’
adoption of minimum tillage technology. It is because a higher dependency ratio implies
a higher proportion of children and elderly in the household, resulting in a lack of labor
for pre-production and post-production crop operations such as local deep pine or rototill,
direct seeding, fertilization, application, mulching, suppression, and harvesting. As for the
technology of straw return to the field, policy incentives have had a positive effect on the
adoption time of the technology. This is because the promulgation of regulations, such as
the straw burning ban and the implementation of the straw return subsidy policy deepened
farmers’ awareness and stimulated motivation for its adoption. When it came to the weed
and pest control technology, farmers participating in cooperatives could broaden their
social network, promote precise connections between technology adopters and the market,
and shorten the time interval from awareness to technology adoption. The findings above
are consistent with the conclusions of Beyene et al. (2015) [29], Zheng et al. (2018) [13], and
Xu et al. (2018) [16], who investigated the importance of different attributes of conservation
tillage techniques in relation to the duration of adoption.

Social learning was also an important factor influencing whether a technology was
adopted and the rate of adoption. The results showed that social learning positively and
significantly influenced the duration of adoption of conservation tillage technologies by
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farmers (greater than one), demonstrating that farmers tended to delay adoption decisions
when they were uncertain or poorly informed about the profitability of a new technology.
The importance of information is that it can dispel possible misconceptions that farmers
may have about the technology and help to build their expertise in the technology. Farmers
may be unfamiliar with technology-related information at the beginning, but as more
information about the attributes of the technology becomes available, farmers are better
able to objectively evaluate the benefits of the technology, so as to accelerate the time
from awareness to adoption. This finding is consistent with the results of Khataza et al.
(2018) [25], who studied the impact of information channels in social learning on the
duration of adoption of conservation agriculture in the Malawi region.

In addition, extreme weather changes such as heavy rainfall, flooding, and extreme
drought disaster negatively affected the adoption of conservation tillage technologies. This
is because it is an adaptive process for farmers from perceiving the extreme weather changes
to the timely adoption of farm management strategies. Compared to normal years, more
tasks and management measures should be implemented to resist the agricultural risks
caused by the disasters. Therefore, the occurrence of extreme weather changes prolongs
the time from awareness to adoption of conservation tillage techniques by farmers. This
finding is consistent with the results of Xiao et al. (2012) [35], who studied the willingness
of farmers to adopt conservation agriculture practices.

5. Discussion

While duration studies are essential for assessing the effectiveness and impact of
conservation tillage technology adoption, they also have certain limitations. Firstly, du-
ration studies require tracking and evaluating conservation tillage practices, which often
necessitate long time spans and significant resource investments, limiting the scale and
feasibility of the research. Secondly, conservation tillage techniques are influenced by
regional factors such as geography, climate, and soil conditions. Duration studies are
typically conducted in specific regions, making it challenging to generalize the conclusions
to other areas and limiting our understanding of the universality of conservation tillage
technology across different geographical environments. Lastly, duration studies often
focus on specific conservation tillage practices over a relatively long period. However,
technological advancements and innovations may occur during the study period, with new
techniques potentially exhibiting improved effectiveness or higher feasibility. Duration
studies may not fully account for these factors of technological progress and innovation.

To gain a more comprehensive understanding and evaluation of conservation tillage
technology, future research should not only involve long-term monitoring and assessment
to acquire data spanning a longer time period and better understand the long-term ef-
fects of the technology but also incorporate additional indicators and research methods to
comprehensively evaluate conservation tillage techniques. This will ultimately provide sci-
entific evidence for sustainable agricultural development and offer technical and economic
references for policymakers.

6. Conclusions and Policy Implications

This study utilizes survey data from 1870 households in the Loess Plateau region
of China to investigate the duration of adoption of conservation tillage techniques. The
results showed that the overall duration from awareness to adoption of conservation
tillage technology was generally short, with an average duration of only 1.192 years, with
the duration from awareness to adoption of low-tillage and no-tillage technology being
2.448 years. The duration from awareness to adoption of straw return to the field and weeds
and pest control were all within 1 year. Our study analyzed the factors affecting the duration
from awareness to adoption of conservation tillage technologies among smallholder farmers
in the Yellow River Basin by using the Clog-log model. The results showed that the key
factors in deciding to adopt conservation tillage technology were farmers’ education level,
social learning to access information, high-quality soil fertility, arable land scale, and policy
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incentives. The reduction in labor involved in agricultural production due to household
labor shifts and the uncertainty of risks and benefits due to extreme weather changes may
delay the adoption of these technologies. The time-dependent test found that the probability
of delaying the decision time to adopt conservation tillage was highest in the initial D1
stage (0.092–0.179), but the coefficient gradually became smaller (0.013–0.035) in the later
D3 stage, and even came to zero in the D4 stage. In other words, there was a negative
time dependence. Through the study of the duration of adoption of conservation tillage
techniques, farmers can gain a better understanding of the improvements in agricultural
productivity and ecological conservation benefits associated with this technology. Based
on this understanding, farmers can evaluate and select different technological attributes
and stages over time, adjust their agricultural management strategies, enhance agricultural
production capacity, improve farmers’ income levels, enhance the health of the ecosystem,
and ultimately promote sustainable development in rural areas.

This study has practical guiding significance for farmers as well as government de-
partments. On the one hand, the article examined the factors that affect the duration of
technology adoption in detail, so that the farmers can take the conclusion as a reference
before choosing an advanced agricultural technology. In this way, they can weigh and
select the costs and benefits of technology adoption at different times, and then make timely
adoption decisions to minimize the cost of technology adoption. On the other hand, this
study pointed out the impact of social learning and policy incentives on the duration of
technology adoption. It was suggested that the government should consider broaden-
ing different social learning channels while promoting conservation tillage technologies.
Specifically, more offline guidance and training by experts can be conducted, in addition to
combining online platforms such as WeChat and Tencent meetings for learning to enhance
the social learning atmosphere and promote the broad participation of potential farmers. It
is also suggested that the government should provide a certain amount of ecological com-
pensation in terms of agricultural subsidies, so that technology adoption can improve the
externalities of the ecological environment. This would also stimulate farmers’ enthusiasm
for technology adoption, so as to shorten the time interval from awareness to adoption,
and accelerate the transformation and increase the technology adoption rate.
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Abstract: Compared with the movement of corn seeds in the sowing machine, the movement in
the threshing machine is more intense. The collision between corn seeds and threshing parts and
other corn seeds will not only change the movement path of corn seeds in the threshing clearance
but also cause damage to corn seeds. Therefore, when using discrete element simulation technology
to optimize the critical components of corn threshing machinery, it is necessary to measure corn
seeds’ accurate collision recovery coefficient. However, when measuring the collision recovery
coefficient between corn seeds, there will be multi-point collisions between corn seeds, affecting
the measurement results’ accuracy. In order to solve this problem, this study combined high-speed
photography and the sound waveform of corn seed collision to eliminate the interference of the multi-
point collision phenomenon and improve the accuracy of measurement results. According to the
above test method, the contact parameters of corn seeds were measured. Finally, the corn–corn rolling
friction coefficient and corn–PMMA rolling friction coefficient were 0.0784 and 0.0934, respectively.
The corn–corn static friction coefficient was 0.32, and the corn–PMMA static friction coefficient was
0.445. The corn–corn collision recovery and corn–PMMA collision recovery coefficients were 0.28 and
0.62, respectively. After that, the method’s reliability and the measurement results’ accuracy were
verified by the plane collision test and repose angle test.

Keywords: corn seeds; collision recovery coefficient; static friction coefficient; mult-point collision;
sound waveform; characteristic dimensions

1. Introduction

Corn is grown in many parts of the world and has the highest planting area and
yield in China. According to China’s National Bureau of Statistics, the country’s corn
output in 2021 was 272.55 million tons, and the sown area was 433.24 million hectares. The
sowing and harvesting of corn are the two most critical links in the mechanization of corn
production [1–4]. However, due to the complex external environment, it is impossible to
clearly observe the movement and stress of corn in the above machinery, which can not
provide favorable information for the optimization of sowing or harvesting machinery.
Discrete element simulation technology can simulate the stress and movement of corn
in the above machinery and provide a theoretical reference for the structural design and
optimization of critical components [5–9].

The most commonly used software is EDEM when using discrete element technology
to optimize corn sowing and harvesting machinery. When using EDEM for simulation,
it is necessary to set corn seeds’ intrinsic and contact parameters [10–13]. The intrinsic
parameters of corn are consistent with those obtained by physical experiments. How-
ever, due to the difference between the shape of the generated corn seed model and the
actual corn seed, there are errors between the contact parameters of corn seeds and the
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actual measured values, so it is necessary to calibrate the contact parameters of corn seeds.
According to the energy conservation theory and high-speed photography technology,
Cui et al. [14] calculated the rolling friction coefficient between corn seeds and polymethyl
methacrylate, steel, and corn seeds. Han et al. [15] glued rice onto a plate that could adjust
the angle and made a particle plate. Then, the coefficient of static friction between rice
was measured using the inclined plane method. Wang et al. [16] calibrated the rolling and
static friction coefficients between corn seeds by combining physical and simulation tests.
Based on the repose angle test data, a mathematical regression model obtained the rolling
and static friction coefficients between corn seeds. Li et al. [17] used the Hertz–Mindlin
with JKR Cohesion contact model to calibrate the relevant parameters of the clayey black
soil with two moisture contents through the repose angle simulation test. By combining
physical tests and simulation tests, Yu et al. [18] obtained the collision recovery, static,
and rolling friction coefficients between panax notoginseng seeds. Through physical tests,
Xing et al. [19] obtained several contact parameters of latosol particles in Hainan hot ar-
eas. Then, they applied the Plackett–Burman and Box–Behnken tests to obtain the best
combination of parameters. When the response surface optimization method is used to
calibrate the particle contact parameters, there is a problem in that the calibration param-
eters are distorted due to improper selection of factor zero level. To solve this problem,
Zhang et al. [20] established a linear function of the zero level of variable range and
the measured value during factor calibration. They obtained the best combination of
static and rolling friction coefficients between corn seeds through the repose angle simu-
lation test. When calibrating the contact parameters of camellia seeds, Ding et al. [21]
adopted a BP artificial neural network based on a genetic algorithm to optimize the
contact parameters.

Currently, most research on the discrete element parameter calibration of corn seeds is
to optimize the critical components of corn sowing machinery through discrete element
simulation technology. In sowing machinery, the movement of corn seeds is mainly rolling
and sliding. The lifting method is the most commonly used in measuring the repose
angle of corn seeds. In the process of using the lifting method, the motion of corn seeds
is also mainly rolling and sliding, and the collision between corn seeds is relatively rare.
Therefore, the rolling and static friction coefficients of corn seeds significantly influence
the repose angle. When the optimum contact parameters of corn seeds obtained using the
above method are applied to the discrete element simulation of the sowing machinery, the
simulation results can maintain a high consistency with the physical tests. However, in the
working process of the threshing machine, the movement of corn seeds is more intense,
and the corn seeds will collide with the threshing parts and other corn seeds when it falls
off the corn cob. These collisions will not only affect the movement of corn seeds in the
threshing clearance but also cause damage to corn seeds. Therefore, in the study of low-
damage threshing machinery, it is a very effective means to use discrete element simulation
technology to analyze the stress and movement of corn seeds in threshing machinery to
optimize its critical components. So, due to the above phenomena, the collision recovery
coefficient of corn seeds will significantly impact the simulation results in the simulation
process. Therefore, we need to measure corn seeds’ exact collision recovery coefficient to
improve the simulation results’ accuracy.

The methods to measure the collision recovery coefficient of corn seeds include the
inclined plane (plane) impact method and the single pendulum impact method. When
the collision recovery coefficient between corn seeds is measured using the inclined plane
(plane) collision method, the multi-point collision occurs due to the irregular surfaces
of corn seeds, which reduces the accuracy of the measurement results. When the single
pendulum collision method is used to measure the collision recovery coefficient between
corn seeds, it is necessary to fix two corn seeds on the rope, then release one corn seed from
a certain height to make it collide with another corn seed, and finally calculate the collision
recovery coefficient between corn seeds according to the position changes of the two corn
seeds. However, during the experiment, the tension of the rope on the corn seed will affect
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the measurement results, and the collision point of the two corn seeds will be artificially
interfered with, which reduces the randomness of the experiment to a certain extent.

In order to solve the above problems, this study randomly selected a certain number
of corn seeds. Then, these corn seeds were divided into three categories according to their
surfaces and defined and measured the characteristic dimensions of these three categories
of corn seeds. After measuring the characteristic dimensions of these three categories of
corn seeds, the classification and statistical results of corn seeds are modified according to
the relationship between the characteristic dimensions of corn seeds in order to establish
an accurate discrete element simulation model. Then, the inclined plane method measured
corn seeds’ static friction coefficient. The energy conservation method based on high-
speed photography measured corn seeds’ rolling friction coefficient. The inclined plane
collision method measured corn seeds’ collision recovery coefficient. When measuring
the collision recovery coefficient of corn seeds, the multi-point collision of corn seeds is
removed by combining the high-speed photography technology and the sound waveform
of the collision to improve the accuracy of the measurement results. Finally, the reliability
of the measurement method and the accuracy of the measurement results are verified by
the simulation and physical test of the plane collision test and repose angle test of corn
seeds.

2. Materials and Methods
2.1. Materials

This study used the corn variety Zhengdan 958 to measure the contact parameters.
The measurement of corn seed contact parameters includes the contact parameters between
corn seeds and the contact parameters between the corn seeds and working parts. The
material of the working part is polymethyl methacrylate (PMMA), so the contact parameters
to be measured are the corn–corn static friction coefficient, the corn–corn rolling friction
coefficient, the corn–corn collision recovery coefficient, the corn–PMMA static friction
coefficient, the corn–PMMA rolling friction coefficient, and the corn–PMMA collision
recovery coefficient. When measuring the contact parameters between corn seeds, it is
necessary to use a particle plate made of corn seeds (as shown in Figure 1). When testing
the contact parameters between corn seeds, the particle plate is installed on the test device
to determine the contact parameters.
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2.2. Methods

In this study, the proposed measurement method’s reliability and the measurement
results’ accuracy were verified by the plane collision test and repose angle test.

In the plane collision test, the particle plate made in advance was placed on the table,
and a corn seed was selected to fall freely from a certain height. The high-speed camera was
used to shoot the falling process of the corn seed and record the maximum height of the
corn seed after the first collision (Figure 2a). The lifting method was used to measure the
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repose angle of corn seeds, and the test device is shown in Figure 2b. Place the bottomless
PMMA cylinder on the horizontally fixed PMMA bottom plate, select six hundred corn
seeds into the cylinder, and lift the PMMA cylinder at a speed of 0.04 m·s−1.
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3. Results and Discussion
3.1. Determination of Intrinsic Parameters of Corn Seeds
3.1.1. Density and Moisture Content of Corn Seeds

The corn seed variety was Zhengdan 958, which was selected for the experiment, and
the density of the corn seeds was 1197 kg·m−3, measured via the drainage method. The
moisture content is measured according to the material moisture measurement method
specified in the national standard GB/T3543.6. One hundred grams of corn seeds are
randomly selected and dried in a constant temperature drying oven. The weight of the corn
seeds after drying is measured, and the moisture content of the corn seeds is calculated by
formula (1):

ω =
m1 −m2

m1
× 100% (1)

where ω is the moisture content; m1 is the mass of the corn seeds before drying and m2 is
the mass of the corn seeds after drying.

The above process was repeated five times, and the average moisture content of the
three groups of corn seeds was 11.7%.

3.1.2. Determination of Poisson’s Ratio and Shear Modulus

Poisson’s ratio of corn seed was 0.4, referring to the literature [22]. The shear modulus
of corn seeds is measured using a universal testing machine and calculated according to
the following formula: 




E = FL1
S(L2 − L1)

K = E
2(1 + µ)

(2)

where E, K, and µ are the elastic modulus of corn seed, shear modulus of corn seed, and
Poisson’s ratio of corn seed; F and S are the maximum bearing capacity of corn seed at
elastic deformation stage and the cross-sectional area at the center of the corn seed; L1 and
L2 are the lengths of the corn seeds before and after compression.

A uniaxial compression test was carried out on corn seeds using a universal testing
machine, and the impact location of corn seeds is shown in Figure 3. Repeat the experiment
three times and calculate the average. The shear modulus of corn seed is 1.36 × 108 Pa.
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3.1.3. Determination of Characteristic Dimensions of Corn Seeds

Because the surfaces of corn seeds significantly influence the contact parameters of
corn seeds [23], the selected corn seeds are divided into flat, quasi-conical, and quasi-
cylindrical shapes according to their surfaces, and the characteristic dimensions of these
three types of corn seeds are measured. The definition method of corn seed characteristic
dimensions is shown in Figure 4.
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Figure 4. Characteristic dimensions definition diagram of corn seed: (a) flat; (b) quasi-conical;
(c) quasi-cylindrical.

Three thousand corn seeds were randomly selected and classified according to the
above shapes. The proportion of flat, quasi-conical, and quasi-cylindrical corn seeds was
75.7%, 17.6%, and 6.7%, respectively. The corn seeds were measured according to the outline
dimensions of the corn seeds defined in Figure 4. Two hundred flat and two hundred
quasi-conical corn seeds were randomly selected for measurement. All quasi-cylindrical
corn seeds were measured, and the measurement results are shown in Table 1.

As can be seen from the measurement results in Table 1, the ratio between Wb3 and
Wb2 of flat corn seeds is 0.553, and the ratio between WZ3 and WZ2 of quasi-conical corn
seeds is 0.485. This study takes 0.5 as the standard value. The corn seed is flat when the
ratio between the width of the bottom end of the corn seed and the width of the middle
position is greater than or equal to 0.5. Otherwise, it is quasi-conical. According to the
above conclusions, the corn seeds were classified again, and the proportion of each type of
corn seed was counted. The proportion of flat, quasi-conical, and quasi-cylindrical corn
seeds was 77.9%, 15.4%, and 6.7%, respectively. The modification results of characteristic
dimensions of corn seeds are shown in Table 2.
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Table 1. Summary of corn seed characteristic dimensions measurement results.

Shape Characteristic Dimensions Mean Value (mm)

Flat

Wb1 8.21
Wb2 7.77
Wb3 4.30
Hb0 12.77
Hb1 11.56
Hb2 11.50
Tb1 4.17
Tb2 4.29
Tb3 3.76

Quasi-conical

WZ1 7.80
WZ2 7.21
WZ3 3.50
HZ 5.07
TZ1 4.83
TZ2 3.10
TZ3 12.23

Quasi-cylindrical

WY1 7.05
WY2 6.54
HY 4.08
TY1 3.62
TY2 10.28

Table 2. Modification results of characteristic dimensions of corn seeds.

Shape Characteristic Dimensions Mean Value (mm)

Flat

Wb1 8.14
Wb2 7.83
Wb3 4.37
Hb0 12.71
Hb1 11.57
Hb2 11.45
Tb1 4.14
Tb2 4.29
Tb3 3.78

Quasi-conical

WZ1 7.76
WZ2 7.20
WZ3 3.32
HZ 5.02
TZ1 4.80
TZ2 3.04
TZ3 12.18

Quasi-cylindrical

WY1 7.05
WY2 6.54
HY 4.08
TY1 3.62
TY2 10.28

3.2. Determination of Static and Rolling Friction Coefficient of Corn Seeds
3.2.1. Static Friction Coefficient

The static friction coefficient is measured using the inclined plane sliding method [24,25],
and the measurement principle is shown in Figure 5. Place the corn seed on a test plate in
a horizontal position, slowly increase the angle between the test plate and the horizontal
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plane and record the angle when the corn seed appears to slide. When the corn seed first
appears to slide, the force balance equation on the test plate is as follows:





F1 = Gsinα = f
F2 = Gcosα = N

f = µF2

(3)
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The formula for calculating the static friction coefficient of corn seeds on the test
plate is

µ1 =
f

F2
=

F1

F2
=

mgsinα

mgcosα
= tanα (4)

where F1, F2, f , and N are tensile force, the pressure of the corn seed on the test plate, static
friction force between the corn seed and the test plate and support force of test plate on
corn seed; µ1 is coefficient of static friction between corn seed and test plate; α is angle
between test plate and horizontal plane.

Figure 6 shows the contact parameter measuring device, which can be installed with
different sizes and materials of the test plate. In this study, the test plate is a PMMA plate
with a side length of 200 mm and a thickness of 3 mm. Place the corn seed in the center of
the test plate and place the angle meter on the right side of the test plate. Slowly turn the
test plate, use a high-speed camera to record the image of the moment when the corn seed
appears to slide, and record the angle shown by the angle meter.
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The static friction coefficient of corn–PMMA was calculated according to formula (4).
When the coefficient of static friction between corn seeds is measured, the test plate is
replaced with a prepared particle plate, and the test process is repeated. The two tests were
repeated fifteen times, respectively, and the average value was obtained: the corn–PMMA
static friction coefficient was 0.445, and the corn–corn static friction coefficient was 0.32.

3.2.2. Rolling Friction Coefficient

According to the energy conservation method, the rolling friction coefficient was
measured using the contact parameter measuring device in Figure 6, and the measurement
principle was shown in Figure 7.
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Figure 7. Rolling friction coefficient measurement method: (a) Principle diagram of rolling friction
coefficient test; (b) The motion tracking of quasi-cylindrical corn seeds: Under the influence of
the outer surface, flat and quasi-conical corn seeds display infrequent rolling. In contrast, quasi-
cylindrical corn seeds are more prone to rolling. Therefore, experiments were conducted using
quasi-cylindrical corn seeds. The X coordinate and Y coordinate of the corn seed are the cosine value
and the sine value of the scale value of the position of the corn seed.

Fix the ruler on the test plate, and then turn the test plate to a certain angle to fix it.
After that, the corn seed was placed on the test plate to make them naturally fall, and the
rolling process of the corn seed was recorded with a high-speed camera (The shooting
frame rate of the high-speed camera was set to 1000). The speed of the corn seed at the end
of rolling is calculated according to the rolling image of the corn seed captured. Assuming
that the rolling of corn seed ends at “n” frames, the time interval between “n” frames and
the previous frame is 0.001 s, and the movement of corn seeds during this time interval is
regarded as uniform rolling. The following formula can calculate the corn seed’s speed at
the rolling end:

Vn =
k(
√
(xn − xn−1)

2 + (yn − yn−1)
2 +

√
(xn+1 − xn)

2 + (yn+1 − yn)
2
)

2∆t
(5)

where Vn, k, and ∆t are the speed at which the corn seed rolls at the end, the ratio factor of
the actual size to the image size, and the time interval between two frames of the images.
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According to the law of conservation of energy, the formula for calculating the propor-
tion of energy lost by corn seed in the rolling process is as follows:

C f 1 =
U − Ek

U
= k1cot θ1 (6)

where C f 1, U, and Ek are the proportion of energy loss caused by rolling friction to total
energy, gravitational potential energy at the initial position of corn seed, and kinetic energy
at the end of the rolling process of corn seed. It can be seen from Formula (6) that C f 1 and
cot θ1 have a linear relationship.

The values of C f 1 and cot θ1 are calculated by selecting ten angles from 20◦~42◦

according to Formulas (5) and (6). Each angle is repeated fifteen times, and the average
value is taken. The calculated values of C f 1 and cot θ1 are shown in Table 3.

Table 3. The proportion of the energy loss caused by rolling corn seeds on the PMMA plate.

Angle (◦) cotθ1 Cf1

20 2.747 0.273
22 2.475 0.251
25 2.145 0.257
27 1.963 0.181
30 1.732 0.241
32 1.600 0.165
35 1.428 0.151
37 1.327 0.131
40 1.192 0.135
42 1.111 0.137

According to the data in Table 3, the scatter plot of the proportion of energy loss during
the rolling of corn seeds was drawn (Figure 8).
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Figure 8. Corn–PMMA rolling friction coefficient.

The energy loss ratio C f 1 of corn seeds rolling on the PMMA plate is fitted with the
cotangent value of the angle between the test plate and the horizontal plane, and the
equation is obtained as follows:

y = 0.0934x + 0.0268
(

R2 = 0.8185
)

(7)
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The rolling friction coefficient between corn seeds was measured by replacing the test
plate with a prepared particle plate. The same procedure was followed to obtain the energy
loss ratio table (Table 4) and the energy loss scatter diagram (Figure 9) for rolling corn seeds
on the particle plate.

Table 4. The proportion of the energy loss caused by rolling corn seeds on the particle plate.

Angle (◦) cotθ2 Cf2

20 2.747 0.681
22 2.475 0.647
25 2.145 0.622
27 1.963 0.645
30 1.732 0.633
32 1.600 0.629
35 1.428 0.612
37 1.327 0.593
40 1.192 0.553
42 1.111 0.5
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After fitting the data, the equation is obtained as follows:

y = 0.0784x + 0.4726
(

R2 = 0.6933
)

(8)

3.3. Determination of Collision Recovery Coefficient of Corn Seeds
3.3.1. Multi-Point Collision of Corn Seeds

When measuring the corn–corn collision recovery coefficient, multi-point collision
will occur between corn seeds due to the influence of the irregular surface of corn seeds
and the angle of the collision of corn seeds. Figure 10 shows the process of single-point
collision of corn seeds. Corn seeds bounce immediately after the collision (Figure 10a).

Figure 11 shows the process of the multi-point collision of corn seeds. Affected by the
collision angle, the corn seed will swing or rotate after the first collision (Figure 11a), and
the second collision will occur (Figure 11b). By comparing Figures 10e and 11e, it can be
seen that multi-point collision between corn seeds will consume part of the kinetic energy
of corn seed, thus reducing the height of corn seed’s rebound and changing the motion
trajectory of corn seed, reducing the accuracy of measurement results.
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(e) 1.432 s.

In most cases, the multi-point collision can be identified in the pictures of collisions
between corn seeds captured by high-speed cameras. However, due to the limitations of the
structure of the test device, shooting angle, light, and the intensity of multi-point collision,
some multi-point collision situations cannot be identified via high-speed photography.
In order to solve this problem, this study combined high-speed photography and sound
waveform to eliminate multi-point collision tests and improve the accuracy of measurement
results. In the experiment, high-speed cameras were used to capture the images of corn
seeds when they collided, and the sound of the collision of corn seeds was recorded. The
recorded sound was then imported into Audacity, the sampling rate was selected according
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to the sampling device, and the waveform was enlarged. Then, the time node of the multi-
point collision was found by the recorded sound waveform, and the multi-point collision
was identified according to the change of sound waveform and the captured corn seed
collision pictures. Figure 12 shows the high-speed photographic images of the single-point
collision of corn seeds and the waveform of the collision sound. Figure 12a is the collision
between corn seeds, corresponding to the sound waveform (The collision sound of corn
seeds was processed using Audacity) in the time interval of ∆t1 in Figure 12c; Figure 12b
shows the rebound of corn seeds after the collision, corresponding to the sound waveform
in the time interval of ∆t2 in Figure 12c.
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Figure 12. The sound waveform of the single-point collision: (a) Single-point collision; (b) the
rebound of corn seeds after the collision; (c) sound waveforms generated by the collision between
corn seeds.

Figure 13 shows the high-speed photographic images of the multi-point collision of
corn seeds and the waveform of the collision sound. Figure 13a,b are two collisions of corn
seeds, corresponding to the sound waveforms in Figure 13d’s two-time intervals of ∆t1
and ∆t2 respectively. Figure 13c shows the rebound of corn seed after the second collision,
corresponding to the sound waveform in the ∆t3 in Figure 13d.

In combination with Figures 12c and 13d, it can be seen that no matter the single-point
or multi-point collision of corn seeds, each collision will cause changes in sound waveform.
In the case of multi-point collision, the peak values of sound waveforms generated by
different collisions were less different. After the single-point collision of corn seeds, the
peak value of the sound waveform was positive and maintained the same value for a
specific time interval. After the multi-point collision of corn seeds, the peak value of the
sound waveform was zero and maintained the same value for a specific time interval.

The combination of high-speed photography and sound waveforms can not only
identify multi-point collisions that are difficult to observe. Moreover, the time node of the
first collision of corn seeds can be found faster through the sound waveform, thus reducing
the time cost and improving the test efficiency.
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Figure 13. The sound waveform of the multi-point collision: (a) First collision; (b) Second collision;
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3.3.2. Test Principle of Collision Recovery Coefficient

The collision recovery coefficient is measured using the inclined plane collision
method [26], and the measurement principle is shown in Figure 14.
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The test plate is placed at an angle, and the corn seed falls from a certain height,
collides with the test plate, and finally falls to the backing plate. The oblique motion of corn
seed can be decomposed into uniform motion along the X direction and uniform motion
with acceleration g along the Y direction. The motion equation is as follows:

{
Si = Vxt

Hi = Vyt + 1
2 gt2 (9)

where Si, Hi (i= 1, 2) are the displacement in the X direction and Y direction after the colli-
sion between the corn seed and the test plate; Vx, Vy are the velocities in the X direction and
Y direction after the collision between the corn seed and the test plate; g is the acceleration
of gravity; t is the time of the corn seed’s oblique throwing motion.

During the test, the height of the backing plate H1 and H2 were changed, and the
displacement S1 and S2 of the corn seeds corresponding to the two heights were measured,
respectively, in the X direction, and the following formula could be obtained:





Vx =

√
gS1S2(S1 − S2)

2(H1S2 − H2S1)

Vy = H1Vx
S1
− gS1

2Vx

(10)

where S1, S2, H1, and H2 are the X and Y displacements corresponding to the two tests
after a collision between corn seed and test plate, respectively.

According to Formulas (9) and (10), the calculation formula of the collision recovery
coefficient of corn seed can be obtained as follows:





Cr =
Vn
′

Vn
=

√
(Vx

2 + Vy
2)cos

[
45◦ + tan−1

( Vy
Vx

)]

V0sin 45◦

V0 =
√

2gh
(11)

where Cr is collision recovery coefficient; Vn
′ and Vn are the normal rebound velocity after

collision and the normal approach velocity before collision.
According to the above principle, corn seeds’ collision recovery coefficient was deter-

mined using a contact parameter measuring device (The test device is shown in Figure 15).
The material of the test plate and the backing plate was PMMA. The angle between the
PMMA plate and the horizontal plane is fixed at 45◦, the backing plate is fixed at the
lower part of the frame, and the corn seed falling point height is 5 cm from the test plate.
Replace the test plate with a prepared particle plate when measuring the corn–corn collision
recovery coefficient.
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According to the above process, the two tests were repeated fifteen times, respectively,
and the average value was obtained: the corn–PMMA collision recovery coefficient was
0.62, and the corn–corn collision recovery coefficient was 0.28.

3.4. Validation Test
3.4.1. Parameter Selection of Simulation Test

According to the classification of corn seeds in Section 3.1.3 and the measurement
results of characteristic dimensions of these three types of corn seeds, the 3D model
was established. The method of particle aggregate was used for modeling in EDEM2018
(Figure 16), and the Hertz–Mindlin with Bonding model was used for the contact
model [27–29].
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Figure 16. Simulation model of corn seeds: (a) flat corn seeds; (b) quasi-conical corn seeds;
(c) quasi-cylindrical corn seeds.

Based on the above test results, the parameters required by the simulation test are
shown in Table 5. All parameters in the table, except those obtained through experimental
investigation in this study, were sourced from literature references [22].

Table 5. Parameters in DEM simulation.

Parameters Value

Density of corn seed/(kg·m−3) 1197
Poisson’s ratio of corn seed 0.4

Shear modulus of corn seed/Pa 1.36 × 108

Normal Stiffness of corn seed/(N·m−3) 3.54 × 109

Shear stiffness of corn seed/(N·m−3) 2.53 × 109

Critical normal stress of corn seed/Pa 1.1 × 107

Critical shear stress of corn seed/Pa 4.1 × 106

Bonded disk radius/mm 1
Density of PMMA/(kg·m−3) 1200

Poisson’s ratio of PMMA 0.35
Shear modulus of PMMA/Pa 1.30 × 109

Corn–corn rolling friction coefficient 0.0784
Corn–PMMA rolling friction coefficient 0.0934
Corn–corn collision recovery coefficient 0.28

Corn–PMMA collision recovery coefficient 0.62
Corn–corn static friction coefficient 0.32

Corn–PMMA static friction coefficient 0.445

3.4.2. Plane Collision Test

In order to reduce the simulation test time, the plane collision method was used to
carry out the verification test. In the simulation test, the contact parameters between the
corn seed and the boundary are set to the above-measured contact parameters between
the corn seeds. The results of the physical and simulation tests are shown in Figure 17.
The experiment was divided into three groups, and each selected a corn seed type for
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the plane impact test. Release the corn seed 15 cm from the particle plate and record
the maximum height at which the corn seed bounces back after the first collision (Using
the method in Section 3.3.1 to eliminate the effect of multiple impacts on the test results).
The results of the three groups of experiments were averaged, and the maximum height
of the three types of corn seeds rebound was 5.95 cm (flat), 7.68 cm (quasi-conical), and
7.79 cm (quasi-cylindrical), respectively. The above process was repeated in EDEM2018,
and the maximum rebound heights of three types of corn seeds were 6.17 cm (flat),
7.41 cm (quasi-conical), and 7.53 cm (quasi-cylindrical), respectively. The relative errors of
the simulation and physical tests are 3.70%, 3.52%, and 3.34%, respectively. The relative
errors of the three groups of tests are less than 5%, which proves that the simulation test
is reliable.

Agriculture 2023, 13, x FOR PEER REVIEW 16 of 20 
 

 

Critical normal stress of corn seed/Pa 1.1 × 107 
Critical shear stress of corn seed/Pa 4.1 × 106 

Bonded disk radius/mm 1 
Density of PMMA/(kg·m−3) 1200 
Poisson’s ratio of PMMA 0.35 

Shear modulus of PMMA/Pa 1.30 × 109 
Corn–corn rolling friction coefficient 0.0784 

Corn–PMMA rolling friction coefficient 0.0934  
Corn–corn collision recovery coefficient 0.28 

Corn–PMMA collision recovery coefficient 0.62 
Corn–corn static friction coefficient 0.32 

Corn–PMMA static friction coefficient 0.445 

3.4.2. Plane Collision Test 
In order to reduce the simulation test time, the plane collision method was used to 

carry out the verification test. In the simulation test, the contact parameters between the 
corn seed and the boundary are set to the above−measured contact parameters between 
the corn seeds. The results of the physical and simulation tests are shown in Figure 17. 
The experiment was divided into three groups, and each selected a corn seed type for the 
plane impact test. Release the corn seed 15 cm from the particle plate and record the max-
imum height at which the corn seed bounces back after the first collision (Using the 
method in Section 3.2.2 to eliminate the effect of multiple impacts on the test results). The 
results of the three groups of experiments were averaged, and the maximum height of the 
three types of corn seeds rebound was 5.95 cm (flat), 7.68 cm (quasi−conical), and 7.79 cm 
(quasi−cylindrical), respectively. The above process was repeated in EDEM, and the max-
imum rebound heights of three types of corn seeds were 6.17 cm (flat), 7.41 cm (quasi−con-
ical), and 7.53 cm (quasi−cylindrical), respectively. The relative errors of the simulation 
and physical tests are 3.70%, 3.52%, and 3.34%, respectively. The relative errors of the three 
groups of tests are less than 5%, which proves that the simulation test is reliable. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 17. Plane collision test: (a) physical test of flat corn seed; (b) physical test of quasi-conical
corn seed; (c) physical test of quasi-cylindrical corn seed; (d) simulation test of flat corn seed;
(e) simulation test of quasi-conical corn seed; (f) simulation test of quasi-cylindrical corn seed.

3.4.3. Repose Angle Test

The repose angle test was carried out according to the method in Section 2.2. The
particle pile formed by corn seeds was photographed (Figure 18a), then the photos were
processed using Matlab, and the angle of the particle pile was obtained by linear
fitting [30,31]. The above process was repeated fifteen times and obtained the average
value. The repose angle of corn seeds was 31.38◦.
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After that, the three-dimensional model of the test device was imported into EDEM2018
software, and the parameters in Table 5 were substituted into EDEM for the simulation test.
During the test, the number of corn seeds generated for each type was generated according
to the final ratio in Section 3.1.3, and a total of six hundred corn seeds were generated.
The simulation test was repeated fifteen times, and the average value was taken to obtain
that the repose angle of corn seeds was 30.67◦, the relative error between the simulated
repose angle and the actual repose angle was 2.26%, and the relative error was less than
5%, indicating that the simulation test was reliable.

3.5. Discussion

(1) The multi-point collision of corn seeds will reduce the rebound height of corn seeds,
but the rebound height of corn seeds is affected by various factors, such as the collision
angle between corn seeds and the falling posture of corn seeds. Therefore, the rebound
height of corn seeds cannot be used as the basis for judging the multi-point collision
between corn seeds.

(2) After the collision between corn seeds, the more turns the corn seeds spin in the air,
the lower the height of the corn seeds rebound.

(3) When using the lifting method to conduct the repose angle test of corn seeds, the high-
speed camera is used to shoot the test process. At the beginning of the experiment,
when the cylinder was lifted, the corn seeds were dispersed in all directions after
losing the barrier of the cylinder. Because no other object was around to block the corn
seeds, they directly collided with the bottom surface to a small degree (Figure 19a).
As the experiment continued, the corn seeds piled up on the bottom surface, and the
seeds inside the cylinder came into contact with the fallen seeds. When the cylinder
is lifted, the corn seeds in the original cylinder will mainly slide and roll due to the
obstruction of the seeds below (Figure 19b).
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circle is shown on the left side of the picture.

35



Agriculture 2023, 13, 1677

4. Conclusions

In this study, corn seeds were first divided into three categories according to their
surfaces, and the proportion of each type of corn seed was counted. Then, these three
types of seeds were measured according to the defined characteristic dimensions. The
relationship between the characteristic dimensions of corn seeds modified the statistical
and measurement results. Then, corn seeds’ static and rolling friction coefficients were
measured using the inclined plane and energy conservation methods, respectively. When
measuring the collision recovery coefficient of corn seeds, the multi-point collision of corn
seeds is identified by combining high-speed photography and sound waveform to improve
the accuracy of measurement results. The results are as follows:

(1) According to the shape of the surfaces of corn seeds, they can be divided into three
categories: flat, quasi-conical, and quasi-cylindrical. The number of flat, quasi-conical,
and quasi-cylindrical corn seeds accounted for 77.9%, 15.4%, and 6.7%, respectively.

(2) The sound waveform’s peak value after the corn seeds’ single-point collision is pos-
itive and remains stable in a specific time interval. The peak value of the sound
waveform after the multi-point collision of corn seeds is zero and maintains a stable
value within a specific time interval.

(3) Through physical tests, the corn–corn rolling friction coefficient and corn–PMMA
rolling friction coefficient were 0.0784 and 0.0934, respectively. The corn–corn static
friction coefficient and corn–PMMA static friction coefficient were 0.32 and 0.445,
respectively. The corn–corn collision recovery and corn–PMMA collision recovery
coefficients were 0.28 and 0.62, respectively.

(4) The measurements are verified by plane collision and repose angle tests. The relative
errors between the simulation test and physical test of the two verification methods
are less than 5%, which proves that the technique combining high-speed photography
and sound waveform is reliable.
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Abstract: The internal rearing environment of livestock houses has become an important issue in
the last few years due to the rapid increase in meat consumption. As the number of days of heat
waves increase continuously, problems caused by abnormal weather changes steadily occurred. Thus,
the main goal of this study is to develop a technology that can automatically calculate heat stress
for livestock by considering weather forecast data. Specifically, a web-based heat stress forecasting
system for the evaluation of heat stress in broilers was developed. The field experiments were
carried out at the selected broiler house to measure and analyze the external weather, the internal
environment, and the ventilation flow rate of fans used in tunnel ventilation. The developed model
was validated by comparing the field and simulated thermal environment values. Based on a reliable
model, Land-Atmosphere Modeling Package (LAMP) weather forecast data was used to show the
stress index on the internal rearing environment with a heat stress index suitable for South Korea.
When the users input the farm location, structure and equipment, and rearing information, users
responded after receiving heat stress from the broiler raised in a mechanically ventilated broiler house.

Keywords: broiler house; building energy simulation; forecasting system; heat stress index;
temperature humidity index (THI)

1. Introduction

Due to the increase in meat consumption, domestic livestock production continues
to increase from KRW 19.1 trillion (USD 13.2 billion) in 2015 to KRW 20.3 trillion (USD
14.0 billion) in 2020, and the proportion of livestock production in agriculture and forestry
also increased from 37.6% to 39.0% [1]. The poultry industry is divided into the broiler,
a chicken raised for meat, and the laying hens, a chicken raised to produce edible eggs.
The recent record showed that in Korea, the broiler industry accounts for 10.0% of the
total livestock production in 2020. Moreover, in the same year, the per capita chicken
consumption in Korea continuously increased from 13.4 kg in 2015 to 14.7 kg [2]. As the
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consumption of poultry products has steadily increased, the number of rearing birds per
unit area has increased compared to the number of farm households. However, the current
broiler houses lacked the production application of cutting-edge technologies such as ICT
and lack of production. In these situations, the birds tend to have a higher mortality rate
due to infections such as Avian Influenza (AI) during the cold season, and heat waves
during the hot season.

The climate change scenario RCP (Representative Concentration Pathways) 8.5, which
was a case where carbon emission reduction was not implemented as in the current trend,
predicted that the heat wave in South Korea will increase by about three times in 2050. In
fact, the temperature analysis reported Korea Meteorological Administration (KMA) in
2020 showed that the average annual temperature in the 2010s continuously increased to
13 ◦C compared to the 1980s (12.2 ◦C), the 1990s (12.6 ◦C) and the 2000s (12.8 ◦C) [3]. This
trend reduces immunity to livestock and increases the incidence of diseases, increasing
mortality rate and a decrease in productivity. A heat wave, by definition, refers to abnormal
climates causing very hot weather. In South Korea, the KMA issued a ‘heat wave warning’
if the daily maximum temperature is predicted to last more than 33 ◦C for two days or
more, and a ‘heat wave alert’ if it is predicted to last more than 35 ◦C. The number of days
where heatwaves occurred also tends to increase along with the rise in average temperature
in South Korea, and in particular, the average number of heatwave days has changed from
10 to 15.5 as of 2010. The highest temperature in 2018 in South Korea was 41 ◦C, and the
average number of days of heatwave was 31.5 days [4].

So, a response to climate change is necessary for the livestock industry. Whereas, the
average number of heat wave days in the Jeollabuk-do region was found to be 39.9 days,
which accounts for 27.3% of domestic meat production [5]. The Jeollabuk-do region, where
a lot of livestock were raised, has a high mortality rate of 42% compared to other regions. As
an example, over 420,000 (chickens account for 97%, ducks 2.5%, and pigs 0.5%) livestock
died in a 5 days continuous heat wave in July 2018 [6]. Most of this livestock was raised
in a very dense internal rearing environment, so they have weak basic immunity and are
vulnerable to stress, which often leads to death when the temperature rises. Specifically,
the temperature adaptability of chickens is very low compared to other livestock, so
the problem of heat stress in the summer poses a serious threat to the poultry industry.
Thus, scientific actions against climate change are necessary to reduce the production risk
of chickens.

In the situation where the climate change problem persists, a web-based heat stress
forecasting simulator was developed for the evaluation of heat stress in the broiler house.

There are recent studies that continue to develop a heat stress index for poultry directly
affected by high temperatures. Usually, most studies consider regional characteristics
and the thermal status of chickens by correcting the coefficient of previously developed
indices. In addition to considering the air temperature and humidity inside the house,
activity [7], body weight gain [8], black glove temperature [9], and feed requirement [10]
were additionally considered. Ha et al. predicted a heat stress index using external weather
conditions such as air temperature and enthalpy [11]. These latest studies may better
represent the thermal environment of chickens, but they have the disadvantage of not
being able to preemptively respond because they need to understand the heat stress of
chickens through real-time monitoring. In the study, through field experiments, factors
causing heat stress in livestock were analyzed, and the model was verified using internal
and external thermal environment values. Based on a reliable model, weather forecast data
were used to show the degree of stress on the internal rearing environment with a heat
stress index suitable for South Korea, and a system development study was conducted
to provide information to users by web service. Previously, related users responded after
receiving heat stress from chickens, but this study is meaningful in that it can automatically
calculate the heat stress of livestock according to the weather forecast and provide it to
farmers in advance.
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2. Materials and Methods

The overall process of establishing a heat stress forecasting system for broilers to
improve the internal rearing environment exposed to abnormal climates is shown in
Figure 1. First, a broiler house in Jeollabuk-do was selected as the experimental site, and
various energy-related factors were collected through field experiments. In addition, the
internal environment, according to local weather data and actual fan ventilation rate were
measured. The structure of the house, the type of envelope, and the growth environment
conditions were also investigated to design the energy model of the house. The model was
designed to simulate the internal and external flow of energy according to the time step by
considering the sensible heat and latent heat generated by the chickens. The accuracy of
the model was secured through statistical indicators using the previously measured field
test data.
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Next, to establish a service that automatically provides chicken heat stress information
to users, a forecasting system was developed to calculate an energy model according to the
user’s farm information by receiving high-resolution weather forecast data from National
Center for AgroMeteorolgy—Land Atmosphere Modelling Package (NCAM-LAMP). The
input variables, such as livestock structure, environmental facility conditions, and livestock
growth information, are needed for the energy model. And heat stress index was calculated
one day and two days after the forecast. Among the heat stress index developed by
researchers in the past, the heat stress index suitable for South Korea was selected.

2.1. Research Site

The target broiler house is located in Deokho-ri, Yeonggwang-eup, Yeonggwang-gun,
South Korea (Latitude: 35.277, Longitude: 126.511, Elevation 85 m). The building was 18 m
in width, 100 m in length, 3 m in side height, and 6 m in ridge height, and 34,000 broilers
were raised every rearing cycle. The duration of one rearing cycle was about one month,
and the average initial and shipment weights were 45 g and 1.7 kg, respectively. The
average daily growth rate during the rearing cycle was about 50 g to 60 g.

The target broiler house used negative pressure forced ventilation where cross venti-
lation was applied in winter, tunnel ventilation in summer, and another ventilation was
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used by changing the two ventilators in order to remove the heat remaining in the house
in the changing season when the outside air is lower than in summer. Cross ventilation is
a method in which an exhaust fan was installed on one side along the side wall of the house,
and an inlet was installed on the other side so that the air flows in the width direction of
the house. On the other hand, in the tunnel ventilation, exhaust fans were installed on one
side along the length of the house and an inlet is installed on the other side. Due to the
high ventilation flow rate, it was mainly applied as a ventilation method in summer due to
the effect of lowering the effective temperature. In this ventilation method, the temperature
difference between the air inflow side and the discharge side was relatively large. In tunnel
ventilation, the inlet for external air with a dimension of 23.5 m × 1.25 m was installed at
the side wall. The tunnel exhaust fan (Euroemme EM50; Munters, Sweden) has a propeller
diameter of 1.27 m and a maximum flow rate of 42,125 m3/h. A windbreak was installed
3.0 to 4.0 m in front of the tunnel exhaust fan to prevent dust and odors emitted outside the
facility from spreading to nearby villages or damaging crops. Figures 2 and 3 showed the
external view and internal structure of the target farm.
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2.2. NCAM-LAMP Weather Forecast Data

In order to evaluate the heat stress of livestock, it is necessary to calculate the internal
environment through dynamic energy simulations. In accordance with ISO 13790 process
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(2008), the meteorological data was used in advance to check the local climatic condition of
the building before entering the building information [12]. Buildings, including livestock
houses, verified the performance from the planning stage through the energy performance
evaluation program. The weather conditions had the greatest influence on the calcula-
tion of energy loads aimed at appropriate indoor conditions. The heating and cooling
demand (kWh/m2a) may change depending on the outdoor temperature, wind speed,
wind direction, and precipitation, which has a significant impact on heat loss due to the
outer wall, roof, floor, window, and door of the building. These factors were found to have
a direct effect on heat loss according to the amount of ventilation. In addition, the amount
of solar radiation was directly related to the amount of energy that the building can acquire
and acted as an important variable in determining the energy load. Therefore, for precise
building energy analysis, energy analysis should be performed based on meteorological
data within the target area. The meteorological data mentioned here was basic input data
for the evaluation of building energy and building environmental performance and was
various data of 8760 h—365 days.

The NCAM developed the agricultural and forestry support numerical forecasting
model based on the Weather Research and Forecasting (WRF)/Noah-MP Model, which
regularly produces and provides weather, vegetation, and soil forecasting information with
a high resolution of less than 1 km in South Korea. This agricultural support numerical fore-
cast model was built in the Land Atmosphere Modelling Package (LAMP) (Figure 4) [13].
To support customized weather forecasting, medium to long-range weather/climate infor-
mation in agriculture, forestry, and livestock industries are produced, and high-resolution
decision-making information on the target area is provided to local governments and
individual workers (e.g., Hong et al., 2021 [14]). LAMP produces forecast data not only
for traditional meteorological variables such as air pressure, temperature, wind, humidity,
and precipitation but also for various variables such as soil temperature and soil moisture,
carbon dioxide, PM10, and PM2.5. Therefore, it is a practical option to use the LAMP
meteorological data in order to inform users of the possibility of heat damage in advance
and to respond preemptively.
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The LAMP was validated for the temperature and relative humidity at a height of 2 m
and wind speed at a height of 10 m in the Jeollabuk-do region. Data from 19 AWS branches
located in the region were collected, and model grid data were found nearby, and data
were performed at 1-h intervals from 23 August 2020 to 19 September 2020. The Root Mean
Square Error (RSME) of temperature, relative humidity, and wind speed were analyzed
as 2.52, 11.0, and 3.54, respectively. The LAMP is now produced twice a week, and the
forecast period per episode is 12 days corresponding to the medium-range weather forecast.
In addition, the temporal resolution is 30 min, and the spatial resolution is about 800 m.

2.3. Building Energy Simulation (BES)

Quantitative evaluation of building energy load is required to prepare measures for
the energy demand and efficient use of buildings. In particular, in the case of livestock
facilities, the insulation properties are significantly lower than that of general residential
houses. The internal environment may be changed by a heat source having a heat capac-
ity, such as wall insulation material, and the heat transfer process reacts sensitively to
weather data. Therefore, the building energy simulation (BES) was used to calculate the
thermal energy flow of the broiler house using a numerical analysis method through the
dynamic load calculation method that changes with time. The BES can evaluate the overall
performance of various design proposals in the architectural field. In addition, it can be
applied to the improvement of the system because it is possible to continuously evaluate
the energy performance according to the operation and maintenance of the building after
its construction.

Studies have been performed to analyze the internal environment of livestock like
pigs and broilers using dynamic energy simulation [15–21]. In previous studies, in-
door environmental conditions were analyzed, but thermal loads were additionally an-
alyzed [15,16,18,19], and energy consumption was calculated [20,21]. Panagakis and
Axaopoulous analyzed animal stress indexes to determine fogging strategies for pig rear-
ing [17]. Mogharbel et al. analyzed environmental control as a stress index to properly
control the thermal comfort of sow farrowing rooms [20]. Among the previous dynamic
energy model studies, most house types were studied mainly for pig houses. And studies
that analyzed the heat stress evaluation did not verify the model using the results of field
experiments [22–24]. Moreover, a few studies simply focused on case analysis by factor.
Therefore, it is necessary to evaluate the thermal environment inside the house using
reliable results of the verified model. Moreover, if it is provided to users in connection with
the service, a better rearing environment can be achieved.

In this study, Energyplus (Version 9.5.0, DOE, USA) was used to analyze the energy
load and energy flow in the house. This simulation tool is a dynamic energy analysis
engine created by the US Department of Energy by combining the strengths of BLAST,
DOE-2, and COMIS. Energyplus has input items for various building and HVAC system
components, and in particular, it performs calculations simultaneously through feedback
between the building, air conditioning system, and heat source equipment. Among the
programs verified according to the ASHRAE Standard 140-2007, the Energyplus software
was used mainly due to open source and flexible source code modification, so it is easy to
connect with the interface [25]. Existing commercial programs are difficult to frequently
perform modeling and simulation according to field needs, and their licenses are limited,
making them inappropriate to extend to services provided for general users. Therefore,
using Energyplus, a model was developed to analyze the energy flow of the house building
and determine the high-temperature stress of chickens through the air environment inside.

2.4. Field Experimental and Energy Model Developed Procedure

The heat stress calculation model for each environmental condition of broilers was
developed through the following process (Figure 5). First, a broiler house was selected for
the experiment, and meteorological data of the area where the broiler house was located
was collected through a field experiment. In order to design the corresponding broiler
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house on the model, the structure and physical properties of the envelope were investigated.
In addition, the summer growth environment conditions of the broiler were measured
and reflected in the model. Next, to develop a dynamic numerical analysis model, the
amount of sensible and latent heat generated by broilers and the ventilation operation
plan was considered. In order to simulate the flow of energy inside and outside the house,
the Air Heat Balance (AHB) algorithms adopted by Energyplus were used to calculate
the air temperature and humidity over time. In addition, the reliability of the model
was secured by comparing the values measured in the field with the results of model
calculations using statistical indicators. The heat stress index of broilers according to the
internal environmental conditions was expressed using the calculated air temperature and
humidity values inside the house as variables. To prevent the death of livestock during the
summer by using this energy model, a system was built that could provide a warning to
users in case of an emergency by using weather forecast data as input data.
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2.4.1. Field Experiment

The duration of the field experiment was done when the chicks weighed 50 g
(25 September) until broiler weighed approximately 1.6 kg (28 October). External weather
such as temperature, humidity, wind speed, etc. acts as major factors affecting the growing
environment inside the facility. Therefore, the external weather at the target farm was
measured at 5 min intervals, and Automated Synoptic Observing System (ASOS) data
provided by the adjacent meteorological observatory where the target facility is located
were additionally analyzed. For the analysis of the air environment in the broiler house,
three rows of temperature and humidity sensors (a total of 12 sensors were installed at
intervals of 20 m) were installed in the 18 m × 100 m house, and logging was performed
every 5 min.

Since the actual air volume of the ventilation fan installed in the livestock facility may
vary depending on the ventilation load inside the facility, such as the inlet conditions, the
actual air volume of the ventilation fan installed in the target broiler house was measured
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using a micro-pressure measuring instrument (TSI DP-CALC Micro manometer, TSI In-
corporated, Shoreview, MN, USA) (Figure 6). To measure the air volume, a prefabricated
T-shaped (+) aero-flow meter with a pressure hole, and a duct of the same size as the tunnel
fan was designed and manufactured so that the exhaust air can pass through the air volume
meter. There are pitot tubes in the air volume meter, and the number and location of pitot
tubes follow ANSI/AMCA Standard 210. According to the Bernoulli theorem, the dynamic
pressure at the corresponding position was measured through a pitot tube and a pressure
gauge through the difference between the voltage and the static pressure, and the flow
rate was calculated. Assuming that the Bernoulli equation was followed, Equation (1)
can be considered Equation (2) because P is equal to each other at the same atmospheric
pressure and is zero or negligibly small in a streamlined flow. Therefore, the experiment
was conducted by measuring the dynamic pressure for 1 min according to the operation
of the ventilation system using a dynamic pressure measuring device and calculating the
wind speed value under the relevant conditions. In this experiment, the difference between
air flow rate and static pressure was measured while changing the number of tunnel fans
operated, and the fan performance curve of the actual ventilation flow rate was derived.

P +
ρv2

2
+ ρgh = P + q + ρgh = constant (1)

q =
ρv2

2
(2)

The target experimental broiler house has 14 tunnel exhaust fans installed at the end
wall. In theory, when forced ventilation is performed through the exhaust fan, the static
pressure inside the facility is kept lower than the outside, so the difference between the
external and the internal static pressure was measured. The capacity of a fan is generally
determined based on the maximum flow rate, but when applied in the field, the flow rate of
the fan varies depending on the structural characteristics of the surrounding environment
such as ducts and dampers. As the resistance of airflow increases due to structural changes
around the fan, the difference in static pressure between the inlet and the outlet increases,
and the flow rate decreases. In other words, the difference in static pressure between the
outlet and the inlet of the fan corresponds to a pressure to overcome the resistance of flow
due to the surrounding structure. The fan performance curve refers to the static pressure
difference upstream and downstream of the fan. The performance curve is a unique
characteristic of a fan that remains the same when the fan shape, power required, and
rotation speed are constant. These factors are an important consideration when designing
and installing a fan. The manufacturer of the fan generally provides a design performance
curve for the fan measured according to the corresponding criteria. However, it is known
that the fan performance curve changes due to pressure drop (∆P) due to surrounding
structures or aging of the fan, and the fan performance curve at the maximum rotational
speed can be approximated by a quadratic polynomial Equation (3).

The design fan performance curves typically show performance at standard air con-
ditions corresponding to 101.3 kPa barometric pressure, 20 ◦C temperature, 50% relative
humidity, and 1.20 kg/m3 density (ρ). To accurately estimate the performance in the
field, it is necessary to perform the correction of the flow rate through the air temperature
and density (ρd) through the following Equation (4) [26]. The fan performance curve is
a relational expression between static pressure and flow rate and is a converted formula
considering the area of the target tunnel exhaust fan with a diameter of 1.4 m, as shown in
Equation (5). The orifice formula is a formula commonly used to estimate the flow of fluid
through the inlet and can be derived from the Bernoulli equation under the assumption of
incompressible steady flow. When the cross-sectional area (A) changes due to the throttle,
which rapidly changes the cross-section during fluid flow, Equations (6) and (7) are estab-
lished by the Bernoulli equation and the continuity equation. By linking the two equations,
the flow rate (v1) and the flow rate passing through the orifice (v2) are calculated as shown
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in the following Equation (8). Energy loss occurs due to the contraction and friction of the
cross-section of the fluid passing through the orifice.

∆P = c0 + c1Q + c2Q2 (3)

∆P =
ρ

ρd

(
c0 + c1Q + c2Q2

)
(4)

∆P = −67.553 + 61.877v− 7.3758v2 (5)

1
2

ρv1
2 + p1 =

1
2

ρv2
2 + p2 (6)

Q = A1v1 = A2v2 (7)

Q = A2v2 = A2 ×
√√√√ 2(p1 − p2)

ρ
[
1− (A2/A1)

2
] (8)

Q = CD A

√
2∆P

ρ
(9)
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To develop a dynamic numerical analysis model, the structure of the target broiler 
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6m in height, and 100 m in total length. As there was no drawing of the house, reference 
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The broiler house analysis model to be used in the study was designed based on the broiler 
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properties of the model used as input data are as follows. (Table 1) The envelope input of 

the energy model was implemented using the “Material” and “BuildingSurface:Detailed” 
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Table 1. Physical properties input to the broiler house structural model. 

Materials 
Thermal Conductivity 

(kJ/hmK) 

Thermal Capacity 

(kJ/kgK) 

Density 

(kg/m3) 

sandwich panel 

(100 mm Thickness) 
0.1368 1.5 100 

sandwich panel 

(150 mm Thickness) 
0.1404 1.5 73.33 

reinforced concrete 7.92 0.84 2800 

concrete 6.3 0.84 2000 

gravel 7.2 1.0 1800 

polyethylene film 0.8792 2.3037 0.96 

Ventilation methods applied to livestock houses can be divided into natural and 

forced ventilation. In the case of natural ventilation, the environment may be maintained 

by introducing external air without using additional energy. Meanwhile, in hot summer, 

a large amount of cooler external air was introduced using a forced ventilation tunnel fan, 

and in the case of high external temperature, air enters the opening where the cooling pad 

was used. The “ZoneVentilation:DesignFlowRate” class was used to implement the ven-
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2.4.2. Building Energy Model Design

To develop a dynamic numerical analysis model, the structure of the target broiler
house was first modeled. The size of the house was 18 m in width, 3 m in inside height,
6m in height, and 100 m in total length. As there was no drawing of the house, reference
was made to the standard design drawing for broilers [27]. On the floor of the house, it is
suggested to install two layers of moisture-proof film on the 150 mm rubble compaction,
and install 50 mm discarded concrete and 200 mm reinforced concrete slabs on it. 150 mm
and 100 mm sandwich panels are presented for the roof and wall surfaces, respectively.
The broiler house analysis model to be used in the study was designed based on the broiler
house construction method announced in the standard design drawing, and the structural
properties of the model used as input data are as follows. (Table 1) The envelope input of
the energy model was implemented using the “Material” and “BuildingSurface:Detailed”
classes and the modeling used Sketchup 2019 to shape the house structure.

Table 1. Physical properties input to the broiler house structural model.

Materials Thermal Conductivity
(kJ/hmK) Thermal Capacity (kJ/kgK) Density (kg/m3)

sandwich panel
(100 mm Thickness) 0.1368 1.5 100

sandwich panel
(150 mm Thickness) 0.1404 1.5 73.33

reinforced concrete 7.92 0.84 2800
concrete 6.3 0.84 2000
gravel 7.2 1.0 1800

polyethylene film 0.8792 2.3037 0.96

Ventilation methods applied to livestock houses can be divided into natural and forced
ventilation. In the case of natural ventilation, the environment may be maintained by
introducing external air without using additional energy. Meanwhile, in hot summer,
a large amount of cooler external air was introduced using a forced ventilation tunnel fan,
and in the case of high external temperature, air enters the opening where the cooling
pad was used. The “ZoneVentilation:DesignFlowRate” class was used to implement the
ventilation operation recommendations according to the age and internal air temperature
recommended by the broiler house on the model. The actual ventilation measured experi-
mentally was entered into the design flow rate factor, and the exhaust option was selected
as the ventilation type.

In order to simulate the effect of the cooling pad, which is a cooling method that
can lower the heat stress index by removing latent heat of the outside air introduced into
the house, the cooling efficiency was confirmed through a literature survey. In summary,
factors affecting the cooling pad efficiency include air flow rate, pad type and thickness,
and circulation water amount. The airflow rate and the amount of water have a significant
impact on the cooling efficiency of the cooling pad, and the type and thickness of the pad
have less impact on the efficiency [28]. As the control period is long and the flow rate
becomes larger, the temperature difference between the inlet and the outlet increases, and
the air resistance increases when water is supplied [29]. In addition, the air that passed
through the cooling pad was mixed vertically at the side of the house and then moved to
the center, and the wind speed of the central aisle was higher than that of the side passage,
showing a difference in ventilation rate [30]. The widely used design wind speed of about
1.5m/s of air passing through the cooling pad to adjust the internal and external static
pressure difference of negative pressure ventilation. In addition, the type of pad used in the
calculation is CELdek7090 (Munters, Sweden), with 60 L per minute of water sprayed along
the cross-sectional area of the upper part of the pad [31]. If the cooling efficiency of the pads
differs depending on the outside air conditions, but on average, the cooling efficiency was
15 to 40% depending on the pad thickness [32]. The cooling efficiency of the cooling pad on
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the energy model was implemented using the “Evaporative Cooler: Direct: CelDekPad”
class. As an input to the energy model, the direct pad area was 35 m2, the direct pad depth
was 150T, and the recirculation water pump power consumption was 0.7 kW

Next, it is necessary to simulate the energy generated by the broiler as an internal
heat source in the house and reflect it as a boundary condition. Through previous studies,
the empirical equations for the amount of sensible and latent heat generated according to
the surrounding environment, weight, and feed efficiency of the broiler were determined.
The heat and moisture generated by the broiler reflected the sensible and latent heat
of the broiler suggested by Perdersen and Salvik (2002) [33]. In addition, in order to
calculate the weight of the broiler, the empirical Equation (10) suggested by Yoo (2009)
was used for the weight of the broiler by age. Perderson and Salvik (2002) presented
a correction equation for the total amount of energy generated from the broiler according
to the temperature change when 1000 W of unit energy was generated from the broiler,
as shown in Equation (11) [34]. Whereas, Equations (12) and (13) refer to the amount of
sensible and latent heat generated, respectively.

m = 1.1678× d2 + 11.137× d + 35.753 (10)

Qtot =
1

1000
× 10.62×m0.75 × [1000 + 200× (20− T)] (11)

Qsen =
1

1000
× 10.62×m0.75 ×

{
0.61× [1000 + 200× (20− T)]− 0.228× T2

}
(12)

Qlat = Qtot −Qsen (13)

The amount of heat generated by the broiler can be calculated by entering the input
variables corresponding to Equations (10)–(13) as simulation results or schedule values
through the Energy Management System (EMS) built into Energyplus. In Table 2, pa-
rameters in the group that drives the EMS function were written. “Variable” refers to
a simulation result item collected through “Sensor”, and the internal air temperature and
relative humidity required for calculation were obtained as variables calculated as the
result value according to the timestep during the Energyplus simulation process, and the
number of rearing days and boilers was input through the “Schedule”. Since the heat
energy of the broiler affects the load inside the house, the value calculated using the sensor
variable was set as “InternalGain:OtherEquipment” through the actuator and applied as
an internal gain. In addition, the “EnergyManagementSystem:Program” class was used to
simulate the high-temperature stress index and the amount of heat generated by the broiler
as the result of simulation calculations. The location where the ERL (Energyplus Runtime
Language) was written in the program was also determined. For the high-temperature
stress index, “EndOfZoneTimestepBeforeZoneReporting” was selected, and the program
was executed immediately before the output result was generated at every zone timestep.
This calling point was used because it is useful when creating a custom output variable.
Next, the amount of sensible and latent heat generation was executed at the beginning of
every timestep by selecting “BeginTimestepBeforePredictor” and before calculating the
load of the zone. It is useful when used by components related to internal and external
heat acquisition (lighting, shading device, set temperature) based on the results of previous
timesteps and current weather data [35].
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Table 2. EMS objects to consider to heat the production of broilers.

Parameter Unit Physical Meaning EMS Object Variable Program Calling Manager

Tin ◦C internal air
temperature Sensor Calculation -

Hin % internal air relative
humidity Sensor Calculation -

Day day rearing days Sensor Schedule value -
Head head rearing scale Sensor Schedule value -

Qbroiler W/head heat production
per head Actuator - -

THIindex - Temperature
Humidity Index Program - EndOfZoneTimestepBefore

ZoneReporting

Qsen W
sensible heat
generation of

broiler
Program - BeginTimestepBeforePredictor

Qlat W
latent het

generation of
broiler

Program - BeginTimestepBeforePredictor

2.4.3. Energy Model Validation

When developing a building energy simulation model and deriving results, it is
compared with field measurement data to determine the accuracy of the model. Through
comparison, the reliability of the results through the building energy simulation model can
be secured by verifying Measurement and Verification (DOE, 2015) through a statistical
method that indicates the error of whether the thermal behavior and energy consumption
are similar [36]. However, differences between data calculated inside the actual buildings
and simulation models occurred due to errors and information uncertainty in design values,
heat loss in each part of construction and equipment, and schedule differences in internal
heat gains (occupant, lighting, electric equipment, etc.). The parameters used in the building
energy simulation model were adjusted through the trial-and-error method and included
the simulation results within the allowable range. The energy model implementing thermal
zones was validated using data such as external weather, indoor air temperature and
humidity, ventilation amount, and rearing information measured by the broiler house.
The guides used in this study are ASHRAE (American Society of Heating, Refrigerating
and Air-conditioning Engineers) and FEMP (Federal Energy Management Program), and
NMBE (Normalized Mean Based Error), Cv (RSME), and R2 which are applicable indicators
as performance indicators are as follow Equations (14)–(17). MBE is a statistical indicator of
the overall behavior of the model prediction value compared to the measurement data. The
positive value means that the model underpredicts the measured data, and the negative
value overpredicts. This index checks Cv (RSME) together due to a cancellation error that
the sum of positive and negative numbers can reduce MBE. Cv (RSME) represents the
relative error variability as a percentage, and the smaller the coefficient, the closer it is
to the average value. Usually, the smaller the value of the two error indicators, the more
reliable the model is, and NMBE and Cv (RSME) are ±5 and 15 when analyzed monthly,
respectively, and ±10 and 30 when analyzed on a collimated basis. In this validation, the
time step was set to 1 min, which is the same as the experimental data, and R2 indicates
how close the calculated value is to the regression line of the measured value. IPMVP and
ASHRAE handbooks recommend that the coefficient of determination is not less than 0.75.

NMBE(%) =
∑(S−M)

∑ M
× 100 (14)

RMSE =

√
∑(S−M)2

N
(15)
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Cv (RMSE) =
RMSE
Mavg

× 100 (16)

R2 =


 ∑n

i=1
(

Ri − Ri
)(

Ci − Ci
)

√
∑n

i=1
(

Ri − Ri
)2 ×∑n

i=1
(
Ci − Ci

)2




2

(17)

2.5. Heat Stress Forecasting System Developed Procedure

The process of establishing a heat stress forecasting system service is as follows.
(Figure 7) This study was conducted to receive NCAM-LAMP data, a high-resolution
weather prediction site with 810 m spatial resolution for Jeollabuk-do, and to calculate
the validated energy model according to chicken rearing conditions and provide it to
users using web and text services. To establish a service that automatically provides risk
information to users, first, weather data of the area were extracted with farm location
information and constructed as input data for energy models. Next, the variables of the
energy model were updated for livestock structure, environmental facility conditions, and
livestock growth information, and the forecasted heat stress index (the next day and the
day after) was calculated from the forecast time to prevent heat wave damage in advance.
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2.5.1. Heat Stress Modelling for Construction of LAMP

Using a web service site and a mobile phone, users will receive various information
such as farm addresses, livestock structures, environmental facilities, and livestock growth
information (Table 3). Among the input information, building dimensions (length, width,
ridge, eave height, etc.), wall/roof insulation information (thickness and type), cooling pad,
number of fans, fan size corresponds to livestock structure and environmental facilities,
and the number of birds and days corresponding to livestock growth information were
identified. The latitude and longitude of the house can be determined using the input
farm address. Based on the open Application Programming Interface (API) grid of the
Korea Meteorological Administration, the district code can be divided using data with
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maps of latitude and longitude grids per 1 km in Jeollabuk-do. For example, the code
“45790” presented city and county, the first two digits “45” referred to Jeollabuk-do, while
the last three digits “790” meant Gochang-gun. Weather data from the area where the input
farm address is located is required as input data for the livestock heat stress model. Since
Energyplus weather data can be calculated only when there is a full period of one year,
only the data of the LAMP forecast period was updated from the original Energyplus
weather data and a new file of Energyplus weather data for one year was created every
time it is calculated. The LAMP file format is NetCDF (.nc), and the weather data file
format to be entered into the Energyplus model was EnergyplusWeather (.epw), which
analyses the file characteristics and internal variables of each data. First of all, since a nc
file contains data only for one time in all regions, the file was generated by time and is
provided at about 100 MB per file, so if the predicted and provided file is merged into
one, a very large file is generated and hard disk capacity is required. The epw file was
annual data of latitude and longitude as long as it corresponds to a house in one file, and
is about 1.5 MB. Among the variables that require values per unit time in the epw file,
variables that affect the calculation of the internal model include dry bulb temperature, dew
point temperature, relative humidity, atmospheric pressure, horizontal infrared radiation,
direct vertical radiation, diffusion horizontal radiation, wind direction, wind speed, cloud
cover, opaque cloud, snow depth, precipitation, etc. LAMP weather data also has several
variables, but none of the weather variables required for epw were added. The variables
such as 10 m vertical wind, relative humidity, 10 m wind direction and speed, sea level
pressure, lower cloud cover, total cloud cover, direct solar radiation, normal direct solar
radiation, diffuse solar radiation, snow depth, horizontal longwave radiation intensity, etc.
were added. The lower cloud cover was generated based on 850 hPa isostatic surface cloud
cover, the total cloud volume was generated based on the maximum vertical cloud cover,
and the horizontal radiation intensity was calculated by referring to Walton (1983), Clark
and Allen (1978) literature [37,38]. In addition, the units that have been the same in the past
have been unified. Since the nc file has weather data of one region in the entire Jeollabuk-do
region, it was coded using jupyter notebook so that only the value of the required area
where the farmhouse is located among the forecasted weather data can be obtained. The
latitude and longitude values in the header of the original epw file and the target latitude
and longitude values in the nc file must be exactly the same to extract the data of the region
corresponding to the latitude and longitude. The date of the period to be used and the
original/merged file name was modified according to the generated file. In addition, if
month and day are single digits, two digits must be created by adding a leading zero to
them. In addition, nc files are created from 00:00 to 23:00 in one day, and the following
period is used as a standard of one day. The newly created epw file, including the LAMP
forecast data, was shown through Algorithm 1.

Table 3. Variables the user enters into the system.

Type Input Variable Unit Example Input Condition

location latitude, longitude - 127◦35′ address conversion to district code format

structure and
equipment

farm width m 18 constant min 0, max 50
farm length m 80 constant min 0, max 120

farm side height m 4 constant min 0, max 10
farm ridge height m 6.4 constant min 0, max 10

wall insulation thickness mm 100 constant min 0, max 1000
roof insulation thickness mm 150 constant min 0, max 1000

insulation type - EPS option EPS (styropor, Neopor), XPS
cooling pad - O schedule 0 or 1

number of fans ea 14 constant min 0, max 20
fan size inch 50 option 30 or 50

growth
information

rearing days day 5 constant min 0, max 60
rearing scale head 34,000 constant -
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Algorithm 1. Pseudocode for merged data and converted LAMP format.

Input :
Dtoday : Start date to replace weather data
EPWin : Annual weather data f or a speci f ic latitude and longitude (.epw f ile)
NCD

H : National weather data f or H hour on date D (Dtoday ≤ D < Dtoday + 7, 0 ≤ H < 24,
.nc f ile)
Output :
EPWout : Annual weather data with replacement completed (.epw f ile)
Algorithm :
READ f irst line o f EPWin ( f irst line o f .epw f ile contains latitude, longitude in f ormation)
Lat := Latitude in f ormation o f EPWin
Lng := Longitude in f ormation o f EPWin
Rows := Hourly weather data list f or one week at latitude Lat and longitude Lng location
FOR i := Dtoday to (Dtoday + 6) :
FOR j := 0 to 23 :
READ NCi

j
EXTRACT weather parameters where the latitude and longitude values correspond to Lat and Lng
EXTRACT only the necessary parameters to compose .epw f ile
RELOCATE the extracted parameters to f it the f ormat o f .epw f ile (make one row)
ADD a row in the Rows
FOR Line in EPWin : (each Line contains weather data at a speci f ic time f or a speci f ic date)
DLine := Line′s date in f ormation
HLine := Line′s hour in f ormation
IF Line′s date NOT IN Rows′ dates :
WRITE Line to EPWout
ELSE :
Line := Among the row stored in Rows, the one extracted f rom NCDLine

HLine
WRITE Line to EPWout

2.5.2. Web-Based Forecasting System Development

An Energyplus Input File (.idf) file developed using the Energyplus program was
created for the broiler energy model. The livestock building structure, environmental
equipment, and broiler growth information values were manually entered by the users
at the corresponding coding line. The heat stress calculation time for 3 days takes about
2 s. T The calculation period was the next day and the day after the forecast day, and
since the result varied depending on the initial value, it was calculated from the day before
the forecast day. When the user selects the type of insulation material such as Styrofoam,
Neopole, Isopink, or rigid urethane, the corresponding heat capacity, density, specific heat,
and absorption rate were inputted and calculated. The schedule was divided according to
whether the cooling pad was used or not. Specifically, when the cooling pad was used, it
was “always on continuous” condition while when it was not in use, “always off discrete”
is input. The cooling pad length was inputted as the actual house length, but for the user
who does not know the exact length, the default value was set to 20% of the length of
the house. According to the standard design of the broiler specified by Nonghyup (2016,
2019) [27], the cooling pad is 30 m when the house length is 114.3 m, in the year 2106 and
when it is 112.0 m, it is specified to be 24 m, in the year 2019. According to the standard
design, the length of the cooling pad compared to the length of the barn was about 20%,
which was brought and used as the model default.

Next, the evaluation criteria for broilers suitable for South Korea were identified
through a literature review on heat stress. A representative broiler’s heat stress index was
studied, and among the indexes, the summer weather condition in South Korea and the
type of broiler variety were compared to each other. In addition, the improvements were
analyzed by comparing the case of the existing heat stress forecasting system of livestock.
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3. Results and Discussions
3.1. Weather and Internal Environment

The closest meteorological station was located in Gunseo-myeon, Yeonggwang-gun,
about 4 km away from the broiler house, which provides Automated Synoptic Observing
System (ASOS). The measured average outside air temperature outside the target building
during the experimental period was 16.5 ◦C and the average relative humidity was 70.1%,
respectively. A comparison of the field-measured external weather environment using
a portable weather station with the ASOS showed that the difference between the highest
temperature during the day and the lowest temperature at night was up to 4 ◦C and at least
1.5 ◦C, respectively. This was believed to be due to radiation from the concrete floor as the
location where the simple station was installed is on the roof of an office building that does
not block sunlight. In terms of dominant wind direction, it was confirmed that the highest
wind frequency occurred from the south and southwest directions. The southwest wind
was dominant during the day while the south wind prevailed during the night.

The air temperature change at different zones inside the poultry house until the
broilers were introduced and shipped as shown in Figure 8. During the experiment and
data collection period, the broiler growth environment was set to an appropriate level
through appropriate adjustment of ventilation. Results showed that the relative humidity
of the outside air increased to more than 90% at night and decreased during the day. From
this, it can be noted that the relative humidity inside the broiler house is highly affected
by the change in the outside relative humidity. In addition, it was also noted that the
relative humidity is lower than the appropriate growth condition during the day and
higher at night. The optimum humidity range was 70% at 1 week of the rearing period
and 60% after 3 weeks of rearing period, and the actual humidity measured inside the
broiler house was relatively similar to the appropriate growing humidity. The increase in
humidity is dominated by the outside air, and there seems to be no tendency to increase
during the entire growth period. In addition, the increase in moisture content of floor
litter showed no significant effect on humidity generation as the litter used were newly
replaced during the experimental period. Moreover, it was observed that the variation
in the internal environment during the first 1 to 5 days of rearing age seems to be largely
affected by the operation of the hot air blower. Specifically, the temperature during the
early days of rearing was 0.07 ◦C higher than the appropriate rearing temperature of 35 ◦C.
The use of hot air blower also showed a significant decrease in humidity, with 5.25% lower
than the appropriate humidity of 70%. During the entire rearing period, the measured
air temperature was almost similar to the allowable temperature value suggested by the
Rural Development Administration (2007) [39]. When the broiler grew to the days of 22nd,
the weight increased, and the amount of heat generated in the body increased, so on days
when the outside temperature was high, negative pressure ventilation was performed
using the tunnel exhaust fan during the day. The use of ventilation to lower the internal air
temperature during this period showed that the air quality and internal humidity inside
the broiler house were also improved.

3.2. Ventilation Flow Rate Depending on the Number of Fans

By analyzing the flow rate of the target tunnel exhaust fan measured through field
experiments and the difference in static pressure inside and outside the house, the field fan
performance curve was derived. The results showed that a high error was observed when
the static pressure difference was 10 Pa or less. In this study, the analysis was performed
using only the measured values of the static pressure difference of 10 Pa or more. (Figure 9).
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Compared to the design maximum fan flow rate provided by the manufacturer, the
actual airflow rate measured during the field experiment was found to be only 70% of the
designed flow rate. This may be caused by the difference between the evaluation method
of the fan performance curve and the field measurement environment. For instance, in the
approved fan performance test method, ducts are installed at the inlet and outlet of the
target fan. Thus, the static pressure difference between the inlet and outlet of the fan is kept
constant, making it easy to measure in the duct. However, in the case of the mechanically
ventilated broiler house, the exhaust fans were installed in an open wall, not a duct. So, as
the distance from the exhaust fan increased, the airflow rate inside the house decreased,
and the static pressure increased. Other reasons for the decrease in performance of the
target fan may include the installation of shutters to prevent infiltration through the exhaust
fan, accumulation of dust around the fan, and aging of the fan belt due to long-term use.
Therefore, in order to accurately estimate the ventilation rate in a mechanically ventilated
broiler house, it is necessary to evaluate the fan performance change at the broiler house
site. The experimental condition in which the minimum flow rate of the target tunnel
exhaust fan was measured was that all 14 installed tunnel exhaust fans were operated and
the slot opening was partially opened (θ = 13◦).

When tunnel ventilation is used in mechanically ventilated broiler houses, the average
static pressure difference inside and outside the house is from 2.5–30 Pa [40]. Under this
condition the measured flow rate is reduced by 25 to 30% when compared to the flow
rate predicted through the design fan performance curve. The experimental values of the
flow rate reduction rate according to the static pressure difference are shown in Table 4.
Park et al. (2018) was concerned about the exhaust fan failure because excessive negative
pressure is formed when the static pressure difference is greater than 40 Pa [41]. The reason
for the large static pressure difference measured in this study is the difference in the inlet
area. When the ventilation rate was used on the calculation model according to the fan
design data, heat stress of broiler in house may be underestimated. Therefore, it is more
appropriate to input the ventilation rate in the energy model in consideration of the fan
performance decrease.

Table 4. Flow rate reduction rate of design fan curve and field fan performance curve according to
static pressure difference.

Static Pressure
Difference (Pa)

Tunnel Fan Flow (m3/h)
Reduction Rate (%)

Design Measured

20 32,934 23,061 30.0
30 30,428 22,048 27.5
40 27,861 20,880 25.1
50 24,713 19,451 21.3

3.3. Validatdion of BES Computed Results

The accuracy of the BES model in the broiler house used in this study was validated by
comparing the data of the air temperature and relative humidity inside the house measured
in the field experiments with those calculated using the BES model. In the validation, the
field measured and calculated data from 4 to 10 October and was compared. A 5 min
average value was used for the field experiment value, and the time interval of the energy
simulation was also set to 5 min. Among the energy analysis method, it is recommended
that the energy analysis calculation time step is 5 min or 10 min [42]. This is because the
change in energy flow due to the equipment operation or internal heat gain is too long
for one hour, and the one-minute interval takes too much computation time. Figure 10
shows the graph comparing the minimum, average, and maximum values of the internal
air temperature and humidity measured in the field with the calculated internal air results.
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Figure 10. Comparison of internal air temperature and relative humidity for model validation:
(a) Simulated value of air temperature compared to field measured data; (b) Simulated value of
relative humidity compared to field measured data.

The validation result showed that the model error of air temperature and humidity
inside the house fall within 10%. (Table 5) It means that the error range of the simulated
results is within 10% based on the average values of the experimentally measured tempera-
ture and humidity results. Since relative humidity is a value that can be easily changed by
various variables other than the air temperature inside the house, the error rate is higher
than the temperature, but the measured value also has a deviation of more than 20%. The
American Society of Heating, Refrigeration, and Air-conditioning Engineers (ASHRAE)
suggests reliable standards for the error rate of energy analysis models in the M&V Guide-
line. According to this document, when the RSME is within 30% of the absolute value, it
can be assumed that the model has high reliability and is suitable.

Table 5. Statistical analysis by air temperature and humidity for model validation.

R2 RSME MAPE

Indoor air temperature 0.94 1.55 4.66
Indoor relative humidity 0.89 6.16 6.69
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3.4. Heat Stress Index Evaluation Criteria for South Korea

Heat stress is the result of a heat load in which an animal cannot maintain homeostasis.
In poultry, when the Effective Environmental Temperature (EET) is within the Thermo
Neutral Zone (TNZ), which is within the upper and lower critical temperatures, the body
temperature of the adult chicken is maintained at 41.2 ◦C [43]. When the EET rises above
the upper critical temperature, the defense mechanism acts as though feed and water
intake decreases and the evaporation rate increases. Heat balance formation is complex
and includes several climatic factors (ambient temperature, relative humidity, wind speed,
etc.), livestock factors (age, reproductive status, physical activity, adaptability, health status,
metabolism, genotype, etc.), management factors (housing, shade provision, fans and
sprinklers, nutrition management, etc.). In order to alleviate the heat load by using these
factors, studies on high-temperature stress in livestock have been conducted for a long time.

Table 6 shows the heat stress index studied for broilers. The most commonly used
index is the Temperature Humidity Index (THI), which uses air temperature and humidity
data to show the effect of high-temperature stress on livestock and is useful for predicting
livestock productivity simply. DeShazer and Beck (1988) analyzed whether water was
sprayed or not, according to the region, the heat of vaporization was additionally calculated
in the latent heat term [44]. Measured with time series data, the extreme weather of the top
1% of US weather data was also analyzed separately.

Tao and Xin (2003) developed thermal stress when exposed to high-temperature
environments [45]. In addition, the Temperature Humidity Velocity Index (THVI) was
developed considering the relative importance of air flow rate when growing with tunnel
ventilation in summer. The experiment was conducted with male broilers 46 ± 3 days
of age under 18 conditions divided into 3 stages (35, 38, 41 ◦C) of dry bulb temperature,
2 stages (19.4, 26.1 ◦C) of dew point temperature, and 3 stages (0.2, 0.7, 1.2 m/s) of air
flow rate, and the body temperature increase of male broilers measured for 30 min was
measured. In the case of broilers, the weight ratio of sensible heat and latent heat was
divided into 85:15, and the mortality rate with respect to air flow rate was not linear, so
an equation was derived in the form of an exponential function.

Chepete et al. (2005) conducted a study to derive the THI index of broilers according
to the growth stage [46]. In the experimental method, about 1700 broilers were raised inside
the naturally ventilated broiler house in summer and winter over 6 weeks. Here, the index
was calculated by analyzing feed intake, average weight, and mortality according to the
number of rearing weeks. Moraes et al. (2008) evaluated whether the high-temperature
stress index for broilers proposed by the THI index was consistent with other regions [47].
In this study, they collected local weather data and confirmed that the internal environment
was properly expressed as THI.

The various forms of THI index have been widely used as livestock stress index, but
there are some obvious limitations. The use of this index requires the assumption that
livestock responds to environmental stressors in exactly the same way, but it is impossible.
For example, it is common that cows with low production (20 L of milk per day) are less
affected by heat stress than cows with high production (45 L). In addition, changes in
the response of livestock to climate variables have been established according to various
literature. Moreover, the THI index does not consider thermal radiation (solar and long
wave), wind speed, duration of exposure, or differences in age or genotype. Xin et al. (1994)
reported that broilers were more sensitive to heat during the first 3 weeks of growth and
that males were more affected by heat than females, Brown-Brandl et al. (1997) found age
responses related to reaction response and reaction time in turkeys exposed to high heat
loads [48,49], but no established relationship to respiration rate or rectal temperature was
determined. Although there are recognized deficiencies, in this study, in order to analyze
the most important factors of internal and external heat flow through field experiments
at the house, the simulation results of inside air temperature and humidity are the most
universal and have the greatest effect on heat stress, so only THI index representing only
the air environment was used. Among the various THI indexes shown in Table 6, it was
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deemed necessary to calculate the high-temperature stress of livestock suitable for Korea’s
livestock and weather conditions.

Table 6. Heat stress index model for broilers.

Number Equation Reference

(18) (1.8× T + 32)− [(0.55− 0.0055× RH)× (1.8× T − 26.8)] NRC (1971) [50]
(19) 0.6× TDB + 0.4× TWB DeShazer and Beck (1988) [44]
(20) 0.85× TDB + 0.15× TWB Tao and Xin (2003) [45](21) (0.85× TDB + 0.15× TWB)×V−0.058

(22) 3~4 Weeks: 0.62× TDB + 0.38× TWB,
5~6 Weeks: 0.71× TDB + 0.29× TWB

Chepete et al. (2005) [46]

(23) 0.85× TDB +
RH(TDB−14.3)

100 + 46.3 Moraes et al. (2008) [47]

Equation (18) is not only for poultry, but also for various livestock animals such as
cows and pigs, and it is a level that suggests different standards for each livestock species
through the threshold value of the model [50]. Equation (19) showed only the critical value
by approximating the model developed for laying hen by DeShazer and Beck (1988) to
a broiler. Equations (20) and (21) are models developed by Tao and Xin (2003) and are
divided into equations expressed by the dry bulb and wet bulb temperatures of the ambient
air around the broiler, and equations that consider the wind speed related to the effective
temperature. At Iowa State University, a heat stress index model was developed by moving
broilers to a control room with temperature and humidity control and monitoring the
broilers. The broiler breed is a crossbreed of ROSS and ROSS, and the experiment was
conducted similarly to the conditions of many rearing methods in Korea. The heat stress
level criterion was expressed by dividing it into four levels which include Normal, Alert,
Danger, and Emergency, and the critical values were calculated as 33.14, 36.08, 39.02 in
Equation (20), and 33.90, 37.74, and 41.59 in Equation (21). Equation (22) can be seen as
similar to the shipping period in Korea by making models every 3~4 weeks and 5~6 weeks
using straight-run Cobb 500 broilers, which are the second most frequently raised broilers
in Korea. Although the index was developed by measuring the temperature and humidity
inside the broiler house without environmental control, the biggest limitation seems to
be that it is very different from the weather conditions in Korea and does not provide
a step-by-step threshold of the heat stress index. Equation (23) is an index that experiments
with broilers and suggests thresholds as a model developed for dairy cows using Brazilian
climate data. In order to evaluate the heat stress index for Korean broilers relatively
similarly, Equation (20) is judged to be the most suitable considering the weather and the
species of broiler during the experiment.

3.5. Improvements to the Web-Based Forecasting System

In this study, the internal environment was calculated through energy simulation by
considering the NCAM-LAMP weather forecast data, user’s basic information, calculation
time, and the number of rearing broilers, and the stress level was evaluated using heat
stress standards suitable for Korea. A system was developed to automatically predict all
computational processing processes using Open Source energy simulation software. In
order to create an automatically computable platform, the system was built to compute
from ubuntu to the Command Language Infrastructure (CLI). On the developed web
service site (https://poultryheatstress.co.kr, accessed on 1 August 2022) (Figure 11), the
internal air temperature, humidity, and heat stress can be checked by time. It is available
on the web and in text, and the color is different according to the risk of heat stress so that
the user can easily understand the information through the chart. With the calculation time
at intervals of 10 min, efforts were made to predict in more detail the time with a high risk
of damage through the heat stress index.
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There have been cases where real-time monitoring and forecasting systems for high-
temperature stress in livestock were attempted at home and abroad using weather forecast
data [51,52]. The National Livestock Science Institute of Rural Development Administration
of Korea has developed a livestock-rearing weather information system to reduce damage
to livestock from heat waves [53]. In connection with meteorological observation data
from the Korea Meteorological Administration, a function was implemented to provide
livestock farmers with real-time weather (temperature, humidity, etc.), heat stress index,
and risks of meteorological disasters (heat waves, tropical nights, etc.) by region. In
addition, the heat stress index customized livestock and livestock management guidelines
for each type of livestock were provided so that farms could be equipped to reduce the
productivity of livestock by responding to high-temperature stress. However, in the case
of Korean cattle, natural ventilation is mainly performed, but in the case of pigs and
chickens raised in windowless or semi-windowless facilities, the temperature and humidity
index were calculated only by changes in external temperature and humidity. The internal
temperature of most houses shows a tendency to increase and decrease similarly to the
change in the outdoor temperature, but there is a limitation in that the change in the micro-
weather environment in the facility according to the external weather is not simulated. To
overcome this problem, this study developed an energy model that analyzes the micro-
weather environment inside the facility by inputting external weather data into the model
to quantify the high-temperature stress that occurs when livestock is exposed to heat waves.

The Livestock Science Institute of the Rural Development Administration applies the
external weather as it is to the index, and the calculation result changes only by the weather
(Figure 12). The high-temperature stress index through model calculation takes into account
the age, rearing density, and ventilation rate, so it shows a value that gradually increases
from the beginning to the latter half of rearing similar to the actual value, but it can be
seen that the high-temperature stress increases significantly when incorrect ventilation is
operated Therefore, by considering the recommended operating ventilation by internal air
temperature for broilers, the high-temperature stress index does not increase significantly
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even when the broilers reach adulthood in the second half, and it is considered that the
most absolute variable is the ventilation rate as it operates well similar to the critical point.

Agriculture 2022, 12, 1666 23 of 26 
 

 

considered that the most absolute variable is the ventilation rate as it operates well similar 

to the critical point. 

 
(a) 

 
(b) 

Figure 12. Comparison of heat stress index for the Rural Development Administration system pre-

dictive warning and this research model: (a) Jeonllabuk-do Weather Data (15 July–19 August); (b) 

Heat stress index analysis using energy model calculation results and experimental data. 

4. Conclusions 

This study attempted to develop a forecasting system that enables users to preemp-

tively respond to heat stress evaluation of broilers before danger occurs. To do this, sev-

eral processes were conducted, including field experiments at the selected broiler house 

to measure and analyze the external weather, the internal environment, and the ventila-

tion flow rate during tunnel ventilation. Air temperature and relative humidity were an-

alyzed according to the length and width using time series data for rearing days broilers. 

Field-measured data analysis showed that the actual ventilation rate of the tunnel fan was 

reduced by 30% compared to the design ventilation rate, specified by the manufacturers 

of the fans. Since the ventilation flow rate is a factor that directly affects the air thermal 

environment inside the broiler house, it is important to input the actual ventilation 

amount to accurately predict the internal environment. Then, a dynamic energy model 

that calculates the internal environment of the house was developed and validated using 

the field-measured data. Compared with the measured results, the simulated results were 

found to have a 1.55 and 4.66 for RSME and MAPE of internal air temperature, and 6.16 

and 6.69 for RSME and MAPE of internal relative humidity, respectively. Using the LAMP 

weather forecast data, the broiler stress index for the rearing environment was expressed 

as the heat stress index suitable for South Korea, and the system was developed to provide 

information to users by turning it into a web service. When the users input the farm loca-

tion, structure and equipment, and rearing information, the heat stress index of the broil-

ers of the previous day and the day before the forecast was calculated from the forecast 

time. 

Figure 12. Comparison of heat stress index for the Rural Development Administration system
predictive warning and this research model: (a) Jeonllabuk-do Weather Data (15 July–19 August);
(b) Heat stress index analysis using energy model calculation results and experimental data.

4. Conclusions

This study attempted to develop a forecasting system that enables users to preemp-
tively respond to heat stress evaluation of broilers before danger occurs. To do this, several
processes were conducted, including field experiments at the selected broiler house to
measure and analyze the external weather, the internal environment, and the ventilation
flow rate during tunnel ventilation. Air temperature and relative humidity were ana-
lyzed according to the length and width using time series data for rearing days broilers.
Field-measured data analysis showed that the actual ventilation rate of the tunnel fan
was reduced by 30% compared to the design ventilation rate, specified by the manufac-
turers of the fans. Since the ventilation flow rate is a factor that directly affects the air
thermal environment inside the broiler house, it is important to input the actual ventilation
amount to accurately predict the internal environment. Then, a dynamic energy model
that calculates the internal environment of the house was developed and validated using
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the field-measured data. Compared with the measured results, the simulated results were
found to have a 1.55 and 4.66 for RSME and MAPE of internal air temperature, and 6.16
and 6.69 for RSME and MAPE of internal relative humidity, respectively. Using the LAMP
weather forecast data, the broiler stress index for the rearing environment was expressed as
the heat stress index suitable for South Korea, and the system was developed to provide in-
formation to users by turning it into a web service. When the users input the farm location,
structure and equipment, and rearing information, the heat stress index of the broilers of
the previous day and the day before the forecast was calculated from the forecast time.
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Nomenclature

Parameters
P the static pressure at a point (Pa)
q the dynamic pressure at a point (Pa)
v the flow velocity at a point in the line (m/s)
ρ the density of the fluid (kg/m3)
g gravitational acceleration (m/s2)
h the height of the point relative to the reference plane (m)
∆P the difference in the static pressure between the inlet and outlet of the fan (Pa)
Q the flow rate of the conveying air of the fan (m3/s)
c0, c1, c2 fan performance curve coefficients
ρd the density of air at the site
pi the static pressure in section i
vi the flow velocity in section i
Ai the cross-sectional area of the section i
CD discharge coefficient
m body mass of broiler (kg)
d number of breeding days (day)
Qtot the total heat production of broiler (W/head)
T indoor air temperature (◦C)
Qsen the sensible heat production of broiler (W/head)
Qlat the latent heat production of broiler (W/head)
THI temperature humidity index
RH relative humidity (%)
TDB dry bulb temperature (◦C)
TWB wet bulb temperature (◦C)
THVI temperature humidity velocity index
V air velocity (m/s)
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Abstract: Maximizing the utilization of renewable energy for heating is crucial for reducing energy
consumption in pig houses and enhancing energy efficiency. However, the mismatch between peak
solar radiation and peak heat load demand in nursery pig houses results in energy waste. Therefore,
we investigated a flexible air‑source heat pump system (F‑ASHP) based on the hourly‑scale energy
transfer of solar energy. A theoretical calculation model for F‑ASHPs in pig houses in the heating
areas of northern China has been established through on‑site testing and Simulink. This study in‑
vestigated the heat storage and release of four energy storage materials in pens and the variation
in heat load in the house, validating the accuracy of the model. The results show that the F‑ASHP
can effectively match the peak solar heat and peak heat load in the house. Among the four energy
storage materials in pens, the magnesium oxide heat storage brick material performed the best. Dur‑
ing intermittent solar periods, it released 3319.20 kJ of heat, reducing the heat load in the pig house
by 10.1% compared with that by the air‑source heat pump (ASHP). This study provides a theoret‑
ical model for flexible heating calculations in pig houses in northern China and aims to serve as a
valuable resource for selecting energy‑storage pens.

Keywords: energy saving; F‑ASHP model; nursery pig; storage pen; Simulink

1. Introduction
With the proposal of China’s carbonpeaking and carbonneutrality development goals,

reducing energy consumption and increasing energy utilization efficiency in buildings
have become increasingly important research topics across various fields [1–4]. Cold stress
can significantly affect animal health and breeding, and an appropriate temperature is cru‑
cial for healthy nursery pig farming [5–8]. Nursery pigs require higher indoor tempera‑
tures, necessitating additional heating equipment in pig houses [9,10]. In recent years, the
energy‑saving and emission‑reduction effects of pig houses have improved with the en‑
hancement of the insulation performance of the enclosure structure and the application of
clean energy [11,12]. However, in accordancewith the “dual carbon” goal, building energy
systems face higher development requirements to satisfy the need for further innovative
low‑carbon goals based on energy‑saving measures. Therefore, researching the transition
from energy‑saving to low‑carbon livestock houses, reducing heat load, improving heat‑
ing efficiency in piglet houses, and promoting a flexible heating system that fully utilizes
renewable energy to satisfy the fluctuating energy demand in livestock houses are signif‑
icant for achieving low‑carbon development in piglet houses and fostering a sustainable
livestock industry.

Air‑source heat pumps (ASHPs) are widely used for heating livestock houses, and
their heating capacity is influenced by the external environmental temperature [13]. As
the environmental temperature decreases, the evaporation temperature and pressure de‑
crease, leading to an increase in the compressor pressure ratio and compressor power con‑
sumption and decreases in heating capacity and coefficient of performance (COP) [14,15].
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Due to the intermittent and unstable nature of solar energy, the peak heating capacity of
solar energy does not alignwith the peak heat load of livestock houseswithin a day [16]. In
recent years, researchers have explored two main approaches to address these issues. The
first approach involves combining solar energy with ASHP for heating purposes. Kim [17]
designed a combined solar energy and ASHP system and conducted performance testing
and optimization analysis, resulting in a 5.1% increase in the system’s COP. Besagni [18]
focused on optimizing the solar energy‑coupledASHP system by incorporating additional
components, such as photovoltaic panels and inverters, into the collector, thereby creating
a solar photovoltaic‑thermal‑coupled heat pump system. The results demonstrated a COP
of up to 3.8, leading to improved thermal efficiency. Furthermore, Sezen [19] investigated
the impact of ambient temperature on solar energy‑coupled heat pumps and identified the
optimal systemCOP for heating performance across different ambient temperature ranges.

The second approach involves the utilization of heat storage within the building en‑
velope during peak solar periods and subsequent heat release during intermittent solar
periods. Choi [20] conducted a study on a residential solar‑air heating system that utilized
foundation concrete as the heat storage material. The results indicated that the heat ac‑
cumulated in the foundation concrete during the day could be effectively utilized during
non‑collection periods. By incorporating energy storage materials into building compo‑
nents, we can entirely exploit their heat storage and release characteristics, minimize heat
waste during periods of non‑utilization, and significantly enhance indoor thermal comfort.

Furthermore, Park [21] conducted experimental investigations on the thermal perfor‑
mance of phase‑change bricks doped with phase‑change materials in both summer and
winter environments, comparing their effectiveness in controlling indoor temperatures
with different roof materials. The results revealed that, during winter, the phase‑change
cold roof significantly improved the insulation performance of the roof structure, thereby
reducing indoor heat loss. In another study, Ye [22] implemented the storage of cold en‑
ergy within a building wall using a summer jet attachment. This approach enabled the
utilization of stored cold energy at night, resulting in a reduction of the building’s cooling
load during summer daytime hours.

Heat pumps are highly efficient devices commonly used for cooling and heating pur‑
poses that can be integrated with renewable energy systems [23]. Simulink, an essential
component of MATLAB, provides an integrated environment for modeling, simulating,
and conducting comprehensive analyses of dynamic systems. Simulink has demonstrated
excellent results in solving various time‑varying system differential equations and can be
employed for simulating the thermal environment within buildings [24,25].

The optimization of ASHP performance and building energy storage research is pri‑
marily based on residential and public buildings. The architectural structure of pig houses
is different from that of residential buildings owing to the widespread use of special pro‑
duction processes, such as individual stalls, slatted floors, and exhaust fans. To date, re‑
search on storing renewable energy in energy storage pens through heating systems has
not been conducted in pig houses for conservation. This study proposes a flexible air‑
source heat pump system (F‑ASHP) model based on the hourly scale energy transfer of
solar energy in a nursery pig house. Figure 1 shows a schematic diagram of the F‑ASHP
model. During the peak period of solar radiation P1 (12:00–16:00), the required tempera‑
ture inside the pig houses for conservation increased, and the solar peak heat was stored
in the energy storage pen. During the solar intermittent period P2 (16:00 to 12:00, the next
day), the energy storage pen released heat, thereby reducing the heat load demand in the
pig houses for conservation, transferring solar energy on an hourly scale, and achieving
the goal of a flexible heat load demand in pig houses for conservation.
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Figure 1. F‑ASHP model.

This study constructs a mathematical model of the F‑ASHP by coupling the ASHP,
energy‑storage pen, and solar collectors. The dynamic changes in heat storage, release
time, and release amount in energy storage pens composed of different materials, as well
as the dynamic change of heat load in pig houses for conservation, were studied with on‑
site testing and Simulink. Our findings provide the theoretical and technical foundation
for reducing energy consumption and carbon emissions during the winter.

2. Materials and Methods
2.1. Geometric Model

The ASHP heating systemwas installed in a nursery pig house in Shunyi District, Bei‑
jing, China. The experimental pig house has a north–south orientation, and its peripheral
dimensions are 42 m long and 9.3 m wide, as shown in Figure 2. There are 14 pens (3 m
width and 7.5 m length each) in the pig house, with a 2 m × 3 m slatted floor area in each
pen. The slat is 80 mm wide, and the opening is 20 mm wide. The pig house has two
units, and each unit holds seven pens. The pig house is naturally ventilated. The wall of
the pig house is made up of 0.37 m thick bricks and 90 mm thick extruded polystyrene
board (for external insulation). The eave of the pig house is 2.9 m high, and the double
pitch roof’s material is color steel laminboard with a thickness of 100 mm. The windows
are made of plastic and steel with two glass panes. There are 13 windows (2.00 × 1.45 m2)
and 1 window (1.15 × 1.15 m2) in the southern wall, and 14 windows (1.00 × 0.80 m2) in
the northernwall. There is onewindowwith a size of 1.18× 1.07m2 and onewindowwith
a size of 0.74 × 1.17 m2 in the eastern wall. There is one wooden door (0.90 × 1.77 m2) in
the western wall. There were 442 piglets in the two units of the pig house, and the age of
the piglets was 61 d. The physical parameters of the building are shown in Table 1.

2.2. ASHP System
The thermal load of the pig house was 12.0 kWwhen the outdoor design temperature

for heating was −7.6 ◦C in Beijing. Considering the efficiency of pipeline transportation
and the safety factor of 1.3, the thermal load of the pig house needs to be configured at
15.6 kW. For heating the pig house, experimental heating equipment based on enhanced
vapor injection technology, a type of low‑temperature ASHP, was utilized. The outdoor
extrememinimum temperature in Beijing can fall below−15 ◦C; thus, the heating capacity
of the ASHP was 22.4 kW when the dry ball temperature was −7 ◦C and 20.2 kW when
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the dry ball temperature was−15 ◦C (parameters from the equipment factory). The ASHP
utilized R410A refrigerant and was installed in a water tank with a thermal storage capac‑
ity of approximately 1000 L. The hot water stored in the tank was pumped to heat the pig
house. In the event that the water temperature in the tank dropped below the set temper‑
ature, the ASHP would heat the water in the circulating system to supply hot water to the
tank. When the water temperature in the tank was higher than the setting temperature,
the ASHP would stop working, but the water in the tank would still be pumped to heat
the pig house. The ASHP heating system is shown in Figure 3.
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Table 1. Structure information.

Structure Direction Area (m2) Heat Transfer Coefficient (W/m2·K)
Door West 1.59 4.7

Window East 1.26 1.92
South 39.02 4.7
West 0.87 4.7
North 11.2 4.7

Wall East 36.52 0.35
South 83.79 0.35
West 35.32 0.35
North 11.62 0.35

Floor / 396.52 0.22
Roof / 380.52 0.47
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2.3. Mathematical Models
The assumptionwas based on the heat losses in the ASHP system from the piping and

heating water tank, and this study was based on a certain stocking density for 20 kg pigs.
Figure 4 is a schematic diagram of the heat balance equations for the F‑ASHP model, in‑
cluding the heat supply of the ASHP, heat supply of solar collectors, heat loss of the water
tank, heat transfer through the enclosure structure of pig houses, pig heat production, ven‑
tilation heat loss, and heat release from the energy storage pen. Equations (1)–(7) represent
the heat balance equations for each component of the F‑ASHP model. A flexible dynamic
simulationmodel of the F‑ASHPwas built based onMATLAB/Simulink (Figure 5), and the
relative tolerance was less than 10–6. Reference [12] describes the changes in the outdoor
temperature and COP during the test period of the ASHP. During the test period, the heat
storage water tank temperatures of 40 ◦C and 38 ◦Cwere used as the starting and stopping
temperatures for the air‑source heat pump, respectively.
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The major equations that were implemented in the subsystem of the Simulink model
for F‑ASHP were Equations (1) and (7), respectively [26].

Cp × MTANK × dt
dτ

= Qs + QASHP − G × Cp × (Tout − Tin)− QLoss (1)

where Cp is the water of specific heat capacity, J/kg·K; MTANK is the quality of water tank,
kg; Qs is the solar energy, W; QASHP is the heat of the ASHP, W; G is the quality flow rate,
kg/s; Tout is the supply temperature of the tank, ◦C; Tin is the return temperature of the
tank, ◦C; and QLOSS is the heat loss of the tank, W.

G × Cp × (Tout − Tin) = Ki × Ab × Tbarn − Tout + Qventilation − Qpig + Qsource (2)

where G is the quality flow rate, kg/s; Cp is the water of specific heat capacity, J/kg·K; Tout
is the supply temperature of the tank, ◦C; Tin is the return temperature of the tank, ◦C; Ki is
the heat transfer coefficient of enclosure, W/m2·K; Ab is the area of the barn, m2; Qventilation
is ventilation heat loss, W; Qpig is the pig heat production, W; and Qsource is the energy
storage pen of heat, W;
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Ta = Ta,p +
(
Ta,min − Ta,p

)
× cos

[
2π

N
(τ − 3)

]
(3)

where Ta is the ambient temperature, ◦C; Ta,min is the min ambient temperature, ◦C; Ta,p;
is the average ambient temperature, ◦C; and N is time, h.
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dTb
dτ

= FR × [(S − UL)×
(

Tf ,i − Ta

)
] + G × Cp ×

(
Tf ,i − Tf ,o

)
(4)

where Tf ,i is the heat collector inlet temperature, ◦C; Tf ,o is the heat collector outlet tem‑
perature, ◦C; Ta is the average ambient temperature, ◦C; UL is the heating loss, W/m2·◦C;
S is the solar radiation intensity, W/m2; and FR is the heat transfer factor.

Qsource = Csp × MS ×
dt
dτ

= K × Ap × (Ts − Tbarn) (5)

where Csp is the energy storage pen of Specific heat capacity, J/kg·K; Ms is the quality of
energy storage pen, kg; Ab is the Area of pen, m2; Ts is the average temperature of energy
storage pens, ◦C; and K is the heat transfer coefficient of energy storage pen, W/m2·K.

Qpig =
1000 + 12 × (20 − Ta)

1000

{
5.09 × m0.75 + [1 − (0.47 + 0.003 × m)]×

[
n × 5.09m0.66 − 5.09m0.66

]}
(6)

where m is the quality of nursery pig, kg; n is the ratio of energy obtained to the mainte‑
nance energy of the nursery pig; and Ta represents air temperature, ◦C.

Qventilation = Cpa × V × ρ × Tbarn − Tout (7)

where Cpa is the air of specific heat capacity, J/kg·K; ρ is air density, kg/m3; and V is the
ventilation rate of the nursery pig, m3/h.

2.4. Boundary Conditions
This study proposed an F‑ASHPmodel in a nursery pig house, and 15 caseswere used

to simulate the heat storage and release, heat storage and release times, and variation in
pig house heat load for different energy storage pen materials under 40 ◦C water tank set
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temperatures. The four storage pen materials are concrete, gray sand brick, magnesium
oxide heat storage brick, and clay. The pen dimensions are 4.8 m in length, 2.4 m in width,
and 0.03 m in thickness. The storage pen’s materials and simulation conditions are listed
in Tables 2–4.

Table 2. Storage pen materials.

Materials Density
(kg/m3)

Specific Heat Capacity
(J/kg·K)

Heat Exchange Area
(m2)

Quality
(kg)

Concrete brick 2300 920 1.92 132.48
Gray sand brick 1900 1050 1.92 109.44

Clay brick 1842 1850 1.92 106.10
Magnesium oxide
Storage brick 2500 1140 1.92 144.00

Table 3. Model parameters.

Parameter Value Parameter Value

Water tank volume 1000 L Number of pigs 448
Water specific heat capacity 4.2 kJ/kg·◦C Ventilation rate 5.8 m3/h
Air specific heat capacity 1.005 kJ/kg·k Collector area 6 m2

Air density 1.29 kg/m3 Energy utilization rate 0.8
Water density 1000 kg/m3 Heat transfer factor 0.9

Nursery pig weight 13.6 kg Barn set temperature 25
Average daily solar radiation 9.85 MJ/d Average outdoor temperature −7.9

Lowest temperature −18.3 ◦C Flow rate 110 L/h

Table 4. Simulation conditions.

Case Tank Setting Temperature
(◦C)

Pen
Material

Solar
Energy

P1 Setting Temperature
(◦C)

1 40 Hollow plastic / 26
2 27
3 28
4 Clay brick Working 26
5 27
6 28
7 Gray sand brick Working 26
8 27
9 28

10
Magnesium
oxide Storage

brick
Working 26

11 27
12 28
13 Concrete brick Working 26
14 27
15 28

2.5. ASHP System Measuring Points
TheASHPheating system and indoor environmentweremonitored during the period

between 15 November 2016 and 16 April 2017. The water temperatures were monitored
by Pt100 temperature sensors (KZW/P‑231, measuring range: 0~70 ◦C, accuracy: ±0.15 ◦C,
KunLunZhongDa Sensors Co., Ltd., Beijing., China). All the data on water temperature
and flow were displayed and recorded by a PLC system.

Air temperature and RH indoors and outdoors were monitored by a temperature and
humidity automatic recorder (Apresys, 179A‑TH, measuring range, RH: 0%~100%, tem‑
perature: −40~100 ◦C, accuracy: ±2% and ±0.2 ◦C, San Ramon, CA, USA). Ground tem‑
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perature was monitored by ground thermometers (JTR09, measuring range: −20~85 ◦C,
accuracy: <±4%, Tian Jian Hua Yi Co., Ltd., Beijing., China).

3. Results and Discussion
3.1. Model Validation

We referenced [11], monitored, and analyzed the ASHP supply and return water tem‑
peratures and the indoor environment of pig houses. A higher relative humidity will raise
the dew‑point temperature of the air, and air condensation will frost on the surface of the
ASHP evaporator, affecting heat exchange. The lowest temperature in the Beijing area in
the last 30 years was −11.8 ◦C. A defrosting device was activated after the evaporator sur‑
face reached the dew‑point temperature, and condensation could occur in colder climate
zones, which would affect the ASHP system.

To verify the accuracy of the simulation model, we selected Case 1. Figure 6 illus‑
trates the measured and simulated values of the ASHP system’s supply and return water
temperatures on 4 January. The simulation results for the supply and return water temper‑
atures of the ASHP heating system in the pig houses exhibited a similar changing trend to
the measured values. During the noon period, the supply and return water temperatures
were lower than those in other time periods. These values were attributed to the higher
outdoor temperature during noon, which reduced the heat transfer from the pig houses to
the outdoors and consequently decreased the heat load required by the pig houses. The
maximum relative error between the simulated and measured values of the supply and
return water temperatures was 5.1%. This fluctuation was attributed to short‑term fluc‑
tuations in the outdoor temperature between 15:00 and 16:00, which deviated from the
change trajectory of the outdoor temperature wave function. Overall, this mathematical
model can be effectively utilized for numerical heat transfer research in pig houses for
conservation purposes.
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3.2. Analysis of Heat Storage and Release of the Pen
3.2.1. Analysis of Heat Storage

Cases 5, 8, 11, and 14 were selected to analyze the heat storage in the F‑ASHP model.
Figure 7 shows the heat storage of the four types of energy storage pens in operating hours,
which demonstrated the same trend. The heat storage time required for the brick pen to
increase by 2 ◦C was 14.4 h, whereas the heat storage time for the clay pen to rise by 2 ◦C
was 15.0 h. The temperature change rate of the gray sand brick storage pen was the fastest,
owing to its smallest specific heat capacity. The temperature rise rate of the storage pen
of the four materials increased rapidly in the first 3.5 h, which could be explained by the
larger initial temperature difference leading to a larger heat transfer rate. At 4 h of heat
storage time, the average temperatures of the four types of material pens were 26.94 ◦C,
26.92 ◦C, 26.73 ◦C, and 26.82 ◦C, respectively.
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3.2.2. Analysis of Heat Release
Figure 8 shows the heat release of the energy storage pens composed of four different

materials (Cases 5, 8, 11, and 14) during the solar intermittent period. In the first 30 min
of heat release, the gray sand brick storage pen released the most heat. As the heat release
time increased, the heat release of the clay pen was higher than those of the other three
materials, which was attributed to the highest specific heat capacity of the clay energy
storage pig pen. During the solar intermittent period, the total heat release of individual
clay energy storage pig pens, magnesium oxide storage brick pens, concrete brick energy
storage pens, and gray sand brick energy storage pens was 374.44 kJ, 331.92 kJ, 270.72 kJ,
and 260.64 kJ, respectively. This phenomenon indicates that the energy storage pen can
effectively store energy during the solar peak period and achieve energy transfer on an
hourly scale.

However, while the clay brick energy storage pig pen offered the best heat release
effect, it can be adversely impacted by certain factors, such as cleaning and disinfection in
the pig nursery. Therefore, we decided to use the magnesium oxide storage brick pen in
the pig nursery.

Previous studies [27] have shown that pen attachment ventilation (PAV) for convec‑
tive heating has better effects than ASHP floor radiant heating. PAV can directly perform
convective heat exchange with the energy storage pen, and the combination of PAV and
the energy storage pen may be increasingly conducive to energy storage during the solar
peak period.
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3.3. The Analysis of F‑ASHP Heat Load
Figure 9 illustrates the heat load of the nursery pig house for Cases 1, 8, and 11. In

Case 1, no flexible heat load regulation was observed, and the barn setting temperature
was maintained at 25 ◦C. In Cases 8 and 11, the barn setting temperature increased during
the P1 stage. The heating load in all three cases decreased during the P1 stage due to the
rising outdoor temperature, which reduced the heat transfer within the enclosure. Cases
8 and 11 had higher heat loads during the P1 stage compared with that in Case 1 because
they utilized solar energy for pig pen heat storage. During the P2 stage, the peak‑valley
heat loads for Cases 1, 8, and 11 were 7.80 kW, 7.31 kW, and 7.01 kW, respectively. Both
Case 2 andCase 11 had lower heat loads thanCase 1, indicating that the energy storage pen
effectively facilitated hourly energy transfer, reducing the indoor heat load demandduring
periods of solar intermittency. The heat loads of Cases 8 and 11 in the P2 stage exhibited a
similar trend. However, Case 8 had a higher heat load during the P2 stage compared with
that in Case 11, attributable to the lower heat capacity of the energy storage pen in Case 8,
which stored less heat during the P1 stage.
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The decrease in barn heat load was highly pronounced during the early stages of P2,
as the temperature of the energy storage pig pen was higher than the indoor temperature,
resulting in a faster heat transfer rate. Concurrently, the outdoor temperature gradually
decreased with the setting sun, increasing the heat transfer within the indoor enclosure.
Compared with that in Case 1, the use of a magnesium oxide energy storage pen with a
2‑degree increase during the P1 stage reduced the heat load of the ASHP by 10.1% in the
P2 stage, highlighting the elasticity in heat load demand achieved by the F‑ASHPmodel in
the pig nursery. However, not all the heat added in the P1 stage was transferred to the P2
stage, as some of it was lost through the enclosure, and the insulation effect of the enclosure
affected the energy storage during the P1 stage. In addition, the energy storage pen and F‑
ASHP were suitable for regions with abundant sunlight, whereas cloudy conditions could
affect the energy storage and transfer efficiency of the energy storage pig pen.

4. Conclusions
In this study, a flexible heating model combining an ASHP and energy storage pig

pens was proposed. Using a nursery pig house in Beijing, simulations were conducted to
analyze different material energy storage pens, heat storage capacity, heat storage time,
and variations in barn heat load using on‑site testing and Simulink. The main conclusions
are summarized as follows:
(1) The F‑ASHP model for a nursery pig house can accurately predict the heat load de‑

mand with a relative error of 5.1%. This model can be used to evaluate the feasibility
of F‑ASHP in different regions with abundant solar energy.

(2) The energy storage pen effectively stores heat during solar peak times and releases
it during solar intermittency, achieving hour‑scale energy transfer. Compared with
the ASHP system, themagnesium oxide energy storage pen reduced the heat load de‑
mand in the pig house by 10.1%, resulting in a highly flexible barn heat load demand.

(3) Among the four energy storage pens, the magnesium oxide storage brick demon‑
strated the best performance, with a total accumulated heat storage of 3319.20 kJ.

5. Limitations
This study proposed that the F‑ASHP heating model could achieve hour‑scale energy

transfer of solar energy and reduce the internal heat load of nursery pig houses during solar
intermittency through the use of an energy storage pen. However, this study still has some
limitations. Principally, it investigated the F‑ASHP model using theoretical calculations,
where differences in its actual application in pig production may be present. Additionally,
energy storage pens are made of solid materials, and their heat storage capacity is affected
by the specific heat capacity of the specificmaterials used. Therefore, future studies should
further monitor and analyze the indoor thermal environment of the F‑ASHP heating sys‑
tem and investigate a flexible heating model of phase‑change energy storage for pig pens
coupled with a PAV.
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Nomenclature

Symbols
Ab Area of barn, m2

Ap Area of pen, m2

Cpa Air of specific heat capacity, J/kg·K
Cp Water of specific heat capacity, J/kg·K;
Csp Energy storage pen of specific heat capacity, J/kg·K
FR Heat transfer factor
G Quality flow rate, kg/s
K Heat transfer coefficient of energy storage pen, W/m2·K
Ki Heat transfer coefficient of enclosure, W/m2·K
m Quality of nursery pig, kg
Ms Quality of energy storage pen, kg
MTANK Quality of water tank, kg
QASHP Heat of the ASHP, W
QLoss Heat loss of the tank, W
Qpig Pig heat production, W
Qs Solar energy, W
Qsource Energy storage pen of heat, W
Qventilation Heat loss of Ventilation, W
S Solar radiation intensity, W/m2

Ta Ambient temperature, ◦C
Ta,p Average ambient temperature, ◦C
Ta,min Min ambient temperature ◦C
Tbarn Supply air temperature, ◦C
Tf,i Heat collector inlet temperature, ◦C
Tf,o Heat collector outlet temperature, ◦C
Tin Return temperature of the tank, ◦C
Tout Supply temperature of the tank, ◦C
Ts Average temperature of energy storage pens, ◦C 2

UL Heating loss, W/m2·◦C
V Ventilation rate of nursery pig, m3/h.
ρ Air density, kg m−3

Abbreviations
ASHP Air‑source heat pump
F‑ASHP Flexible air‑source heat pump system
COP Coefficient of performance
PAV Pen‑attached ventilation
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Abstract: The purpose of our work is to leverage the use of artificial intelligence for the emergence of
smart greenhouses. Greenhouse agriculture is a sustainable solution for food crises and therefore
data-based decision-support mechanisms are needed to optimally use them. Our study anticipates
how the combination of climatic systems will affect the temperature and humidity of the greenhouse.
More specifically, our methodology anticipates if a set-point will be reached in a given time by a
combination of climatic systems and estimates the humidity at that time. We performed exhaustive
data analytics processing that includes the interpolation of missing values and data augmentation, and
tested several classification and regression algorithms. Our method can predict with a 90% accuracy if,
under current conditions, a combination of climatic systems will reach a fixed temperature set-point,
and it is also able to estimate the humidity with a 2.83% CVRMSE. We integrated our methodology on
a three-layer holistic IoT platform that is able to collect, fuse and analyze real data in a seamless way.

Keywords: smart agriculture; greenhouse technologies; artificial intelligence

1. Introduction

Traditional agriculture can no longer adequately absorb the world’s growing demand
for food. Water scarcity and climate change seriously threaten global food security for
present and future generations. In this context, smart agriculture emerges as a new ap-
proach that focuses on optimizing production efficiency, increasing quality, minimizing
environmental impact and reducing the use of resources (energy, water and fertilizers) [1].

The emergence of smart agriculture implies high productivity ratios thanks to the
modernization of irrigation and climate systems and the application of advanced control sys-
tems. Greenhouses are widespread within Europe, with an area of nearly 405,000 dedicated
hectares [2], and the total greenhouse agricultural area in Spain exceeded 73 thousand
hectares in 2021 [3]. In addition, awareness of the potential environmental impact of these
intensive systems and, above all, the existence of more sustainable methods and technolo-
gies in agriculture is permeating into the population, which causes changes in behaviors
and new regulations for farmers and technology providers.

Among the advances applied in protected crops with strong growth potential is the
use of soil-less crops, which allow for increases in productivity and a more efficient use of
water and fertilizers. Initially, most soil-less farming systems were open, where drainage is
released into the environment. This leads to a high water consumption, and approximately
31% of nitrates and 48% of potassium applied during the crop cycle are discharged into the
environment, causing the contamination of aquifers and possibly environmental problems
of eutrophication also [4]. However, in recent years, European policies have been aimed at
making agricultural practices more sustainable, with initiatives such as the Green Deal [5].
In the Mediterranean area, where more than 60% of its production is under greenhouses,
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the implementation of closed systems in crops without soil would have a significant
environmental impact, since it would notably reduce discharges of nitrates and phosphates
into the environment. In addition, it would mean significant savings in fertilizers and
water, these being scarce resources in the Mediterranean area.

An important challenge in smart agriculture applied to greenhouses is the high con-
sumption of energy when one wants to carry out a certain degree of automation of the
production system. The use of renewable energies and energy efficiency applied to the
different climatic and fertilization machinery makes these new agricultural systems more
profitable than traditional agriculture and reduces their carbon footprint. This is because
the solar resource tends to be high in agricultural sites.

The introduction of artificial intelligence (AI) and massive data processing (big data)
as tools in the field of smart agriculture and greenhouses opens up a range of possibilities.
These new techniques help to address the challenges of this new type of agriculture, such
as the optimization of production with respect to resources, pest control, rapid reaction
to adverse situations, predictions of extreme events, etc., in order to make this type of
agriculture a sustainable and profitable industrial sector in the long term.

In this work, we present an ICT platform that is composed of three different technolog-
ical layers. The solution has the latest innovations, such as the use of big data processing
and machine learning as a service applied to a closed-cycle hydroponic greenhouse in order
to estimate the effects of choosing a specific combination of climatic systems. The authors
believe that this is a relevant research question as the piping of the hydroponic system and
the fact that the roots are not embedded in the soil contribute to substantial inertia, making
the thermodynamics of the environment affecting the plant truly different than those of a
conventional greenhouse.

The specific objectives of this work are as follows:

• To create a ICT platform that is able to gather data, fuse it, analyze it and provide
greenhouse-related services;

• To create a methodology that anticipates the thermal response of a greenhouse accord-
ing to real-time variables using artificial intelligence:

– Gather and prepare the data to analyze the operation of different climatic systems
and their effect on temperature and humidity;

– Create classification models that anticipate if a combination of climatic systems
will reach the desired temperature in a greenhouse in a certain time;

– Create regression models to estimate greenhouse humidity;

• To integrate the created methodology into the created platform.

This will serve as a tool to optimize the use of different climatic systems attending the
energy consumption in order to increase the efficiency of the installation.

This paper is organized as follows: Section 2 contains the review of the literature
on the use of AI in greenhouses. Section 3 provides an overview of the ICT system
architecture (explaining the three layers) and Section 4 delves into the analytical proposal,
including the data processing and the description of the classification and regression models.
Section 5 shows the experimental set-up and how our methodology can be integrated into
any platform, and discusses the novelty and originality together with some practical
applications of the work. Section 6 concludes the work.

2. State of the Art

Agriculture has a primary role in meeting global nutrition needs. In recent decades,
the food and agriculture sectors have passed through substantial changes [6]. Improve-
ments in agricultural productivity are expected to be increased in order to ensure planned
development, improvements and maintenance that may cover the needs of growing world
populations [7]. The excessive use of phytosanitary products, soil tillage techniques and pro-
duction must necessarily change if we want to meet current challenges. Climate change,
the depletion of fossil resources, environmental issues (protection of biodiversity, fight
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against pollution, etc.) and health standards require a change in model to one that tends
towards a more sustainable use of the soil [8].

Protected cropping is defined as growing within, under or sheltered by structures such
as cover material, shade cloths, plastic tunnels or greenhouses. The level of protection and
control can range from an inexpensive canopy (e.g., fabric/cloth) in a field to greenhouses
or complete controlled environment horticulture systems [9]. In recent years, soil-less culti-
vation has become increasingly important as a promising strategy for growing a variety
of crops. It is difficult to cultivate crops in horticulture greenhouses under hot and arid
climate conditions. The main challenge is to provide a suitable greenhouse indoor envi-
ronment with sufficiently low costs and with low environmental impacts. Once in place,
greenhouses are highly non-linear, complex, multi-input and multi-output (MIMO) systems
when looked at as thermodynamic enclosures that respond to changes in morphology and
operations with changes in temperature and humidity [10]. Sustainable agriculture cultiva-
tion in greenhouses is constantly evolving thanks to new technologies and methodologies
able to improve the crop yield and solve the common concerns that occur in protected
environments [11]. Due to climate change, variations in weather have occurred in the last
decades, and the introduction of new methodologies and technologies has become essential
in supporting agriculture and optimizing greenhouse productions [12].

Soil-less cultivation (hydroponics) allows for a higher control of plant growth thanks
to the better control of the feeding medium. This leads to a high productivity and better
product quality, as well as a very high efficiency of water and fertilizer use [13]. Especially
in regions with limited water or soil resources, hydroponic cultivation techniques can
open up new approaches to food production. Not all systems are equally efficient, nor
can they be applied in all areas and locations. Nowadays, the cultivation of horticultural
crops, including leafy and fruiting vegetables and medicinal herbs with pharmaceutical
value, are commercially grown in recycled (i.e., recirculating) hydroponics under controlled
environments [14]. Recirculating hydroponics has great implications in practice under
controlled environment agriculture toward economic considerations and environmental
sustainability. Even more controlled agriculture is generally used in indoor farming plant
factories for producing a range of high-value crops such as leafy and fruiting vegetables
and medicinal plants under artificial light organized vertically [15]. In addition to the
lighting and nutrient supply, the numerous systems, applications, substrates, organisms
and their economic viability and sustainability have to be considered in order to obtain an
understanding of whether and when it is worthwhile to use soil-less techniques [16].

Hydroponics could solve a considerable weakness of Mediterranean greenhouses.
This is the large amount of energy required to maintain optimal environmental conditions
for crop growth [17], which limits the operation period to approximately 9 months due
to very high summer temperatures. The major challenge in Mediterranean greenhouses
is to find ways to improve the yield per drop of water and unit of energy. An increased
investment is required and needs to be considered in terms of the return on investments [18].
Greenhouses and indoor farming systems play an important role in providing fresh food,
such as fruits and vegetables being high in vitamins and minerals. Controlled-environment
greenhouses combine a high crop production per unit area with a high water use efficiency
per unit of product [19], but at the cost of a high energy demand [20] and high investments.
Increasing agricultural systems’ resource efficiency is a key action for producing adequate
food quantities in semi-arid Mediterranean regions while coping with water scarcity,
environmental constraints and economic issues. There have been several studies on the
high consumption of energy that some greenhouse solutions may have [21]. Recently,
Soussi et al. (2022) provided an updated literature review of the climate control methods
and cooling systems, with a particular focus on their reliability under hot and arid climate
conditions. The main criteria of the performance evaluation are the effectiveness of these
systems in generating suitable climate conditions for crops, and their reduction in the
use of energy and water. Due to their lightweight construction and inefficient insulation,
greenhouses are considered as one of the most energy-intensive agents of the agricultural

81



Agriculture 2022, 12, 1729

industry. According to the literature, they consume more fossil-fuel-generated energy than
that used by buildings of a similar size [22]. Smart agriculture applied to greenhouses
is considerably interesting from an energy point of view. The growing request for the
quality and production of fruits and vegetables imposes on the producer the equipping of
greenhouses with suitable heating and cooling units to regulate the temperature, humidity
and lighting, driving a healthy and controlled production. In smart applications, in general,
it is mandatory to select proper high-efficiency technical solutions to reduce the energy
consumption and, as a consequence, the production costs and environmental impact [12].

The future smart agriculture will be based on advanced data acquisition combined
with several technologies. All of these outlooks involve data management in a certain way.
With the development of open-source and big data, different techniques have emerged to
remedy the limitations of traditional decision-making systems [23]. Sustainable agricultural
development is a significant solution with fast population development through the use
of information and communication (ICT) in precision agriculture, and has produced new
methods for making cultivation more productive, proficient and well-regulated while
not contributing more to climate change. Big data (machine learning, deep learning, etc.)
is among the vital technologies of ICT, employed in smart agriculture for their rather
large data analytic capabilities to abstract significant information and to assist agricultural
professionals in comprehending full-farming practices on all of their facets, helping them
to take precise decisions [24].

3. System Architecture

The future of smart agriculture will be based on advanced data acquisition combined
with several technologies. All of these outlooks involve data management in a certain way.
With the development of open-source and big data, different techniques have emerged to
remedy the limitations of traditional decision-making systems [23]. Sustainable agricultural
development is a significant solution to fast population development through the use of
information and communication (ICT) in precision agriculture, which has produced new
methods for making cultivation more productive, proficient and well-regulated while
not contributing more to climate change. Big data (machine learning, deep learning, etc.)
is among the vital technologies of ICT, employed in smart agriculture for their rather
large data analytic capabilities to abstract significant information and to assist agricultural
professionals in comprehending full-farming practices on all of their facets, helping to take
precise decisions [24].

The data sources of the lower layers are fed into an NGSI-LD-based platform (an
evolution from the European FIWARE initiative, based on the ETSI standards institute),
enabling massive data management and providing support for the integration of machine
learning and data analytic tools. This third layer (services layer) allocates the database with
all of the information about the status of the crop and parameters, and it represents the
interface with users. Moreover, the FIWARE-based platform employs standardized IoT-
data protocols to facilitate the acquisition, integration and exchange of massive data from
CPS and gateways, and also provides an interface to the big data techniques. The overall
architecture scheme can be seen in Figure 1.
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Figure 1. Architecture of the control system in the greenhouse.

4. Materials and Methods

The greenhouse under study had a set of equipment mainly deployed inside a ma-
chinery room beside the crops within the greenhouse. These facilities were composed of
several hardware units; the climate unit is the one that this work focuses on.

The greenhouse had an IPv6 over Low Power Wireless Personal Area Network (6LoW-
PAN) deployment, where sensors are directly interconnected using Internet protocols.
The sensors measure temperature, humidity, solar radiation and CO2. A CPS device
was provided with peripherals dedicated to managing the different climatic devices. Al-
though the platform is capable of managing up to thirteen climatic systems, the physical
facilities of the prototype greenhouse have the following hardware available:

• Ventilation system with four overhead motorized windows.
• Thermal-shade screen system on the roof, with an electro-mechanical traction system

for opening and closing. It receives 48% of shadow and 55% of energy saving.
• Air cooling system, which consists of a humidifier module and three helical extractors.

The extractors have a flow of 38,000 m3/h.
• Air fog system used to humidify and cool the greenhouse through water evaporation.

It has a pressure pump of 1 HP and 25 L, and an air compressor of 4 HP and 50 L.

4.1. Data Preprocessing

The greenhouse sensors provide climatological data on temperature, humidity, radia-
tion and photosynthetically active radiation (PAR). The latter discriminates the spectral
range of solar radiation from 400 to 700 nanometers, which photosynthetic organisms are
able to use in the process of photosynthesis. The data were collected between 1st February
and 31st August, including, therefore, the hottest period in Murcia, Spain, when the true
effect of the climate systems in lowering the temperature and controlling the humidity in
the desired ranges can be seen. For some variables, such as temperature and humidity,
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there were two sensors placed at 1.5 m (edge of the plants) and 3 m (above the plants) and
places within the greenhouse. For analytical purposes, we used the average value for both.

While the sampling frequency of the sensors was 60 s, the climate systems can be
switched on or off for less time, and also their sampling may not coincide in time. In order
to homogenize the databases, we upsampled the time series to 10 s. For this purpose,
a simple linear interpolation was performed by taking the values provided by the sensors
of two consecutive samples (v[i] and v[i + 1]), dividing the time interval between both
measurements into equal parts and assigning to each of them the value:

v(k) = v[i] +
v[i + 1]− v[i]

6
· k, ∀k ∈ {1, . . . , 6}, (1)

where i = {1, . . . , N − 1}.

v′(6 · i + k) = v[i] +
v[i + 1]− v[i]

6
· k (2)

where i = {0, . . . , N − 1} and k = {0, . . . , 6}.
Categorical variables were stored only every time a change in their status occurs.

For example, windows return their percentage of opening and climatic systems, for which,
data are available for the date and time of switching on and off; they were replicated in a
similar way to the numerical variables, but taking into account that the intermediate values
to be assigned between two consecutive measurements w[i] and w[j] are:

w′(k) = w[i], ∀k ∈ {i + 1, . . . , j− 1} (3)

In addition to the sensors inside the greenhouse, we integrated the data from an
external weather station that is next to the greenhouse. The weather station provides data
on temperature, relative humidity, radiation, wind direction, wind speed and precipitation.
The sampling frequency of the sensors in the station was five minutes. The same linear
interpolation was applied for 10 s of upsampling to homogenize this data also.

The so-called vapor pressure deficit (vpd) was calculated inside and outside the
greenhouse. The vapor-pressure deficit is the difference (deficit) between the amount of
moisture in the air and how much moisture the air can hold when it is saturated. This
variable is closely related to crop development and yield [25,26], and could be useful for
estimating which climate systems should be switched on at which time. The vpd was
calculated as follows in Equation (4).

vpd(t, rh) = svp(t)− rh
100 · svp(t)

(4)

where t is the temperature in Celsius degrees (ºC), rh is the relative humidity (percent-
age) and svp(t) is the saturation vapor pressure (kPa), and is calculated by the Tetens
formula [27] that can be seen in Equation (5).

svp(t) = 0.6108 · e 17.27·t
t+237.3 (5)

Once the data were generated, we looked for missing values, errors in the sensor
measurements or inconsistencies. There was a period of time (between 8 June and 23 July)
when one of the humidity sensors in the greenhouse did not work properly. To compensate
for these small gaps, two regression models were built as a function of the other variables
and taking into consideration the climate systems. The regression models were radial
support vector machines (RSVM) and a random forest (RF). These two models were chosen
because they are well known and perform well in regression problems. The rest of the
variables were within reasonable parameters and no missing values were found.

The regression models were trained and evaluated with the data, where the humidity
inside the greenhouse was known. A total of 255,745 samples were used for training and
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63,936 observations for testing, which is an 80–20 setup. To evaluate the performance of the
models during training, 10 repeats of five-fold cross-validation were performed. The final
values used for the RSVM model were σ = 0.12 and C = 2.27, and the final values used for
the RF model were min.node.size = 2, mtry = 6 and splitrule = “extratrees”. The test results
are shown in Table 1:

Table 1. Combinations of climate systems, number of occurrences observed and average switch-
on times.

Combination Occurrences Avg. Time in Seconds

Two recirculators 2469 65
One fan and two recirculators 52 26

Two fans 83 28
Two fans and two

recirculators 2407 56

Two fans, two recirculators
and cooling system 49 28

Three fans and two
recirculators 2438 45

Three fans, two recirculators
and cooling system 1257 5050

RF is better than RSVM in all metrics. The coefficients of determination R2 are close
to 1, so the models fit the data perfectly. As the two models were trained and evaluated on
the same datasets, statistical inference can be performed to determine if there are differences
between using one or the other. Using Student’s t-test method, the differences between
the two models were found to be significant at 95% confidence (p-value adjustment by
Bonferroni’s method = 0.12 > α = 0.05). Therefore, the RF model was chosen to estimate the
missing points of the humidity sensor.

For each combination of climate systems, we created a different table that includes the
values of the above variables every 10 s.

4.2. Climatic Systems Combinations

Among the systems in place to modify the thermal conditions inside the greenhouse
are: three fans, two recirculators, a ventilation system with four motorized upper windows,
a thermal-shade screen system and the air cooling system. The ventilation system and the
thermal screen system on the roof were used less than 1% of the time during this study, so
the analysis of variables showed that these variables have a variance close to zero and were
discarded. Therefore, only the three fans, the two recirculators and the air cooling system
were used to modify the greenhouse thermal conditions.

Of the systems that were actually used to modify the conditions inside the greenhouse,
seven combinations of them were found. Table 2 shows the combinations of climate systems
that were found during this study, the number of occurrences of each of them and the
average time of switching on.
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Table 2. Test accuracy results of the four models for the different combinations of climate systems.

Climatic Systems Model Accuracy

2 fans + recirculators Random forest 89.2%
Linear SVM 74.5%
Radial SVM 81.9%

Logistic regressor 78.7%

3 fans + recirculators Random forest 89.9%
Linear SVM 75.4%
Radial SVM 84.8%

Logistic regressor 79.4%

3 fans + recirculators + cooling Random forest 98.4%
Linear SVM 88.8%
Radial SVM 86.5%

Logistic regressor 88.8%

The statistical analysis carried out for each combination of climate systems found
shows that the average switch-on times differ from one system to another, as can be seen in
Table 2.

Considering that the two recirculators alone were used to homogenize the greenhouse
conditions and were switched on periodically, this combination of systems was not taken
into account when deciding which systems should be switched on to achieve the ideal
climatic conditions inside the greenhouse. The statistical analysis showed that this com-
bination of systems was only able to reduce the temperature slightly when the outside
temperature decreased.

The statistical analysis showed that there were three combinations of climate systems
(one fan and two recirculators, two fans, and two fans, two recirculators and the cooling
system) that were switched on together very few times during this study. The average
switch-on times of these systems were less than 30 s, and they did not change the temper-
ature inside the greenhouse in any case. Therefore, these systems were discarded due to
insufficient quality information.

In summary, three combinations of systems were used to decrease the greenhouse
temperature: (1) two fans and two recirculators, (2) three fans and two recirculators and
(3) three fans, two recirculators and a cooling system.

4.3. Methodology: Binary Classification for Climatic Systems and Regression for
Humidity Prediction

In this work, we created a methodology that consists of the sequential application of
two algorithms. The first one will output a logical value that indicates if a certain combina-
tion of climatic systems under the current conditions would be able to reach the desired
temperature in the desired time, and it was formulated as a binary classification model.
The second one will output the final humidity reached when using such a combination of
climatic systems under the current conditions after the established time. These models are
going to be trained using a machine learning (ML) approach as in the data interpolation.

ML is a part of the AI paradigm that studies the mathematical algorithms that can
learn patterns using examples or previously collected data and then make a prediction or
classification over new data [28].

For the first part, we are examining only binary classification, Y = 0 being the target
variable when the required temperature is not reached using a particular combination
of climatic systems and Y = 1 when it is reached. Several inputs were used related to
the weather outside the greenhouse and meteorological conditions within the greenhouse.
This is a form of supervised learning because the training and testing datasets contain
a response label and the algorithm observes the input vector and attempts to learn a
probability distribution to predict y given x [29]. The objective of the algorithm is to learn a
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set of weights on a subset of the data that minimizes the error or loss between the ground
truth and predicted value in order to precisely classify the input to the associated label [30].

Logistic regression and support vector machines (SVMs) are popular binary classifica-
tion algorithms and a random forest is also very well-known in ML practices. We chose
these models, including linear and radial kernels for SVMs for our purpose.

With a similar approach but from a regression point of view, we used the same strategy,
including the same algorithms since they were valid for both classification and regression,
for predicting the humidity.

4.4. Manual Data Augmentation

The data collected from the greenhouse could have been seen as insufficient in ob-
taining robust classification models. Additionally, the data were unbalanced after being
partitioned between train/validation and test sets, as can be seen in Figure 2, so the models
were biased toward the majority classes. Due to this, a manual data augmentation process
was applied to the training data of the three combinations of climate systems that were
successfully lowering the temperature inside the greenhouse. This data augmentation
trained the models with balanced data and helped to better predict new unseen examples
(increases in the generalizability of the models). For example, from an observation where
the target temperature was reached by turning on certain climatic systems for S seconds,
we can generate new observations with the same conditions as before, but, with turn-on
times shorter than S seconds, we found that those climatic systems could not reach the
target. This process generates new examples by applying common sense and adds value to
the data.

Figure 2. Distribution of training classes before manual data augmentation.

Manual data augmentation was applied to the training data to add new observations,
from both the positive and negative classes. For the first case, new examples were generated
by modifying the on-time of the systems, indicating that, if the target was reached in S sec-
onds with certain internal and external conditions, then, for on-times in the interval [S + 10,
S + 120] seconds, the target would also be reached for those same conditions. The number of
new examples generated from the positive class depended on the distribution of the classes
in the different combinations of weather systems. It was seven new examples for each
observation where the target was reached in the case of “two fans and two recirculators”
and “three fans and two recirculators”, and five new examples for each observation where
the target was reached in the case of “three fans, recirculators and cooling”. On the other
hand, if given certain conditions, where the turn-on of the systems failed to reach the target
for a certain time S, then, for turn-on times 0 ≤ S′ < S seconds, the targets would not be
reached either. To generate new examples, the interval [0, S − 10] was partitioned into
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three equal parts and new instances were created, keeping the rest of the conditions and
adding the new turn-on times. Finally, another three new examples were generated for
each instance of the initial positive class, indicating that, if a temperature T was reached
in a given time, then temperatures of T − 1, T − 2 and T − 3 degrees Celsius could not be
reached in the same time.

In the case of the two fans and the two recirculators, 2407 observations were available,
1602 (67%) of them failed to lower the temperature inside the greenhouse and 805 were
successful (33%). The stratified random split between training/validation and the test
(80–20%) provided 1926 observations for the training and validation of the models and 481
for the test. After applying the data augmentation, a training set of 12,140 instances, 6988
of the negative class (58%) and 5152 of the positive class (42%), became available.

For the three fans and the two recirculators, there were 2438 observations, of which,
1585 (65%) of them failed to lower the temperature inside the greenhouse and 853 were
successful (35%). The stratified random split between training/validation and the test
(80–20%) provided 1951 observations for the training and validation of the models and 487
for the test. After applying the data augmentation, a training set of 12,539 instances, 7075
from the negative class (56%) and 5464 from the positive class (44%), became available.

For the three fans, the two recirculators and the cooling, 1257 observations were
available, 519 (41%) of them failed to lower the temperature inside the greenhouse and
738 were successful (59%). When performing the stratified random division between
training/validation and the test (80–20%), 1007 observations were available for the training
and validation of the models and 250 for the test. After applying the data augmentation,
a training set of 6959 instances, 3413 of the negative class (49%) and 3546 of the positive
class (51%), became available.

The above process increased the number of instances available to train the models,
balanced the distribution of classes and added new unseen examples to increase the
generalizability of the models, as can be seen in Figure 3.

Figure 3. Distribution of training classes after manual data augmentation.

5. Results and Discussion
5.1. Variable Selection

During the experiment, three combinations of climate systems were detected that
successfully lowered the temperature inside the greenhouse (the other combinations were
not applied or did not lower the temperature). These combinations were: (1) two fans and
two recirculators, (2) three fans and two recirculators and (3) three fans, two recirculators
and the cooling system. Therefore, we will focus on these combinations of climate systems
to estimate whether they will achieve the target temperature and to obtain the final humidity
inside the greenhouse that would be reached after switching on for S seconds. For the
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analysis at hand, it was firstly important to identify which were the variables that were
going to influence the biggest decrease in the temperature of the greenhouse. With this
aim, the first task performed was a variable selection using random forests with five-fold
cross-validation. Variable selection is necessary because most models do not deal well with
a large number of irrelevant variables. These variables will only introduce noise into the
model, or, worse, they might lead to over-fitting. Therefore, variable selection serves two
purposes: firstly, it helps to determine all of the variables that are related to the outcome,
which makes the model complete and accurate. Secondly, it helps in selecting a model with
few variables by eliminating irrelevant variables that decrease the precision out of the areas
of training and increase the complexity of the model. Ultimately, the variable selection
provides a balance between simplicity and fit [31]. This method dropped the variables
related to greenhouse internal radiation, wind (speed and direction), rainfall and the use of
windows due to the low usage during data collection.

5.2. Predictive Models

The initial dataset was divided into three subsets, one for each combination of climate
systems. This was carried out to simplify the problem and to try to achieve maximum
accuracy. Each subset was divided, by stratified random partitioning, into 80% of the
data for the training and validation of the models and the remaining 20% for testing. All
data were centred and scaled to have a mean of 0 and a standard deviation of 1. This
is important when operating with variables at different scales, as it ensures that they all
contribute equally to the result so that no bias is introduced. This ensures that the criteria
for finding combinations of predictors is based on how much variation they explain and,
therefore, improves numerical stability.

Four classification models were trained: random forest, linear SVM, radial SVM and mul-
tiple logistic regression. Ten-fold cross-validation repeated five times was performed to
perform an exhaustive hyperparameter search, using 80% of the training/validation data for
training and the remaining 20% for model validation. Once the best hyperparameters were
obtained, the four models were trained with all of the training data (together with the data
generated by data augmentation) and their performance on the test set was evaluated.

All models were trained and evaluated on the same dataset, which makes it possible
to compare them and see which one is better. As we can see in Table 3, the random forest
model is the most accurate in all cases, significantly improving the results of the other
models. If we compare the results obtained with the initial class distribution (see Figure 2),
we can see that, in the case of the two fans and the recirculators, the accuracy obtained is
improved by 22% if we had classified all of the instances as belonging to the most frequent
class (negative class), whereas, for the other two combinations of climatic systems, it is
improved by more than 30%. This shows that the achieved models are reasonably good.

Table 3. Results of the tests to estimate the humidity inside the greenhouse at each instant.

Metrics Radial SVM Random Forest

RMSE 3.55 0.16
R2 0.96 0.99

CVRMSE 4.42 0.20
MAPE 0.03 0.001
MAE 2.33 0.08

As all models were trained and evaluated on the same datasets, statistical inference
could be performed to determine if there are differences between using one model or
another. Using the Student’s t-test method, the random forest model was the best in all
cases and there were significant differences with the other models.

If we analyze in more detail the best model for each combination of climatic systems,
we can obtain the following:
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• Two fans and two recirculators: The accuracy is 89.2%, as we can see in Figure 4, so
the model correctly classifies approximately 90% of the examples. The precision of
the model is 92.7%, so it will only be wrong approximately 7% of the time when it
predicts that this combination of systems will reach the target. The recall is 90.9%,
so the model is able to correctly classify more than 90% of the examples where this
combination of systems reaches the target temperature. Regarding the reliability of
the model (kappa index), following Landis and Koch’s standards [32], we can say that
it is substantial and the results are not due to random chance.

• Three fans and two recirculators: The results obtained by this model are very similar
to the previous one (see Figure 5).

• Three fans, two recirculators and cooling: This model has an accuracy of 98.4%, as we
can see in Figure 6. The accuracy of the model is 100%, so it is absolutely perfect when
predicting that this combination of systems will reach the target. The recall is 96.1%,
so the model is able to correctly classify more than 96% of the examples where this
combination of systems reaches the target temperature. Concerning the reliability of
the model, following Landis and Koch’s standards [32], we can say that it is almost
perfect as the kappa index is very close to 1.

Figure 4. Test results of the random forest classification model for two fans and two recirculators.

Figure 5. Test results of the random forest classification model for three fans and two recirculators.
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Figure 6. Test results of the random forest classification model for three fans, two recirculators and
cooling system.

5.3. Modeling the Humidity

Another crucial aspect to control in greenhouses is the air humidity since it affects the
nutrient uptake [33], water waste and, in general, the quality of the crop. A low humidity
results in greater transpiration, water waste and problems in the development of the crops
linked, amongst others, to calcium absorption. When conditions are too humid, it may
promote the growth of mold and bacteria that cause plants to die and crops to fail, as well
as conditions such as root or crown rot. Humid conditions also invite the presence of pests,
such as fungus gnats, whose larvae feed on plant roots and thrive in moist soil. Because
of this, an algorithm was created to predict the final humidity inside the greenhouse that
would be reached when using a certain combination of climatic systems under certain
environmental conditions.

For this task, the same steps were followed as in the previous case, but, this time,
the four regression models were trained to try to predict the final humidity inside the
greenhouse that would occur if the different climate systems were turned on for a certain
time. The random forest model performed better in the test dataset than the other models
for all evaluation metrics, as can be seen in Table 4. Due to the four models being trained
and evaluated on the same datasets, statistical inference can be performed to determine
if there are differences between using one or the other. Using the Student’s t-test method,
the differences between the random forest model and the other models were found to be
highly significant at 95% confidence. Therefore, the random forest model was chosen to
estimate the humidity inside the greenhouse.

Table 4. Test results for the estimation of inside final humidity.

Model R2 RMSE CVRMSE MAE MAPE

Random forest 0.96 1.81 2.83 1.18 0.02
Radial SVM 0.94 2.20 3.45 1.50 0.02
Linear SVM 0.89 3.02 4.72 2.31 0.04

Log. regressor 0.89 2.99 4.68 2.32 0.04

In Figure 7, we can see the differences between the predictions of the four models and
the expected value in the first twenty observations of the test set.
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Figure 7. Estimation of the final greenhouse indoor humidity for the first twenty observations of the
test set using the four regression models together with the true value.

Considering that the final indoor humidity varies between 41.5% and 85% in the
test dataset, and the complexity of the problem, an error of 2.83% could be considered as
acceptable. These results allow us to predict whether, given current climatic conditions and
future predictions for a given time, a combination of climatic systems will be able to achieve
the objective or not, at least with a 90% efficiency, which will allow for the automation of
the process and the saving of energy and time in which the crops are subjected to undesired
conditions, which will increase the yield of the crops. This is a major improvement on the
primitive techniques previously used, which were based on trial and error methods that
added new systems if the desired conditions were not achieved after a certain period of
time. Therefore, when the climatic conditions of the greenhouse are not fulfilled, we can use
the three models to decide which of them would reach the target temperature in the shortest
time and directly use that combination of climate systems to reduce energy consumption.

5.4. Not Observed Cases/Extreme Cases

Evaluating the performance of the models, it was observed that they were able to
predict examples similar to the ones that they were trained on reasonably well. However,
when testing new examples with “extreme” conditions or conditions that were not similar
to the previous ones, it was observed that the models no longer performed as well as
expected. For example, when the initial and final temperatures were similar, all of the
models predicted that the target could be reached, regardless of the on-time of the systems
(even when the on-time was zero). It was also observed that, if a combination of systems
was able to reach a temperature T in S seconds when a number of seconds S′ (with
S′ > S) outside the usual range of on-time that they had been trained on was introduced,
they predicted that the target could not be reached, which was erroneous. Due to these
observations, the data augmentation described in Section 4.4 was performed, with the aim
of adding new examples and correcting such erroneous predictions.

Figure 8 shows an example of an erroneous prediction of the three fans, recirculators
and cooling model, trained without data augmentation, versus the same model trained
with data augmentation.
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Figure 8. Example of misclassification of a model trained without data augmentation together with
the prediction of the same model trained with data augmentation.

5.5. Optimized Operation: Machine Learning as a Service

The algorithms here presented can be of help for greenhouse management, especially
for the optimization of the yield and for the prevention of catastrophic effects of extreme
events such as heat waves and cold snaps. To make sure that the algorithms have an impact
and that they can be used by the majority of professionals, providing them as a cloud service
that can be accessed by all types of agricultural management solutions was considered.
The implementation of them on the cloud was under the use of OpenCPU. OpenCPU is a
framework for embedded scientific computing and reproducible research. The OpenCPU
server provides a reliable and interoperable HTTP API for data analysis based on R. We
used OpenCPU so that our methodology can be integrated into any platform, since all-state
in OpenCPU is managed by controlling objects in sessions on a server [34]. For this purpose,
an R package was constructed that performs the classification and prediction processes
and supports a set of URLs in which the data are stored. The package’s functions are the
following:

• getPred.rf.2FansRecirculators();
• getPred.rf.3FansRecirculators();
• getPred.rf.3FansRecirculatorsCooling().

All of the package’s functions use the following parameters:

• innerTemp0: Initial indoor temperature.
• innerTempF: Final indoor temperature.
• innerHum0: Initial indoor humidity.
• extTemp0: Initial external temperature.
• extTempF: Final external temperature.
• extHum0: Initial external humidity.
• extHumF: Final external humidity.
• extRad0: Initial external radiation.
• extRadF: Final external radiation.
• secondsON: Expected seconds of operation.

In order to access the functionality, we can use OpenCPU in two ways: graphically and
by means of a request using curl. Figure 9 shows the graphic user interface of openCPU
when making a request with certain inputs, and Figure 10 shows its output. The output
consists of a logical value that tells you if, under the input conditions, the desired tem-
perature will be achieved (TRUE in our case), and the final indoor humidity that will be
achieved by the selected combination of climatic systems.

Figure 11 shows the same results from a request using curl. This type of request is
integrated into our platform in order to make the results accessible to anyone.
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Figure 9. Example of a query to the three fans, two recirculators and cooling model to check if it
achieves the target under the given conditions using the API.

Figure 10. Result of query Figure 9.

Figure 11. Example of a query to the three fans, two recirculators and cooling model to check if it
achieves the target under the given conditions using the terminal.

5.6. Novelty and Practical Applications

The research here presented has two facets that make it novel. On the one hand,
the methodology used is formed by a comprehensive platform that takes into consideration
a large number of data streams, and that offers the possibility of implementing complex
AI algorithms. In that respect, we used, for the first time, the support vector machine
for the modeling of conditioning systems on greenhouses, which produced outstanding
results. On the other hand, we implemented the modeling of temperature and humidity.
Although moisture has been seen as a key environmental parameter for the health and
yield of crops, humidity had not been included in past studies like the one we present
here. We believe that having the model of humidity has made the work highly relevant
and realistic for its application in the real world.

Two of the most important environmental parameters that need to be controlled for an
optimal greenhouse climate are temperature and relative humidity. Temperature is the most
important single parameter in greenhouse controls as temperature has a significant role
in plant growth and development. In addition to optimizing the greenhouse temperature,
humidity control is of vital importance as optimal plant growth can only be achieved within
a certain humidity range.

Modern greenhouses have control systems for these parameters; however, the pro-
gramming is far from optimizing their operation, saving energy and establishing the
optimal set points for crop development. This work contributes significantly to obtaining a
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accurate control of temperature and humidity in order to minimize the energy consumption
and to establish optimal conditions for plant growth. The results are already being applied
to a greenhouse where blueberries are grown commercially.

6. Conclusions and Future Work

This paper presents an AI-based mechanism for the smart operation of climatic sys-
tems in a greenhouse. We show that we can predict with an accuracy equal to 90% if,
under certain conditions, a climatic system will reach a fixed temperature set-point. We
are also able to estimate the humidity with a 2.83% CVRMSE. These two machine learning
models are crucial for the automatic choice of a combination of the climatic system in order
to maintain certain conditions inside a greenhouse and, also, in order to select those that
consume less so as to be more efficient. Our mechanism is part of an IoT platform and can
be easily integrated into other frameworks since we have developed, through OpenCPU, a
package that can be accessed as an API.

For future work, we are currently expanding the climatic systems to be considered.
Precisely, we will include those that help to modify the humidity, such as fog machines. In
addition, we are analyzing the simplest and more efficient way to lower the temperature in
a greenhouse during winter, which is window opening. We are also collecting data from
other greenhouses in order to assess how robust our model is with regard to transference,
and are testing mechanisms to carry that out.
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Abstract: Fungus gnats (Sciaridae) are one of the most devastating pests on mushroom farms.
Generally, they are controlled using relatively inefficient physical means, like sticky or pheromone
traps, or with chemical pesticides. Here, we have proposed an integrated fungus gnat control system
combining a UV-A LED source at 365 nm and a high-power laser diode at 445 nm. The 365 nm UV-A
LED serves a light trap, since previous studies have concluded that fungus gnats show maximum
attraction in the range of 365–390 nm. The UV-A LED is also modulated at different frequencies, and
the response of the gnats corresponding to these different frequencies was observed. We utilized an
Arduino Uno microcontroller to run the integrated device, and a BASLER USB camera was used to
capture the images. Our experiments indicated that a frequency of 40 Hz is the optimal choice for
attracting the gnats most rapidly. Within 20 s of exposure, the UV-A LED operated at 40 Hz was found
to trap approximately 80% of the gnats. In a restricted trapping zone measuring 2.5 × 2.5 × 3 cm3,
our integrated module, which includes a 40 Hz modulated UV-A LED and a laser, resulted in a
survival rate of only 50% for the total number of gnats. This outcome was accomplished through
periodic 200 ms long exposures, amounting to a total duration of 2 min for a group of 100 gnats.

Keywords: UV-A LED; laser fly control; light trap; fungus gnats; mushroom pests

1. Introduction

Fungus gnats (Insecta: Diptera: Sciaridae) are an omnipresent pest species in a wide
variety of plants around the world. They can be found in small gardens and crop plantations.
Although generally considered to be not much of a nuisance as a pest, some species can
attack and feed on important cash crops like potatoes, mushrooms, ornamental plants
(such as begonias and young orchids), and a handful of others crops as well [1]. While
the adult fly does not cause any damage to the plants and is generally a hindrance to the
workers, the larval stage causes the most significant damage of all growth stages. During
this stage, the larvae can aggressively feed on the roots and the absorbent hairs of the roots,
thereby stunting the growth of the plant by cutting off or reducing the nutrition intake from
the soil or substrate [1,2]. If seedlings, especially delicate ones, such as legume seedlings,
are affected by fungus gnat larvae, it leads to wilting, thus reducing the efficiency and
quantity of produce [1,3]. Also, this rampant feeding can cause injuries to plants, which
serves as a gateway for soil borne bacteria and other disease-causing agents to enter the
plants, thereby shortening the life span and the possible utility of the plants [3]. Even when
not feeding on the plants directly, they can consume the organic matter in the compost
and the growing substrate, leaving fewer nutrients for the plants themselves [4]. The
larvae also feed invasively on the mycelium of mushrooms, thereby causing significant
damage to mushroom plantations [2–6]. Even when not feeding on the plants directly, they
can consume the organic matter in the compost and the growing substrate, leaving fewer
nutrients for the plants themselves [4]. The environmental conditions used for mushroom
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cultivation are perfect for their rampant reproduction [7]. This unhindered attack on the
mycelium layers negatively affects the quality and quantity of the mushrooms, thereby
rendering them worthless for trade and human consumption. If left uncontrolled, these
gnats can wreak havoc, leading to decreased yield and significant losses to the growers [8,9].
Current control methods utilize physical, chemical and biological applications such as sticky
traps, pesticides, and insecticides, or the introduction of microbial agents to control the
reproduction of the fungus gnat itself [10–13]. But these methods have their own problems
or shortcomings. Physical methods can tend to be tedious and time consuming, ending
up being rather ineffective when taking into account the effort involved and the resulting
effectivity of the method. Chemical methods, such as pesticides and insecticides, have come
under the scrutiny of the scientific community in recent times, with the possible ill effects
on health of the consumers resulting from improper application of the same. There have
been studies observing the residues of the common pesticides such as benomyl, parathion,
malathion, beta-cypermethrin, diflubenzuron, and pyriproxyfen, among others [14–16].
These studies have indicated that residues can be found on mushrooms for up to 7–10 days
after spraying them with the aforementioned insecticides. These chemical residues can
accumulate in the body over time, and there has been research which indicates that these
pesticides, especially parathion and malathion, can lead to carcinogenesis of the breast
tissue [17]. There is also a likelihood of the gnats developing resistance through generations
to these pesticides, necessitating increased dosage and frequent application, thus increasing
the associated risks [18,19]. Use of microbial or viral agents or other biological means,
such as nematodes or killer mites, for the control of fungus gnats can be effective, but
generally the effectiveness depends on the time of application, with earlier application
being better [20]. These bacterial or viral agents can perhaps hinder the other beneficial
organisms in the substrate, affecting the balance of the symbiotic system.

Recently, there have been a few innovative ways utilized to trap the fungus gnats
by using LEDs as attraction traps. As an example, broad spectrum LEDs with UV peak
emission, or fluorescent black light sources with UV and blue emission have been used
as appropriate sources for light trap in mushroom plantations and farms [21,22]. In other
studies, focusing on the response of fungus gnats to different wavelength stimuli, it has
been concluded that wavelengths in the broad band UV range and green range (365–390 nm
and 525 nm) elicit the highest attraction response from the gnats [23–26]. There have been
studies where LEDs traps have been used in congruence with the existing physical methods
to improve the efficiency of these physical methods of fly trapping. Yellow glue traps along
with 530 nm peak emission LEDs have been utilized resulting in double trapping efficiency
when compared to just the glue trap for multiple greenhouse pests, such as dark winged
fungus gnats (Sciaridae), sweet potato whiteflies (Aleyrodidae), western flower thrips
(Thripidae), and leaf hoppers (Cicadellidae) [20]. Use of LEDs seems like the right direction
for application as standalone traps or for enhancing the efficacy of existing traps since
there has been evidence of color preferences and color-based flight behavior in a variety
of flies [27]. In general, these light traps, when operated alone, leave the flies to die after
trapping them, with no active mechanism involved in the eradication of the pests. This
can result in the escape of a significant percentage of the trapped flies, thereby reducing
the applicability. Use of lasers as a means of instant elimination of these trapped flies is
an interesting approach. There have been a few studies with respect to the use of lasers as
a means to effective pest control systems, but none have been used synergistically along
with another light-based trapping mechanism to our knowledge. The effects of 532 nm and
1064 nm laser exposure on Drosophila melanogaster larvae have been studied thoroughly;
532 nm was found to be the better than 1,064 nm at eradicating the larvae [28]. Experiments
on adult D. melanogaster samples and found that exposure of 650 nm semiconductor laser
beam for 1282 s at 60 mW power or more resulted in a 99% mortality rate [29]. In another
study, it was demonstrated that using a 532 nm, 500 mW laser for 2.5 s caused lasting
damage to aphids within 3.5 s of exposure, achieving a 100% kill rate. [30]. Also, the effect
of different frequencies on the behavior of various animals and insects have been a topic of
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interest. These studies have concluded from the experiments that there is a strong positive
correlation between body size and metabolic rate on temporal perception, as measured by
critical flicker fusion frequency, which is a lowest flashing frequency at which the flickering
is perceived as constant [31].

In the study, we have developed an all-optical system, including a light trap, which
employs a modulated UV-A lamp with 365 nm to attract the fungus gnats to an assigned
small area, and a cheap engraving laser at 445 nm, which works as the elimination laser.
Initially, we discuss the experimental procedure used to study the response of the gnats to
different modulated frequencies and the resulting observations. Forty Hz frequency from
the UV-A lamp was observed to elicit the maximum response of the gnats, suggesting it to
be the optimum modulation correlating to the most efficient attraction. The aforementioned
trapping area was then made subject to a few-watt blue laser irradiation of millisecond
time duration, thereby incapacitating the gnats in the trap effectively. These experiments
and their corresponding results are discussed in the latter part of the article.

2. Materials and Methods
2.1. Fungus Gnat Rearing

To facilitate our research, we sourced adult fungus gnats from a cooperative mushroom
farm plantation (Lohas Biotech, Tainan, Taiwan). The specific genus that we have used
for our study is the dark winged fungus gnat (Diptera: Sciaridae: Bradysia sp.). Here, we
utilized a laboratory rearing method to study the behavior and life cycle of these pests in
a controlled environment, based on this group’s approach [32]. Peat moss was procured
from the same local horticultural supplier to the mushroom farm and was chosen as the
substrate for the rearing process. In the laboratory, we used plastic containers measuring
15 × 10 × 3 cm3 to house the fungus gnats. Each container was filled with 100 g of peat
moss, which was moistened with 30 milliliters of water. To provide nutrition for the larvae,
raw potato shavings and 2 × 2 cm2 potato disks were added to the substrate. This ensured
that the newly hatched larvae had a suitable food source to support their growth and
development. To maintain optimal conditions for the fungus gnats, the containers were
kept under controlled environmental conditions. To mimic natural conditions found on
mushroom farms and plantations, a 16 h daylight cycle, a constant temperature of 26 ◦C,
and a humidity level of 85–95% were maintained. Refreshing the substrate every three days
involved adding 30 milliliters of water to maintain the desired moisture level and replacing
the potato shavings and disks to ensure a constant supply of food for the larvae. As the
potato disks began to sprout in the growing medium, the effects of the larvae’s aggressive
feeding on the plant roots were quite clear. When compared to new potato disc growth in
substrate without fungus gnats, the affected plants were visibly stunted and were observed
to wilt within 7–10 days of sprouting. Based on the previous literature [33,34] and our
observations throughout the fungus gnat rearing, this seems to be a telltale sign of damage
to the absorbent hairs and, eventually, its roots. Thus, there seems to be an urgent need for
effective fly control measures.

2.2. Modulated Frequency Testing

To investigate the behavior of fungus gnats in response to different frequencies of
LED light exposure, we constructed a transparent arena using glass slides and acrylic sheet
materials. The dimensions of the arena were 150 × 25 × 3 mm3. By utilizing a Basler
USB camera controlled by pylon viewer software and an Arduino Uno microcontroller, we
achieved precise monitoring of the gnats’ movement within the arena. The setup involved
modulating LED lamps across frequencies ranging from 10 Hz to 100 Hz for a duration
of 40 s. Figure 1A depicts the experimental setup for modulated frequency testing. To
optimize the LED output, a buck–boost circuit was employed, regulating the voltage and
current supplied to the LEDs. This ensured consistent and efficient operation throughout
the experiments. The LED lamps were powered by a 12V-3A external power supply, while
the Basler camera and Arduino Uno microcontroller received power from their respective
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notebook ports. The LED illumination and image acquisition processes were synchronized
using an external trigger generated by the Arduino Uno microcontroller. A simple code
was written in the Arduino IDE environment to achieve the synchronization. This seamless
coordination minimized noise in the data and ensured accurate tracking of the gnats’
behavior. Images were captured at 200 ms intervals, resulting in a total of 200 images for
post-processing and analysis. Figure 1B shows the acquired image of the transparent arena
with the gnats inside.
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Figure 1. (A) Depicts the schematic for the modulated frequency experiment. (B) UV-illuminated
arena with sample flies.

2.3. Image Processing for Fly Counting

To analyze the acquired images, we employed MATLAB software. The acquired
images underwent background subtraction to eliminate static elements and focus on the
gnats’ movement within the arena. This process involved utilizing an averaged background
image derived from a set of 200 background images. After background subtraction, the
resulting images were cropped to isolate the arena area. The left half of the images,
which indicated the gnats’ movement towards the light when viewed sequentially, was
extracted. Figure 2A portrays the schematic of the image processing pipeline, while
Figure 2B shows the result of the background subtraction that isolates the arena for further
fly counting. Various image processing techniques, including distance transform and
watershed functions, were applied to segment and track the gnats’ movement and count
them accurately. Video S1 in the supplementary materials shows the result of this processing
in real time. The processed images revealed the trajectories and positions of the gnats over
time, providing valuable data for analysis. By counting the number of gnats at different
time instances during the LED light exposure for each modulated frequency, we obtained
quantitative information about their response to the light stimuli. Origin software was
used to plot and visualize the fungus gnat count data, facilitating further analysis and
interpretation of the results.
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Thus, the experimental setup for modulated frequency testing and image processing
techniques allowed us to gain insights into the behavior of fungus gnats to different
frequency of light stimuli and develop an effective fly control solution using LED light
exposure. At the same time, the experimental setup and image analysis enabled precise
tracking and counting of the same.

3. Experimental Results
3.1. Light Power and Wavelength

The impact of varying intensity on the response of fungus gnats has been a relatively
unexplored area of study, prompting us to investigate this aspect in our research. We
considered three intensities based on three possible outputs of the UV-A LED, which were
0.020 W, 0.190 W, and 0.380 W. There was a positive response when higher intensities were
applied at elevated powers, consistent with the findings of a previous study conducted
by Cloyd, R. A., and his group [1]. As a control, the attraction of fungus gnats to normal
ambient fluorescent lights were studied. There was no correlation, as shown in Figure 3D.
Based on our observations and the aforementioned work, the maximum output of the UV-A
LED was chosen for further experiments. Regarding the wavelength parameter, we found
that the 365 nm UV-A LED light demonstrated the most effective response from the gnats.
This aligns with previous observations and emphasizes the preference of fungus gnats for
this specific wavelength. The attraction response to the UV-A LED light further supports
the importance of considering wavelength as a crucial parameter in designing effective
light traps for attracting and controlling fungus gnats. By utilizing the optimal wavelength,
our laser-based fly control device can precisely target and lure these gnats, enhancing the
overall efficiency of the system.

3.2. Optimal Modulated Frequency

In addition to investigating the impact of intensity and wavelength, we conducted
a comprehensive frequency study to determine the response of fungus gnats to different
frequencies of LED light exposure. This study aimed to identify the optimal modulation
frequency that elicits the highest and quickest attraction response from the gnats. To cover
a wide spectrum of frequencies, experiments were conducted using frequencies ranging
from 10 Hz to 100 Hz. Remarkably, our results revealed that the gnats exhibited the highest
attraction response at a frequency modulation of 40 Hz, followed by 50 Hz and then 100 Hz.
These frequencies consistently elicited rapid and significant attraction responses from the
fungus gnats. These results were subject to Pearson’s correlation coefficient to statistically
analyze the presence of any discernable correlation between exposure time and increase
in the number of fungus gnats being attracted to the illumination spot. For each of the
frequencies as well as the control light, observations were recorded at 200 milliseconds
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intervals for a time duration of 40 s, resulting in a total of 200 observations for each
frequency as well as control light. It was observed that for 40 Hz, 50 Hz, and 100 Hz,
the Pearson’s correlation coefficients were 0.53, 0.76, and 0.64, respectively, indicating
moderate to strong positive correlation. When compared to control, the Pearson correlation
coefficient was 0.38, indicating weak correlation. The Pearson correlation for each of the
frequencies and control light were statistically significant at p value < 0.001 (two-tailed
test). Thus, the UV-light trap works positively to attract the fungus gnats, compared to
ambient fluorescent light. At the 40 Hz modulation frequency, approximately 33 out of
40 gnats in the test set were attracted to the light source within a remarkably short duration
of 14.4 s. Similarly, at 50 Hz and 100 Hz, 34 gnats were attracted in 21.6 s and 35 gnats
were attracted in 22.8 s, respectively. These observations were subject to sigmoidal fitting
to see if there was any appreciable statistical significance. Figure 3A–C represents the
results of sigmoidal fitting. Figure 3D represents the graph of fungus gnat response to
ambient fluorescent light. It can be seen that 40 Hz shows the fastest attraction compared
to the other frequencies, statistically as well. These findings highlight the significance of
frequency modulation in influencing the response behavior of fungus gnats towards the
LED light source. The observed average attraction rate of 82% across all tested frequencies
underscores the effectiveness of the LED light trap in attracting the gnats. The optimal
frequency modulation of the LED light trap creates an effective trap for the gnats, ensuring
a rapid and efficient trapping process.
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3.3. Integrated Laser Fly Control with UV Light Trap

Building upon the insights gained from the frequency study, we proceeded to integrate
the UV-A LED light trap with a 445 nm engraving blue laser, creating a novel laser fly
control system with an integrated LED light trap. This integration aimed to enhance the
efficiency and effectiveness of fungus gnat control by combining the attractive properties
of the LED light trap with the lethal capability of the laser. For the study, a conical trap
area with a smaller triangular volume to trap the gnats was made out of acrylic sheet.
The gnats were lured into a trapping area measuring 2.5 × 2.5 × 3 cm3, and the light trap
operated at a 40 Hz modulation frequency based on the optimal frequency determined
from our previous experiments. Figure 4A depicts the overall system schematic mentioned
above. The introduction of 100 gnats into the laser trap and the activation of the laser beam
every 10 s for a duration of 200 milliseconds allowed for sufficient time to capture the gnats
within the trap. By limiting the exposure duration to just 200 milliseconds, we ensured that
the structural integrity of the trap, made of acrylic material, would not be compromised
by potential melting due to high local temperatures. This approach minimized the risk
of damaging the trap while effectively eliminating the gnats. In total, 100 gnats were
included in the experiment, and after the laser exposure, only 50 gnats remained alive,
resulting in an elimination rate of approximately 50% within just 2 min. These promising
results demonstrate the effectiveness of the integrated laser and UV light trap system in
significantly reducing the population of fungus gnats in our experiment. The presence of
deceased gnats within the arena, as shown in Figure 4B compared to Figure 4C, depicts the
results of the integrated system in achieving targeted fungus gnat control. While successful
within lab tests, work is ongoing to further study and understand the real-time applicability
on mushroom farms.
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4. Discussions

The presence of fungus gnats can have detrimental effects on mushroom plantations,
as these pests proliferate rapidly and can disrupt the delicate balance that is required
for profitable cultivation. Also, by rearing the fungus gnats in the laboratory, we gained
valuable insights on the larvae’s most damaging phase for agricultural crops. Although
there has been an increase in the use of chemical means such insecticides in the last four
decades, the absolute economical value of crop losses due to pests and the proportion of
crop losses on the whole has increased [35]. Moreover, traditional approaches, such as
chemical-based pesticide application, present additional challenges and risks, including
environmental concerns, rising resistance to the pesticide, and potential health hazards.
Considering other conventional control methods that often rely on the application of sticky
traps or pheromone traps, our laser-based system can alleviate the effort required on the
part of mushroom cultivators by providing them with a prototype plug-and-play system,
lightening their burden of having to place physical traps. Our approach can be considered
as a step towards incorporating automated systems in mushroom plantations that require
minimum supervision while assisting the conventional methods, which can lead to high
quality produce without the need for overuse of insecticides.

By studying the response of fungus gnats to different frequency modulations of a light
trap within the UV-A range (approximately 365 nm), 40 Hz frequency was found to elicit the
fastest response from the gnats. With this knowledge, we engineered a UV-light-trap-based
laser fly control system that provides a possible substitute to the conventional methods.
This targeted approach can enhance the sustainability and ecological balance of mushroom
farms, allowing for the coexistence of fungus gnat control measures and natural biological
processes. Also, 365 nm is attractive to fungus gnats the most, while not eliciting response
from beneficial insects like bees, thereby minimizing the impact on beneficial insects and
possibly extending its application to other fruit or vegetable orchards as well. For instance,
there have been studies conducted on naive honey bee foragers (Hymenoptera: Apidae)
and bumble bees (Hymenoptera: Apidae) which indicate that these insects show maximum
attraction to 410 nm and 430–480 nm, respectively [36–38].

Thus, our approach utilizing the precise frequency of 40 Hz of 365 nm UV-A light
creates an irresistible lure for the gnats, effectively containing them in the trap. Furthermore,
utilizing the 445 nm integrated laser to specifically target the gnats trapped in the container
enhances the efficiency of our system by instantly killing the gnats, providing an additional
mechanism to terminate captured gnats swiftly and effectively and thereby effectively
contributing to reducing or controlling the fungus gnats in a mushroom plantation.

5. Conclusions

Our research and development efforts have demonstrated the potential of laser-based
fly control as a promising choice for managing fungus gnats on mushroom farms. By
leveraging the advantages of optimal frequency modulation and UV light attraction, our
system offers a reliable and efficient means of controlling these gnats. The approach of
integrating a laser with a UV light trap presents a breakthrough in the field of fly control,
providing a comprehensive solution that combines attraction, trapping, and termination of
fungus gnats. We believe that our findings contribute to the advancement of sustainable
and environmentally friendly practices within the agricultural industry. The successful
development of our laser-based fly control device opens up new possibilities for pest
management in various farming systems. The application of light-based control methods
can be extended beyond mushroom farms, potentially benefiting other agricultural sectors
facing similar pest challenges. The optimal frequency modulation and targeted attraction
approach can be adapted to target different fly species, offering customized solutions
for specific farming needs. The combination of optimal frequency modulation, UV light
attraction, and integrated laser termination offers an efficient, environmentally friendly,
and economically viable solution. By employing our laser-based fly control device, farmers
can effectively manage fungus gnat populations, ensuring healthier crops and reducing
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potential yield losses. This innovative technology paves the way for a more sustainable
and ecologically conscious approach to pest management in agriculture, benefiting both
farmers and the environment alike.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/agriculture13081574/s1, Video S1: The image processing for real-time
fly counting; Video S2: The laser fly control processing with UV light trap.
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Abstract: Greenhouse cultivation technology has greatly contributed to the development of agricul-
ture in Malaysia. Understanding how to monitor the greenhouse environment with high efficiency
and low power consumption is particularly important. In this research, a wireless sensor network for
agricultural greenhouses based on the improved Zigbee protocol is designed. Its hardware consists
of various sensors and Zigbee nodes commonly used in agricultural greenhouses. On the basis
of this hardware, this research designed the network topology of WMN (Wireless mesh network)
by comparing the advantages and disadvantages of various topologies, and combined with this
structure, proposed an improved ZigBee routing protocol EMP-ZBR to solve the question regarding
energy loss and the network congestion of wireless networks. After testing EMP-ZBR and traditional
Zigbee routing protocols, the improved EMP-ZBR protocol is superior to traditional Zigbee routing
in terms of the end-to-end average delay, packet delivery rate, routing control overhead and routing
discovery frequency, which were optimized about 1.1%, 15.2%, 15.2%, 8.1 ms in different mobile
pause times, and 9.8%, 19.3%, 15.7% and 121 ms in different packet sending rates. The agreement
proves that EMP-ZBR can more effectively alleviate the impact of congestion and improve the overall
performance of the data monitoring system for agricultural greenhouses.

Keywords: agricultural sensor network; EMP-ZBR; network topology; routing transmission algorithm

1. Introduction

In the early stages, agricultural data monitoring relied mainly on manual statisti-
cal methods and instrument-based monitoring [1]. However, in recent years, various
information technologies have begun to be applied to the data monitoring of agricultural
greenhouses [2]. Since agricultural greenhouses usually occupy a large area and require
many monitoring nodes, and agricultural greenhouses are generally distributed in the
suburbs [3], this requires high networking performance and the power consumption of data
collection equipment. ZigBee technology is a wireless two-way communication technology
based on the IEE802.15.4 protocol standard. It has the characteristics of a low frequency
band, low power consumption and low cost [4], which can meet the needs of agricultural
greenhouse monitoring; some scholars have carried out research on Zigbee or other types
of technology in agricultural greenhouse monitoring and achieved some results.

Kang BJ and other scholars [5] developed an automated system for greenhouses,
which stores information on greenhouse temperature, moisture, leaf temperature and leaf
moisture in a database. The system is designed using Zigbee to enable the collection and
automated control of plant information within the system. T.Veeramani kandasamy and
other scholars [6] used GSM and Zigbee to build an automatic system for monitoring
agricultural water resources and crop growth, so as to achieve the purpose of increasing
food production. Zhang Hui and other scholars [7] proposed a wireless communication data
acquisition system based on Zigbee and 4G, which meets the short-distance communication
and long-distance data transmission. Yang Wei and other scholars [8] proposed a wireless-
based real-time monitoring environment solution in accordance with the environmental
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monitoring requirements. It is designed to monitor environmental parameters using
Zigbee. Xiao Xiao and other scholars [9] improved the Zigbee routing algorithm according
to the actual application environment, and optimized the data transmission process and
node energy usage according to the characteristics of different systems. Li Yan and other
scholars [10] improved the ZBR routing algorithm and clustered the entire network. When
the algorithm selects the cluster head, it has various factors around the cluster head, the life
cycle of cluster head and the remaining energy of nodes. Niu Yugang and other scholars [11]
addressed the congestion problem in the Zigbee network by considering node congestion
avoidance and energy consumption balance, but the algorithm did not consider the node
load and energy issues. Shan Chenggang and other scholars [12] designed a multi-path
selection algorithm SMSA. This algorithm calculates the frequency of data packet collisions
in the transmission process, and selects the least collisions as the reference target, which
can effectively reduce the transmission delay, but it also does not consider the remaining
energy of the nodes in the transmission path.

In the above studies, although researchers in various countries have conducted exten-
sive research and made some improvements to Zigbee routing algorithms, most studies
are aimed at general Zigbee algorithm improvements or the application of Zigbee in some
specific environments, and few studies have combined the above two aspects. At the same
time, most studies on Zigbee are mainly for outdoor crops and there are few studies on
greenhouse vegetables. Although there are new technologies similar to Zigbee, for exam-
ple, in May 2015, Huawei and Qualcomm jointly researched a solution called NB-CIoT
(NarrowBand Cellular IoT) [13,14], but since the new technology has only been developed
for a few years, it is far less mature than Zigbee.

Therefore, this research uses Zigbee as the research object; a greenhouse monitoring
system based on the improved Zigbee algorithm is designed, which forms the wireless
sensor network through various sensor nodes, and improves the network topology and
routing algorithm of Zigbee to achieve high-efficiency and the low-consumption moni-
toring of environmental parameters. Compared with the previous research, this research
innovatively combines the wireless topology structure with the improved Zigbee routing
algorithm; it not only optimizes Zigbee itself, but also optimizes the wireless network com-
posed of Zigbee, and is mainly oriented to the vegetable and fruit scenes in greenhouses,
making the research more realistic.

2. Design and Implementation of the Wireless Sensor Network
2.1. Topology Design of the Wireless Sensor Network

In this research, the data required for crop monitoring were collected using various
sensors commonly used in greenhouses and Zigbee in battery self-powered mode to form
a wireless sensor network [15]. Due to the large number of Zigbee nodes required in actual
production, a good network topology is particularly important for the fast communication
between the network nodes. There are three types of Zigbee networks, namely, star
topology, tree topology and WMN topology [16]. By comparing the advantages and
disadvantages of various topologies, this research designed a WMN network topology; it
uses direct data communication between routers, which can prevent the potential failure
of the entire network system in the star model in case a problem with the coordinator is
caused by a single link (Figure 1 shows the Zigbee wireless network topology).

The coordinator, router, and terminal are interconnected in layers, which expand the
monitoring area and the establishment and later maintenance of the network. The devices
communicate with one another in the Zigbee wireless network, and their own addresses are
unique. According to the IEEE802.15.4 standard [17], the address of the devices consists of
a 64-bit physical address and a 16-bit network address. However, it is worth noting that the
physical address of all Zigbee devices is standardized at 64 bits, with nothing required to be
carried out to the physical address or the Zigbee network structure; thus, the allocation of
the network addresses is indeed crucial in the Zigbee network. The distribution of Zigbee
network addresses is determined by the relationship between parent nodes and child nodes
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within the network. The parent node in the lower layer can establish connections with child
nodes. On the other hand, child nodes can only connect to the parent nodes in the upper
layer. Lm, Cm and Rm are three essential values in the Zigbee network, which, respectively,
represent the Zigbee network level, the number of child nodes that can be connected to the
parent nodes and the number of routers in the network [18,19]. The address interval can be
calculated. The address interval can be calculated according to Equation (1):

Cskip(d) =

{
1 + Cm × (Lm − d − 1) Rm = 1(
1 + Cm − Rm−Cm × RLm−d−1

m

)
/(1 − Rm)
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In a Zigbee wireless network, the network topology works and the network address
of each device can be calculated, as shown in Figure 2.
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Determining the network address of each device is of great importance for wire-
less sensor networks. If a single device is abnormal or faulty, the network address can
quickly determine the faulty node, which can greatly facilitate the operation of wireless
sensor networks.

2.2. Routing Protocol Design

The transmission delay and the successful reception rate of data packets in the ZigBee
network will be affected by the routing protocol to a large extent. In order to make the
network more stable, this study proposes an improved ZigBee-based routing protocol
EMP-ZBR after combining the designed WMN network topology, thereby reducing energy
loss and relieving network congestion.
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First, the cross-layer mechanism is introduced on the basis of the original Zigbee
routing protocol, in which the routing layer can obtain the queue buffer packets in the
MAC (Media Access Control Address) layer and use the length of the cache queue in the
node to determine the load of the node, defined as the queue cache group occupancy,
according to the protocol built on an agricultural information monitoring system; the
energy consumption of the node is determined against the total energy in the node and
the energy consumed [16], and is defined as the energy consumption occupancy ratio. The
algorithm description: Qcr and Ecr is defined to represent the cache packet occupation ratio
and energy consumption ratio of the node, respectively. Qcr and Ecr values are defined as
Equations (2) and (3):

Qcr= Qle/Qmax (2)

Qcr=
(

Eint − Ele f t )/Eint (3)

Among them, Qle represents the length of the cache queue at the moment of the node,
and Qmax refers to the maximum cache queue length that the node can accommodate. Eint
represents the total energy of the node at the beginning, Ele f t represents the remaining
energy of the node after working for a period of time and Eint Ele f t represents the total
amount of energy consumed by the node during work.

The routing update criterion for the Zigbee routing protocol was then improved
accordingly. In the original Zigbee protocol, the shortest hop count is applied as the routing
update criterion; while MP-ZBR (Multi-Link Zone Border Router) is the routing protocol,
the new routing update criterion cost is applied. The value of cost will be calculated
following certain rules through the energy consumption ratio of intermediate nodes, cache
packet occupation ratio and link quality. When the RREQ (Route Request Packet) packet
arrives at the intermediate node [20], the Ecr (the energy consumption ratio in the node), Qcr
(cache packet occupancy ratio) and the link quality LQI value are first calculated. Qcr and
Ecr are calculated in Equations (4) and (5). The LQI value can be obtained by calculating
the received signal strength RSSI value, which is an integer from 0 to 255. The larger the
LQI value, the better the link quality. The Qcr, Ecr and LQI values are added to Qcrsum (the
sum of the node load ratio), Qersum (the sum of the energy consumption ratio) and L_sum
(link quality sum). To unify the rules, the L_sum value is defined as the reciprocal of the
sum of the actual link quality, and the cost value is calculated with the following rules:

Qcrsum = ∑ Qcr (4)

Ecrsum = ∑ Ecr (5)

L_sum = 1/∑ LQI (6)

cos t =α
Qcrsum

hop_count
+β

Ecrsum

hop_count
+λ

L_sum
hop_count

(7)

where α, β and λ are the weight value and satisfy α + β + λ =1. The greater the weight
value, the greater the influence of the node energy condition or the node’s buffer queue
length and link quality condition on the routing update criterion. Since this research studies
the impact of congestion on the network, after multiple experimental verifications, α the
value of α is 0.4 and the values of β and λ are 0.3. Qcrsum is the sum of the proportions
of all node cached packets experienced by the RREQ packet from the source node to the
receiving or forwarding node, and Ecrsum is the sum of the energy consumption proportions
of all nodes experienced by the RREQ packet from the source node to the receiving or
forwarding node. Also, L_sum is the sum of the link quality of all nodes experienced by the
RREQ packet from the source node to the receiving or forwarding node, and Hop_count
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is the total number of hops experienced by the RREQ packet from the source node to the
receiving or forwarding node [21]. cos t is the energy consumption, queue buffer score,
and link quality of the RREQ packet from the source node to the receiving or forwarding
node. The smaller the average energy consumption ratio and the average cache packet
occupation ratio in the path are, the higher the link quality is, and the lower the cos t value
is, indicating a better comprehensive performance of the path. At this time, the established
path will be relatively stable, and can effectively alleviate network congestion.

Finally, this research improves the path establishment method of the Zigbee routing
protocol, and finds an effective path for the source node to reach the destination node by
RREQ packets during the routing discovery process [22]. Upon receipt of a RREQ packet,
the destination node initiates the cache timer and sends the RREP (Residential Real Estate
Project) packet back to the source node in the order of their arrival [23]. After the first
RREP packet hits the source node, the source node will cache all the RREP packets that
arrived during this period before the timer expires, and sorts these packets according to
certain priority rules. The path with the highest priority is defined as the primary path,
and the path with the second priority is defined as the backup path. When the main
path is successfully established, the data are preferentially transmitted to the destination
node through this path. When the primary path cannot continue to transfer data due to
congestion, the previously established backup path is selected to successfully transmit the
data to the destination node. The improved algorithm first compares the comprehensive
performance index cost value of each feasible path in the path establishment process, and
selects the path with the lowest cost value as the main path during data transmission [24].
As maintaining multiple backup paths would consume more network resources, this article
will select only one backup path from other paths. Figure 3 shows the specific flow of
the algorithm.

Agriculture 2023, 13, x FOR PEER REVIEW 6 of 16 
 

 

Receive routing control information

Update the reverse route to the 
source node Update the route to the destination node

Whether this node is 
the source node

Check message type

Cache RREQ and forward

Whether the RREQ message is 
received for the first time

Update the reverse route to the source 
node

Enable RREQ cache time count

Wait for cache time to expire

Send RREP to the source node one by 
one according to the received RREQ

Whether the waiting 
time has expired

Cache RREQ

Compare the newly created route 
with the cached route, and select a 
better route for data transmission

Whether this node 
is the source node

Unicast RREP to next hop node

Drop packets

RREQ RREQ

Y

N

Y

N

Y

N

Y

Drop packets

N

    

Figure 3. The specific flow of the algorithm. 

3. Experimental Design and Results 
3.1. Experimental Design 

NS2 (Network Simulator Version 2) is a professional simulation software specially 
used for network simulation [25]. It has very rich module components, its configuration 
is flexible and its scalability is relatively strong. It is favored by many scholars who study 
network technology. To this end, this research will randomly arrange a large number of 
sensor nodes in a certain area on the NS2 platform, imitating the actual system application 
situation, and set the node energy and packet sending rate in the network. Finally, in the 
same scenario, the proposed EMP-ZBR routing protocol and the traditional ZigBee rout-
ing protocol are simulated separately, and the performance of the two protocols is evalu-
ated in four aspects: packet delivery rate, route discovery frequency, route control over-
head, and end-to-end average delay. 

3.2. Experimental Indicators 
The indicators to measure the performance of the Zigbee routing protocol are the 

end-to-average delay and packet delivery rate. This research will use the following four 
indicators for the comparative analysis of the original ZigBee routing protocol and EMP-
ZBR routing protocol: 
(1) Packet delivery rate: This indicates the ratio of the number of data packets success-

fully reaching the destination node to the number of data packets sent by the source 
node. The larger the packet delivery rate, the beĴer the reliability of the transmiĴed 
data [26]. Equation (8) is as follows: 

𝑃𝑎𝑐𝑘𝑒𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑟𝑎𝑡𝑒=
் ௨  ௗ௧ ௧௦ ௦௨௦௦௨௬

  ௧ ௗ௦௧௧ ௗ

் ௨  ௗ௧ ௧௦ ௦௧ ௬ ௧ ௦௨ ௗ
 (8)

Figure 3. The specific flow of the algorithm.

111



Agriculture 2023, 13, 1518

3. Experimental Design and Results
3.1. Experimental Design

NS2 (Network Simulator Version 2) is a professional simulation software specially
used for network simulation [25]. It has very rich module components, its configuration is
flexible and its scalability is relatively strong. It is favored by many scholars who study
network technology. To this end, this research will randomly arrange a large number of
sensor nodes in a certain area on the NS2 platform, imitating the actual system application
situation, and set the node energy and packet sending rate in the network. Finally, in the
same scenario, the proposed EMP-ZBR routing protocol and the traditional ZigBee routing
protocol are simulated separately, and the performance of the two protocols is evaluated in
four aspects: packet delivery rate, route discovery frequency, route control overhead, and
end-to-end average delay.

3.2. Experimental Indicators

The indicators to measure the performance of the Zigbee routing protocol are the
end-to-average delay and packet delivery rate. This research will use the following four
indicators for the comparative analysis of the original ZigBee routing protocol and EMP-
ZBR routing protocol:

(1) Packet delivery rate: This indicates the ratio of the number of data packets successfully
reaching the destination node to the number of data packets sent by the source node.
The larger the packet delivery rate, the better the reliability of the transmitted data [26].
Equation (8) is as follows:

Packet delivery rate=

The number o f data packets success f ully
reaching the destination node

The number o f data packets sent by the source node
(8)

(2) Route discovery frequency: This indicates the number of route requests initiated by
the source node within a unit time. The higher the frequency, the greater the loss of
network resources and energy [27]. Equation (9) is as follows:

Route discovery f requency=

The total number o f routing requests
initiated by the source node

Simulation time
(9)

(3) Routing control overhead: This indicates the ratio of routing control packets to re-
ceived data packets. The more routing control packets, the more energy consumed by
the network [28]. Equation (10) is as follows:

Routing control overhead=
Total routing control messages

Total number o f packets received
(10)

(4) End-to-end average delay: This represents the average time from the source node
sending out the data packet to the destination node receiving the data packet in the
whole process [28]. Equation (11) is as follows:

End − to − end average delay=
Packet Received Time − Packet Sent Time

Total number o f packets received
(11)

3.3. Experimental Environment Settings

In this study, in order to better simulate the real scene, a simulation area with a
length of 10 and width of 30 ft × 90 ft is selected. A total of 60 nodes are randomly
arranged in it, and 40 nodes are set to be in a static state. These node simulation systems
have coordinator nodes and sensor nodes such as air temperature and moisture, soil
temperature and moisture. The remaining 20 nodes are set as random mobile nodes. The
random movement of nodes will make the network topology change more frequently so
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that the performance of the two protocols under different topological conditions can be
studied and the final simulation results obtained are more authentic. Table 1 shows the
simulation parameters.

Table 1. The simulation parameters.

Parameters Value

Channel type Channel/Wireless Channel
Network Interface Phy/WirelessPhy/802_15_4

MAC type Mac/802_15_4
Wireless communication model Antenna/OmniAntenna

Transfer model TwoRayGround
Topological size 30 ft × 90 ft

Number of nodes 60
Packet size 512 bytes

Simulation time 400 s
Energy model EnergyModel

Node initial energy 80 J
Transmit power 0.85 W
Received power 0.49 W

Sleep power 0.15 W

3.4. Experimental Results
3.4.1. Result Analysis under Different Pause Times of Mobile Nodes

In this research, the CBR sending rate is always three packets/s, and the pause time of
the mobile node is changed to 0 s, 50 s, 100 s, 150 s, 200 s, 250 s, 300 s, 350 s, 400 s. The node
pause time will affect the network topology changes. The mobility of nodes in the network
will weaken with the increase in the pause time, and the topology changes will gradually
become stable [29].

(1) Packet delivery rate

Figure 4 shows the performance difference of the two routing protocols in the packet
delivery rate under different mobile node pause times. Under the same circumstances, the
packet delivery rate of the EMP-ZBR routing protocol is always greater than that of the
ZigBee routing protocol, which increases the packet delivery rate by 1.1% on average, and
improves the network congestion to a certain extent [30].
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(2) Route discovery frequency

Figure 5 shows the difference in route discovery frequency of the two routing protocols
under different mobile node pause times. Under the same pause time, the routing discovery
frequency of the EMP-ZBR routing protocol is significantly lower than that of the ZigBee
routing protocol, which slows down the routing discovery frequency by 15.2% on average,
indicating that EMP-ZBR reduces the number of times the source node routing requests are
initiated and that the network is more stable.
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(3) Routing control overhead

Figure 6 shows the relationship between the routing control overhead and mobile node
pause time. Under the same pause time, the EMP-ZBR routing protocol selects nodes with
sufficient energy and a large remaining queue buffer length to establish paths, and fewer
messages are used for routing initiation and routing maintenance. Compared with the
traditional ZigBee protocol, the average reduction of 21% of the routing control overhead
more effectively alleviates the impact of path congestion and link breaks on the network.
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(14) End-to-end average delay

Figure 7 shows the relationship between the end-to-end average delay and mobile
node pause time. Under the same pause time, the average delay of the EMP-ZBR routing
protocol is significantly lower than that of the ZigBee routing protocol, and it will not pass
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through congested nodes during data transmission, which reduces the average delay in
the network [31]. Compared with the traditional ZigBee protocol, the EMP-ZBR routing
protocol reduces the end-to-end average delay by 8.1 ms on average, which plays a great
role in alleviating congestion.
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3.4.2. Analysis of Results at Different Packet Sending Rates

In this research, controlling the pause time of the mobile node remains unchanged
(0 s), changing the CBR sending rate to 3, 6, 9, 12, 15, 18, 21, and 24, respectively. It reflects
the load level of nodes in the network. The faster the packet sending rate, the stronger the
node load, and the more prone to congestion.

(1) Packet delivery rate

Figure 8 shows the variation in the packet delivery rate of the two routing protocols
under the background of different CBR packet sending rates [32]. As the packet sending
rate increases, the packet delivery rates of the two routing protocols show a downward
trend; however, the EMP-ZBR routing protocol always increases the packet delivery rate
by an average of 9.8% compared to the traditional ZigBee protocol because it forwards the
information criterion to avoid packet loss caused by some nodes due to heavy load, and
improves network congestion.
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(2) Route discovery frequency

Figure 9 shows the performance difference between the two routing protocols in route
discovery frequency under different CBR sending rates. As the packet sending rate of nodes
increases, the route discovery frequency of the two routing protocols gradually increases.
However, the route discovery frequency of the EMP-ZBR routing protocol is always lower
than that of the ZigBee routing protocol, which slows down the route discovery frequency
by 19.3% on average [33]; this is because the IMP and ZBR routing protocol caches the
backup path while establishing the main path. It can then use the backup path for data
transmission, reducing the number of routing initiations, thereby reducing the energy
consumption and network load.
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(3) Routing control overhead

Figure 10 shows the difference in the routing control overhead performance of the
two routing protocols at different CBR sending rates. The EMP-ZBR routing protocol
improves the forwarding mechanism of the intermediate nodes. When forwarding data
packets, it fully considers the energy of the intermediate nodes and the remaining status of
the cache queue [34]. The frequency of route discovery and route maintenance saves the
route control overhead; compared with the traditional ZigBee protocol, the route control
cost is reduced by 15.7% on average.
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(4) End-to-end average delay

Figure 11 shows the differences in the end-to-end average delays of the two routing
protocols at different CBR sending rates. As the CBR packet sending rate increases, the
average network delay of the two routing protocols increases, but the delay of the EMP-ZBR
routing protocol is always lower than that of the ZigBee routing protocol, reducing the
average end-to-end average delay by 121 ms [35]. This is because it selects the effective
path with the smallest average energy-occupied ratio, the average queue cache packet, and
the largest link quality, thereby reducing the possibility of congestion.
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4. Conclusions

In this research, a wireless sensor network for agricultural greenhouses based on the
improved Zigbee protocol is designed. This research uses a variety of commonly used
sensors and Zigbee to form an agricultural greenhouse data acquisition network, and
improves the topology networking mode and routing algorithm of Zigbee nodes. After
NS2 simulation experiments, the improved Zigbee sensor network shows lower network
delay. The average end-to-end delay, high packet delivery rate, small routing control
overhead and low routing discovery frequency prove that this research can effectively
improve the network speed and reduce congestion, improving the overall performance
of the agricultural information monitoring system. In the future, we envisage combining
the wireless sensor network with 5G technology, connecting the 5G router through the
Zigbee coordinator, and transmitting the collected sensor data to the remote terminal
faster. In addition, we envisage combining the Zigbee network with the agricultural
greenhouse control equipment so that the agricultural greenhouse control equipment can
perform regular operations according to the environmental parameters of the Zigbee sensor
network, so as to realize automatic production and remote terminal control.
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Abstract: A bulb tubular pump unit is a horizontal tubular pump unit composed of a water pump
and bulb with an electric motor installed. Electric motors, transmission equipment, and bearings
are usually placed in the bulb. The bulb is located in the flow channel and has a relatively narrow
space. Therefore, the shape of the bulb has a significant influence on the flow pattern and pump
efficiency in the flow channel. In this study, the CFX 19.2 software was employed to optimize the
bulb hydraulically according to its geometry and parameters. The research results indicate that the
flow pattern at the tail of the elliptical bulb was better, the hydraulic loss at the bulb section was
small, and the device efficiency was higher than that at the tail, which was round. The streamlined
support had small flow resistance, minimal hydraulic loss, and a high pump unit head and efficiency.
Nine schemes were selected, and the geometrical characteristics and parameters of the bulb were
determined as follows: the shape of the tail of the bulb was oval, the bulb ratio was 0.96, and the
shape of the support parts was streamlined. The results hold important reference significance to
improve efficiency and broaden the operating conditions of bulb tubular pump devices.

Keywords: bulb tubular pump; bulb form; optimization design; numerical simulation; hydraulic
performance

1. Introduction

Agricultural drought leads to a reduction in food production and is a serious natural
disaster phenomenon. Water conservancy is an important piece of infrastructure of the
national economy, and pumping stations are an important component of water conservancy
projects, which are key to protecting and developing food production. In particular, large
pumping stations bear the heavy responsibility of regional flood control, irrigation, water
diversion, and water supply. The benefits of irrigation pumping stations are mainly
reflected in the reduction in the effects agricultural drought [1,2]. By increasing water used
for irrigation, agricultural drought is alleviated, and food production is guaranteed.

Low-head pump stations are the main type of pump stations in the middle and lower
reaches of the Yangtze River and the Pearl River Deltas in China. Due to the low and
flat terrain in these areas, low-head pumping stations are often used. The construction
of low-head pumping stations has promoted the construction of agricultural production
bases with stable and high yields in China, ensuring economic development and people’s
productivity and survival. The bulb tubular pump device is one of the main types of
low-head pumping stations along the Yangtze River and is also an important component of
high-efficiency irrigation systems. The bulb tubular pump device has the advantages of
smooth inlet and outlet channels, low hydraulic loss, and high channel efficiency, making it
the most reasonable device type in theory for large-flow and low-head pumping stations.
This economical pump type combines the technical characteristics of a diving motor and

Agriculture 2023, 13, 1698. https://doi.org/10.3390/agriculture13091698 https://www.mdpi.com/journal/agriculture
121



Agriculture 2023, 13, 1698

through-flow pump. With the rapid development of water conservancy in China and
the extensive implementation of water diversion projects, the use of submersible tubular
pumps has been consistently increasing and fully applied, which has played a significant
role in promoting the development of the national economy.

The pump device is the core component of the pumping station. At present, re-
search on pump devices mainly focuses on hydraulic optimization [3–5] and hydraulic
stability [6–8]. The research results provide a reference for the design and optimization
of a bulb tubular pump device. Numerical simulation based on computational fluid dy-
namics (CFD) technology is the main method for hydraulic optimization research of pump
devices [9–11]. Zhou et al. [12] adopted the RNG k–ε turbulence model and SIMPLEC
algorithm, based on the multi-rotation coordinate system model, and calculated the steady
flow of two typical forms of post-installed tubular pumps, as well as a traditional cylin-
drical bulb and a spin-cone slender bulb with a total length of 10.72 D (D is the impeller
diameter), and obtained the overall flow field results. Zhang et al. [13] combined the
working condition’s regulation mode, transmission mode, and overall structure and found
that bulb tubular pumps with different structures were safe and reliable. Sun et al. [14]
used the method of combining numerical simulation and experimental testing to ana-
lyze the differences between the external and internal characteristics of the two schemes
involving a front-mounted bulb and a rear-mounted bulb. This research can provide refer-
ence for the design and form selection of a submersible tubular pump device, which has
great engineering significance. Although some experts have conducted some work on the
hydraulic optimization of bulb tubular pump devices in the early stage, with the develop-
ment of CFD technology and pump device theory, the original research cannot meet the
current needs.

The hydraulic stability of the pump device is also an important factor affecting the
efficiency of the pumping station [15–17]. Stall [18,19], cavitation [20,21], and inlet vor-
tices [22,23] are unstable water phenomena that occur during the operation of the pump
unit. At present, experts and scholars mainly conduct research on the formation mechanism
and suppression measures of hydraulic instability in pump devices and have achieved
certain research results, which can provide guidance for the safe and stable operation of
pump stations.

To sum up, however, little research has been conducted on the shape of the bulb.
Therefore, in this study, we used CFX 19.2 software to optimize the shape of the bulb, which
holds important reference significance to improve efficiency and broaden the operating
conditions of bulb tubular pump devices.

2. Numerical Simulation
2.1. Three-Dimensional Geometric Model

In this study, the single-unit design flow rate of the tubular pump was 64 m3/S, the
single power was 3550 kW, the speed was 85.7 r/min, the head size was 3.15 m, and the
impeller diameter range D was 5.14 m. As shown in Figure 1, the bulb tubular pump device
consists of components such as the inlet duct, impeller, guide vane, bulb body, and outlet
duct. The bulb tubular pump device is a rear-mounted bulb tubular pump device, and the
bulb body is placed in the outlet duct. Unlike other types of pumping stations, placing the
bulb body inside the pump device will have an impact on the flow of water in the duct
and increase hydraulic losses. Therefore, it is necessary to conduct research on the key
structural parameters of the bulb body.
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Figure 1. Schematic diagram of bulb tubular pump.

2.2. Numerical Simulation
2.2.1. Calculation Method

In order to ensure the accuracy of the calculation, this article divides the overall pump
device into block grids as shown in Figure 2. ANSYS 19.2 Turbo Grid software was used
for grid division of the impeller and guide vane calculation domain, and ANSYS 19.2 Mesh
software was used for grid division of other areas. Hexahedral grids were used for each
part of the grid to ensure the orthogonality and high quality of the calculation grid, and the
grid quality of each part was above 0.85. At the same time, in order to accurately simulate
the real situation, this paper conducts mesh refinement processing in various calculations
and boundary layers. After this grid was partitioned into blocks, each block was output
separately and then each part was merged during the CFX pretreatment to establish the
interface area and solution conditions for calculation.
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2.2.2. Computational Grid Independence Analysis

The quality and quantity of the grid have a significant influence on the accuracy and
reliability of the numerical results. Turbo-Grid provides a self-checking function of grid
quality, which generally makes the surface shape of the blades smooth and also generates
better topology and grid quality. In terms of the number of grids, in theory, the more grids
the model has, the smaller the solution error caused by the grid is. As the number of grids
increases, so too does the requirement for computer configuration and calculation speed.
Therefore, on the basis of ensuring the solution accuracy to a certain extent, the number of
grids should not be too large. Before the numerical calculation, the number of grids should
be analyzed to achieve the purpose of grid independence. Therefore, we conducted a grid
independence analysis for a bulb tubular pump impeller (see Table 1).
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Table 1. Number of impeller domain grids.

Grid Impeller
Grid/Million

Guide Vane
Grid/Million

Passage Inlet
Grid/Million

Passage Outlet
(Including Bulb)

Grid/Million

Total
Grid/Million

1 1.40 1.80 2.60 3.00 8.80
2 1.50 1.80 2.60 3.00 8.90
3 1.60 1.80 2.60 3.00 9.00
4 1.70 1.80 2.60 3.00 9.10
5 1.80 1.80 2.60 3.00 9.20
6 1.90 1.80 2.60 3.00 9.30

A grid independence analysis was conducted according to the calculation formula
of efficiency and head. The head H and the efficiency η of the bulb tubular pump device
were used as the main evaluation indices. As the number of grids increased, the head
and efficiency of the device decreased gradually. It is worth noting that the relative error
between the fifth and sixth scheme is within 1%, and it can be considered that the number
of grids has already met the independence requirement at this time, as shown in Figure 3.
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2.2.3. Calculation Parameters and Boundary Condition Setting

This paper uses the continuity equation based on incompressible fluid and the time-
averaged Reynolds equation (RANS equation), and the SST k–ω model is used for the
turbulence model. Hydraulic calculation based on the averaged Reynolds N-S equation is
the prime method of numerical mathematics. Therefore, it is necessary to supplement the
turbulence model to close the equation, and the selection of the turbulence model has a
decisive influence on the accuracy of numerical simulation. Currently, the commonly used
turbulence models include standard k–ε, SST k–ω, and others. Compared with the standard
k–ε turbulence model, the SST k–ω turbulence model has the following advantages: the
model can fully adapt to various physical phenomena, such as back pressure changes,
and can be applied to the dense inner layer. The boundary layer phenomenon can be
accurately simulated by applying the wall function without using the thick attenuation
function, which is more easily distorted. Therefore, the SST k–ω turbulence model was
applied to the numerical simulation of this pump device. The inlet of the device model was
set as the mass flow inlet, which was initially set as 64,000 kg/s. The outlet was the average
static pressure outlet, and the setting reference pressure was 1 atm. The interface was
set to transfer the values between the components. The fixed wall was set as the nonslip
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boundary condition, the speed was initially set to 85.7 r/min, and the calculated residual
control value was set to 10–4.

2.2.4. Entropy Production Dissipation Theory

According to the second law of thermodynamics, the loss of mechanical energy is irre-
versibly converted into thermodynamic energy, a thermodynamic process that ultimately
increases entropy production dissipation. In the interior of a pumping device, turbulent
motion inevitably generates energy dissipation. Therefore, using the entropy production
dissipation theory is appropriate to study the mechanism of hydraulic loss and energy
dissipation inside the pumping device.

For turbulent flow, the entropy production dissipation based on the Reynolds time
average can be divided into two parts: the viscous entropy production dissipation caused
by fluid viscosity ∆Spro,D and the turbulent entropy production dissipation caused by
turbulent pulsation ∆Spro,D′ . In addition, the wall entropy production dissipation due to
wall friction loss is ∆Spro,w.

The total entropy production dissipation of the whole device can be obtained from
Equation (1) ∆Spro.

∆Spro = ∆Spro,D + ∆Spro,D′ + ∆Spro,w (1)

The entropy production dissipation due to the time-averaged velocity can be calculated
as follows:

.
S
′′′

D =
µe f f

T

{
2

[(
∂u
∂x

)2
+

(
∂v
∂y

)2
+

(
∂w
∂z

)2
]
+

[(
∂v
∂x

+
∂u
∂y

)2
+

(
∂w
∂x

+
∂u
∂z

)2
+

(
∂v
∂z

+
∂w
∂y

)2
]}

(2)

where µe f f is the dynamic viscosity (Pa-s) and u, v, and w are the time-averaged velocities
in the direction of x, y, z components, (m/s).

The entropy production dissipation of turbulent dissipation due to velocity fluctua-
tions can be calculated using the following Equation (3):

.
S
′′′
D′ = β

ρωk
T

(3)

where β = 0.09, ω is the turbulent eddy frequency (s−1), and k is the turbulence energy
(m2/s2).

The local entropy production dissipation integral of the computational domain is
shown in Equations (4) and (5).

∆Spro,D =
∫

V

.
S
′′′
D dV (4)

∆Spro,D′ =
∫

V

.
S
′′′
D′ dV (5)

The wall entropy production dissipation can be calculated using the following equation:

∆Spro,w =
∫

A

→
τ ·→ν

T
dA (6)

where
→
τ is the wall shear stress (Pa), A is the area (m2), and→

V
denotes the first grid velocity

near the wall (m/s).
The analysis of energy loss in the bulb area of the pump device by means of entropy

generation theory can intuitively show the size and distribution of energy dissipation in
the pump device. Therefore, when optimizing the structure of the pump device, we can
focus on the intensive area of entropy generation and dissipation in the pump.
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3. Analysis of Calculation Results
3.1. Analysis on Influencing Factors of Hydraulic Performance of Bulb Section

Table 2 shows that the hydraulic loss of the bulb was the largest in the whole plant.
Because the bulb was in the key position of the flow channel, it affected the flow pattern
of water in the flow channel, thus greatly affecting the efficiency of the whole device [21].
Further analysis showed that under the designed flow condition, the hydraulic loss (except
impeller) of the whole unit was the smallest; however, under the small-flow condition,
the hydraulic loss was larger, and under the large-flow condition, the hydraulic loss was
smaller than that under the small-flow condition. Under the condition of a large flow rate,
the hydraulic loss also gradually increased with an increase in flow rate. The change rule
of hydraulic loss of the bulb under different flow conditions was consistent with that of the
whole plant. Therefore, an in-depth study on the bulb structure of the bulb tubular pump
device would be helpful for a solid modeling and optimum design of the pump device.

Table 2. Proportion of hydraulic losses (%).

Flow Rate Hydraulic Loss/M Passage Inlet Guide Vane Bulb Passage Outlet

0.9Qd 0.663 3.66 43.06 39.30 13.98
1.0Qd 0.258 15.43 28.29 35.43 20.85
1.1Qd 0.343 9.89 25.73 42.42 21.96
1.2Qd 0.484 5.95 28.97 47.43 17.65

Figures 4 and 5 respectively show the velocity streamline and velocity contour of
the central axis of the bulb section. According to the diagram, under the condition of a
small flow rate deviating from the design flow, the flow line at the rear of the bulb was
chaotic and created a serious reflow phenomenon. As the flow rate increased, the reflow
phenomenon at the rear of the bulb was significantly improved, and the flow line around
the bulb was smoother. This result corresponded to the device efficiency values given in
Table 3. At 1.2 times the design flow, the device efficiency value reached the highest level,
which was 83.28%. Figure 4 shows a cloud image of the axial velocity distribution in the
bulb segment. According to the diagram, under the small-flow condition, a large range of
a low-speed zone appeared at the rear of the bulb and the front of the support. With an
increase in flow, the range of the low-speed zone gradually decreased.
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Table 3. Quantitative analysis of hydraulic performance of unit.

Flow 0.9Qd 1.0Qd 1.1Qd 1.2Qd

Head/m 3.56 3.27 2.89 2.38
Efficiency/% 73.87 78.75 82.17 83.28

3.2. Influence of Bulb Tail Shape on Hydraulic Performance

The shapes of the tail of the bulb studied were elongated, round, and oval (see Table 4).
Different tail shapes have different effects on the flow pattern and thus on the performance
of the whole device [19]. Therefore, in the design of the bulb structure, the shape of the tail
of the bulb must be considered as an important research object.

Table 4. Research schemes 1–3.

Scheme Bulb Tail Form Three-Dimensional Model

1
First straight-line progressive section,
then semi-ellipsoid;
tail contraction angle is 27 degrees
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Table 4. Cont.

Scheme Bulb Tail Form Three-Dimensional Model

2 Hemisphere

Agriculture 2023, 13, x FOR PEER REVIEW 8 of 18 
 

 

2 Hemisphere 

 

3 Semi-ellipsoid 

 

Figure 6 shows the head flow curve and the efficiency flow curve of the device with 
different bulb tail shapes. The diagram in scheme 3 clearly shows that the elliptical device 
at the tail of the bulb had a slightly higher efficiency than the other two schemes under 
the small flow rate from the highest efficiency point to the left. Under the condition of the 
high flow rate from the highest efficiency point to the right, the device efficiency was 
slightly lower than in scheme 1. Furthermore, the device head of scheme 3 was slightly 
higher than that of the other two schemes. This was due to the different shape and struc-
ture of the rear of the bulb and the different hydraulic losses of the bulb section. For the 
tail of the oval bulb, the low-speed range of the tail was reduced, the area where the vortex 
formed was smaller, and the water flow also followed a gradually diffusing trend. This 
result was more in line with the flow law of water flow, and its efficiency and head were 
improved. 

 
Figure 6. Device head flow curve and device efficiency flow curve with different bulb tail shapes. 

3 Semi-ellipsoid

Agriculture 2023, 13, x FOR PEER REVIEW 8 of 18 
 

 

2 Hemisphere 

 

3 Semi-ellipsoid 

 

Figure 6 shows the head flow curve and the efficiency flow curve of the device with 
different bulb tail shapes. The diagram in scheme 3 clearly shows that the elliptical device 
at the tail of the bulb had a slightly higher efficiency than the other two schemes under 
the small flow rate from the highest efficiency point to the left. Under the condition of the 
high flow rate from the highest efficiency point to the right, the device efficiency was 
slightly lower than in scheme 1. Furthermore, the device head of scheme 3 was slightly 
higher than that of the other two schemes. This was due to the different shape and struc-
ture of the rear of the bulb and the different hydraulic losses of the bulb section. For the 
tail of the oval bulb, the low-speed range of the tail was reduced, the area where the vortex 
formed was smaller, and the water flow also followed a gradually diffusing trend. This 
result was more in line with the flow law of water flow, and its efficiency and head were 
improved. 

 
Figure 6. Device head flow curve and device efficiency flow curve with different bulb tail shapes. 

Figure 6 shows the head flow curve and the efficiency flow curve of the device with
different bulb tail shapes. The diagram in scheme 3 clearly shows that the elliptical device
at the tail of the bulb had a slightly higher efficiency than the other two schemes under the
small flow rate from the highest efficiency point to the left. Under the condition of the high
flow rate from the highest efficiency point to the right, the device efficiency was slightly
lower than in scheme 1. Furthermore, the device head of scheme 3 was slightly higher than
that of the other two schemes. This was due to the different shape and structure of the rear
of the bulb and the different hydraulic losses of the bulb section. For the tail of the oval
bulb, the low-speed range of the tail was reduced, the area where the vortex formed was
smaller, and the water flow also followed a gradually diffusing trend. This result was more
in line with the flow law of water flow, and its efficiency and head were improved.
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Figure 7 shows the axial velocity streamline and velocity distributions in the bulb
bodies with different tail shapes at design flow rate. As shown in the diagram, the tail
back flow area of the bulb in scheme 2 was the largest, and the streamline was the most
chaotic. In scheme 1, the streamline improved slightly because the tail of the bulb was
extended slightly and the hydraulic loss in the bulb section was reduced. In scheme 3, the
oval bulb tail body was used, and the water flow diffused smoothly. Therefore, the range of
low-speed zone in the tail was the smallest, the area of vortex formation was the smallest,
and the streamline was the smoothest.
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In order to further analyze the changes in pressure head caused by the changes in the
structure of the bulb body, Figure 8 shows the static pressure contour chart at the outlet
section of the bulb with different tail shapes. As shown in the diagram, the static pressure
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distribution at the outlet section of the bulb in scheme 3 was the most uniform, and the
static pressure changed smoothly.
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The bulb structure in the rear-bulb tubular pump had a significant influence on
hydraulic performance. In engineering design, it is recommended that the elliptical bulb
body tail be used in the pumping station in combination with construction practice. To
reduce the swirl area at the tail, the tail size of the bulb generally can be based on the total
length of the bulb. Thus, the flow pattern distribution at the elliptical bulb body tail was
improved to a certain extent by using the tail of the elliptical bulb. The hydraulic loss of the
bulb section and the device performance also were improved compared with the round tail.
For the pumping station, scheme 3 optimized the device and further reduced hydraulic
losses by changing the bulb ratio.

3.3. Influence of Bulb Ratio on Hydraulic Performance

The bulb structure is used to place the electric motors and gearboxes in the tubular
pump unit. The important dimension parameters are the bulb ratio and the ratio of the bulb
diameter to the outer diameter of the impeller. The impeller diameter is generally a known
parameter when designing the bulb section structure, whereas the bulb is determined
according to its internal structure size, that is, according to the type and size of the motor
and transmission equipment used in the device. Therefore, even in a pump unit with a
same impeller, the bulb ratio can vary depending on the size and diameter of the bulb.

In practical design, the bulb diameter is usually expressed by the product of the
bulb ratio and the impeller’s outer diameter. The bulb diameter generally depends on
the internal structural dimensions, such as the motor and transmission equipment. By
referring to the data, we could determine when it would be necessary to use a small bulb
and submerged asynchronous motor for the direct drive. The minimum bulb size could
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be arranged using a high-speed motor and gear box, and the bulb diameter was 0.76 D.
When it was necessary to use the headlight body, according to the current manufacturing
level of a high-voltage, high-speed motor and planetary gear reducer, it was reasonable to
use a 0.9 D bulb diameter. If the synchronous motor was used in a direct connection, the
diameter of the core was larger because the synchronous motor had to match the excitation
system. Therefore, the diameter of the bulb should be more than 1.03 D. In the East Route
Project of South-to-North Water Transfer, the bulb ratio of Jinhu Pump Station is 1.03 (i.e.,
the diameter of the bulb is 1.03 D). The bulb ratio of Linjiaba Pumping Station is 0.98 (i.e.,
the diameter of bulb is 0.98 D). The bulb ratio of Shandong Pumping Station with a water
pump manufactured by the Japanese Yokogawa Company is 1.04 (i.e., the bulb diameter is
1.04 D) (Table 5).

Table 5. Research schemes 4–6.

Scheme Bulb Ratio ( d1
D ) Three-Dimensional Diagram

4 0.88
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The device head curves and device efficiency curves for different bulb ratios are shown
in Figure 9. According to this analysis, the device head was not affected by the change in
the bulb ratio. The efficiency curves of the three bulb ratio schemes basically coincided
with each other under the condition of a small flow rate from the highest efficiency point to
the left, with little change. The device efficiency increased with the decrease in the bulb
ratio under the condition of large flow to the right from the highest efficiency point, and
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the variation was obvious. This result was due to the small bulb ratio and the large flow
area, creating a smoother flow pattern and higher efficiency in the bulb section.

Agriculture 2023, 13, x FOR PEER REVIEW 12 of 18 
 

 

decrease in the bulb ratio under the condition of large flow to the right from the highest 
efficiency point, and the variation was obvious. This result was due to the small bulb ratio 
and the large flow area, creating a smoother flow pattern and higher efficiency in the bulb 
section. 

 
Figure 9. Head flow curve and efficiency flow curve of different bulb ratios. 

The axial two-dimensional velocity streamline distributions in bulbs with different 
bulb ratios at the design flow rate are shown in Figure 10A. According to the diagram for 
scheme 6, the flow area of the bulb was reduced because of the large bulb ratio, the tail 
streamline was disordered, and the reflow phenomenon was serious. The tail streamlines 
of schemes 4 and 5 were relatively smooth. As shown in Figure 10B, we found that the loss 
of the entropy generation at the tail of scheme 6 was relatively large, whereas the loss of 
the entropy generation at the tails of schemes 4 and 5 had little change, which indicated 
that the hydraulic loss at the tail of the bulb of scheme 4 and 5 was small and the efficiency 
of the whole plant improved. 

  
 (a) Scheme 4  (b) Scheme 5 

 
(c) Scheme 6 

(A)  

Figure 9. Head flow curve and efficiency flow curve of different bulb ratios.

The axial two-dimensional velocity streamline distributions in bulbs with different
bulb ratios at the design flow rate are shown in Figure 10A. According to the diagram for
scheme 6, the flow area of the bulb was reduced because of the large bulb ratio, the tail
streamline was disordered, and the reflow phenomenon was serious. The tail streamlines
of schemes 4 and 5 were relatively smooth. As shown in Figure 10B, we found that the loss
of the entropy generation at the tail of scheme 6 was relatively large, whereas the loss of
the entropy generation at the tails of schemes 4 and 5 had little change, which indicated
that the hydraulic loss at the tail of the bulb of scheme 4 and 5 was small and the efficiency
of the whole plant improved.
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Schemes 4 and 5 had a small tail entropy output value, small hydraulic loss, and high
efficiency. Considering that the pump station was directly connected by the synchronous
motor, to facilitate the installation of the motor, we selected scheme 5 for optimization. By
changing the shape of the support parts, the hydraulic loss of the bulb was further reduced,
and the device efficiency was improved.

3.4. Influence of Support Shape on Hydraulic Performance

Bulb support is an important internal flow-passing part of the tubular pump unit.
In this section, we used the CFD method to simulate the internal flow field of the bulb
tubular pump unit and compared, analyzed, and optimized the shapes of the different
supports. This provided a certain reference basis for the design and manufacture of the
bulb tubular pump [20]. We used three schemes to compare the shapes of different bulb
supports, as shown in Table 6. Among these supports, scheme 7 was the original support,
and the support included one bottom support. In scheme 8, one bottom support in scheme
1 was divided into two parts, and the total width, length, and dimensions of the two
supports remained unchanged. The distance between the two supports was 0.5 m. Scheme
9 streamlined the bottom support of the outer surface in scheme 1.

Figure 11 shows the flow head curve and flow efficiency curve of the bulb tubular
pump unit for three schemes. From the flow efficiency curve, the differences among the
three schemes were obvious. The efficiency of the pump unit of scheme 7 was about
0.4% higher than that of scheme 8 and that of scheme 9 was about 0.8% higher than that
of scheme 8 at design flow rate, which indicated that the hydraulic loss caused by bulb
support of tubular pump had a more significant influence on the hydraulic performance of
the pump unit. From the flow head curve, the performance of scheme 7 was better than that
of scheme 8, and scheme 9 was better than that of scheme 7, with a difference of about 0.4%.
This result showed that different supports had an influence on the unit head, and this trend
was consistent with hydraulic loss. The improved support structure in scheme 7 reduced
the wet circumference of water flow and thus the friction loss of water. The shape of the
streamlined support in scheme 9 followed the principle of minimum resistance of fluid
movement, and the flow resistance of water flow was the smallest. Thus, the hydraulic loss
was the smallest, and the pump unit head and efficiency were high.

133



Agriculture 2023, 13, 1698

Table 6. Research schemes 7–9.

Scheme Support Shape Three-Dimensional Model

7 Original
scheme
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In Scheme 8, the support consisted of two bottom supports for the bulb. Because of the
small distance between the two supports, there was little water flowing through this area,
making it a dead-water zone. As shown in Figure 12, the water flow behind the support
and the tail of the bulb was disordered, and the flow pattern was poor. The tail of the bulb
also had a low-speed zone and a small range of back flow. In scheme 7, because the bottom
support was combined into one, the flow area was increased and the flow resistance was
reduced. As a result, the low-speed area and the return area at the rear of the bulb were
significantly reduced. In scheme 9, the bottom support was changed into a streamlined one.
The calculation results showed that the original undesirable flow pattern was significantly
improved and the flow was relatively smooth, which was beneficial to further improve the
efficiency of the pump unit.
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The variations in the hydraulic loss of the bulb section with flow rate under different
schemes are shown in Figure 13. The hydraulic loss corresponding to the high-efficiency
point was the smallest, and the hydraulic loss on the left side deviating from the high-
efficiency point increased with a decrease in the flow rate. The hydraulic loss on the right
side of the high-efficiency point increased with an increase in the flow rate. The increase in
hydraulic loss in the small-flow area was mainly due to the increase in the pump outlet
circulation caused by secondary back flow in the pump, which led to an increase in loss in
the bulb. We found that merging the bottom supports reduced the hydraulic loss of the
bulb section, and the water loss was also reduced after streamlining, thus improving the
device efficiency.
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In conclusion, the shape of the bottom support had a clear influence on the hydraulic
loss and flow pattern of the pump unit. A reasonable shape of the support could im-
prove the flow pattern, reduce water circulation, and improve the efficiency of the pump
unit. Scheme 9’s supports had better hydraulic performance, improved device efficiency,
and achieved the purpose of optimization. Therefore, we selected scheme 9 as the bulb
optimization scheme. Its geometric characteristics and parameters were as follows: the
shape of the bulb tail was oval, the bulb ratio was 0.96, and the shape of the supports
was streamlined.

4. Conclusions

In this study, the CFX 19.2 software was used to hydraulically optimize the bulb
in accordance with the geometry and parameters. Through the calculation analysis and
scheme comparison, we drew the optimized scheme of the bulb section. The conclusions
are as follows:

(1) Because the bulb was in the key position of the flow channel, it affected the flow
state in the flow channel and had a significant influence on the efficiency of the entire
device. The hydraulic loss of the bulb part is about 40% of the overall hydraulic loss of
the pump device, which accounts for the largest proportion of the entire pump device.

(2) Different tail shapes of the bulb had different effects on the flow pattern and the
performance of the entire device. The flow pattern distribution at the tail of the bulb
was improved to a certain extent by using the elliptical bulb tail. This reduces the
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hydraulic loss of the bulb section and increases the efficiency of the device by about
5% compared to the hemisphere bulb structure.

(3) The bulb ratio of the bulb with a semi-ellipsoid tail shape was small, the flow area
was large, the flow pattern was smoother, and the bulb section had higher efficiency.
Schemes 4 and 5 had a small tail entropy output value, small hydraulic loss, and
high efficiency. Considering that the pump station was directly connected by the
synchronous motor, we selected scheme 5 to facilitate the installation of the motor.

(4) The bulb support is an important internal flow component of the tubular pump unit.
A change in its shape had a significant influence on the flow pattern of the water in
the pump unit and also on the hydraulic performance of the pump unit. Reasonable
shape design of the support parts according to minimum resistance requirements
effectively improved the flow pattern, reduced hydraulic losses, and improved the
efficiency of the pump unit. Scheme 9’s supports had better hydraulic performance,
improved the device efficiency, and achieved the optimization purpose. Therefore,
we selected scheme 9 as the bulb optimization scheme. Its geometric characteristics
and parameters were as follows: the shape of the bulb tail was oval, the bulb ratio
was 0.96, and the shape of the supports was streamlined.
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Abstract: The integration of hyperspectral imaging with machine learning algorithms has presented
a promising strategy for the non-invasive and rapid detection of plant metabolites. For this study,
we developed prediction models using partial least squares regression (PLSR) and boosting algo-
rithms (such as AdaBoost, XGBoost, and LightGBM) for five metabolites in Brassica juncea leaves:
total chlorophyll, phenolics, flavonoids, glucosinolates, and anthocyanins. To enhance the model
performance, we employed several spectral data preprocessing methods and feature-selection al-
gorithms. Our results showed that the boosting algorithms generally outperformed the PLSR models
in terms of prediction accuracy. In particular, the LightGBM model for chlorophyll and the AdaBoost
model for flavonoids improved the prediction performance, with R2p = 0.71–0.74, com-pared to
the PLSR models (R2p = 0.53–0.58). The final models for the glucosinolates and anthocya-nins
performed sufficiently for practical uses such as screening, with R2p = 0.82–0.85 and RPD = 2.4–2.6.
Our findings indicate that the application of a single preprocessing method is more effective than
utilizing multiple techniques. Additionally, the boosting algorithms with feature selection ex-hibited
superior performance compared to the PLSR models in the majority of cases. These results highlight
the potential of hyperspectral imaging and machine learning algorithms for the non-destructive
and rapid detection of plant metabolites, which could have significant implications for the field of
smart agriculture.

Keywords: prediction models; hyperspectral image; PLSR model; AdaBoost; XGBoost; LightGBM

1. Introduction

Mustard (Brassica juncea), also commonly known as Chinese mustard, brown mustard,
leaf mustard, vegetable mustard, and oriental mustard, is an annual plant that belongs to
the Brassicaceae family [1]. Mustard contains bioactive components such as glucosinolates
and their degradation products; polyphenols (flavonoids and anthocyanins); and large
amounts of dietary fiber, chlorophyll, β-carotene, ascorbic acid, minerals, and volatile
components [2]. Mustard is used as a spice because of its pungent taste. It also has impor-
tant uses in medicine; its leaves are used as a diuretic, stimulant, and expectorant in folk
medicine. Previous studies have found that B. juncea has bactericidal properties, can reduce
the risk of atherosclerosis, and has antioxidant- and peroxynitrite-scavenging effects [1,3].
Additionally, B. juncea has exhibited antibacterial and antitumor properties and has been
shown to improve various metabolic disorders [4]. Despite its excellent bioactivity, its
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industrial use as a raw material for medicine is limited by traditional analytical techniques,
which are time-consuming and destructive. Therefore, a non-destructive method of de-
termining bioactive compound contents should be developed for quality control in the
production stage.

Recently, hyperspectral imaging has been used for the assessment of the biophysical
traits of plants. Spectral information from hyperspectral images can be combined with
various data processing and mining tools to ensure fast, non-destructive, and highly ac-
curate detection of functional component contents [5]. Preprocessing of spectral data is
an important step for suppressing the undesired effects of measurement conditions and
enhancing relevant features, which commonly contain normalization, derivatives, and
smoothing [6]. Partial least squares regression (PLSR) is a widely used method to analyze
large amounts of hyperspectral data and predict functional components in plants, such as
chlorophyll and carotenoids in spinach [7] or total polyphenols in cocoa beans [8]. In our
previous study, we aimed to develop a predictive model for the functional components
of mustard plants using a PLSR prediction model based on hyperspectral images and
preprocessing techniques [9]. In that study, we found that a preprocessing combination of
SNV transformation and 1st-Der with spectral data resulted in high-performance prediction
models for the total chlorophyll, carotenoid, and glucosinolate contents, while a prepro-
cessing combination of the S.G. filter and SNV transformation gave the highest prediction
rate for the total phenolics. However, the accuracy of this model was limited because the
amount of data was relatively small and it was only applied in an indoor environment.

Machine learning techniques, combined with hyperspectral imaging, have been exten-
sively used for the determination of food quality [10], such as identifying contaminants in
food [11]. Among them, boosting methods in ensemble learning are attracting attention
for their outstanding performance and have paved the way for data analysis. Boosting
algorithms, such as those for adaptive boosting (AdaBoost), extreme gradient boosting
(XGBoost), and the light gradient-boosting model (LightGBM), have performed well in
hyperspectral imaging-based data classification tasks [12,13]. Effective training of machine
learning models usually requires abundant data for a more accurate predictive model [14].
To train the model and improve the accuracy of the PLSR prediction model for functional
components such as chlorophyll, phenolics, flavonoids, glucosinolates, and anthocyanins
in mustard plants, we first acquired more hyperspectral imaging data of plant leaves. For
this study, we aimed to develop a model with excellent predictive performance by adding
enough training data to apply boosting algorithms and applying a combination of data
processing methods. This analysis has expanded upon the previous study by including
the prediction of the total phenolic components, which was not previously considered.
However, the prediction of the total carotenoids was excluded from the current study due
to its poor performance in the previous study. To apply the developed model and predict
functional components in the growing environment, hyperspectral images were measured
from various angles.

2. Materials and Methods
2.1. Training Data Acquisition

The plant growth conditions and analysis methods used for this study were the same
as those described in detail in the previous study [9]. Briefly, mustard plants (B. juncea L.
Czern.) were cultivated in three different environments. Plants in an indoor farm were
hydroponically grown under mixed LEDs and with Hoagland nutrient solution. Plants in a
greenhouse and an open field were grown in pots filled with commercial soil and fertilizer.
Fifteen plants from each cultivation environment were harvested for 4 weeks after the
transplant to ensure variation in growth stage and leaf color. A total of 122 fully expanded
leaves were collected for analysis.

As with the experimental setup in the previous study [9], the hyperspectral imaging
system consisted of a hyperspectral imaging camera (MicroHSI 410 SHARK; Corning
Inc., Corning, NY, USA) and eight 15 W halogen lamps. A total of 112 hyperspectral
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images were acquired, with 1408 spatial pixels and 150 spectral bands in the range of
400–1000 nm. After the hyperspectral imaging data were obtained, the leaves were freeze-
dried for 4 days and powdered for component analysis [9,15]. The powder obtained using
pulverization after freeze-drying was subdivided into 3 repetitions of 20 mg each and used
for the analysis of 5 functional components. Briefly, the previous methods were used for
the determination of the total chlorophyll content [16], total phenolic content [17], total
flavonoid content [18], total glucosinolate content [19], and total anthocyanin content [20].
As a result of the component analysis, analysis values with high degrees of variation in
content were excluded, and the average value of the rest was used as the component value
for model development.

2.2. Data Processing and Prediction Models

The average of the spectral data was extracted from hyperspectral images within
predefined regions of interest, as in the previous method [9]. The average spectral data of
150 bands for each of the 112 hyperspectral images were obtained [9]. The preprocessing
methods, used alone or in combination (Table S1), included normalization, logarithmic
transformation, a Savitzky–Golay filter, the 1st and 2nd derivative after SG filtering, mul-
tiplicative scatter correction (MSC), and standard normal variate (SNV) transformation.
The SG filter was applied with a three-order polynomial fit with five data points, using
the SciPy package in Python 3.9. A total of 36 preprocessing combinations were used to
prepare the spectral data for the development of the predictive models.

Partial least squares regression (PLSR), adaptive boosting (AdaBoost), extreme gradi-
ent boosting (XGboost), and light gradient boosting model (LightGBM) algorithms were
applied to predict the content of each metabolite in the plants. PLSR is a method that is
commonly used to predict metabolite content from hyperspectral data. It works by extract-
ing latent variables (LVs), which are linear combinations of original predictor variables that
capture the maximum variation in data. The number of LVs is chosen based on the optimal
performance of the relevant model, which is typically determined through cross-validation.

AdaBoost, XGboost, and LightGBM are boosting algorithms that are also commonly
used for regression tasks [21–23]. Boosting algorithms combine multiple weak learners
(e.g., decision trees) into a strong learner, which improves the accuracy of predictions. In
this study, boosting algorithms were used for both feature selection and regression.

To reduce redundant information in the hyperspectral data, feature selection based
on the importance of boosting was used. Only bands with a feature importance value
greater than 1.25 times the average value were selected. The implementation of model
development was programmed using the Scikit-learn, XGboost, and LightGBM packages
in Python 3.9.

The preprocessing and feature-selection methods were determined, and the param-
eters for all of the algorithms were optimized after tenfold cross-validation based on the
training dataset, corresponding to 80% of the data. After hyperparameter tuning, the
performance of the final model was tested with an independent validation dataset that
corresponded to 20% of the data. The model performance was evaluated based on the
coefficient of determination (R2) and the root mean square error (RMSE), as follows:

R2 = 1 −
∑n

i=1

(
ŷi − yi)

2

∑n
i=1(yi − y)2 (1)

RMSE =

√
1
n∑n

i=1

(
ŷi − yi)

2 (2)

where yi is the measured value of the component analysis; ŷi is the value predicted by the
model; y is the mean value of the component analysis; and n is the number of samples.
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3. Results and Discussion
3.1. Development of a Prediction Model Based on Hyperspectral Imaging with the PLSR, AdaBoost,
XGboost, and LightGBM Algorithms

The total chlorophyll, phenolic, flavonoid, glucosinolate, and anthocyanin contents in
the B. juncea plants are summarized in Table 1. The reflectance spectra of 112 leaves were
obtained by averaging the hyperspectral data, followed by preprocessing, as shown in
Figure 1. In the spectra of the B. juncea leaves, the green and red regions were relatively low
and high, respectively, compared to those of a typical green leaf. These different spectra
could be caused by the absolute contents and ratio of chlorophyll and anthocyanin in the
leaf [24]. The plant used in this study was a red mustard cultivar with purple–green leaves
and a high anthocyanin content (Table 1).
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Figure 1. Single preprocessing method for hyperspectral data of B. juncea plants: raw reflectance
(A), normalization (B), logarithmic transformation (C), Savitzky–Golay filter (D), first and second
derivative after SG filtering (E,F), multiplicative scatter correction (G), and standard normal variate
transformation (H). Colored lines represent different leaf samples. The combination of preprocessing
methods refers to Table S1.
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Table 1. Statistical summary of the five components in B. juncea plants.

Metabolites Min Max Mean Standard Deviation

Chlorophyll (mg g−1 DW) 2.54 12.17 7.24 2.28
Phenolics (mg g−1 DW) 2.13 11.28 6.22 2.33

Flavonoids (mg g−1 DW) 3.00 13.59 7.52 2.51
Glucosinolates (µmol g−1 DW) 11.88 55.08 31.36 11.25

Anthocyanins (mg g−1 DW) 0.00 33.80 3.23 5.35

PLSR models for five metabolites were developed using 36 preprocessing methods
(Table S1). The optimal combination of preprocessing methods for each of the five PLSR
models, as well as the optimal number of latent variables (LVs) for each component, was
determined based on the low root mean square error of cross-validation (RMSECV) values,
as shown in Table 2. Spectral preprocessing is an essential step in order to avoid undesirable
scattering effects and reveal signals that correspond to chemical components [25]. The ap-
propriate preprocessing method will depend on various factors, including the wavelength
range and interval, the prediction model, the target compound, and the plant organs used,
such as leaves and fruits. In previous studies, the performance of the PLSR model in detect-
ing total phenolic content using a VIS-NIR hyperspectral imaging system was improved
with the normalization method in apple fruits [26] and with the SG filter and derivative
transformation in Arabidopsis leaves [27]. Derivative transforms emphasize spectral fea-
tures but also emphasize the noise of data. The first and second derivatives removed an
additive and a linear baseline, respectively. Logarithmic transformation can be employed to
address a non-linear problem. In a previous study using the SWIR hyperspectral imaging
system, the logarithmic transformation Log (1/R) improved the performance of the PLSR
model for the ABA content in zucchini leaves [28]. MSC and SNV transformation are useful
in reducing spectral variability due to scattering and baseline shifts. To further improve
model performance, spectral preprocessing methods can be used in combination [9]. In
this study, the prediction performance of the PLSR model was higher with the single
preprocessing methods than with combinations of multiple methods (Table 2).

The AdaBoost, XGboost, and LightGBM prediction models were also developed
using 36 preprocessing methods. The best preprocessing method for each algorithm and
metabolite was determined based on low RMSECV values (Table S2). After that, the
prediction models were compared according to the selection of three features (bands) based
on the feature importance in the boosting algorithms (Table 3). The spectral bands that
were reduced by the algorithms made the performances of several models better compared
with the full bands. Hyperspectral data require band selection due to the large amount of
highly correlated and redundant information. Reducing the number of features, even to less
than 20% of the total band, can enhance the performance of a regression algorithm [28,29].
Combinations of different feature-selection and regression algorithms can improve model
accuracy [30].

The importance values for selecting the features of each best performance model are
given in Figure 2. For chlorophyll prediction, the highest importance was at 480.57 nm,
followed by 916.83 nm, among 17 bands selected based on the XGBoost algorithm with
1st Der processing data. For phenolic prediction, the feature importance was the highest
at 904.82 nm, followed by 760.73 nm, among 28 bands selected based on the LightGBM
algorithm with Norm processing data. The selected features were distributed in the ranges
of 488.57–544.61 nm and 672.68–992.87 nm, respectively. For flavonoid prediction, the
feature importance was the highest at 692.69 nm, followed by 608.64 nm, among 33 bands
selected based on the AdaBoost algorithm with 2nd Der processing data. The feature
importance for glucosinolate prediction was concentrated in the range of 870–900 nm.
The highest importance values were, in order, at 872.80, 896.81, 880.8, and 628.66 nm
among 28 bands selected based on the AdaBoost algorithm with SNV processing data.
For anthocyanin prediction, the feature importance was the highest at 924.83 nm among
37 bands selected with the LightGBM algorithm with Log (1/R), 1st Der, and MSC process-
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ing data. The features were selected depending on the spectral data preprocessing method
as well as the selection algorithm.

Table 2. Performances of five PLSR models based on best preprocessing methods and optimal latent
variables (LVs) for each component of B. juncea plants.

Metabolites Preprocessing Method Optimal LVs
Calibration Cross-Validation Prediction

R2
C RMSEC R2

CV RMSECV R2
P RMSEP

Chlorophyll Log (1/R) + 1st Der + MSC 5 0.667 1.332 0.407 1.777 0.567 1.349
Log (1/R) + 1st Der + SNV 5 0.667 1.332 0.405 1.779 0.553 1.371
Raw reflectance 8 0.619 1.425 0.393 1.798 0.530 1.405
SG filter 2 0.431 1.740 0.388 1.806 0.526 1.411
1st Der 5 0.659 1.347 0.384 1.811 0.575 1.337

Phenolics SG filter 11 0.731 1.206 0.433 1.751 0.558 1.487
Norm + SNV 6 0.566 1.532 0.425 1.761 0.458 1.648
SNV 6 0.566 1.532 0.425 1.761 0.458 1.648
Norm + SG filter + SNV 6 0.554 1.552 0.424 1.763 0.440 1.675
SG filter + SNV 6 0.554 1.552 0.424 1.763 0.440 1.675

Flavonoids 1st Der 1 0.452 1.814 0.406 1.888 0.507 1.845
SG filter 1 0.442 1.830 0.404 1.892 0.477 1.902
Raw reflectance 2 0.448 1.820 0.398 1.901 0.531 1.802
2nd Der 1 0.450 1.818 0.382 1.926 0.412 2.016
Log (1/R) + 1st Der + MSC 3 0.509 1.716 0.365 1.953 0.233 2.303

Glucosinolates Raw reflectance 8 0.783 5.229 0.647 6.667 0.725 5.804
Norm + SG filter 7 0.746 5.651 0.647 6.668 0.662 6.435
SG filter 11 0.807 4.922 0.646 6.679 0.759 5.436
Norm + SG filter + MSC 8 0.753 5.581 0.633 6.794 0.646 6.591
SG filter + MSC 8 0.753 5.581 0.633 6.799 0.645 6.592

Anthocyanins Log (1/R) + SNV 8 0.854 2.109 0.746 2.780 0.836 1.808
Log (1/R) + SG filter + SNV 9 0.855 2.104 0.745 2.786 0.849 1.737
Log (1/R) 11 0.868 2.002 0.745 2.787 0.837 1.801
Log (1/R) + MSC 9 0.853 2.115 0.744 2.791 0.861 1.664
Log (1/R) + SG filter + MSC 9 0.850 2.137 0.743 2.794 0.850 1.728

R2: coefficient of determination; RMSEC, RMSECV, and RMSEP: root mean square errors of calibration,
cross-validation, and prediction, respectively. Bold indicates the best performance based on the RMSEP for
each component.

Table 3. Performance of AdaBoost, XGboost, and LightGBM prediction models for five metabolites
in B. juncea plants according to feature-selection algorithms after determination of preprocessing and
hyperparameter tuning.

Prediction
Model Preprocessing Method

Feature Selection Calibration Cross-Validation Prediction

Method Feature No. R2
C RMSEC R2

CV RMSECV R2
P RMSEP

Total Chlorophyll
AdaBoost Log (1/R) + 2nd Der + MSC Full band 150 0.878 0.807 0.448 1.714 0.594 1.307

AdaBoost 28 0.926 0.628 0.573 1.507 0.476 1.483
XGboost 13 0.868 0.838 0.463 1.690 0.348 1.656

LightGBM 35 0.929 0.616 0.541 1.563 0.502 1.447

XGboost Log (1/R) + 2nd Der + MSC Full band 150 0.996 0.137 0.519 1.600 0.476 1.484
AdaBoost 28 0.997 0.120 0.594 1.471 0.545 1.382
XGboost 13 0.891 0.763 0.488 1.651 0.455 1.514

LightGBM 35 1.000 0.033 0.628 1.407 0.576 1.334
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Table 3. Cont.

Prediction
Model Preprocessing Method

Feature Selection Calibration Cross-Validation Prediction

Method Feature No. R2
C RMSEC R2

CV RMSECV R2
P RMSEP

LightGBM 1st Der Full band 150 0.945 0.543 0.414 1.766 0.695 1.133
AdaBoost 31 0.829 0.954 0.463 1.691 0.648 1.217
XGboost 17 0.743 1.170 0.388 1.805 0.737 1.052

LightGBM 35 0.960 0.462 0.551 1.547 0.657 1.201

Total Phenolics
AdaBoost Norm Full band 150 0.924 0.642 0.581 1.505 0.521 1.549

AdaBoost 37 0.931 0.611 0.641 1.393 0.517 1.554
XGboost 16 0.921 0.652 0.646 1.382 0.512 1.562

LightGBM 28 0.925 0.637 0.618 1.437 0.594 1.426

XGboost Norm + SG filter Full band 150 1.000 0.027 0.627 1.419 0.390 1.748
AdaBoost 34 0.974 0.372 0.573 1.518 0.354 1.798
XGboost 15 0.969 0.406 0.605 1.461 0.406 1.724

LightGBM 30 0.933 0.601 0.557 1.546 0.378 1.765

LightGBM 1st Der Full band 150 0.882 0.798 0.538 1.580 0.559 1.486
AdaBoost 36 0.862 0.864 0.572 1.520 0.517 1.556
XGboost 10 0.770 1.115 0.565 1.532 0.386 1.753

LightGBM 38 0.942 0.558 0.602 1.467 0.499 1.583

Total Flavonoids
AdaBoost 2nd Der Full band 150 0.872 0.878 0.512 1.712 0.704 1.429

AdaBoost 33 0.827 1.018 0.551 1.642 0.709 1.417
XGboost 12 0.913 0.724 0.572 1.602 0.575 1.714

LightGBM 34 0.847 0.958 0.538 1.666 0.623 1.615

XGboost 1st Der Full band 150 0.972 0.409 0.516 1.705 0.586 1.692
AdaBoost 36 0.986 0.286 0.586 1.577 0.564 1.736
XGboost 7 0.932 0.640 0.545 1.653 0.644 1.569

LightGBM 46 0.997 0.138 0.580 1.588 0.568 1.728

LightGBM 1st Der Full band 150 0.874 0.868 0.483 1.761 0.585 1.693
AdaBoost 36 0.905 0.754 0.543 1.657 0.519 1.823
XGboost 7 0.651 1.448 0.531 1.678 0.594 1.676

LightGBM 46 0.955 0.518 0.548 1.648 0.503 1.854

Total Glucosinolates
AdaBoost SNV Full band 150 0.935 2.868 0.666 6.481 0.768 5.333

AdaBoost 28 0.907 3.417 0.674 6.401 0.816 4.744
XGboost 14 0.913 3.301 0.699 6.157 0.782 5.169

LightGBM 34 0.935 2.852 0.677 6.372 0.730 5.748

XGboost SG filter + SNV Full band 150 0.997 0.644 0.670 6.445 0.751 5.521
AdaBoost 29 0.996 0.670 0.676 6.382 0.763 5.389
XGboost 12 0.993 0.928 0.715 5.987 0.778 5.211

LightGBM 41 1.000 0.233 0.707 6.071 0.776 5.238

LightGBM Log (1/R) + 1st Der + SNV Full band 150 0.875 3.959 0.702 6.122 0.675 6.308
AdaBoost 30 0.962 2.183 0.741 5.709 0.662 6.435
XGboost 8 0.901 3.538 0.744 5.678 0.613 6.890

LightGBM 51 0.985 1.386 0.739 5.729 0.665 6.411

Total Anthocyanins
AdaBoost Log (1/R) + 1st Der Full band 150 0.975 0.865 0.834 2.246 0.714 2.390

AdaBoost 26 0.968 0.986 0.819 2.349 0.639 2.682
XGboost 11 0.969 0.973 0.735 2.839 0.519 3.097

LightGBM 37 0.976 0.851 0.822 2.329 0.824 1.876
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Table 3. Cont.

Prediction
Model Preprocessing Method

Feature Selection Calibration Cross-Validation Prediction

Method Feature No. R2
C RMSEC R2

CV RMSECV R2
P RMSEP

XGboost 1st Der Full band 150 1.000 0.003 0.724 2.899 0.265 3.830
AdaBoost 20 1.000 0.041 0.725 2.892 0.742 2.271
XGboost 11 0.987 0.625 0.738 2.826 0.251 3.865

LightGBM 40 0.997 0.297 0.664 3.198 0.389 3.492

LightGBM Log (1/R) + 1st Der Full band 150 0.899 1.756 0.685 3.097 0.743 2.264
AdaBoost 24 0.918 1.575 0.699 3.028 0.485 3.204
XGboost 9 0.826 2.303 0.687 3.089 0.314 3.699

LightGBM 39 0.933 1.430 0.742 2.804 0.717 2.375

R2: coefficient of determination; RMSEC, RMSECV, and RMSEP: root mean square errors of calibration,
cross-validation, and prediction, respectively. Bold indicates the best performance based on the RMSEP for
each component.
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Figure 2. Feature importance values used to determine the best prediction models for total chlorophyll
(A), phenolics (B), flavonoids (C), glucosinolates (D), and anthocyanins (E) in B. juncea plants. Orange
bars represent selected features, and light blue bars represent unselected features, i.e., those not used
in the prediction model. The best prediction models are documented in Table 3.

Overall, the boosting algorithms showed better prediction performances compared
to the PLSR models (Tables 2 and 3). Specifically, the LightGBM model was found to be
the best for predicting chlorophyll, while the AdaBoost model was the best for predicting
phenolics, flavonoids, glucosinolates, and anthocyanins. The boosting models performed
better than the best PLSR models, except when it came to anthocyanins, where the PLSR
models showed better performances. The performances of the best prediction models
for five metabolites are given in Figure 3. The best model for chlorophyll was the 1st
Der processing–XGBoost selection–LightGBM prediction model with 17 bands selected
(R2

P = 0.737, RMSEP = 1.052). The best model for phenolics was the Norm processing–
LightGBM selection–AdaBoost prediction model with 28 bands selected (R2

P = 0.594,
RMSEP = 1.426). For flavonoids, the 2nd Der processing–AdaBoost selection–AdaBoost
prediction model with 33 bands selected performed the best (R2

P = 0.709, RMSEP = 1.417).
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For glucosinolates, the SNV processing–AdaBoost selection–AdaBoost prediction model
with 28 bands selected was best (R2

P = 0.816, RMSEP = 4.744). The best boosting model for
anthocyanins was the Log (1/R)–1st Der-MSC processing–LightGBM selection–AdaBoost
prediction model with 37 bands selected (R2

P = 0.824, RMSEP = 1.876). The best PLSR model
for anthocyanins was that with 9 LVs and using Log (1/R)–SG filter–MSC processing data,
which had the highest performance of all of the models (R2

P = 0.850, RMSEP = 1.728). The ratio
of prediction to deviation (RPD) value of the final AdaBoost models for glucosinolates
and anthocyanins was 2.4, which indicates that these models are sufficient for practical
screening applications [31,32]. However, the best PLSR model for anthocyanins performed
even better, with an RPD value of 2.6. It is worth noting that the selection of the best model
depended on various factors, including the spectral data preprocessing method and the
selection algorithm used.
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Figure 3. The optimal models for predicting the concentrations of the total chlorophyll (A),
phenolics (B), flavonoids (C), glucosinolates (D), and anthocyanins (E,F) in B. juncea plants, as pre-
sented in Table 3. R2

P and RMSEP indicate coefficient of determination and root mean square error of
prediction, respectively.

3.2. Application of the Functional Component Prediction Model with Visualization

Prediction models based on hyperspectral imaging are used to predict content at
a single-pixel level and generate compound distribution maps. The prediction model
developed here was applied to actual plants that were grown and utilized the spectrum of
every pixel. The spatial distribution of five metabolites was found to be uneven across the
leaf area (Figure 4). Yuan et al. (2021) visualized the distribution of SPAD values, which
indicate chlorophyll content in pepper leaves [29]. The distribution of the total phenolics
has been visualized using hyperspectral imaging and modeling in Arabidopsis plants [27]
and shelled cocoa beans [8]. Hence, by employing a hyperspectral imaging system and
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the necessary software to run the algorithm, we could non-destructively and continuously
monitor the compound distribution. This phytochemical monitoring will aid in making
cultivation decisions to effectively control the quality of functional plants.
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Figure 4. Distribution map of five metabolites, described by an application of hyperspectral image-
based prediction in a growing environment: total chlorophyll, phenolics, flavonoids, glucosinolates,
and anthocyanins in B. juncea plants.

4. Conclusions

A prediction model using hyperspectral imaging was developed based on PLSR and
boosting algorithms such as AdaBoost, XGboost, and LightGBM to predict five metabolites
in B. juncea: total chlorophyll, phenolics, flavonoids, glucosinolates, and anthocyanins.
To improve the model performance, various spectral data preprocessing methods and
feature-selection algorithms were adopted. The prediction performance was higher with
the single preprocessing methods than with combinations of multiple PLSR- and boosting-
model methods. Feature selection based on boosting algorithms could improve prediction
performance. The cross-validation and prediction performances were better in the boosting
algorithms than in the PLSR models, except regarding anthocyanin prediction. The final
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models for glucosinolates and anthocyanins especially performed sufficiently for practical
use such as screening, as R2

p = 0.82–0.85 and RPD = 2.4–2.6. This research presents a
promising approach for the rapid and accurate prediction of metabolites in plants using
hyperspectral imaging, which can contribute to the development of precision agriculture
and plant breeding.

Overall, our results showed that boosting algorithms can be applied to predict the
functional components of medicinal plants. Many studies have compared spectral data
preprocessing methods and tried to improve prediction performance. We have confirmed
that prediction performance can be improved by reducing spectral bands with a feature-
selection algorithm. To develop faster and more accurate prediction techniques, it is
necessary to continuously introduce the latest algorithms and data processing methods.
Based on hyperspectral images, non-destructive monitoring techniques of functional com-
ponents can be used as tools for quality control in the field of smart agriculture, including
in the medicinal plant industry.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/agriculture13081477/s1, Table S1: List of preprocessing methods
for hyperspectral data of B. juncea plants; Table S2: Determination of preprocessing methods for
AdaBoost, XGBoost, and LightGBM prediction algorithms for five metabolites in B. juncea plants.
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Abstract: The precise detection and positioning of tea buds are among the major issues in tea picking
automation. In this study, a novel algorithm for detecting tea buds and estimating their poses in a field
environment was proposed by using a depth camera. This algorithm introduces some improvements
to the YOLOv5l architecture. A Coordinate Attention Mechanism (CAM) was inserted into the neck
part to accurately position the elements of interest, a BiFPN was used to enhance the small object
detection ability, and a GhostConv module replaced the original Conv module in the backbone to
reduce the model size and speed up model inference. After testing, the proposed detection model
achieved an mAP of 85.2%, a speed of 87.71 FPS, a parameter number of 29.25 M, and a FLOPs
value of 59.8 G, which are all better than those achieved with the original model. Next, an optimal
pose-vertices search method (OPVSM) was developed to estimate the pose of tea by constructing
a graph model to fit the pointcloud. This method could accurately estimate the poses of tea buds,
with an overall accuracy of 90%, and it was more flexible and adaptive to the variations in tea buds in
terms of size, color, and shape features. Additionally, the experiments demonstrated that the OPVSM
could correctly establish the pose of tea buds through pointcloud downsampling by using voxel
filtering with a 2 mm × 2 mm × 1 mm grid, and this process could effectively reduce the size of the
pointcloud to smaller than 800 to ensure that the algorithm could be run within 0.2 s. The results
demonstrate the effectiveness of the proposed algorithm for tea bud detection and pose estimation
in a field setting. Furthermore, the proposed algorithm has the potential to be used in tea picking
robots and also can be extended to other crops and objects, making it a valuable tool for precision
agriculture and robotic applications.

Keywords: tea bud detection; YOLOv5; depth camera; pose estimation; CAM; OPVSM

1. Introduction

Tea is a popular beverage consumed worldwide and also a vital economic crop for
many countries. In comparison to the high demand and output of tea, the traditional
method of harvesting tea leaves remains quite rudimentary, particularly for famous teas,
which are often picked manually. This picking process is labor-intensive, time-consuming,
and physically demanding, which may result in strains and injuries among laborers. In-
stead of picking manually, an automatic tea picking system has the potential to lower the
requirement of labor and ease labor intensity [1]. In order to develop this automatic system,
detecting and positioning the tea leaves in 3D space is an essential process, which allows the
system to accurately perceive the leaves in the field for picking. Moreover, the algorithm for
detecting and positioning tea leaves can be used to enhance production, facilitate research,
and monitor and preserve the environment. Research into tea detection and positioning
algorithms plays a crucial role in automatic picking systems, which have the potential to
significantly improve the efficiency and productivity of tea production in the future [2].
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The development of tea bud detectors has been sustained for several years. Researchers
have extracted and combined various features, such as shape, color, and texture, from
tea bud images to design advanced features using complicated processes. For example,
Zhang et al. utilized R-B factors to convert the image to grayscale and performed threshold
segmentation using the Otsu method. They applied area filtering, erosion, and expansion
algorithms to generate a binary image of the tea buds. Finally, the center of mass method
was employed to determine the position of the tea buds within the binary image [3].
Zhang et al. applied a Gaussian filter to reduce image noise and split the images into
their respective R, G, and B components. Image operations were performed to obtain G-B’
components. The minimum error method was utilized to determine the most suitable
adaptation thresholds, which underwent a piecewise linear transformation to enhance the
distinction between the tea buds and the background. Binarization and the application of
the Canny operator were then employed to detect edges in the binary image. Finally, the
unknown area was calculated and marked, and the segmentation process was completed
using the watershed function [4]. Wu et al. analyzed the color information of G and G-B
components of tea buds and leaves. They calculated segmentation thresholds using an
improved Otsu method to recognize tea buds [5]. While these methods have demonstrated
effectiveness under specific conditions, their limited generalizability and lack of intelligence
restrict their applicability in production scenarios.

With the progression of deep learning methods, the object detection field has shifted
the focus toward acquiring larger labeled datasets and refining the network architecture,
rather than emphasizing image features. Many studies on object detection have used large
public datasets to train and test detectors based on convolutional networks, with subjects
such as cars [6], traffic signs [7] and pedestrians [8]. Similarly, many studies on object
detection based on deep learning in agriculture have also been conducted [9]. Zeng et al.
proposed using a lightweight YOLOv5 model to efficiently detect the location and ripeness
of tomato fruits in real time, and the improvement reduced the model size by 51.1% while
maintaining a 93% true detection rate [10]. Ma et al. integrated a coordinate attention (CA)
module with YOLOv5 and trained and tested a YOLOv5-lotus model to effectively detect
overripe lotus seedpods in a natural environment [11]. Wang et al. introduced an apple
fruitlet detection method that utilizes a channel-pruned YOLOv5s deep learning algorithm,
achieving rapid and accurate detection, and the compact model size of 1.4 MB facilitated
the development of portable mobile fruit thinning terminals [12]. Sozzi et al. evaluated
six versions of YOLO (YOLOv3, YOLOv3-tiny, YOLOv4, YOLOv4-tiny, YOLOv5x, and
YOLOv5s) for real-time bunch detection and counting in grapes. Finally, YOLOv4-tiny
emerged as the best choice due to its optimal balance between accuracy and speed. This
study provided valuable insights into the performance of different YOLO versions and
their applicability in the grape industry [13]. Cardellicchio et al. used single-stage detectors
based on YOLOv5 to effectively identify nodes, fruit, and flowers on a challenging dataset
acquired during a stress experiment conducted on multiple tomato genotypes, and achieved
relatively high scores [14].

In particular, studies on the detection of tea buds based on deep learning have also
made some significant advancements. Murthi and Thangavel employed the active con-
tour model to identify potential tea bud targets in images, then utilized a DCNN for
recognition [15]. Chen et al. introduced a new fresh tea sprout detection method, FTSD-
IEFSSD, which integrates image enhancement and a fusion single-shot detector. This
method separately inputs the original and enhanced images into a ResNet50 subnetwork
and improves detection accuracy through score fusion. This method achieved an AP of
92.8% [16]. Xu et al. combined YOLOv3 with DenseNet201 to quickly and accurately
detect and classify tea buds, achieving 82.58% precision on the top-shot dataset and 99.28%
precision on the side-shot dataset [17]. Gui et al. enhanced and reduced the weight of
the YOLOv5 network for tea bud detection by replacing the standard convolution with a
Ghost_conv module, adding a BAM into the backbone, applying MS-WFF in the neck, and
switching to a CIOU loss function. After training and testing on a dataset of 1000 samples,
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the model achieved a frame rate of 29,509 FPS, an mAP of 92.66%, and a model size of
90 M [18]. Moreover, tea buds can also be segmented using deep learning. Hu et al. pre-
sented a discriminative pyramid (DP) network-based method with exceptional accuracy for
the semantic segmentation of tea geometrids in natural scene images [19], while TS-SegNet,
a novel deep convolutional encoder-decoder network method for tea sprout segmentation
proposed by Qian et al., produced a good segmentation result [20].

Currently, research is primarily focused on detecting and segmenting tea buds, with
very few studies proposing methods for identifying the specific points for picking. However,
identifying the position of the picking point is crucial for efficient and effective tea bud
harvesting. The Faster R-CNN was used to locate tea shoot picking points in the field,
achieving a precision of 79% [21], and the Mask-RCNN was utilized to create a recognition
model for tea buds, leaves, and picking points. The results showed an average detection
accuracy of 93.95% and a recall rate of 92.48% [22]. Although these algorithms position
the picking point of tea buds in the image, the lack of a depth sensor limits the acquisition
of spatial coordinates for picking points. Thus, the robot would be unable to determine
the target position in robot coordinates for end-effector movement. Li et al. used the
YOLO network to detect the tea buds and acquired the position of the target in the 3D
space by using an RGB-D camera [23]. This method calculates the center point of all points
and represents the grab position using a vertical minimum circumscribed cylinder. Then,
they inclined the minimum circumscribed cylinder according to the growth direction of
tea buds calculated via the PCA method [24]. Chen et al. developed a robotics system
for the intelligent picking of tea buds, training the YOLOv3 model to detect the tea buds
from images and proposing an image algorithm to locate the picking point. While their
system has a successful picking rate of 80%, the detection precision of this system could be
improved, and the importance of addressing measurement errors and motion errors in the
picking process should not be overlooked [25].

In conclusion, tea bud detection research has experienced good development, but
some datasets are still quite simple and small-sized. Moreover, the pose of tea buds within
a 3D space is important for the robot to grasp the target accurately, yet there are few studies
that have talked about this issue. Therefore, the aim of this study is to detect tea buds using
an improved YOLOv5 network and determine their 3D pose through the OPVSM. The
contributions of this study are as follows:

1. The convolution (CBS) of YOLOv5 is replaced by GhostConv to reduce FLOPs and
compress the model size by generating more feature maps from cheap operations [26].

2. The Coordinate Attention Mechanism (CAM) is integrated into the neck, which could
accurately locate the region of interest by reserving the coordinates of elements in the
feature map, leading to more precise detection results [27].

3. The conversion from PANet to BiFPN enhances feature aggregation and multi-scale
feature fusion, resulting in improved detection efficiency [28].

4. The OPVSM is proposed to search the pose-vertices from the pointcloud to build the
skeleton of tea buds.

2. Materials and Methods
2.1. Improvement of YOLOv5
2.1.1. YOLOv5

As the most popular network architecture for object detection, the YOLOv5 (You
Only Look Once) network model [29] is widely used in detection and recognition systems
in various fields, as shown in Figure 1. This model architecture has spawned many
improved versions because of its good modifiability, portability and trainability. This
model provides two hyperparameters, the depth-multiple and width-multiple, used to
control the depth (number of bottlenecks) and width (number of channels) of the backbone
in the model, respectively.

Figure 1 shows the structure of the original YOLOv5 model. This model can be
divided into four parts, including the input, backbone, neck and head. During training,
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the input part reads the images and labels, enhances these images and puts them into
the backbone part. The backbone network extracts the features from images by means of
the CSPDarknet53, which is composed of CSP modules. In the neck, FPN and PANet are
used to aggregate image features and output three layers of feature maps with different
sizes. Finally, the head part predicts and outputs the detection results according to these
feature maps.
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2.1.2. Architecture of Improved YOLOv5

Although the YOLOv5 model has good precision and speed, its performance in small
target detection is inadequate. Figure 2 shows the structure of the improved YOLOv5
model. The main modifications are made in the backbone and neck parts of the model.
In Figure 2, the red circle 1 represents the Coordinate Attention Mechanism (CAM). It is
incorporated into the neck section to precisely locate the region of interest by preserving
the coordinates of elements in the feature map, thereby improving the accuracy of object
detection. Meanwhile, the red circle 2 denotes the modified connection known as BiFPN.
It replaces the PANet in the neck to enhance feature aggregation and multi-scale feature
fusion. Additionally, the red circle 3 represents the GhostConv module utilized in the
backbone. It replaces the standard convolution (CBS) in the backbone, which reduces
the computation cost by generating more feature maps from cheap operations. These
modifications improve the small target detection performance of the YOLOv5 model and
make it more efficient.

2.1.3. Coordinate Attention Mechanism

At the beginning of the neck section, the Coordinate Attention Mechanism (CAM)
shown in Figure 3 is added. Firstly, the variables with a size of H ×W × C are shrunk in
the X and Y directions using separate adaptive average pooling layers. Here, the X direction
corresponds to the width of the feature map, while the Y direction corresponds to its height.
Two feature maps with different sizes of H × 1 × C and 1 ×W × C are then obtained.

Next, the Y-pooling feature map is permuted and aggregated with the X-pooling
feature map to create a new feature map with a size of (H + W) × 1 × C. This aggregated
feature is then processed using a CBS consisting of a convolution layer, batch normal-
ization layers, and the SiLU activation function. The SiLU function applies the sigmoid
function to the input value x and multiplies the result with the input itself, providing
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smoothness and non-linearity, and preserving certain linearity characteristics suitable for
deep learning models.
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Following this, the feature map is split back into two feature maps of the same size as
before the aggregation step. The previously permuted feature map is restored to its original
size. Finally, the two feature maps are combined element-wise with the original feature
map to generate a new feature map with a size of H ×W × C, incorporating aggregated
contextual information.

The Coordinate Attention Mechanism utilizes a separate global pooling operation in
the X and Y directions, respectively, so that the attention module can retain the element
position of the precise coordinates in the feature map. The formula for the separate global
pooling operation is as follows:





zh
c (h) =

1
W ∑

0≤i<W
xc(h, i)

zw
c (w) = 1

H ∑
0≤j<H

xc(j, w)
(1)

More precisely, the above pooling operation is an information embedding process in
the attention module. The subsequent matrix transformations such as Concat and CBS are
used to aggregate the contextual information. After these operations, the region of interest
can be obtained on the basis of the features generated by the pooling. In brief, this structure
is more conducive to accurately positioning the elements of interest.
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The Coordinate Attention Mechanism (CAM) captures and leverages spatial infor-
mation by utilizing separate global pooling operations in the X and Y directions. This
allows the CAM to emphasize or suppress specific spatial locations based on their im-
portance. Unlike other attention mechanisms such as Efficient Channel Attention (ECA),
Squeeze-and-Excitation (SE), or Convolutional Block Attention Module (CBAM), which
primarily focus on channel-wise attention, the CAM specifically targets spatial reasoning.
By incorporating CAM, this model gains the ability to perform precise localization and
spatial reasoning, which are particularly valuable in tasks requiring accurate object detec-
tion and a good understanding of spatial relationships. Additionally, CAM exhibits high
effectiveness in localizing important features within an input feature map. By applying
separate global pooling in the X and Y directions, the CAM attends to specific spatial
locations, enabling the model to capture fine-grained details and accurately localize objects.
In contrast, other attention mechanisms like ECA, SE, or CBAM may not explicitly prioritize
precise localization, limiting their performance in tasks where precise object localization is
crucial. Furthermore, the separate global pooling operations in the X and Y directions en-
able efficient computation, as they do not require extensive calculations across channels or
intricate transformations. This leads to improved efficiency, reduced memory consumption,
and faster inference times, making CAM particularly suitable for real-time applications.
Overall, compared to other attention mechanisms, CAM demonstrates stronger spatial
reasoning ability, higher localization accuracy, and lower computational complexity. It is
particularly suitable for tea bud detection.

2.1.4. BiFPN

The bidirectional feature pyramid network (BiFPN) improves the FPN by incorporat-
ing a bidirectional feature fusion approach. It deletes the feature maps with single inputs,
adds the extra connection between original and final feature maps, and down-samples the
original feature map to make the network more accurate and efficient. In this study, the
BiFPN is adapted and ported based on the PANet in the neck part to improve the detection
efficiency and the muti-scale feature fusion. As shown in Figure 4, the relationship drawn
by the red dotted arrow is the new improved connection. This new connection is utilized to
aggregate more features in the middle scale layer for enhancing the small object detection
ability without increasing the computational cost too much.
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Specifically, unlike the unidirectional flow of information in the original FPN, BiFPN
enables bidirectional information flow, allowing it to propagate in both bottom-up and
top-down directions. Moreover, it efficiently combines features from different levels of
the pyramid, incorporating both top-down and bottom-up pathways as well as lateral
connections. This multi-scale fusion process enables effective feature capture at various
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scales, facilitating the network’s ability to handle objects of different sizes. Additionally,
BiFPN is designed to be computationally efficient by reducing overheads through shared
computations across multiple feature levels, distinguishing it from other fusion approaches.
Furthermore, BiFPN addresses FPN’s limitations by introducing extra connections between
adjacent levels of the pyramid, facilitating improved information propagation across scales
for the transmission of fine-grained details between higher-level and lower-level feature
maps. Therefore, in this study, BiFPN enhances the expressive power, adaptability, and
efficiency of the feature fusion process, improving the model’s ability to detect small
objects. This improvement is particularly valuable for tea bud detection, reducing the rate
of missed detections.

2.1.5. GhostConv

GhostConv can be viewed as a factorization of the CBS block into two parts, where one
part has a large number of filters but fewer channels, and the other part has fewer filters but
more channels. This factorization allows for a reduction in the number of parameters and
computational cost, while maintaining a good balance between representation power and
efficiency. As shown in Figure 5, the CBS block convolves the feature maps from C channels
to C/2 channels by reducing the number of kernels. Then, the DWConv (depth-wise
convolution) block is applied to each channel of the input feature maps independently,
rather than being applied across all channels as in regular convolution, which is computa-
tionally efficient as it reduces the number of parameters. Unfortunately, the disadvantage
of GhostConv is that it increases the number of layers of the model due to the depth-wise
convolution. Therefore, GhostConv should only be used in the backbone in order to limit
the growth in the number of layers.
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According to the above explanation of GhostConv, the module applied in this research
offers several advantages. By adopting a split-transform-merge strategy, GhostConv re-
duces computation by dividing a larger convolutional kernel into a primary path and a
secondary “ghost” path. The primary path conducts a standard convolution on a subset of
input channels, while the ghost path applies a lightweight convolution to the remaining
channels. Despite its reduced computation, GhostConv achieves a larger receptive field
by utilizing a larger kernel size in the primary path, enabling the network to capture
extensive context and long-range dependencies. Balancing computation and receptive field
size, GhostConv strikes an effective trade-off between efficiency and expressive power. It
employs a fusion operation to merge features from the primary and ghost paths, facilitating
information flow and enhancing the representation learning process. By leveraging both
paths, GhostConv efficiently captures and propagates features throughout the network.
The ghost path in GhostConv serves as a regularization mechanism, promoting the learning
of more robust and discriminative features by introducing sparsity in the computation.
GhostConv exhibits scalability and can be seamlessly integrated into various network
architectures, making it suitable for diverse resource constraints and deployment scenarios.
Furthermore, GhostConv has exhibited excellent generalization capabilities across diverse
datasets and tasks, consistently demonstrating performance improvements. These advan-
tages enable the tea bud detection model to reduce model size and computation cost while
increasing detection speed, making it beneficial for porting to embedded platforms.
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2.2. Three-Dimensional Pose Estimation

The improved YOLOv5 model can detect tea buds using bounding boxes in the images.
However, a 6-DOF picking robot always requires the 6-DOF pose of the tea buds within the
3D space to pick them precisely with an ingenious end-effector under field conditions. In
this paper, a pose estimation algorithm based on the optimal pose-vertices search method
(OPVSM) is proposed in order to find the best vertices from the tea buds’ pointcloud to
form a graph structure for fitting their pose.

2.2.1. Tea Bud Pointcloud Extraction

After detection using the improved YOLOv5 model, the depth camera can acquire the
pointcloud from the bounding box, which refers to a tetrahedron in the 3D space, as shown
in Figure 6.
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(b) Pointcloud extracted from a depth camera using a passthrough filter; (c) Pointcloud of a tea bud
extracted from pervious pointcloud using DBSCAN.

Figure 6a shows the area of a bounding box in the image obtained by the tea bud
detector, and the tetrahedron shown in Figure 6b is obtained from the depth camera via a
passthrough filter, which includes the tea bud points, background points and many outliers.
These outliers can be removed by the radius filter, and the points of the tea bud can be
extracted from this pointcloud using the Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) method [30]. The DBSCAN algorithm starts by selecting a random
point and finding all points within its neighborhood. If the number of these points is greater
than the minimum, a new cluster will be formed. Otherwise, this point will be marked
as noise. This process will be repeated for all points within the cluster. After that, the
algorithm then moves to the next unprocessed data point and repeats the process until all
data points have been processed. Finally, the points of tea buds can be extracted from the
original pointcloud, as shown in Figure 6c.

2.2.2. Tea Bud Graph Structure

The tea buds are diverse because of their biodiversity. Their size, color, and shape
features such as the opening and closing angles of the bud and the side leaf are not
consistent for each tea bud. These features of the tea bud are mainly affected by many
factors such as the growth phase, climate, field conditions, and tea variety. It is difficult to
design a standard template for all tea buds. Therefore, the traditional template matching
method cannot easily be directly applied to the pose detection of tea buds.

By contrast, the geometric features of tea buds are much clearer, and these features
are highly abstracted and obtained as shown in Figure 7. The geometric features of tea
buds can be divided into three parts: the first part is the stem of the tea bud near the
ground, which is highly abstracted into a vertex; the second part is the bifurcation of the
tea bud, which is also abstracted as a vertex; the third part is each bud or leaf, and these are
abstracted as a vertex, respectively. The bud vertex, leaf vertices and stem vertex are all
connected to the bifurcation vertex through an edge. Thus, a finite, simple and undirected
graph is established.
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Figure 7. The geometry features of the tea buds.

In this paper, we take one bud and one leaf (BL1) as an example, because the BL1
is a standard that appears most widely in famous and high-quality tea. The vertex v0 is
the bifurcation of BL1, v1 is the stem, and v2 and v3 are the bud and leaf. e0, e1, e2 are the
edges that connect v0 to other vertices. According to these elements of this graph, the space
coordinates of this BL1 shown in Figure 7 can be established. The coordinate origin is the
v0 vertex, the Z-axis that refers to the growth direction is the unit vector of v1v0, the X-axis
is the normal vector of the plane v0v2v3, and the Y-axis can be obtained according to the
right-handed rule.

2.2.3. Optimal Pose-Vertices Search Method

In this study, the OPVSM is proposed to find the best vertices from the pointcloud to
build a graph for fitting the pose of the tea bud. The flow of this algorithm is shown in
Figure 8.
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Figure 8. Flowchart of the vertex search algorithm.

The vertex set V has n + 1 vertices. v0 refers to the bifurcation, and the other vertex
includes a stem, a bud, and n − 2 leaves. Firstly, some vertices are selected from the
pointcloud at equal spacing to initialize the set V, named 0V, where the number 0 represents
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the number of iterations V. Then, the initial loss value L0 can be calculated according to
the loss function. This loss function refers to the fit between the graph model and the
pointcloud, which will be described in the next section in more detail. In brief, the better
the fit is, the lower the loss value is, which means that the graph model can better reflect
the shape features of the tea bud. Finally, we set the i equal to 0, and the initialization is
finished. The loop stage of this algorithm starts and continues to run to iterate the vertex
set Vp until the loss value Lp cannot be decreased or the number of iterations p is bigger
than the threshold T.

In each iteration, to start with, the nearest k points in the pointcloud of the query
vertex pvq are searched and arranged from near to far to obtain the nearest neighbor points
set S = {sj, j = 0, ..., k − 1}. Then, in the order of the index of set S, sj is used to replace the
query vertex pvq to obtain a candidate set pVj. The loss value jLp of this candidate set pVj
is calculated for comparison with the current Lp obtained from the last iteration. If the
loss value is decreased, this query vertex is updated by this point, and the loss value is
replaced by the new value. Otherwise, this point would be overlooked. After traversing set
S, the query vertex pvq is replaced by each of the elements in set S in sequence, and the new
vertex set pV with the smallest loss value Lp is obtained. If the loss value is changed and
the number of iterations p is smaller than T, a new iteration is carried out.

Along with the running of the algorithm, each vertex in set V is considered to replace
its neighbors in the pointcloud according to the loss value. Finally, the optimal vertex set V
can be obtained to build the graph model for fitting tea buds.

2.2.4. Loss Function

It is important to design a loss function for measuring the fit between the model and
the pointcloud of a tea bud. On the basis of the vertex set V, a weighted undirected graph
G(V, E) can be established as follows:

G(V, E), V = {vi, i = 0, . . . , n}, E =
{

ej, j = 0, . . . , n− 1
}

(2)

where V is the vertex set that is already acquired and E refers to the edge set that consists
of all edges in this model. The edge ej in E is the connection between vj + 1 and v0, and the
weight of this edge is the positional relationship between vj + 1 and v0.

The loss function is given as follows:

L(G) = (1 + η)(Ls + Lv + Le) (3)

where Ls is the loss of the bifurcation v0, Lv is the loss of other vertices, Le is the loss of
edges, and η is the structural parameter of this model to punish some incorrect structures.

To begin with, point sets are created for each element in the graph to hold the points
closest to it in the pointcloud. These point sets are denoted as Ps, which corresponds
to v0, iPv, which corresponds to vi, and jPe, which corresponds to ej. The mean and
standard deviation of the distance between the point and element in these point sets are
then calculated as follows:

µ =
1
n

n−1

∑
i=0

di, σ =

√√√√ 1
n

n−1

∑
i=0

(di − µ)2 (4)

where n represents the number of elements in the point set and di denotes the distance
between the element qi in point set P and the corresponding element in the graph. Ideally,
the graph elements should be located in the center of their point set, with the elements in
the point set uniformly distributed around them. Therefore, the small mean distance of the
point set indicates that it is close to its graph element, while the small standard deviation of
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the distance in the point set indicates that it is both centralized and uniform. With these
considerations in mind, the forms of Ls, Lv, and Le are shown below:





Ls = µs + σs

Lv =
n
∑

i=0

iλv(iµv + iσv)

Le =
n−1
∑

j=0

jλe(jµe + jσe)

, (5)

where i is the index of the vertex set V and j is the index of the edge set E. As mentioned
previously, the edge ej in E is the connection between vj + 1 and v0. Therefore, the parameter
iλv is related to the point set iPv, which corresponds to vi, and the parameter jλe is related
to the point set jPe, which corresponds to ej. In general, the bifurcation vertex v0 should
be positioned at the center of the pointcloud. The other vertices, representing the stem,
bud and leaves, should extend to the border of the pointcloud, and their point sets should
be small as they only contain points near the border. The point sets of the edges should
mainly include points from the stem, bud, and leaves in the pointcloud. Based on these
considerations, the parameters iλv and jλe of Lv and Ls are determined as follows:





iλv = 1
Z (
∣∣iPv

∣∣)2

jλe = (1 + 1
Z

∣∣jPe
∣∣)2

, (6)

where |iPv| and | jPe | represent the number of elements in each point set, and Z is the
size of the pointcloud.

Moreover, to prevent an irrational situation, the loss function includes a penalty factor
denoted as η, which is introduced in the following form:

η = ηangle + ηlength




ηangle =





0.01
0.1
5

Nacute < 0.35Nangle

0.35Nangle <= Nacute < 0.7Nangle

Nacute >= 0.7Nangle or αmin < π/18

ηlength =

{
0
5

Lenmin/Lenavg > 0.2

Lenmin/Lenavg <= 0.2

(7)

The penalty factor η is the sum of two parameters, ηangle and ηlength. Nangle represents
the total number of angles between edges, while Nacute is the number of acute angles among
those angles between edges. If the ratio of Nacute to Nangle is too high, ηangle will be increased
to prevent edges from being too close. αmin is the minimum angle among these angles. If
αmin is too small, indicating that two edges are too close, the parameter will be assigned
a large value to punish them. Lenmin represents the shortest edge, and Lenavg represents
the average length of all edges. If the ratio of Lenmin to Lenavg is too small, ηlength will be
increased to prevent the shortest edge from vanishing during the search. The specific values
of the constants in Formula (7) were chosen based on experiential knowledge and are used
as penalty terms without further elaboration.

Figure 9 illustrates a flowchart summarizing the loss calculation process. Firstly, the
original pointcloud of a tea bud, denoted as P, is divided into multiple point sets based on
the shortest distance from the elements in the graph. These sets include Ps, relative to vertex
v0, iPv, relative to vertex vi, and jPe, relative to edge ej. Subsequently, the parameters µ, σ,
and λ can be computed from these sub point sets using Formulas (4) and (6). Following
that, the sub-losses in the loss function, namely Ls, Lv, and Le, are derived using Formula
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(5). The penalty factor η is determined based on the vertex set and edge set in the graph
using Formula (7). Finally, the loss value L(G) can be computed using Formula (3).
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3. Results and Discussion
3.1. Experiments with Improved YOLOv5
3.1.1. Preparation

The deep learning method utilizes a known dataset with a homologous pattern to
build an approximate model for predicting unknown data. The deep neural network can
be considered as an approximation of the feature distribution. Therefore, the foundation
of deep learning is the quality of the dataset, as only high-quality data can ensure the
reliability of the model. There are three important properties that determine the quality
of data, namely authenticity, multiplicity, and correctness. The authenticity of the data
requires that the samples accurately reflect the application scenarios in the real world.
The multiplicity of the data requires that the dataset contains different samples under
varying conditions such as weather, illumination, shooting angle, camera parameters, and
background. The correctness of the data requires that the labels of the dataset are accurate
and precise for labeling the objects in the images. Moreover, a larger volume of data
typically leads to better model performance.

As mentioned above, a large tea bud image dataset was established over a period
of three years, from 2020 to 2022. It includes tens of thousands of samples acquired with
different cameras, during different seasons and weather conditions and from different tea
plant varieties. A selection of these samples can be seen in Figure 10.
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In this paper, tea buds from longjing43 tea plants were selected as the detection object.
All of the images in the dataset were of the longjing43 variety. The variations in plantation,
seasons, and shooting time account for the distinct appearances observed in these samples.
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A total of 20,859 samples of the longjing43 variety were acquired, and the remaining
samples were excluded. From these samples, we randomly selected 16,000 samples for both
the training and validation datasets. In each training epoch, the 16,000 samples were split
randomly into training and validation datasets in a 7:3 ratio. The remaining 4859 samples
formed the test set, which was not used during the training stage, but rather only for testing
after training to eliminate any potential bias.

This study aimed to detect tea buds that conform to the “one bud and one leaf” (BL1)
standard specified in the tea industry guidelines. They were labeled into two different
classes, namely ST (Spring Tea) and AT (Autumn Tea), due to their significant differences.
The dataset included a total of 198,227 objects, out of which 122,762 were Spring Tea and
75,465 were Autumn Tea. The labeling process employed the Labelimg software, where tea
buds in the images were selected using rectangular frames and assigned corresponding
class labels. The resulting labeling data were saved in a .txt file format, adhering to the
specified format (c, xcenter, ycenter, w, h). Here, c represents the class number, (xcenter, ycenter)
represents the normalized central coordinates of the rectangle, and (w, h) indicates the
normalized length and width of the rectangle.

Data augmentation is a technique that enhances the diversity and variability of the
training set, resulting in a more robust model with reduced possibility of overfitting. It
promotes better generalization by exposing the model to various variations of the same data
points. Data augmentation expands the dataset without the need for additional labeled
examples, thereby providing the model with more instances to learn from and reducing
the risk of overfitting to noise or outliers. It also serves as a regularization technique
by imposing constraints and introducing random perturbations to mitigate the model’s
sensitivity to individual training examples. By applying data augmentation with other
techniques, such as dropout, batch normalization and weight decay, the model can avoid
overfitting and achieve optimal results [31].

Therefore, some of the images in the dataset were pre-processed before training. This
process may involve various techniques such as translation, rotation, cropping, noise addi-
tion, mirroring, contrast, color, and brightness transformation. All of these augmentation
methods are shown in Figure 11.
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This research applied specific constraints to the parameters of various data augmenta-
tion methods to strike a balance between introducing meaningful variations and avoiding
excessive distortions. The translation distance was limited to a maximum of 0.1 times the
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image width horizontally and 0.1 times the image height vertically. Rotation augmentation
was constrained to a maximum angle of 30 degrees in both clockwise and counterclockwise
directions. For cropping augmentation, the cropping parameter was set to 0.8, indicating
that the cropped region covered 80% of the original image size. Gaussian noise augmenta-
tion employed a variance parameter of 0.02. Mirroring augmentation involved horizontal
flipping with a 50% chance. Contrast, color, and brightness transformations were limited to
a magnitude range of −0.2 to 0.2. These specific parameter constraints were selected based
on empirical observations and domain knowledge to ensure reasonable variations while
preserving image quality and information integrity.

In addition, the mosaic [32] process was used to improve the robustness and general-
ization of the model in this study. As shown in Figure 12, the mosaic image was created by
randomly selecting four images from the training dataset and placing them together in a
square. The images were resized and padded to fit into the square, with random flips and
rotations applied to each individual image. This technique exposes the model to a wide
range of object arrangements and backgrounds in a single image, which helps to improve
the performance of object detection models.
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3.1.2. Results

To evaluate the performance of the improved YOLOv5, the improved model was com-
pared with the original YOLOv5 using several evaluation metrics, including P (precision),
R (recall), mAP (mean average precision), Params (parameters), FLOPs (floating point
operations) and speed (FPS). Precision is defined as the ratio of true positive predictions to
the total number of positive predictions made by the model. It is calculated as follows:

P =
TP

TP + FP
, (8)

where TP represents the number of correctly predicted positive instances and FP represents
the number of instances that were predicted as positive but are actually negative. Recall is
defined as the ratio of true positive predictions to the total number of positive instances in
the dataset. It can be expressed as:

R =
TP

TP + FN
, (9)

where FN represents the number of instances that were predicted as negative but are
actually positive. Recall measures the ability of the model to correctly identify positive
instances. AP is a measure of the precision–recall curve for a given class, where precision
represents the fraction of true positive detections among all predicted detections at a certain
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recall level. mAP is calculated by computing the average precision (AP) for each class in
the dataset and then taking the mean of all AP values, defined as follows:

mAP =
∑k

i=1 APi

k
, (10)

where k is the number of classes of detection object; in this dataset, k is equal to 2. mAP
is widely used to evaluate detectors because it can consider both precision and recall,
providing a more comprehensive evaluation of the model’s performance. Params refers
to the number of learnable weights and biases in a neural network model. The number
of parameters in the model determines its complexity and capacity to learn from the
data. Models with a large number of parameters require more computational resources and
longer training times, but may also achieve higher accuracy. The FLOPs value represents the
number of floating-point arithmetic operations that the model performs during inference
or training. A large FLOPs value directly reflects the massive computational resources
required by the model. The speed measures the processing speed of a deep learning model
during inference. It is usually represented by FPS (frames per second), which indicates
how many frames or data samples the model can process per second.

To ensure optimal performance of the proposed model, it was essential to determine
its depth and width prior to training. In order to accomplish this, various YOLOv5 models
with differing depths (number of bottlenecks) and widths (number of channels) of the
backbone were trained using the training data, and subsequently evaluated using the
testing data. The evaluation metrics obtained from this process are presented in Table 1.

Table 1. The performance of different original Yolov5 models for our data.

Model Depth
Multiple

Width
Multiple mAP (%) Params

(M) FLOPs (G)
Speed
(FPS)
GPU

Speed
(FPS)
CPU

Size (M)

YOLOv5x 1.33 1.25 81.1 86.18 203.8 51.54 1.69 165.10
YOLOv5l 1 1 82.2 46.11 107.7 82.64 3.8 88.55

YOLOv5m 0.67 0.75 81.4 20.86 47.9 90.09 5.84 40.25
YOLOv5s 0.33 0.5 78.1 7.02 15.8 112.36 13.35 13.75

Despite YOLOv5l having only 75% of the depth and 80% of the width of YOLOv5x, it
achieved the highest mAP of 82.2%, which is even better than YOLOv5x’s 81.1% mAP due
to the overfitting problem. However, the large number of parameters in YOLOv5l makes
its size much larger than models with shallower and narrower networks. Additionally,
the FLOPs value, which represents the magnitude of computation, is also very high in
YOLOv5l compared to smaller models, which limits the detection speed of the model.
Therefore, the proposed model should be implemented based on the YOLOv5l to reduce its
size and FLOPs without compromising its detection effectiveness.

The improved YOLOv5 was developed using Python and based on the original
YOLOv5l architecture. The model was trained and tested on Ubuntu 18.04 LTS using
an Intel i7-10700 processor, an NVIDIA GeForce RTX 3090, CUDA Version 11.7, PyTorch
version 1.8.0, and Python version 3.8. The training process consisted of 700 epochs with a
batch size of 64 and an SGD optimizer. The training results are shown in Figure 13. The
proposed model achieved its best performance in epoch 473, with a precision of 76.2%, a
recall of 77.6%, and an mAP of 82%.

Furthermore, the model was tested on a previously unseen test dataset. The results for
precision, recall, and mAP at different confidence levels are shown in Figure 14, with the
best mAP of 85.2% achieved at a class ST of 84.8% and a class AT of 85.6%.

Following the training of the proposed model, a comparison was made between its
testing results and those of the YOLOv5l model, as detailed in Table 2. The proposed
model showed improved performance over YOLOv5l, with higher precision, recall, and
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mAP scores. Specifically, the mAP of all classes in the proposed model was found to be
3.2% higher than that of YOLOv5l. The ST class of the proposed model showed a 3.7%
increase in mAP compared to YOLOv5l, while the AT class of the proposed model showed
a 2.7% increase. Moreover, the proposed model had only 60% of the parameters and size of
YOLOv5l. The number of FLOPs in the proposed model was only 55% that in YOLOv5l.
Furthermore, despite our model having more layers than YOLOv5l, which could limit its
performance, the speed of our model on GPU and CPU devices was higher than that of
YOLOv5l, and was close to that of YOLOv5m.
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Table 2. Comparative experiments between improved and original models.

Model Class P (%) R (%) mAP
(%)

Params
(M)

FLOPs
(G)

Speed (FPS)
GPU

Speed (FPS)
CPU

Size
(M) Layers

YOLOv5l
ST 76.3 76.3 81.1

46.11 107.7 82.64 3.8 184.44 367AT 76.6 80.7 82.9
All 76.5 78.5 82

Ours
ST 78.4 78.7 84.8

29.25 59.8 87.71 6.88 112.05 624AT 78 83.5 85.6
All 78.2 81.1 85.2
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Some sample detections performed using both the original and improved models are
shown in Figure 15. A yellow circle indicates that the detector missed this target, while
a red circle indicates that the detector detected this non-target. It is shown that both the
proposed and original methods rarely detected non-targets, and the improved model could
detect more small targets in the same scene, demonstrating higher recall.
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3.1.3. Ablation Study

An ablation study was conducted to investigate the contribution of individual com-
ponents or features to the overall performance of the improved model. By systematically
removing or disabling different parts of the model and evaluating the resulting perfor-
mance, insights into the relative importance of each component can be gained, including
CAM, BiFPN and GhostConv.

The results of the ablation study are presented and compared in Table 3. The Co-
ordinate Attention Mechanism was found to improve the mAP of the model without
significantly increasing the number of parameters and FLOPs. The BiFPN improved the
mAP of the model by utilizing multi-scale feature fusion, but it also increased the number
of layers and FLOPs. GhostConv reduced the number of parameters and model size to 63%
that of the previous version, as well as reducing the number of FLOPs to 55% that of the
original. Despite the increase in the number of layers due to DWConv in the GhostConv
block, it improved the speed of the model when running on both GPU and CPU devices.

Table 3. Comparison of ablation study results.

Model mAP (%) Params
(M) FLOPs (G) Speed (FPS)

GPU
Speed (FPS)

CPU Size (M) Layers

YOLOv5l 82 46.11 107.7 82.64 3.8 184.44 367
YOLOv5l + CAM 84 46.13 107.7 81.3 3.77 184.52 377
YOLOv5l + BiFPN 83 46.37 108.5 81.3 3.72 185.48 367

YOLOv5l + CAM + BiFPN 84.4 46.4 108.6 77.5 3.29 185.6 377
YOLOv5l + CAM + BiFPN

+ GhostConv 85.2 29.25 59.8 87.71 6.88 112.05 624

3.1.4. Experimental Comparison with Different Detection Methods

The improved model presented in this paper is compared with other state-of-the-art
detection models in Table 4. The results show that the proposed algorithm performed
extremely well in terms of detection speed, model size, and computational amount while
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ensuring the highest mAP. The SSD model, which uses Vgg16 as the backbone network,
had a fast detection speed, low computational complexity, and small model size, but low
precision. The Faster-RCNN model, which uses Resnet50 as the backbone network, had
higher accuracy, but the largest model size and computational amount, and the slowest de-
tection speed. The YOLO series models, including YOLOv3, YOLOv4, YOLOv5, YOLOv6,
YOLO7, and YOLOv8l, performed worse than the proposed improved model in terms of
mAP, model size, and detection speed. The YOLOv8m and YOLOX models have a model
size similar to the proposed algorithm, and these two models performed well in GPU
detection speed, both above 90 FPS, but their performance on CPU devices was worse, and
their precision scores were lower than that of the proposed model. Overall, the proposed
improved object detection model for tea buds had the best performance among those
state-of-the-art detection models.

Table 4. Comparison between different object detection methods.

Model mAP (%) Params (M) FLOPs (G) Speed (FPS)
GPU

Speed (FPS)
CPU Size (M)

Vgg16-SSD 67.18 26.15 62.8 84.26 4.82 104.6
Resnet50-Faster-RCNN 80.05 137.07 370.41 12.09 1.03 548.28

YOLOv3-SPP 82.4 62.55 155.4 76.92 3.08 250.2
CSP-YOLOv4-Mish 80.1 126.67 177.7 49.75 1.91 242.67

YOLOv5 82 46.11 107.7 78.74 2.77 184.44
YOLOR 74.6 52.49 119.3 73.53 2.89 100.61
YOLOv6 79.2 59.54 150.5 44.82 3.43 114.19
YOLOv7 76.6 36.48 103.2 75.19 2.63 71.35

YOLOv8m 81.8 25.84 78.7 93 5.66 103.36
YOLOv8l 81.1 43.61 164.8 76.34 3.05 174.44
YOLOX 82.3 23.27 62.1 95.23 5.35 93.08

Ours 85.2 29.25 59.8 87.71 6.88 112.05

3.2. Experiments on OPVSM
3.2.1. Preparation

In this paper, the target was set as BL1 (one bud and one leaf). A total of 50 pointclouds
including the BL1 target were acquired from the field using a depth camera. As shown in
Figure 16, according to the method in Section 2.2.1, each pointcloud was detected using
the improved model, filtered by a passthrough filter and a radius filter, clustered using the
DBSCAN algorithm, and finally estimated via the OPVSM to build the coordinate system
of tea buds.
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3.2.2. Results

All pointclouds collected in the field for testing were processed, and the results of the
model construction were examined and analyzed. Some of the test results are shown in
Figure 17.
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After testing, the OPVSM successfully fitted the actual poses of 45 tea buds out of
the total samples. The accuracy of this method was around 90%. The wrong results were
primarily due to the bad pointclouds and local optima. As shown in Figure 17, the imprecise
bounding boxes and measurement instability of the depth camera led to the acquisition
of bad pointclouds. Additionally, the search process may have been affected by the initial
parameters of the algorithm, resulting in local optima.

Next, in order to evaluate the performance of the OPVSM, various metrics were
recorded during the process, including the pointcloud size, number of iterations, and
processing time. To increase the size of test samples, each pointcloud was downsampled
multiple times, resulting in a total of 619 test samples, as shown in Figure 18.
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As the pointcloud size and number of iterations increase, the processing time also
increases exponentially. F1 in Figure 18a represents the fitting curve between pointcloud
size and processing times, built using the Levenberg–Marquardt method with a function
of f (x) = axb. Similarly, F2 in Figure 18b represents the fitting curve between number of
iterations and processing times, built using the same method and function as F1.

Furthermore, Figure 18c shows the proportional relationship between pointcloud
size and number of iterations, which could be fitted as a proportional curve (F3). The
parameters and evaluation metrics of these fitting curves are shown in Table 5.

Table 5. Parameters and metrics of fitting curves.

Curve Function a b SSE R-Square RMSE

F1 f (x) = axb 1.71 × 10−6 1.889 0.8841 0.9992 0.03785
F2 f (x) = axb 2.45 × 10−7 1.717 0.7245 0.9994 0.03427
F3 f (x) = ax 6.375 \ 8,052,000 0.9995 114.1

The primary independent variable is the cloud size. As the cloud size increases, the
number of iterations also increases proportionally, while the processing time increases
exponentially. The proportional function (F3) was identified between the cloud size and
number of iterations, with a coefficient a of 6.375. Although the SSE and RMSE of this
fitting curve were large, indicating that the data points in Figure 18c were scattered, the
fitting curve had strong explanatory power and a good fitting result due to a high R-square
value of 0.9995.

Notably, the two exponent coefficients, b, in F1 and F2 were close to each other.
Additionally, the difference between the two coefficients a in F1 and F2 was 6.98 times,
which was close to the coefficient a in F3. The time complexity O(n) of this algorithm is was
nearly equal to n1.7~1.9, where n is the size of the pointcloud.

To achieve real-time processing, the process of the proposed algorithm had to be
completed within 0.2 s. Thus, in Figure 18b, the plot with processing times of 0 s to 0.2 s
was examined. The cloud size should be no larger than 800, and the number of iterations
should be no greater than 4000, allowing for a processing time of less than 0.2 s. To reduce
the pointcloud size, the voxel filter was used to down-sample the pointcloud to a size of
800. The voxel filter replaced all points within a voxel grid cell with the point closest to
the center of the cell, effectively reducing the number of 3D points in the pointcloud while
preserving the overall shape of the object being represented. The algorithm results after
filtering are shown in Figure 19.
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Figure 19. Test results after voxel filtering.

The processing time in Figure 19 includes the voxel filtering process. After voxel
filtering with a voxel grid 1 mm × 1 mm × 1 mm in size, the cloud size was reduced to
1/6, the number of iterations was reduced to 1/10, and the processing time was reduced
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to 1/78, while the pose of the tea buds was correctly built. Furthermore, considering the
sparse distribution of the pointcloud along the z axis due to the acquisition principle of the
depth camera, we set the voxel grid with a size of 2 mm × 2 mm × 1 mm as the voxel filter,
and the cloud size was reduced to 1/17, the number of iterations was reduced to 1/35, the
processing time was reduced to 1/618, and the pose of the tea bud was correctly built. This
test demonstrated that this method can be applied in real time.

3.3. Discussion

After analyzing the errors in the test dataset, it was found that blurred objects in the
image often confused the detector. This was especially true when the camera captured tea
buds from a side angle, as the distant buds were also captured in the image. Due to the
limited depth of field of the camera, these tea buds were often blurred, making it difficult
to manually label all tea buds accurately. As a result, the model was more prone to errors
when it encountered these blurred targets. Additionally, the occlusion between the tea buds
and illumination (especially overexposure) also led to some mistakes in these detection
results. All of these possible factors reduced the precision and recall of this detection model.

There are several ways to address these problems. Firstly, improving the image quality
can be achieved by using a better camera or adjusting the illumination conditions to avoid
overexposure. Secondly, developing an image processing algorithm combined with a depth
camera to segment the distant background and remove blurred targets far away from the
camera can be helpful. Additionally, training the model on datasets with images captured
from multiple angles may improve its ability to detect objects from different perspectives,
thereby reducing the impact of occlusions and improving detection accuracy.

The OPVSM’s performance is affected by bad pointclouds and local optima. The
imprecise bounding boxes and measurement instability of the depth camera result in
incomplete pointclouds for the tea buds. While some of these incomplete pointclouds still
retain the shape of the tea buds, others have their shapes destroyed, making it difficult
for the algorithm to operate effectively and increasing the likelihood of it getting stuck
in local minima. Combining multiple sensors to fill in missing data or preprocessing the
pointclouds to classify and remove low-quality pointclouds may help to solve this problem.

Overall, this research work has several limitations that need to be acknowledged.
Firstly, the dataset used in our research, although extensively acquired, annotated, and
curated over a period of three years, may not fully capture the diversity of tea buds in real-
world scenarios. This limitation could potentially impact the generalizability of our results
to unseen data or different settings. To overcome this limitation, future studies could focus
on incorporating larger and more diverse datasets to enhance the robustness and applicabil-
ity of the proposed methods. Secondly, while OPSVM is based on breadth-first search and
does not require learning from big data, it is important to validate the method on a larger
and more diverse test set to enhance the generalizability of our results. This validation will
be conducted in future studies. Furthermore, the proposed methodology and algorithms
are subject to computational constraints, and the scalability and computational efficiency
of the model may pose challenges when applied in real time or in resource-constrained en-
vironments. Addressing these limitations could involve exploring optimization techniques
or alternative architectures that improve efficiency without compromising performance.
Lastly, this study primarily focused on tea bud detection in the field as a specific application
domain. The effectiveness of the proposed approach in other locations, such as laboratory
or greenhouse settings, or for detecting other small targets, remains an open question.
Further investigations and experiments are necessary to evaluate the generalizability of
our findings and determine the suitability of the proposed approach in diverse contexts.

4. Conclusions

In conclusion, an algorithm for detecting and estimating the pose of tea buds using
a depth camera was proposed in this paper. The improved YOLOv5l model with CAM,
BiFPN and GhostConv components demonstrated superior performance in detecting tea
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buds, achieving a higher mAP of 85.2%, a faster speed of 87.71 FPS on GPU devices and
6.88 FPS on CPU devices, a lower parameter value of 29.25 M, and a lower FLOP value
of 59.8 G compared with other models. Moreover, the datasets were collected under
different conditions and were augmented to enhance the model’s generalization ability
under complex scenes. The OPVSM achieved results with 90% accuracy during testing. It
builds a graph model that fits the tea buds by iteratively searching for the best vertices from
the point cloud guided by a loss function. The algorithm gradually improves the fitness
of the model until it reaches a local minimum. The optimal vertex set V acquired could
build a graph model that accurately represents the pose of the tea bud. This approach is
adaptive to variations in size, color, and shape features. The algorithm’s time complexity
O(n) is n1.7~1.9, and it can be completed within 0.2 s by using voxel filtering to compress the
pointcloud to around 800.

The combination of the proposed detection model and the OPVSM resulted in a
reliable and efficient approach for tea bud detection and pose estimation. This study has
the potential to be used in tea picking automation and can be extended to other crops
and objects for precision agriculture and robotic applications. Future work will aim to
improve the model performance and inference speed via data cleaning and expansion,
model pruning and compression, and other methods, and parallel processing will be used
to accelerate the OPVSM.
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Abstract: This study aims to evaluate the effect of different spices (black pepper, cumin, clove, nigella,
cardamom, and cinnamon) on the physicochemical characteristics and microbial quality, as well as
antioxidant potential, of paneer during storage. Different types of spices were incorporated into the
paneer at different levels (0.2 and 0.3%). In addition to paneer, the antioxidant potential of spices
was also investigated. The results concerning total plate counts (TPC) or yeast and molds (Y & M)
(log10 CFU/g) of all treatments were substantially (p < 0.05) increased during storage. Generally, all
freshly prepared spicy paneer and control had higher sensory scores for all the sensory characteristics
which declined during subsequent storage. All the paneer samples having 0.3% spices showed
very slight variations (nonsignificant) in sensory score of all the attributes of their relative samples
containing 0.2% spice. The incorporation of spices into the paneer matrix also showed promising
results concerning all the above-mentioned attributes revealing antioxidant potential. There was
significant (p < 0.05) effect of treatments and storage days on antioxidant potential of paneer. The
freshly prepared control paneer (P0) showed the lowest total phenol (TP), total flavonoids (TF), 2, 2-
diphenyl-1-picrylhydrazyl (DPPH), reducing power (RP), and total antioxidant capacity (TAC) values
compared to all the spicy paneer (treatments). The freshly prepared control paneer (P0) showed the
lowest antioxidant potential compared to all the spicy paneer (treatments). The maximum antioxidant
potential was observed in the paneer having 0.3% clove (P6). All the spicy paneer showed increasing
trend of all the attributes, showing antioxidant potential up to 6 days of storage, but afterwards, the
activities were slightly decreased. It may be concluded that spicy paneer would be considered as a
functional dairy product with enhanced sensory and antioxidant properties, and shelf stability.

Keywords: spices; paneer; storage; proximate; composition; sensory evaluation; antioxidant potential

1. Introduction

Among the dairy products, paneer is considered a conventional soft cheese variety,
produced by heat and acid coagulation of the milk [1]. It is used in the preparation of
many sweet products such as rasogolla, rasamalai, and sandesh, and it is also used in
culinary dishes and snacks, thereby deemed as a rich source of fat, minerals, vitamins, and
high-quality proteins.

Spices are reported to have been used for culinary and medicinal purposes for cen-
turies. In addition to improving the taste and color of food as well as beverages, they
also offer protection from both acute and chronic diseases [2]. It is obvious that regular
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use of spicy foods is associated with a minimal risk of death from ischemic heart diseases
and cancer [2]. The health aspects ascribed to spices include antimicrobial, antioxidant,
anti-inflammatory, anti-Type 2 diabetes, etc. [3,4].

Among the spices, black pepper is a popular spice and is locally identified as “kali
mirch”. Owning to its carminative property, immune enhancer ability, and antimicrobial
activity, it is known as “Black Gold” or “The King of Spices” [5]. Gülçin et al. [6] found
strong antioxidant and radical scavenging action of the extracts of black pepper seeds due
to presence of phenolic compounds. According to the findings of [7], adding black pepper
and piperine to a diet can lessen the oxidative stress that a high-fat diet causes in the cells
of rats.

Clove (Syzygium aromaticum L.) is locally known as “long” and is reported to have
strong antioxidant activity [8,9] owning to existence of tocopherol, ascorbates, and phe-
nolic compounds. Moreover, clove oil contains eugenol followed by eugenyl acetate,
β-caryophyllene, gallic acid, caryophyllene, and α-humulene [10–12], and eugenol is con-
sidered to be the main bioactive compound of clove oil [13]. Cumin (Cuminum cyminum L.)
is locally known as “zeera” and is widely used in cooking due to its unique fragrance [14].

The Nigella sativa (locally called kalonji) is an annual herb whose essential oil could be
used as natural antifungal agent in soft cheese [15]. Moreover, N. sativa oil is also reported
to have marked antioxidant activity and anti-inflammatory properties due to presence of a
high level of thymoquinone [16].

Cardamom (Elettaria cardamomum) is locally known as “ilaichi”. It comes from a
perennial herbaceous plant and is reported to contain predominant compounds including
α-terpineol, α-terpinyl acetate, 1,8-cineole, β-linalool, and sabinene [17,18]. Owing to the
existence of such compounds in crucial oil of cardamom, it is reported to have antioxidant
potential [17,19,20].

The bark of cinnamon, locally known as “darchini”, is typically employed as a flavor-
ing agent and a spice. Many studies confirmed that cinnamon contains many properties
including antidiabetic, antioxidant, antimicrobial, and anticancer, and inhibits cardiovascu-
lar diseases [21].

Since the extracts from spices are reported to have antioxidant activities [8,16,20,22–24],
it would be of great interest for the food industries to incorporate such kinds of spices
(powders or their extracts) into their products for their value addition.

Consumption of different spices for different dishes is a well-established trend in
our society. Therefore, to induce the trend of paneer consumption, it would be enticing
to incorporate spices in the matrix of paneer. In addition, it would be a good idea to
use products having negligible quantities of fat as the people with hypertensive condi-
tions may consume the aforementioned type of products. In the present study, skimmed
milk was used for the preparation of paneer, which would be good for the people with
hypertensive conditions.

It may be anticipated that the consumption of paneer would be increased after making
it somewhat spicy. Moreover, owing to the presence of health aspects of spices as well as
paneer, the spicy paneer would have more beneficial effects regarding health. Different
previous studies focused on antioxidant activity of whey cheese [25], burfi (milk-based
confection) [26], and paneer [27] through incorporation or application of black cumin
(Nigella damascena L.), clove bud essential oil, and clove essential oil, respectively. It is also
reported that spices have been incorporated in different dairy products such as cheese,
butter, ghee, and ice-cream [28], but so far, no comprehensive studies have been carried
out concerning monitoring of antioxidant potential of paneer through incorporation of
powders from different traditionally used spices at different concentrations. Therefore, this
study aimed to monitor the physicochemical and microbiological quality and antioxidant
potential of spicy paneer during storage. Moreover, sensory evaluation was also performed
to check the suitability of different spicy paneer.
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2. Materials and Methods
2.1. Procurement of Raw Material

Buffalo milk used for paneer manufacturing was taken from a local farm at Sargodha
city (Pakistan), and spices, i.e., black pepper, cumin, clove, nigella, cardamom, and cinna-
mon, were acquired from the city’s local market. All the spices were ground separately
to make powders. Fresh buffalo skimmed (9.34% solids not fat (SNF), 0.5% fat) milk was
used for the manufacturing of paneer. Aluminum foil, plastic sheet, and muslin cloth were
purchased from a local store in Sargodha.

2.2. Production of Spicy Paneer

Paneer was produced from fresh raw skimmed buffalo milk as suggested by Khan
et al. [29], with a few variations. First of all, pH of milk was computed employing a
pH meter as suggested by Ardö [30], whereas fat was explored by the Gerber–van Gulik
method of Ardö and Polychroniadou [30]. For the preparation of one batch of paneer,
40 L of skimmed buffalo milk was coagulated using diluted lemon juice at 75 ◦C after its
pasteurization (82 ◦C for 5 min). The whey was drained off using a muslin cloth. The
coagulum acquired after whey drainage was firstly pressed for 5 min. The paneer matrix
obtained was crushed and made into grains. The whole paneer matrix was separated into
13 equal parts and spices were added in different ratios (see treatment plan, Table 1).

Table 1. Treatment plan of the present study.

Treatments Spices (% by Weight of Expected Yield) Addition into Paneer Matrix

P0 Control, without spices
P1 Black pepper powder (0.2%)
P2 Black pepper powder (0.3%)
P3 Cumin powder (0.2%)
P4 Cumin powder (0.3%)
P5 Clove powder (0.2%)
P6 Clove powder (0.3%)
P7 Nigella powder (0.2%)
P8 Nigella powder (0.3%)
P9 Cardamom powder (0.2%)
P10 Cardamom powder (0.3%)
P11 Cinnamon powder (0.2%)
P12 Cinnamon powder (0.3%)

Then, the paneer of each treatment was separately pressed for 60 min. The manu-
facturing of paneer was carried out separately in the same manner three times. In our
preliminary trials, spices were added into the paneer matrix at different ratios, but, finally,
two levels were selected, i.e., 0.2% and 0.3%, based on sensory perception. By increasing
the quantities of spices into paneer, irritating taste was being developed as assessed by the
panel of assessors.

2.3. Sampling of Paneer

The paneer from each treatment was cut into four identical pieces and stored for 3,
6, and 9 days at refrigerated temperature. The remaining one piece was frozen instantly
(0 day) till evaluated. All paneer’s pieces were enveloped in polyethylene films with an
outer covering of aluminum foil. In our preliminary trials, the spicy paneer samples were
also stored for up to 12 days, but their outer appearance and color were not liked by the
panel of assessors due to slight mold growth over the surfaces of paneer. Therefore, paneer
samples were stored for only up to 9 days for all kind of analysis.
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2.4. Preparation of Water Soluble Extract (WSE) of Spicy Paneer and Spices

The WSEs of paneer were prepared according to the procedure described by [31] with
a few changes. Briefly, 20 g of paneer was included into 60 mL of distilled water and stirred
for one hour at room temperature. The pH was adjusted at 4.6 and centrifuged at 10 kg for
10 min at 4 ◦C. The supernatant was designated as WSE and filtered further via Whatman
filter paper. These were immediately frozen at −20 ◦C. The WSEs of spices were also
prepared. Approximately 0.01 kg powder of each spice was added into 200 mL distilled
water and mixed for 180 min at room temperature. Then, the mixture was centrifuged at
10 kg for 10 min at 4 ◦C. The mixture was filtered, and the filtrate was immediately frozen
at −20 ◦C.

2.5. Physicochemical Characteristics of Spicy Paneer

The pH of paneer was examined according to the method of Ardö and Polychroni-
adou [30] using a pH meter, whereas the acidity of paneer samples was explored by AOAC
method [32]. The IDF standard 4/ISO 5534 was employed for determining the paneer
moisture content (MC) [33]. The paneer fat contents were computed by the method of
Ardö and Polychroniadou [30]. Total nitrogen (%) was computed by the well-known IDF
standard 20B [34]. Additionally, protein contents (%) were computed by multiplying total
nitrogen TN (%) by 6.38.

2.6. Microbiological Analysis of Spicy Paneer

Total plate count (TPC, log CFU/g of paneer) and yeast and mold (Y & M, log CFU/g
of paneer) counts were carried out as described by [35]. Out of each treatment, 10 g of
crushed paneer sample was homogenized in a domestic blender for 5 min by inserting
90 mL of sterilized sodium citrate (2%, pH 7.5) water. Different dilutions of the above
suspension were made up to10−4 and then 1 mL of diluted samples were plated on plate
count agar media (Titan Biotech Ltd., Rajasthan, India). The TPC was computed after
incubating the plates for 2 days at 37 ◦C. The counts of Y & M were also carried out in
a similar way (after 48 h at 30 ◦C), employing potato dextrose agar (HiMedia, Mumbai,
Maharashtra 400086, India).

2.7. Sensory Evaluation of Spicy Paneer

Sensory evaluated of paneer was performed using a 9-point hedonic scale for every
attribute including appearance, flavor, texture, color, and overall acceptability [36]. A group
of 15 people, including faculty and students from our institute, were selected for evaluation
of the paneer.

2.8. Determination of Total Phenolic Contents (TP)

The TP of paneer were explored using the method given by Reis et al. [37]. A 1 mL
aliquot of WSE of both spices and paneer was used in the assay, and gallic acid (in ethanol)
was employed as a standard. One mL of Folin–Ciocalteu reagent (10%) was added into
each sample. After being vortexed, 2 mL of sodium carbonate (20%) solution was included.
The absorbance was evaluated at 760 nm using a spectrophotometer (Halo DB-20, UV–Vis
double beam, Dynamica Scientific Ltd., Livingston, UK) after incubating the mixture for
60 min at 30 ◦C.

2.9. Determination of Total Flavonoid Contents (TF)

The TF were also explored via the spectrophotometric method given by Jia et al. [38].
A 1 mL aliquot of WSE of both spices and paneer was used in the assay, and the results were
articulated as mg catechin equivalent (CE) per 100 g of paneer or spices. Approximately
75 µL of sodium nitrite (5%) solution was added into each sample. After vortexing for
1 min, 150 µL of aluminum chloride (10%) solution was also inserted. The absorbance was
evaluated at 510 nm, employing the spectrophotometer after inserting 500 µL of 1 M NaOH
into the above mixture. All calculations were performed in triplicate.
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2.10. Determination of Reducing Power (RP) or Ferricyanide/Prussian Blue Assay

The RP of WSE of paneer was computed via method as given by Reis et al. [37] with
slight changes. A 1 mL aliquot of WSE of both spices and paneer was used in the assay, and
calculation was performed employing the standard curve of Trolox as mg of Trolox per 100 g
of paneer or spices. The sample was mixed into 500 µL sodium phosphate (Na3PO4) buffer
(0.2 M, pH 6.6) and potassium ferricyanide (K3Fe(CN6)). After incubation of the mixture
for 20 min at 50 ◦C, 500 µL of trichloroacetic acid (%) was included and vortexed. The
mixture was centrifuged (Hermle Labortechnik GmbH Siemensstr-25 D-78564 Wehingen,
Germany) at 3000× g for 10 min at 4 ◦C in order to obtain clear supernatant. Then, 150 µL
of ferric chloride (0.1%) was inserted to the supernatant and the absorbance was computed
employing spectrophotometer (Halo DB-20, UV–Vis double beam, Dynamica Scientific
Ltd., Livingston, UK) at 700 nm.

2.11. Determination of DPPH Radical Scavenging Activity Assay

The potential for WSE of paneer to scavenge 2, 2-diphenyl-1-picrylhydrazyl radical
(DPPH) was acquired via the method of Yi et al. [39] with some modifications. A 1 mL
aliquot of WSE of both spices and paneer was used in the assay, and DPPH radical scaveng-
ing activity was calculated from the Trolox standard (TE). Approximately 2 mL of DPPH
(60 µM in absolute ethanol) solution was added into each sample. The mixture was vor-
texed and then incubated for 30 min at room temperature in the dark. The absorbance was
measured at 517 nm, employing the spectrophotometer. All calculations were performed
in triplicate.

2.12. Determination of Total Antioxidant Capacity (TAC) Assay

The TAC of paneer was determined employing a similar method to that given by
Prieto et al. [40]. A 1 mL aliquot of WSE of both spices and paneer was used in the
assay and TAC was calculated using the Trolox standard. Approximately 4 mL of reagent
(0.6 M sulfuric acid, 28 mM Na3PO4, and 4 mM ammonium molybdate) solution was added
into each sample. After incubating the mixture for 95 min at 90 ◦C, the absorbance was
computed at 695 nm using a spectrophotometer. All calculations were assessed in triplicate,
while experiments were performed in duplicate.

2.13. Statistical Analysis

Statistical software (Minitab 16, Minitab, LLC, State College, PA, USA) was employed
for statistical analysis using two-way ANOVA and Tukey’s test for pairwise assessment at
a level of p < 0.05. The normal distribution of the data was tested by Shapiro–Wilk test, and
the normality assumptions were observed to be satisfied.

3. Results
3.1. Physicochemical Characteristics of Spicy Paneer

Data regarding physicochemical characteristics of all the paneer samples (control and
spicy paneer) made in the current study are presented in Table 2. The initial pH of all
the samples (treatments) was in the range 5.65–5.69 and significantly (p < 0.05) decreased
during storage. That decrease in pH was slight after subsequent storage period. Such kind
of decreasing trend might be due to the activities of contaminated microorganisms resulting
in the accumulation of more and more acids during storage. The most significant decreasing
trend was observed in the control paneer, reaching 5.32 at the end of the storage period
(9 days). The initial MCs of all the treatments were around 58%, but spicy paneer showed
slightly lower MCs compared to the control treatment, which might be due to slightly
less water residing in the paneer matrix. The MCs of all the paneer were significantly
decreased during storage which may have been caused by moisture loss from the paneer
matrix during storage. The fat contents of fresh paneer samples were less than 4%, which
slightly increased during subsequent storage. There were no great differences in the fat
contents among all treatments. The skimmed milk was used for the preparation of paneer
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in all the treatments; therefore, the paneer showed very low quantities of fat. Similarly,
all the freshly prepared paneer (control and spicy) showed around 32% of protein. Even
though there was significant effect of treatments and days of protein contents of all the
paneer samples, that increase was slight during successive storage period. The increased
contents of protein during storage might be due to increase in dry matter during storage.
A similar trend was also experienced in the ash contents of all the paneer samples during
storage. Although there was significant effect of storage on the protein contents of paneer,
that increasing trend was very slight. All the prepared paneer showed ash contents in the
range 2.42–3.00%. The maximum fat to dry matter ratio (fat/DM) was observed in freshly
prepared control paneer (8.83%) followed by freshly prepared paneer incorporated with
cardamom (8.71–8.79%). The increased contents of fat/DM of the control paneer might
be due to lower contents of DM compared to other paneer samples having spice powders.
The MCs have an inverse relationship with dry matter. Most of the paneer samples
showed increasing trend regarding fat/DM. In general, it was observed that all the paneer
samples having 0.3% spices showed nonsignificant variations concerning physicochemical
characteristics of their relative samples containing 0.2% spice.

3.2. Microbiological Quality of Spicy Paneer

Figure 1 represents the data depicting the microbiological quality of spicy paneer
during storage. The counts of microbes in paneer may be affected due to the quality
of milk, heat treatment of milk, hygienic practices during handling and manufacturing,
and post-manufacture conditions. The TPC values of freshly prepared control treatment
were 3.04 (log10 CFU/g), whereas all other freshly prepared spicy paneer depicted slightly
lower values (2.78–3.00 log10 CFU/g). The results concerning TPC of all treatments were
significantly (p < 0.05) increased during storage, which showed that the counts steadily
increased after each successive storage. At the end of the storage period, the control
treatment showed the maximum TPC values up to 5.58 (log10 CFU/g), whilst most of the
treatments showed significant (p < 0.05) variations in comparison to the control. All the
spicy paneer treatments showed TPC values around 5.30 (log10 CFU/g) at the end of the
investigated storage period (9 days). All the paneer samples having 0.3% spices showed
very slight variations (nonsignificant) in TPC counts of their relative samples containing
0.2% spice. A similar trend was also seen considering Y & M (log10) counts. The Y & M
values (log10) of freshly prepared control treatment showed 2.60 (log10 CFU/g), whereas
all other freshly prepared spicy paneer showed slightly lower values (nonsignificant). The
values of Y & M were significantly increased during storage in control paneer, reaching up
to 3.45 (log10 CFU/g), which was the highest among all other treatments. All the paneer
samples having 0.3% spices showed very slight variations (nonsignificant) in Y & M counts
of their relative samples containing 0.2% spice. Thus, microbial counts raised with the
progress of storage in all treatments having spices, but to a lesser extent as compared to
control paneer. It was suspected that fungus might began to grow very slightly on the
paneers’ surfaces that were stored for 12 days. The taste of 12-days-stored spicy paneer
was slightly changed.
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Figure 1. TPC (means ± SD, blue bars) and Y & M (means ± SD, red bars) of spicy paneer during
storage at 5 ◦C.

3.3. Sensorial Quality of Prepared Paneer

Figure 2 shows the data regarding sensorial quality of paneer formulated in this study
during storage. Different sensory characteristics, i.e., color, texture, appearance, flavor, and
overall acceptability, were used for evaluating sensorial quality of experimentally prepared
paneer. These sensory attributes illustrate the acceptance of the prepared paneer. Generally,
all freshly prepared spicy paneer and control treatment had higher sensory scores for all the
sensory characteristics, which declined during subsequent storage. Moreover, all the spicy
paneer had higher sensory scores than control paneer at each storage period. All the paneer
samples having 0.3% spices showed very slight variations (nonsignificant) in sensory score
of all the attributes of their relative samples containing 0.2% spice. Among all the spicy
paneer, paneer having black pepper (0.2%) was much liked by the people, followed by
paneer with cumin (0.3%). The control paneer stored for 12 days showed visible mold
growth on the surfaces. The taste of spicy paneer was also changed a little bit. Therefore,
all the paneers stored for 12 days were excluded in the current study.
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Figure 2. Sensory acceptance scores regarding appearance and color (means ± SD, blue bars), flavor
(means ± SD, red bars), texture (means ± SD, green bars), and overall acceptability (means ± SD,
purple bars) of spicy paneer during storage at 5 ◦C.

3.4. Antioxidant Potential of Spices and Spicy Paneer

Figure 3 shows the results regarding antioxidant potential of spices, whereas
Figures 4 and 5 depict data regarding the antioxidant potential of paneer formulated
in this study. There was a significant (p < 0.05) effect of spices on the values of TP, TF,
RP, TAC, and DPPH radical scavenging activity. The maximum TP values were shown
by cumin (354.60 mg GAE/100 g), followed by clove (142.53 mg GAE/100 g) and black
pepper (109.00 mg GAE/100 g). The maximum TF values were also shown by cumin
(526.40 mg CE/100 g), followed by clove (247.15 mg CE/100 g) and cinnamon
(144.52 mg CE/100 g). Regarding RP, the maximum RP values were shown by cumin
(512.04 mg TE/100 g), followed by cinnamon (162.66 mg TE/100 g) and clove
(153.79 mg TE/100 g). The highest values of DPPH radical scavenging activity were
shown by cumin (18.89 mM TE/g), followed by Nigella (16.59 mM TE/g) and cinnamon
(11.18 mM TE/g). The maximum values of TAC were shown by cumin
(791.45 mg TE/100 g), followed by clove (539.61 mg TE/100 g). All other spices
also showed moderate values in connection to total antioxidant capacity.
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Figure 3. (a) Total phenolics (TP, means ± SD, mg GAE/100 g) (blue line), total flavonoids (TF,
means ± SD, mg CE/100 g) (red line), reducing power (RP, means ± SD, mg TE/100 g) (green line),
(b) total antioxidant activity (TAC, means ± SD) (blue bar, mg TE/100 g), and DPPH radical scaveng-
ing activity (means ± SD, red line, mM TE/g) of spices used for incorporation into paneer.
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TF, RP, DPPH, TAC, and RP among the paneer having different concentrations of the 
same spice. The control paneer (P0) showed lower values of all these assays compared to 
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Figure 4. Total phenolics (TP, means ± SD, mg GAE/100 g) (blue bar), total flavonoids (TF,
means ± SD, mg CE/100 g) (red bar), and reducing power (RP, means ± SD, mg TE/100 g) (green
bar) of spicy paneer during storage at 5 ◦C.
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ment with the results (5.63) obtained by [26]. The more significant decreasing trend in pH 
of control paneer at the end of the storage period might be because of more activities of 
microorganisms compared to spicy paneer. Such kinds of conditions may cause more ac-
cumulation of acids during the storage period, thereby leading to more acidic conditions. 
The spices may cause a delay in the activities of pathogenic microorganisms, thereby 
keeping the freshness of paneer until 9 days of storage. The control paneer lost its fresh-
ness after 9 days. Regarding the decreasing trend of pH of paneer, the current study out-
comes are in good agreement with the findings of [41,42]. The MCs (~58%) of fresh paneer 
satisfied the Bureau of Indian Standards [43]. A slight decrease in MCs of paneer during 
storage could be because of removal of MCs from paneer. Khatkar et al. [27] also observed 
the same kind of decreasing trend of MCs during the storage of paneer, as observed in 
this study. The fat contents of paneer treatments were very low because paneer was pre-
pared from skimmed milk. On the other hand, protein contents were slightly increased 
during storage in the paneer matrix because of increased dry matter during storage. More-
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quantities of fat, thereby constituting more of the dry matter. The slight increasing trend 
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Figure 5. Total antioxidant activity (TAC, means ± SD) (blue bar, mg TE/100 g) and DPPH radical
scavenging activity (means ± SD, red line, mM TE/g) of spicy paneer during storage at 5 ◦C.

There was a significant effect of treatments and storage days on the values of TP
(Figure 4) of paneer. The freshly prepared control paneer (P0) showed the lowest TP mean
values (7.10 mg GAE/100 g) compared to the values of all other respective spicy paneer
(treatments), whereas the highest value (21.36 mg GAE/100 g) was obtained by freshly
prepared paneer containing 0.3% clove (P6). All the spicy paneer showed increasing trend
of TP values up to 6 days of storage, but afterwards, TP values were slightly decreased.

Regarding TF values, there was a significant effect of treatments and storage days
(Figure 4). The freshly prepared control paneer (P0) showed the lowest TF mean values
(21.66 mg CE/100 g) compared to the values of all other respective spicy paneer (treatments),
whereas the highest value (53.06 mg CE/100 g) was obtained by freshly prepared paneer
containing 0.3% clove (P6). All the spicy paneer showed increasing trend of TF values up
to 6 days of storage, but afterwards, TF values were slightly decreased.

There was significant effect of treatments and storage days on RP of paneer (Figure 4).
The freshly prepared control paneer (P0) showed the lowest RP mean values (34.52 mg
TE/100 g) compared to the values of all other respective spicy paneer (treatments), whereas
the highest value (79.74 mg TE/100 g) was obtained by freshly prepared paneer having
0.3% clove (P6). All the spicy paneer showed increasing trend of RP values up to 6 days of
storage, but afterwards, RP values were slightly decreased.

There was significant effect of treatments and storage days on DPPH radical scav-
enging activity of paneer (Figure 5). The freshly prepared control paneer (P0) showed the
lowest DPPH mean values (0.25 mM TE/g) compared to the values of all other respective
spicy paneer (treatments), whereas the highest value (3.01 mM TE/g) was obtained by
freshly prepared paneer having 0.3% clove (P6). All the spicy paneer showed increas-
ing trend of DPPH values up to 6 days of storage, but afterwards, DPPH values were
slightly decreased.
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There was a significant (p < 0.05) effect of treatments and storage days on total antioxi-
dant capacity of paneer (Figure 5). The freshly prepared control paneer (P0) showed the
lowest TAC mean values (70.52 mg TE/100 g) compared to the values of all other respective
spicy paneer (treatments), whereas the highest value (177.27 mg TE/100 g) was obtained
by freshly prepared paneer having 0.3% clove (P6). All the spicy paneer showed increasing
trend of antioxidant capacity up to 6 days of storage, but afterwards, TAC values were
slightly decreased.

In general, it was observed that there was significant variation in the values of TP, TF,
RP, DPPH, TAC, and RP among the paneer having different concentrations of the same
spice. The control paneer (P0) showed lower values of all these assays compared to all
other treatments at all stages during the storage period.

4. Discussion

The pH at the time of milk coagulation during the manufacturing of paneer was
observed to be more or less the same (around 5.65) in all the treatments, which was in
agreement with the results (5.63) obtained by [26]. The more significant decreasing trend in
pH of control paneer at the end of the storage period might be because of more activities
of microorganisms compared to spicy paneer. Such kinds of conditions may cause more
accumulation of acids during the storage period, thereby leading to more acidic conditions.
The spices may cause a delay in the activities of pathogenic microorganisms, thereby
keeping the freshness of paneer until 9 days of storage. The control paneer lost its freshness
after 9 days. Regarding the decreasing trend of pH of paneer, the current study outcomes
are in good agreement with the findings of [41,42]. The MCs (~58%) of fresh paneer satisfied
the Bureau of Indian Standards [43]. A slight decrease in MCs of paneer during storage
could be because of removal of MCs from paneer. Khatkar et al. [27] also observed the
same kind of decreasing trend of MCs during the storage of paneer, as observed in this
study. The fat contents of paneer treatments were very low because paneer was prepared
from skimmed milk. On the other hand, protein contents were slightly increased during
storage in the paneer matrix because of increased dry matter during storage. Moreover,
protein constitutes most of the dry matter of paneer due to very low quantities of fat. The
higher ash contents of all the treatments of paneer might also be due to lower quantities of
fat, thereby constituting more of the dry matter. The slight increasing trend of ash contents
during storage might be due to the increase in dry matter during storage.

Usually, bacteria as well as Y & M are mostly damaged during heating of milk, but
these microorganisms may reinfect the paneer matrix during post-manufacture conditions,
thereby leading to increased counts during storage. The rising trend of TPC and Y & M
counts were inconsistent with the observations of [44,45]. Moreover, Rani et al. [46] also
observed a rising trend of TPC and Y & M counts of paneer incorporated with cumin and
black pepper during storage (up to 8 days). It was also observed that, due to presence of
spices in the paneer matrix, there was an inhibitory effect against bacteria and yeast and
molds. Therefore, microbial counts did not increase to such an extent as observed in the
control paneer. In this study, it was suspected that all the spicy paneer might have slight
fungus on the surface of paneer stored for 12 days due to its slight change in taste. On
the other hand, the control paneer showed visible growth of fungus over its surface after
12 days of storage. Das et al. [47] also reported visible reddish brown discoloration on the
surface of 12-days-stored paneer. As the paneer does not contain any starter or probiotic
bacteria which cause inhibition of harmful microbes, deterioration happened in paneer
with the advancement of storage period due to increase in the number of microbes.

The decreasing score of all the sensory characteristics of paneer in this study was
concurrent with the results obtained by [45,47]. Our results were concurrent with the
results obtained by [27], who observed decreased sensory acceptance score of clove-treated
paneer during storage. The control paneer was accepted for up to 6 days on the basis of
sensory acceptance score, which was in accordance with the results obtained by [27], who
reported 5-day-old paneer as acceptable. The control paneer showed some signs of mold
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growth after 9 days due to its flavor. The growth of fungus on the surfaces of control paneer
after 12 days of storage caused exclusion of such paneer for sensory evaluation. All the
spicy paneer after 12 days of storage also showed some signs of mold growth due to a
slight change in taste. Khatkar et al. [27] observed the shelf life of clove-treated paneer up
to 10 days. In addition, some people liked the taste of paneer having 0.2% spices, and some
people liked the paneer containing 0.3% spices; therefore, paneer with both percentages of
each spice were included in the study.

The results of DPPH and TAC of all the spicy paneers were very promising, which
might be due to the presence of enormous quantities of TP and TF of spices. Our results
regarding TP of spicy paneer that incorporated 0.3% cardamom (14.25 mg GAE/100 g)
were lower in comparison with the results (47.2 mg GAE/100 g) obtained by [26], who
incorporated mixture of black pepper (0.25%) and cardamom (0.50%). These discrepancies
might be due to variations in raw materials, i.e., milk and quantity and source of spices.
The hydroxy groups of flavonoids have the potential to donate hydrogen or electrons to
DPPH free radicals, thereby leading to the termination of reactions of free radicals [48].
The RP of spices, as well as spicy paneer, may exhibit potent antioxidant activity due to
the existence of antioxidants. Such compounds caused the diminution of ferricyanide
complex to ferrocyanide, which subsequently reacts with ferric chloride to form ferric
ferrous complex, exhibiting maximum absorption at 700 nm [49]. All the parameters
showing antioxidant potential of spices (depicting the highest values) were many folds
compared to spicy paneer (depicted the highest values). In this context, TP values of spices
were 17 folds compared to the values of spicy paneer. Similarly, TF values of spices were
10 folds compared with the values of spicy paneer. Moreover, RP and DPPH values of
spices were 6 folds compared with the values of spicy paneer. Such kinds of manyfold an-
tioxidant potential of spices revealed that these contained abundant quantities of bioactive
compounds (phenolics, flavonoids, and many other compounds) relevant to antioxidant
activities. For instance, the pericarp of black pepper contained significant quantities of
phenolic and flavonoid compounds [22] as well as some other compounds such as ascorbic
acid, β-carotene, camphene, carvacrol, eugenol, piperine, and ubiquinone [5], which are
considered to be strong antioxidants. Similarly, clove is reported to have strong antioxidant
activity [8,9] due to the presence of tocopherol, ascorbates, and phenolic compounds [23].
It also contains some health-promoting components such as volatile oils, acids, cymene,
pinene, cuminaldehyde, terpinene, thymol, and oleoresin [14,45]. Chaudhry et al. [50]
also reported that the extracts of Nigella sativa contained thymol and thymoquinone which
exhibit strong antioxidant and antibacterial potential. Cardamom is reported to contain
predominant compounds including α-terpineol, α-terpinyl acetate, 1,8-cineole, β-linalool,
and sabinene [17,18]. Owing to the existence of such compounds in essential oil of car-
damom, it was reported to have antioxidant potential [17,19,20]. The bark of cinnamon
contains phytoconstituents, such as flavonoids, phenolics, and carotenoids, which are
considered to be antioxidants [51]. Ghosh et al. [52] evaluated the antioxidant potential of
pectic polysaccharides extracted from its bark. They found that the extracted compounds
responsible for the antioxidant potential include arabinogalactan, uronic acid, and glucan.
It was also reported that cinnamon had antioxidant potential [53,54] due to the presence
of major constituents such as (E)-cinnamaldehyde, linalool, β-caryophyllene, eucalyptol,
eugenol, benzyl benzoate, α-felandrene, α-pinene, and cinnamaldehyde acetate [24,51].
Since the spices are reported to have antioxidant activities, it would be of great interest for
the food industries to incorporate such kinds of spices (powders or their extracts) into their
products for their value addition.

5. Conclusions

Based on the results of the present study, it may be concluded that all the treatments
concerning spicy paneer (varying percentages of spices) were sensorially acceptable. Simi-
larly, it may be concluded that spicy paneer had more antioxidant potential compared to
the control paneer due to the presence of more phenolics and flavonoids and many other
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compounds. Moreover, paneer having 0.3% clove (P6) showed the maximum values re-
garding TP, TF, RP, DPPH, and TAC. In this way, it may be recommended that spicy paneer
with very-low-fat contents should be produced by the dairy industry as it would be more
nutritious with noteworthy worth due to the presence of more antioxidant compounds as
mentioned above in all the spices.
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Abstract: One of the most well-known methods of intensifying the process of anaerobic digestion
is the pretreatment of raw materials. For the first time, the use of a jet-driven Helmholtz oscillator
for biomass pretreatment is proposed. The design of the device is optimal for creating hydraulic
cavitation; however, in this case, acoustic oscillations are generated in the system and resonance
occurs. In this study, the optimal design of this device was determined for the subsequent design
of a cavitation reactor. The diameter of the resonant chamber was varied in the range from 28.3 to
47.5 mm, and its length from 6 to 14 mm; in addition, the diameter of the outlet was changed from 6.1
to 6.3 mm. Based on the experimental data obtained, it was found that the optimal ratio of the length
of the resonator chamber to the diameter of the inlet nozzle is 1.73, and the inner diameter of the
resonator chamber to the diameter of the inlet nozzle corresponds to 5.5. Improving the technology
of agricultural waste disposal will ensure their maximum involvement in economic circulation,
reduce the consumption of traditional fuel and energy resources, and improve the technological and
machine-building base, which makes it possible to produce competitive cavitation reactors.

Keywords: agricultural waste; cavitation; pretreatment; jet-driven Helmholtz oscillator; anaerobic
digestion

1. Introduction

Anaerobic digestion (AD) technology is widely throughout the world. The unique
advantage of this technology is the solution of both environmental and energy problems.
Environmental protection and energy conservation are among the most important issues
at present [1]. The efficient use of biomass resources, including agricultural waste, will
increase the world’s reserves of renewable energy resources and help achieve climate
change mitigation goals [2]. It should be noted that 772.6 million tons of waste with a
content of 228 million tons of dry matter is generated annually in the agro-industrial
complex of Russia [3], and this is a constant and large-tonnage source of energy.

To increase the productivity of AD technology, it is necessary to pretreat the feedstock
entering the reactor [4]. This allows the preparation of substrates for biological decom-
position by microorganisms involved in the fermentation process, as well as increasing
the yield of biogas [5]. All methods of pretreatment can be divided into the following
categories: physical, thermal, chemical, biological, and a combination of these. A sepa-
rate group is represented by more innovative methods [6]. Figure 1 shows a number of
methods used to prepare raw materials. Innovative pretreatment technologies are based on
extreme and non-classical processes, such as ultrasound [6], gamma rays [7], electron beam
irradiation [8], pulsed electric field [9], high hydrostatic pressure [10], and high-pressure
homogenization [11].
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Figure 1. Examples of pretreatment: (a) thermal, (b) chemical, (c) biological, and (d) physical.

Of particular interest among innovative methods is the generation of cavitation, when
vapor microbubbles in a liquid medium collapse due to sharp drops in local pressure, and a
large amount of energy is released, as well as intense local heating (about 5000 ◦C) and high
pressure (about 50 MPa) [12]. If the pressure decrease occurs due to high local velocities in
the flow of a moving droplet liquid, then the cavitation is called hydrodynamic, and if it is
due to the passage of acoustic waves it is known as acoustic. Under the action of directed
and controlled cavitation in biomass, the destruction of complex fibrous bonds of organic
substances at the molecular level occurs, the particle sizes decrease to 0.1–8 µm, as a result,
the biogas yield increases by 30–50% [13].

The main advantages of integrating ultrasonic technologies that create acoustic cavita-
tion into agricultural biogas plants (full-scale application) [14] are:

• the intensification of the AD process;
• increase in biogas output;
• increasing the content of methane in the resulting gas;
• the economy of the substrate;
• decrease in viscosity;
• reduction in the energy consumption of agitators and pumps.

Cavitation reactors have shown significant promise for application in biogas technolo-
gies due to advantages such as short processing times and higher degradation rates [15]. In
practice, the energy consumption of high-intensity ultrasonic systems can be maintained
at a fairly low level (<5 kWh/m3) [14]. Thus, the use of high frequency sonic waves is an
attractive pretreatment method, but experimental evaluation is still needed to weigh the
potential benefits of sonication against additional energy requirements [16].

Hydrodynamic cavitation devices can be broadly classified into two categories [17]:

• those with moving parts, such as a rotor–stator [18–21];
• without moving parts, for example, a vortex-based device [22–25], swirling jet [26],

venturi tube [27,28], hydrosonic pump [12], and orifice plate [29,30].

The hydrodynamic cavitation reactor is based on a stator and rotor and has been used
for pretreatment of wheat straw, which made it possible to increase the yield of biogas by
two times [18]. Hydrodynamic cavitation occurs in a flow system with a constriction, such
as a venturi tube [27]. The efficiency of the pretreatment of lignocellulosic biomass using
a combination of hydrodynamic cavitation and the introduction of sodium percarbonate
was studied in [27]. It has been proven that the efficiency of the process can be increased
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by changing the geometry of the constriction, i.e., to achieve this, it is necessary to use
a narrower neck. A hydrodynamic cavitation reactor, including a stator–rotor assembly,
was used for the pretreatment of wheat straw, which allowed a two-fold increase in the
biogas yield at AD [18]. The synergistic effect of the combined pretreatment can also
be achieved by maximizing the release of extracellular polymeric substances from the
biomass [31]. In a number of studies, the influence of temperature on hydrodynamic
cavitation flows was determined in order to find optimal conditions that increase the
intensity of cavitation treatment [32–36]. It should be noted that the effect of temperature
on hydrodynamic cavitation characteristics was significant for lignocellulosic raw materials,
since pretreatment at 70 ◦C resulted in greater enzymatic digestibility than at 40 ◦C [37].

In ref. [12], acoustic and hydrodynamic cavitation was compared during pretreatment.
The same effect of these two methods on the anaerobic fermentation of cattle manure and
slurry mixed with wheat straw was experimentally established. Thus, any pretreatment
that generates cavitation is a promising solution due to low capital investment and ease of
operation [38].

Acoustic cavitation in raw materials pre-treatment systems before anaerobic digestion
is based on the use of an ultrasonic transducer, which converts high-frequency voltage
into ultrasonic frequency mechanical vibrations. Hydrodynamic cavitation is artificially
created by constriction in the channel where the liquid moves. A feature of the jet-driven
Helmholtz oscillator (JDHO) is the presence of a constriction, as a result of which acoustic
oscillations are generated in the system. The JDHO, which can continuously generate a
spatial jet stream entirely based on its internal geometry without any moving parts [39].
The JDHO creates an oscillating jet with different frequencies without the influence of any
external forces [40]. Thus, this cavitation device is very efficient [41]. The authors of [42]
present the results of a study of the cavitation behavior of an oscillating jet flowing through
a JDHO. They showed that such a design creates cavitation clouds in the liquid, which
propagate over long distances. In the study [43], it was also demonstrated that such a
cavitation device design is more efficient than the classical “organ pipe nozzle”. A greater
effect is achieved due to the resonant amplification of self-oscillations of the submerged
jet [44]. The fluidic oscillators are widely used in the physical and chemical effects of
acoustic cavitation, which are utilized in biotechnology [45,46], oil refining [47], and the
oil industry [48], in particular, in drilling wells and intensifying oil production [49], green
chemistry [50], the food industry [51], agriculture [52], etc. [53]. The JDHO is currently used
in the oil industry and has never before been used for the pre-treatment of raw materials
before anaerobic digestion. There is no description in the literature of studies on the use of
a jet oscillator in the process of the pretreatment of biomass for the subsequent production
of biogas. The aim is to determine the optimal design of the JDHO for the design of a
cavitation reactor that allows the pretreatment of liquid agricultural waste before AD.

2. Object and Method of the Research
2.1. Jet-Driven Helmholtz Oscillator

The design of the considered device is based on the JDHO [41,44]. It is presented as
a dual device that combines two independent elements in one housing: a jet generator
of pressure oscillations and an acoustic resonator. The acoustic resonator consists of a
cylindrical resonant chamber with two parallel covers (Figure 2a).

In the front cover (1), in the direction of flow, there is an inlet nozzle through which
a working agent (gas, liquid) is fed into the resonator. The inlet nozzle forms a jet of the
working agent. In the rear cover (2), there is an outlet with sharp edges through which
the working agent is removed from the resonator. The inlet nozzle and the outlet are
located on the axis of the resonant chamber (3). The configuration “nozzle–jet–hole” is
a jet generator. It generates the hole tone. The liquid volume contained in the resonant
chamber (3), the inlet nozzle in the front cover, and the outlet in the power housing is
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responsible for amplifying the harmonic of the hole tone at frequencies close to the natural
frequency of the resonator, the value of which can be determined by the formula [49]:

f0 =
c0

2πDC

√√√√ 1
LC

(
d2

1
l1 + 0.25πd1

+
d2

2
l2 + 0.25πd2

)
(1)

where c0 is the speed of sound in the working medium, (m/s); DC is the inner diameter of
the resonator chamber (m); LC is the length of the resonator chamber (m); d1 and d2 are the
diameters of the inlet nozzle and outlet (m); and `1 and `2 are the effective lengths of the
inlet nozzle and outlet (m).

In this work, the object of study was the JDHO with the following geometric characteris-
tics: an inlet nozzle with a diameter of d1 = 5.5 mm and a length of `1 = 1 mm; outlet with
diameters d2 = 6.3, 6.2, and 6.1 mm and length `2 = 1 mm; and the diameter of the resonant
chamber DC varied in the range from 28.3 to 47.5 mm, and its length LC varied from 6 to
14 mm. The thickness of the covers in which the inlet nozzle and the outlet are placed is 4 mm.

Figure 2. Jet-driven Helmholtz oscillator: (a) design diagram, where 1—front cover with an inlet
nozzle, 2—rear cover with an outlet, 3—resonant chamber, and 4—power housing; (b) construction
drawing and photography.

2.2. Experimental Setup

The working agent in this work was air. The results of experiments presented as the
dependences of dimensionless similarity numbers (Strouhal number, Mach number) can be
extended to other liquids, including incompressible ones.

As any oscillatory fluid–flow phenomena with fixed-geometry boundaries, jet-driven
oscillators are governed by the Strouhal number, defined as [54]:

Shd =
f · d
W

(2)

where f is the frequency of the oscillations (Hz); d is inlet nozzle diameter (m); and W bulk
velocity in the exit of the inlet nozzle (m/s).

The definition employed for the Mach number was [55]:

M =
W
c0

(3)

To conduct experimental studies, a stand was developed, the scheme of which is
shown in Figure 3.
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Figure 3. The scheme of the experimental setup: 1—emitter, 2—computer, 3—vacuum chamber,
4—pipeline for the removal of the working agent, 5—vacuum pump, 6—linear voltage converter,
7—measuring microphone, 8—fitting for measuring pressure in the vacuum chamber, 9—converter
pressure sensor (pressure sensor), 10—microphone amplifier, and 11—ADC module.

As seen in Figure 3, the emitter (1) under study was located in the cover of the vacuum
chamber. The formation of a jet in the resonant chamber of the device was carried out
by sucking air from the vacuum chamber with the help of a vacuum pump (5) through a
hose (4). Air was supplied to the inlet of the device from the surrounding space. With the
help of voltage regulator (6), the suction pressure and, accordingly, the jet velocity were
varied. The change in air pressure in the vacuum chamber and the generated pressure
fluctuations were recorded on a computer through an external analog-to-digital converter
(ADC) board with a sampling rate of 10 kHz. To measure these parameters, a measuring
microphone and a pressure transducer were used.

The experimental data recorded on a computer were processed and the change in
the pressure drop across the emitter (in time), the root-mean-square amplitude p, and the
characteristic frequency of the generated oscillations f were determined. The pressure drop
was used to calculate the jet velocity W in the resonant chamber of the device. According
to the data obtained, the change in the mean square oscillation amplitude p/q reduced to
the velocity head (q = ρ ·W2/2) on the jet velocity was studied, similarly to [56].

An experimental study of the frequency of natural oscillations of the resonator was
determined by the method of sounding the device with “white noise”. For this, two
measuring microphones were used: one of which recorded the incident sound wave and
the second one recorded that which passed through the resonator. The ratio of the spectra
of the transmitted signal to the incident signal makes it possible to obtain the resonant
curve of the device.

2.3. Goal and Scope

The goal of this study was to determine the optimal design of the JDHO for the design
of a cavitation reactor that allows the pre-treatment of organic waste. Based on the results
of experimental studies, the following are determined: (a) the range of experimental data
at which the amplitude of pressure pulsations is maximum, (b) the optimal ratio of the
length of the resonator chamber to the diameter of the inlet pipe and the ratio of the inner
diameter of the resonator chamber to the diameter of the inlet pipe, and (c) the optimal
location of the JDHO in the design of the cavitation reactor depending on the Mach number
and a dimensionless parameter that takes into account the atmospheric pressure of the
medium and the operating pressure.

2.4. Assumptions and Limitations of the Study

When conducting research, the main assumptions and limitations should be noted:
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• To determine the optimal design of the JDHO, which provides the maximum amplitude
of pressure pulsations, the parameters d2, DC, and LC were varied.

• During the operation of the JDHO, two cavitation mechanisms operate, namely:
hydrodynamic and acoustic.

• The hydrodynamic mechanism is based on the fact that a local pressure drop occurs in
the fluid flow when flowing through the nozzle. If the pressure in this area becomes
lower than the pressure of saturated vapors or dissolved gases, then microbubbles
are formed. Then, with an increase in local pressure and the collapse of microbubbles,
cavitation occurs. This hydrodynamic mechanism also works during the development
of vortex structures in the resonant chamber, since when the flow swirls, a region of
low pressure is created in the center of the vortex.

• The acoustic mechanism is caused by the fact that pressure fluctuations created by the
oscillator propagate in the environment and create elastic waves. During the passage of
an elastic wave (in the half-cycle of the lower half-wave), a reduced pressure is created,
which is lower than the pressure of the saturated vapors of a liquid or dissolved
gases. This creates conditions for the formation of cavitation bubbles, which, when
the pressure rises (in the half-cycle of the upper half-wave), collapse and create a
cavitation effect.

• The shape of the cavitation bubbles, their size, and many other factors influence the
collapse pressure. However, these issues are beyond the scope of this work and will
be the subjects of future research.

• The JDHO is fundamentally new and has never before been used for pretreatment in
AD technology.

3. Results of Experimental Studies

The study of natural oscillations of the emitter made it possible to obtain its resonance
curve (Figure 4) and to determine the frequency of natural oscillations f 0. The obtained values
with an error of less than 2% coincide with the theoretical value calculated by Equation (1).

Figure 4. Resonance curve of natural oscillations of the JDHO: orange line—calculated data using
formula (1), blue line with triangular markers—experimental points.

An increase in the pressure drop across the emitter leads to the formation of a jet, the
speed of which is determined by the properties of the working agent (in our case, air) and
the value of the pressure drop, which is measured by a strain gauge pressure difference
sensor. At a certain value of the jet velocity, the generation of the tone of the hole begins.
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Hole tone harmonics are amplified through resonance when their frequency coincides with
the natural frequency of the radiator. The resonant amplification band is determined by the
quality factor of the resonator (the width of the resonant curve).

The mechanism of generation of pressure oscillations by a JDHO is based on the
resonant amplification of pressure fluctuations in a liquid (gas) flow passing through the
emitter. The frequency of generated oscillations depends on the jet velocity and, at a certain
liquid flow rate, coincides with the frequency of the natural oscillations of the resonator.
From the point of view of the efficiency of its application, it is important that the operating
mode of the device be resonant, which is why it is so important to determine the natural
frequency of the emitter.

The mechanism observed in this work, due to the presence of the JDHO cavity, differs
from the theoretical model proposed for the wedge tone and hole tone due to the presence
of a closed (resonant) volume inside the chamber. The following sequence of events
is assumed:

(1) The flow in the jet contains a low-frequency ordered axisymmetric variable component
(and periodic volume flow fluctuations). When this component enters the outlet and
the jet encounters various resistances in the outlet plane of the oscillator, periodic
pressure pulses arise inside the chamber.

(2) These pulses are selectively amplified by the Helmholtz resonance mechanism and a
pulsating pressure field is installed in the chamber.

(3) The pulsating pressure field causes flow rate pulsations at the chamber inlet, which
leads to an effective amplification of the jet oscillations at the frequency of the or-
dered component.

(4) The viscous jet displacement layer (the expansion of the jet from its exit from the inlet
nozzle to the start of collision with the outlet nozzle) responds to the amplification
of jet oscillations in the range of its own acoustic frequencies and amplifies them. As
a result, the ordered motion inside the jet is enhanced, vortex rings appear, and the
circuit closes.

As the jet velocity increases, the amplitude of oscillations increases and, having reached
the maximum value (it has its own for each version of the device geometry), begins to
decrease. This is accompanied by an increase in the frequency of the generated oscillations.
This pattern of changing the parameters of the generated oscillations is known as the mode
(Mode). Each mode has its own Strouhal numbers. The first mode (Mode 1) is characterized
by high jet velocities, and a further increase in velocity does not lead to the generation of
harmonic oscillations at the resonant frequency. Figure 5 shows the dependences of the
Strouhal numbers on the dimensionless length of the resonant chamber. The frequency of
the generated oscillations and the jet velocity corresponded to the maximum value of the
oscillation amplitude within each mode. These dependencies were approximated via the
following linear function:

ShI = 0.417− 0.08
LC
d1

(4)

ShII = 0.609− 0.087
LC
d1

(5)

Within each mode, the characteristic Strouhal number practically does not change
with increasing jet velocity. As the jet velocity increases, a jump from one mode to another
(from Mode 2 to Mode 1) can occur. From the point of view of process hydrodynamics,
the mode number represents the number of simultaneously moving vortex rings in the
resonant chamber around the jet [41]. Inside the vortex ring, there is a zone of low pressure
due to the circulation of the flow, and favorable conditions are created in this zone for
the formation of cavitation clouds. In the study [42], photographs were taken using a
high-speed camera, showing that the cavitation cloud is able to stretch over a length of 1 d1
to 10 d1, and at this distance, the cloud is continuous. The cavitation cloud grows in the
radial direction until it reaches the maximum distance at which it collapses [57].
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Figure 5. Dependences of the Strouhal number for two modes on the length of the resonant chamber.

Figure 6 shows the dependences of the maximum value of the root-mean-square
amplitude of pressure fluctuations in the resonant chamber reduced to the velocity head on
the length of the chamber. It can be seen that although the oscillations in the first mode
are larger in absolute values than the oscillations in other modes, in relative terms, the
amplitude is inferior to the second mode, which operates at lower jet velocities.

Figure 6. Dependences of the maximum root-mean-square oscillation amplitude reduced to the
velocity head on the length of the resonant chamber.

Figure 7 shows the dependences of the relative root-mean-square amplitude of the
generated oscillations on the jet velocity (Mach number) for various geometry options.
So, for a chamber (DC/d1 = 5.5, LC/d1 = 1.5), the second mode is the strongest, while an
increase in the resonant chamber diameter leads to the first mode becoming strong (red and
blue lines). Another experiment with LC/d1 = 1.5 showed (Figure 7b) that a decrease in the
resonant chamber diameter leads to a decrease in the oscillation generation efficiency—the
relative amplitude of the second mode is two times lower. Moreover, the maximum value
is shifted towards higher values of speed. There is a completely logical explanation for this,
since a resonator with a smaller diameter of the resonant chamber has a higher frequency
of natural oscillations and, in order to achieve the required value of the Strouhal number,
large jet velocities are required. The hatching on the graphs means that in these ranges of
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Mach numbers (jet velocity), the emitter operates not only in the hydrodynamic cavitation
mode but also in acoustic cavitation due to the generation of intense acoustic waves.

Figure 7. Dependences of the root-mean-square amplitude of oscillations in the chamber reduced to
the velocity head on the jet velocity for various geometry options: (a) LC/d1 = 1.5; (b) LC/d1 = 1.73;
(c) DC/d1 = 7.3.

Figure 6c shows a comparison of the curves for emitters with the same chamber
diameter but different lengths. The oscillation amplitude in the second mode is much larger
for a resonator with a larger chamber length, although resonance sets in at high velocities.
Obviously, the length of the chamber determines the frequency of the hole-tone generation,
and this is confirmed by the data in Figure 5.

The experiments performed show that the maximum value of the oscillation amplitude
depends on the consistency of the regime parameters and the geometric dimensions of the
emitter channel. Based on the experimental studies carried out, it can be argued that the
optimal, from the point of view of the efficiency of converting the jet energy into oscillation
energy, geometric relationships are LC/d1 = 1.73 and DC/d1 = 5.5.

4. Discussion and Future Research

The maximum values of the oscillation amplitude within each mode are reached at a
frequency whose value is slightly (about 7%) higher than the frequency of natural oscilla-
tions of the resonator. This experimental fact was also observed by other researchers [41].
The obtained data on the values of the Strouhal number (Equations (4) and (5)) and the
optimal ratios of the geometric parameters make it possible to calculate the required jet
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velocity, including for liquid, to achieve efficient generation. As an example, consider the
calculation for the second mode. According to Equation (5) we obtain:

ShII = 0.609− 0.087
LC
d1

= 0.609− 0.087 · 1.73 = 0.458

on the other hand,

ShII =
f · d1

W
=

1.07 · f0 · d1

W
(6)

Expression (1) for the frequency of natural oscillations can be rewritten as

f0 = c0
2πDC

√
1

LC

(
d2

1
l1+0.25πd1

+
d2

2
l2+0.25πd2

)
=

= c0
2π(DC/d1)

√
LC

√
1

l1+0.25πd1
+ (d2/d1)

2

l2+0.25πd2

(7)

Substituting Expression (7) into (6) we obtain

ShII =
1.07

(W/c0)
d1

2π(DC/d1)
√

LC

√
1

l1+0.25πd1
+ (d2/d1)

2

l2+0.25πd2
=

= 1.07
(W/c0)

√
d1

2π(DC/d1)
√

LC/d1

√
1

l1+0.25πd1
+ (d2/d1)

2

l2+0.25πd2
=

= 1.07
2π·M·(DC/d1)

√
LC/d1

√
1

l1
d1
+0.25π

+ (d2/d1)
2

l2
d1
+

0.25πd2
d1

(8)

Substituting into the resulting Expression (8) the optimal ratios of geometric parame-
ters for the second mode, we obtain

MII =
0.035
ShII

= 0.076 (9)

The value was calculated similarly for the first mode and obtained MI = 0.126. It should
be noted that the values obtained fall within the range of experimental data (Figure 8), for
which the values of the amplitude of pressure fluctuations should be maximum.

Figure 8. Relationship between the Strouhal number and the Mach number for two modes.
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The cavitation intensity of a jet is affected by multiple factors, such as operating
pressure, ambient pressure, and nozzle structure [42]. To evaluate the effect of operating
pressure and ambient pressure, the dimensionless parameter Pr can be used.

Pr =
Pin
Pout

→ Pin − Pout = PrPout − Pout = Pout(Pr − 1) (10)

where Pout is the ambient pressure (pressure at the JDHO outlet, Pa) and Pin is the working
pressure (pressure in front of the JDHO, Pa).

The jet velocity in the JDHO is determined by the pressure drop and can be written as:

∆P = Pin − Pout = ρ
W2

2
= ρ

M2 c2
0

2
(11)

Based on Equations (3), (10) and (11), we can write an expression for the dimension-
less parameter:

ρ
M2 c2

0
2

= Pout(Pr − 1) → ρ
M2 c2

0
2Pout

= Pr − 1 (12)

Pr =

M2 c2
0

2 + Patm
ρ + gh

Patm
ρ + gh

(13)

where Patm is the atmospheric pressure (Pa), h is the JDHO location depth in the cavitation
reactor of the anaerobic digestion system (m), g is the gravitational acceleration (9.81 m/s),
and ρ is the fluid density (kg/m3).

Equation (13) relates to the jet velocity, characterized by the Mach number; the depth
of the JDHO installation in the tank; and the dimensionless parameter Pr (Figure 9). In
ref. [42], the optimal value of the pressure coefficient is considered to be 25. This value
corresponds to our experimental data for the second mode. The resulting dependence (13)
allows the determination of the optimal location when designing a cavitation reactor.

Figure 9. Dependence of Pr on the jet velocity and the depth of the JDHO in the liquid.

The choice of the substrate pretreatment method is a difficult step in the design of the
AD process (Figure 10) [3]. It is important to rank the methods according to energy costs
and the effect they give. The physical method of pretreatment of liquid agricultural waste
is an important step for improving the efficiency of the bioconversion, compaction, and
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distribution of the particles, enzymatic availability, and overall conversion of feedstock to
biogas without the formation of toxic by-products [58].

Figure 10. Application of cavitation reactor in AD technology.

The advantages of the proposed cavitation reactor is the simplicity of its design and
operation, easy scalability, the possibility of obtaining stable emulsions from fat-containing
waste, and a high degree of the homogenization of liquid raw materials [59]. This is
confirmed by the presence of a number of commercial cavitation reactors. For example,
Cavitation Technologies, Inc., owns the patented CTi Nano Neutralization technology,
which includes a multi-stage hydrodynamic cavitation device [59]. The reaction system is
flexible in scale and can be applied in the field of edible oil refining, algae oil extraction,
renewable fuel production, biodiesel production, etc. A number of studies have shown
that with a decrease in the particle size of the raw material supplied to the digester, the
yield of biogas increases [56,60–63]. An increase in the surface area of the organic material
provides a larger contact area for microorganisms, which leads to an intensification of the
gas formation process [63].

Currently, the design and development of a laboratory–analytical complex for study-
ing the processes of anaerobic digestion on a semi-industrial scale with a hydraulic mixing
system [64], as well as subsequent thermochemical conversion of the digestate [65], is un-
derway. It is planned to use a cavitation reactor for the pre-treatment of agricultural waste.

5. Conclusions

Acoustic cavitation is a promising approach that can be applied to biomass pretreat-
ment to improve AD efficiency. The JDHO are easy to scale, and this is an advantage of
their use. Based on the experimental data, it was found that the optimal ratio of the length
of the resonator chamber to the diameter of the inlet nozzle is 1.73 and the ratio of the inner
diameter of the resonator chamber to the diameter of the inlet nozzle is 5.5. The results
obtained make it possible to improve existing jet vibration emitters for the implementation
of acoustic impact and to expand the scope of their application in the economy.
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critical review of pretreatment technologies to enhance anaerobic digestion and energy recovery. Fuel 2020, 270, 117494. [CrossRef]

6. Poddar, B.J.; Nakhate, S.P.; Gupta, R.K.; Chavan, A.R.; Singh, A.K.; Khardenavis, A.A.; Purohit, H.J. A comprehensive review on
the pretreatment of lignocellulosic wastes for improved biogas production by anaerobic digestion. Int. J. Environ. Sci. Technol.
2022, 19, 3429–3456. [CrossRef]

7. Fei, X.; Chen, T.; Jia, W.; Shan, Q.; Hei, D.; Ling, Y.; Feng, J.; Feng, H. Enhancement effect of ionizing radiation pretreatment on
biogas production from anaerobic fermentation of food waste. Radiat. Phys. Chem. 2020, 168, 108534. [CrossRef]

8. Chmielewski, A.G.; Sudlitz, M.; Han, B.; Pillai, S.D. Electron beam technology for biogas and biofertilizer generation at municipal
resource recovery facilities. Nukleonika 2021, 66, 213–219. [CrossRef]
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Abstract: In response to the unclear issue ofwhether the dynamic cutting performance and structural
parameters of an industrial hemp blade, which was developed earlier based on the bionic prototype
of the batocera horsfieldi, can be optimized in actual working conditions, this paper analyzes the ef‑
fective clamping conditions of a reciprocating double‑acting cutting blade for stalks and the cutting
motion. To investigate the effect of different structural and motion parameters, as well as their inter‑
actions, of the bionic blade on cutting energy consumption, bionic bladeswith different combinations
of tooth pitch and tooth angle were designed. A Box–Behnken response surface method with three
factors and three levels was used to design an experimental scheme. Utilizing rigid‑flexible coupling
numerical simulation technology, numerical simulation experiments were conducted to investigate
the cutting performance of industrial hemp stalks using the blade. A regression model for cutting
energy consumption was established, and variance analysis indicated that tooth angle, speed ratio,
and the interaction between tooth angle and speed ratio had an extremely significant effect on the re‑
gression model. The primary and secondary orders of factors affecting cutting energy consumption
were determined to be: speed ratio > tooth angle > tooth pitch. Through optimization, the optimal
parameter combination was found to be a blade tooth pitch of 6.61 mm, a tooth angle of 30◦, and a
speed ratio of 1.62. Under these conditions, the cutting energy consumption was 3947.99 mJ. The op‑
timized parameters were verified through numerical simulation cutting experiments, and the results
showed that the error compared with the optimization results was only 8.16%. This indicates that
the optimization results have high credibility and further verifies the reliability of the model. This
study can provide a reference for the development of cutting devices for industrial hemp harvesters
and the selection of motion parameters.

Keywords: industrial hemp; bionic blade; cutting energy consumption; numerical simulation;
parameter optimization

1. Introduction
Industrial hemp, also known as Cannabis sativa L., refers to a non‑psychoactive variety of

cannabis with a THC (tetrahydrocannabinol) content of less than 0.3% [1–3]. Due to its low
THC content, it lacks drug‑related value, but its fibers are highly resilient, moisture‑absorbent,
breathable, antibacterial, and radiation‑resistant, so it is widely used in various fields, such
as textiles, papermaking, environmental materials, and military equipment [4–7]. In recent
years, with themedicinal value of industrial hemp extract cannabidiol (CBD) in anti‑tumor,
neuroprotection, metabolism, and immune regulation being discovered, more and more
countries and regions have announced the legalization of industrial hemp, and the indus‑
trial hemp industry is rapidly developing [8,9], gradually becoming a new global industry
hotspot [10].

Harvesting is a crucial step in the industrial hemp production process. However, due
to the lack of mature harvesting equipment, current industrial hemp harvesting in China
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still relies on traditional manualmethods, which are labor‑intensive, inefficient, and costly,
making it difficult to meet the demands of modern hemp production. In recent years, the
research and development work of industrial hemp harvesters have been carried out by
the author’s team [11]. However, due to the lack of specialized cutting blades with high
adaptability, the harvester can only use reciprocating blades from traditional rice and corn
harvesters. Compared to crops, such as rice, wheat, corn, and flax, industrial hemp plants
are taller and sturdier, with tough and strong hemp fiber and hard woody stalks. The
traditional blades from rice and wheat harvesters are no longer suitable for the cutting
requirements of hemp stalks, which has led to high cutting energy consumption, severe
fiber tearing, low stalk cutting rate, and issues, such as fiber wrapping, stalk blockage, and
high machine failure rate, during harvesting operations. Therefore, cutting has become a
bottleneck issue that urgently needs to be addressed in the field of industrial hemp har‑
vesting [12].

To address the bottleneck issue of poor cutting quality, the author utilized the
biomimetic approach in the early stage, taking the batocera horsfieldi, a common pest with
excellent biting and cutting performance in hemp fields, as the bio‑inspired object. They
designed industrial hemp harvester bionic blades based on the structural characteristics
of the batocera horsfieldi’s mouthpart palates. Comparative experiments were conducted
between the bionic blades and conventional rice and wheat harvester blades for single
stalk cutting performance. The results showed that compared to conventional blades, the
average maximum cutting force and cutting power of the bionic blades were reduced by
7.4% and 8.0%, respectively, and the cutting residues were more even. The bionic blades
demonstrated superior cutting performance [12]. However, this study only focuses on the
horizontal comparison of cutting performance between two types of blades, bionic and or‑
dinary, and the experimental method only involves single stalk cutting at low speed (load‑
ing speed of 25 mm/min) using an electronic universal testing machine. It is still unclear
how the dynamic cutting performance of the blades will be in actual operating conditions,
and whether the blade structure can be further optimized, which requires further research.

Cutting is a complex process of interaction between rigid blades and flexible stalks,
which is difficult to study theoretically. The use of numerical simulation technology can
establish a visual virtual cutting environment and provide guidance for the development
of cutters [13]. Relevant studies are as follows: Huang H. et al. used Ansys/LS‑Dyna to
simulate and analyze the sugarcane cutting process, and they determined the maximum
stress values and distribution positions of the blade and sugarcane [14]. Qiu M. et al. uti‑
lized numerical simulation techniques to investigate the blade motion and stress wave
propagation patterns during the sugarcane cutting process, revealing the mechanism of
sugarcane cutting [15]. Yang W. et al. simulated the forces acting on the surface of the
sugarcane blade and root system using a finite element and SPH coupling method [16].
Xue Z. combined the constitutive model parameters of cassava stem and used ANSYS to
carry out numerical simulation analysis of the circular cutter cutting cassava stem, analyz‑
ing the stress, deformation, and damage to the cassava stem under different cutter struc‑
tural parameters, providing reference for the optimization design of the cutter [17]. Meng
Y. et al. conducted an explicit dynamic simulation based on Ansys/LS‑Dyna on the pro‑
cess of saw cutting mulberry branches, analyzed the interaction process between the saw
blade and mulberry branches, and optimized the structural parameters of the saw blade
through virtual cutting experiments [18]. Similar research has also been carried out in ar‑
eas, such as sugarcane topping [19], soybean [20], tomato [21], cotton [22], chrysanthemum
stalks [23,24], and wood cutting [25]. The above studies show that numerical simulation
methods represented by the finite element method can intuitively and quantitatively ana‑
lyze the dynamic cutting mechanical properties of the blade on the stalk, and can provide
an effective method for the development of low‑energy‑consumption crop stalk blades.

Considering this, this study will use numerical simulation technology to conduct nu‑
merical simulation experiments on blade cutting under different blade structure parame‑
ters and motion parameters, in order to determine the optimal parameter combination for
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industrial hemp stalk cutting and provide a reference for the development of industrial
hemp harvester cutters.

2. Overall Structure and Working Principle of Industrial Hemp Harvester
The industrial hemp harvester is mainly composed of components, such as a divider,

a cutting platform frame, a lateral conveying device (with three layers of conveying chains),
a cutting device, a longitudinal conveying device, a stalk collection bin, and a chassis. The
overall structure is shown in Figure 1, and the cutting device is illustrated in Figure 2.
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Figure 1. Overall structure andworking principle of industrial hempharvester. 1. Divider; 2. cutting
platform frame; 3. lateral conveying device; 4. cutting device; 5. chassis; 6. stalk collection bin;
7. longitudinal conveying device.
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Figure 2. Structure diagram of the cutting device. 1. Hydraulic motor; 2. sprocket drive device;
3. eccentric disc; 4. articulated bearing components; 5. connecting arm; 6. blade‑fixing rod; 7. blade.

The working principle is as follows: During operation, the divider separates the inter‑
twined upper part of the hemp stalk and transfers it to the rear lateral conveying device.
At the same time, the cutting device located in the lower part of the cutting platform cuts
off the bottom part of the hemp stalk. The severed hemp stalk is pushed by the lateral con‑
veying device towards one side of the cutting platform. When the stalk reaches the end
of the cutting platform, it turns and enters the longitudinal conveying device. Finally, the
longitudinal conveying device transports the hemp stalk to the stalk collection bin. When
the stalk collection bin is full, it is manipulated to tilt and unload the collected hemp stalk.
The cutting device is driven by a hydraulic motor, and power is transmitted through a
sprocket drive to rotate an eccentric disc. The crank‑connecting rodmechanism, composed
of the left and right eccentric discs and articulated bearing components, converts the ro‑
tary motion into linear reciprocating motion, thereby achieving the reciprocating cutting
of the blade.
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3. Stalk Cutting Theoretical Analysis and Bionic Blade Design
3.1. Analysis of Cutting Force on Reciprocating Double‑Acting Blade

For the reciprocating double‑acting blade, the premise for ensuring effective cutting
is that the blade should be able to firmly clamp the stalk and not slip. The force analysis
of the blade when cutting hemp stalks is shown in Figure 3.

Agriculture 2023, 13, x FOR PEER REVIEW 4 of 13 
 

 

device. Finally, the longitudinal conveying device transports the hemp stalk to the stalk 

collection bin. When the stalk collection bin is full, it is manipulated to tilt and unload the 

collected hemp stalk. The cutting device is driven by a hydraulic motor, and power is 

transmitted through a sprocket drive to rotate an eccentric disc. The crank-connecting rod 

mechanism, composed of the left and right eccentric discs and articulated bearing 

components, converts the rotary motion into linear reciprocating motion, thereby 

achieving the reciprocating cutting of the blade. 

3. Stalk Cutting Theoretical Analysis and Bionic Blade Design 

3.1. Analysis of Cutting Force on Reciprocating Double-Acting Blade 

For the reciprocating double-acting blade, the premise for ensuring effective cutting 

is that the blade should be able to firmly clamp the stalk and not slip. The force analysis 

of the blade when cutting hemp stalks is shown in Figure 3. 

 

Figure 3. Analysis of cutting force. Note: an arrow indicates the direction of the blade’s motion. 

When the left and right blades simultaneously move towards the center for cutting, 

the hemp stalk tends to slide forward due to the squeezing force of the blade. At the 

contact points M and N between the blades and the stalk, the stalk is subjected to normal 

compression force Fn and frictional force Ff along the direction of the blade, and the 

resultant force is F. The angle between the normal force Fn and the resultant force F is the 

friction angle θ, which can be expressed by the following equation: 

 (1) 

According to the force balance condition, the critical equilibrium condition for the 

stalk to be clamped and not slide is that the magnitude of the resultant force F at the 

contact points M and N between the blades and the stalk is equal and opposite, and they 

are on the same line. At this point, the cutting angle α of the blade is equal to the friction 

angle θ, which indicates that the condition for the stalk to be stably clamped by the blade 

is that the cutting angle of the blade is less than or equal to the friction angle, i.e., 

 (2) 

The cutting angle α of the reciprocating cutting blade designed in this study is 19° 

[12]. It is known that the friction angle between the blade and the agricultural crop stalk 

is generally greater than 34° [26] (p. 913), which means that the blade satisfies the 

condition of effective clamping and no slippage. 

3.2. Cutting Motion Analysis 

The reciprocating cutter is driven by a crank-rocker mechanism. Compared with a 

single-acting cutter, the cutting stroke S of the double-acting blade can be reduced by half 

after one cutting, that is, 

F

Fn

Ff

F

Fn

Ff

M N

O

αα

α α
θ θ

FF

Figure 3. Analysis of cutting force. Note: an arrow indicates the direction of the blade’s motion.

When the left and right blades simultaneously move towards the center for cutting,
the hemp stalk tends to slide forward due to the squeezing force of the blade. At the contact
pointsM andN between the blades and the stalk, the stalk is subjected to normal compres‑
sion force Fn and frictional force Ff along the direction of the blade, and the resultant force
is F. The angle between the normal force Fn and the resultant force F is the friction angle θ,
which can be expressed by the following equation:

Ff = Fn tan θ (1)

According to the force balance condition, the critical equilibrium condition for the
stalk to be clamped and not slide is that themagnitude of the resultant force F at the contact
points M and N between the blades and the stalk is equal and opposite, and they are on
the same line. At this point, the cutting angle α of the blade is equal to the friction angle
θ, which indicates that the condition for the stalk to be stably clamped by the blade is that
the cutting angle of the blade is less than or equal to the friction angle, i.e.,

α ≤ θ (2)

The cutting angleα of the reciprocating cutting blade designed in this study is 19◦ [12].
It is known that the friction angle between the blade and the agricultural crop stalk is
generally greater than 34◦ [26] (p. 913), which means that the blade satisfies the condition
of effective clamping and no slippage.

3.2. Cutting Motion Analysis
The reciprocating cutter is driven by a crank‑rocker mechanism. Compared with a

single‑acting cutter, the cutting stroke S of the double‑acting blade can be reduced by half
after one cutting, that is,

S = b/2 = 2r (3)

where b is the blade width and r is the crank radius.
The movement of the blade of a reciprocating cutter driven by a crank‑link mecha‑

nism can be approximated as intermittent motion. The displacement x, velocity v, and
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acceleration a of any point on the cutting edge are variable (as shown in Figure 2) and can
be expressed by the following equations:





x = −r cos ωt

v = rω sin ωt = ω
√

r2 − x2

a = rω2 cos ωt = −ω2x
(4)

In the equation, ω represents the angular velocity of the crankshaft, measured in rad/s,
and t represents the time elapsed since the crankshaft passed through the left dead point,
measured in s.

According to Equation (4), the following formula can be obtained:

v2

(rω)2 +
x2

r2 = 1 (5)

It is known that there is an elliptical equation between the movement speed v and the
displacement x of the blade. When x = 0, the blade’s movement speed is at its maximum,
and at this time, vmax = rω. When x = ± r, that is, when a certain point on the cutting edge
is in the extreme left or right position of the blade, the blade’s movement speed is at its
minimum and the acceleration is at its maximum. At this time, v = 0 and vmax = rω2.

A schematic diagram of the cutter movement is shown in Figure 4.
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Figure 4. Schematic diagram of cutter movement.

The average cutting speed of the blade is generally expressed by the ratio of the cutting
distance S to the time t taken to complete a cutting stroke, which is represented by vp. The
formula for vp is:

vp =
nS
30

× 10−3 =
rn
15

× 10−3 (6)

Referring to the average cutting speed range of reciprocating blades for a ramie har‑
vester [27], and taking its middle value, i.e., vp = 1.5 m/s, the crank rotation speed n can be
found to be 1181.1 r/min.

3.3. Bionic Blade Design
To facilitate the comparative study of the effects of different tooth pitch and tooth an‑

gle of bionic blades on cutting energy consumption, three‑times the size of the biomimetic
prototype (mouthparts palate of batocera horsfieldi) dimensions, i.e., 5.0 mm, 7.5 mm, and
10 mm, are used as tooth pitch sizes, and the mouthparts palate of batocera horsfieldi
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is shown in Figure 5. The biomimetic principle involves using MATLAB image process‑
ing software to extract boundary point data of the arc‑shaped contour of the mouthparts
palate of batocera horsfieldi. After the extraction of the boundary points, curve fitting is
performed on these points, and the fitted curve is then used as the design for the blade
edge of the cutting blade [12]. For each tooth pitch, three tooth angles of 0◦, 15◦, and 30◦
are set for the blades. As a result, there are nine different combinations of blades with dif‑
ferent tooth pitches and tooth angles. The different types of blades are shown in Figure 6,
with their respective tooth pitch and tooth angle parameters listed in Table 1.
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Table 1. Blade structure dimension parameter table.

Blade Code Tooth Pitch A/mm Tooth Angle B/◦

a 5.0 0
b 5.0 15
c 5.0 30
d 7.5 0
e 7.5 15
f 7.5 30
g 10 0
h 10 15
i 10 30

Notes: A represents the tooth pitch; B represents the tooth angle.
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4. Numerical Simulation and Analysis of Cutting Tests with Blade–Stalk Coupled
Display of Dynamic Kinetics
4.1. Cutting Simulation Process and Determination of Material Parameters

The process of the numerical simulation of cutting experiments for the nonlinear dis‑
play dynamics of the rigid–flexible coupling of the blade and hemp stalk is as follows:
Based on the measured size of the industrial hemp stalk (stalk diameter of 18 mm), an
industrial hemp stalk model is built in PTC Creo software. Different structural parame‑
ter bionic blade 3D models are designed and constructed, and the bionic blade and stalk
models are assembled according to the actual cutting relationship. After determining the
cutting relationship, the blade–hemp stalk 3D model is imported into the finite element
analysis software ABAQUS through an intermediate format. According to the experimen‑
tal plan, numerical simulation cutting experiments are conducted by defining material
properties, assembling components, creating analysis steps, defining loads and boundary
conditions, dividing the mesh, and submitting calculations. In defining the material prop‑
erties of the model, the blade is set as a rigid body, while the stalk is set as a flexible body.
According to measurements, the density of the stem is determined to be 9.5× 10−9 t/mm3,
and the diameter is taken as the average value of the stemdiameter, which is 18mm. As the
mechanical properties of industrial hemp stalks follow the transverse isotropy constitutive
relationship, the engineering constants can be obtained from the literature [28]. Addition‑
ally, as thematerial characteristics of industrial hemp stalks are highly similar towood, the
anisotropic strength relationship of wood can be referenced to determine the anisotropic
failure strength of industrial hemp stalks [29]. Therefore, the material property parame‑
ters of industrial hemp stalks based on the Hashin failure criterion can be obtained. The
specific parameters are shown in Table 2.

Table 2. Mechanical property parameter table of stalk material of industrial hemp.

Mechanical
parameter

EX
/MPa

EY
/MPa

EZ
/MPa

GXY
/MPa

GXZ
/MPa

GYZ
/MPa UXY UXZ UYZ

Value 88 88 1743.50 33.85 31.99 31.99 0.3 0.02 0.02

Mechanical
parameter

XT
/MPa

XC
/MPa

YT
/MPa

YC
/MPa

ZT
/MPa

ZC
/MPa

SXY
/MPa

SYZ
/MPa

SXZ
/MPa

Value 25 10 1 2 1 2 5 2 2
Note: EX represents Young’s modulus in X‑direction; EY represents Young’s modulus in Y‑direction; EZ repre‑
sents Young’smodulus inZ‑direction;GXY represents Shearmodulus of planeXY;GXZ represents Shearmodulus
of plane XZ; GYZ represents Shear modulus of plane YZ; UXY represents Poisson’s ratio in plane XY; UXZ repre‑
sents Poisson’s ratio in planeXZ;UYZ represents Poisson’s ratio in planeYZ;XT represents Ultimate tensile stress
in X‑direction; XC represents Ultimate compressive stress in X‑direction; YT represents Ultimate tensile stress in
Y‑direction; YC represents Ultimate compressive stress in Y‑direction; ZT represents Ultimate tensile stress in
Z‑direction; ZC represents Ultimate compressive stress in Z‑direction; SXY represents Ultimate shear stress in
plane XY; SYZ represents Ultimate shear stress in plane YZ; SXZ represents Ultimate shear stress in plane XZ.

4.2. Experimental Design
Numerical simulation cutting experiments mainly investigated the effects of blade

pitch, tooth angle, cutting speed ratio, and their interaction on blade cutting performance.
In the case where the blade structure parameters are determined, it is necessary to deter‑
mine the range of the speed ratio values. Referring to the speed ratio range of reciprocating
cutters for stalk harvesters in the “Agricultural Machinery Design Manual”, the speed ra‑
tio is set to be between 0.75 and 2 [26] (pp. 917). The experiment uses the three‑factor
three‑level Box–Behnken response surface analysis method and cutting energy consump‑
tion as the index for orthogonal experimental design. The experimental factors and their
level coding table are shown in Table 3.

The speed ratio coefficient is the ratio of the average cutting speed of the blade to
the forward speed. As stated in Section 3.2, in this study, the value of vp is 1500 mm/s.
According to the formula for cutting speed and speed ratio vp = Cvm, the forward speed of
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the blade under different speed ratios can be calculated. WhenC = 0.75, the blade’s forward
speed vm is 2000 mm/s; when C = 1.38, vm is 1090 mm/s; when C = 2, vm is 750 mm/s.

Table 3. Factors and level coding table.

Levels
Factors

Tooth Pitch A/mm Tooth Angle B/◦ Speed Ratio C

−1 5.0 0 0.75
0 7.5 15 1.38
1 10.0 30 2.00

4.3. Test Index
The bionic blade has the advantage of reducing resistance and consumption. This

study focuses on the effect of different structural parameters and motion parameters of
the bionic blade on the energy consumption of cutting, and the test index is the energy
consumption of single stalk cutting.

Numerical simulations using ABAQUS to measure cutting energy consumption were
carried out as follows: two sets, set‑1 and set‑2, were established for the driving constraints
of the left and right blades, respectively. In the time history output of the analysis step, the
reaction forces for these two sets were output separately. After submitting the job, the
force–time curves and data of the two driving reference points could be obtained from the
post‑processing ODB file. The cutting energy consumption was calculated according to
Formula (7).

W =
n

∑
i
(Fi1 + Fi2) · vP · ∆t (7)

In the equation, W represents the cutting energy consumption in mJ; Fi1 and Fi2, re‑
spectively, represent the cutting reaction forces of the left and right blades at the i‑th sam‑
pling point in N; vp is the average cutting speed of the blade in mm/s; ∆t is the sampling
frequency interval time in s.

4.4. Experimental Results and Analysis
4.4.1. Regression Models and Analysis of Variance

The experimental design and analysis using Design‑Expert software, experimental
plan, and results are shown in Table 4. Taking experiment No. 13 as an example, the nu‑
merical simulation results, stubble cutting effect, and cutting force–time curve are shown
in Figure 7.

Table 4. Experiment plan and results.

Test No. Tooth Pitch A/mm Tooth Angle B/◦ Speed Ratio C Cutting EnergyW/mJ
1 −1 −1 0 6014.07
2 0 −1 1 4948.56
3 −1 0 1 4278.28
4 0 0 0 5531.58
5 1 1 0 5190.95
6 0 0 0 5531.58
7 0 0 0 5531.58
8 −1 0 −1 12,397.10
9 0 1 1 3972.02
10 1 0 1 3999.39
11 0 0 0 5531.58
12 −1 1 0 5424.18
13 1 −1 0 7201.73
14 0 −1 −1 16,033.50
15 0 0 0 5531.58
16 1 0 −1 11,869.80
17 0 1 −1 7343.06
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Figure 7. Stalk cutting numerical simulation, stubble cutting effect, and cutting force–time curve.
NOTE: “平均” denotes average.

Through the Design‑Expert, the response analysis of the experimental results was
carried out using second‑order regression, and the regression model equation for cutting
energy consumptionW was obtained as follows:

W = 5531.58 + 18.53A − 1533.57B − 3805.77C − 355.22AB+
62.10AC + 1928.24BC + 244.12A2 + 182.03B2 + 2360.44C2 (8)

Further analysis of variance was conducted on the regression model of cutting energy
consumption, and the results are shown in Table 5.

Table 5. Analysis of variance table for the regression model of cutting energy consumption.

Souces Sum of
Squares df Mean

Square F‑Value p‑Value

Model 1.75 × 108 9 1.94 × 107 19.61 0.0004 **
A 2746.89 1 2746.89 0.0028 0.9594
B 1.88 × 107 1 1.88 × 107 19.02 0.0033 **
C 1.16 × 108 1 1.16 × 108 117.14 <0.0001 **
AB 5.05 × 105 1 5.05 × 105 0.5103 0.4981
AC 15,426.88 1 15,426.88 0.0156 0.9041
BC 1.49 × 107 1 1.49 × 107 15.04 0.0061 **
A2 2.51 × 105 1 2.51 × 105 0.2537 0.6300
B2 1.40 × 105 1 1.40 × 105 0.141 0.7184
C2 2.35 × 107 1 2.35 × 107 23.72 0.0018 **

Residual 6.92 × 106 7 9.89 × 105
Lack of Fit 6.92 × 106 3 2.31 × 106
Cor Total 1.82 × 108 16

R2 0.9618
Note: ** represents highly significant (p < 0.01).

The analysis of variance table above shows that the regression model for cutting en‑
ergy consumption has a significance level p less than 0.01, indicating that the model has
high significance. At the same time, the lack of a fit term in the model is not significant,
and the fitting coefficient R2 is 0.9618, indicating that the regression model obtained has a
high degree of fit with the actual results, and the results are reliable. Therefore, the above
model can be used to predict and analyze changes in cutting energy consumption.

Based on the above analysis of significance, for the cutting energy consumption indi‑
cator W, the factors of tooth angle B, speed ratio C, the interaction between B and C, and
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C2 have extremely significant impacts on the model, while other factors are not significant.
The order of themain influences of each factor on cutting energy consumption is: C > B > A.

After eliminating the non‑significant factors from the regression model of cutting en‑
ergy consumption, the simplified regression model can be obtained as follows:

W = 5720.98 − 1533.57B − 3805.77C + 1928.24BC + 2384.12C2 (9)

4.4.2. Analysis of the Influence of Factor Interaction on Index
As can be seen from the variance analysis of the regression model mentioned above,

the interaction between factors has a significant impact on the model. Therefore, the inter‑
action between factors cannot be ignored. In this study, one factor was fixed at the middle
level, and the interaction effects of the other two factors on the evaluation index were ana‑
lyzed. Response surface plots were generated (as shown in Figure 8) to analyze the effects
of the three factors, namely pitch, tooth angle, and speed ratio, on the cutting energy con‑
sumption index.
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Figure 8. The interaction effect of two factors on cutting energy consumption.

Figure 8a shows the response surface of the interaction between tooth pitch A and
tooth angle B on the cutting energy consumption when the speed ratio is at the middle
level, i.e., C = 1.38. As can be seen from the figure, when the speed ratio is constant, the
cutting energy consumption decreases as the tooth angle increases. Analysis shows that
when the speed ratio is 1.38, the angle between the combined velocity vector of the blade’s
cutting speed and forward speed and the horizontal direction is 36◦ (calculated by arccot
(1.38)). When the tooth angle B is 36◦, the blade can cut into the stalk smoothly along
the tooth groove, which is beneficial to reduce cutting resistance and energy consumption.
Therefore, the closer the tooth angle is to 36 degrees, the lower the cutting energy consump‑
tion will be. This is shown in Figure 8a, where the cutting energy consumption decreases
as the cutting rake angle increases. It can also be seen from Figure 8a that the change in cut‑
ting energy consumption with tooth pitch is not significant, indicating that cutting energy
consumption is less affected by changes in tooth pitch.

Figure 8b shows the response surface plot of the interaction between the tooth pitch
A and the speed ratio C on the cutting energy consumption when the tooth angle is set
to the middle level of B = 15◦. It can be seen from the plot that when the tooth angle is
constant, the cutting energy consumption decreases rapidly with the increase in the speed
ratio. Analysis indicates that to achieve the purpose of cutting with a parallel tooth system
when the tooth angle is 15◦, according to the calculation formula C = cot B, the speed ratio
should be 3.73. Therefore, the cutting energy consumption in the plot decreases with the
increase in the speed ratio. It can also be observed from the plot that the change in cutting
energy consumption with tooth pitch is not significant, indicating that the variation in
cutting energy consumption is less affected by the tooth pitch.

Figure 8c shows the response surface plot of the interaction between the tooth angle
B and the speed ratio C on the cutting energy consumption when the tooth pitch is set to
the middle level of A = 7.5 mm. It can be seen from the plot that when the tooth pitch is
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constant, the cutting energy consumption decreases with the increase in the tooth angle
and the speed ratio, indicating that the interaction between the tooth angle and the speed
ratio has a significant impact on the cutting energy consumption index. The reason is
similar to the analysis in Figure 8a,b.

4.5. Parameter Optimization and Experimental Verification
To further obtain the optimal combination of factor parameters corresponding to the

lowest cutting energy consumption, it is necessary to comprehensively optimize the blade
structure parameters and motion parameters. Design‑Expert software was used for opti‑
mization, with the objective and constraint conditions as follows:





minW

s.t.





5.0mm ≤ A ≤ 10.0mm
0◦ ≤ B ≤ 30◦

0.75 ≤ C ≤ 2

(10)

Via optimization, the optimal combination of blade structure and motion parameters
was obtained, with a blade pitch of 6.61 mm, a tooth angle of 30◦, and a speed ratio of 1.62
(corresponding to a horizontal motion speed of 1.5 m/s and a feed speed of 0.93 m/s). At
this point, the cutting energy consumption was 3947.99 mJ.

To verify the optimization results, a three‑dimensional blade model with a pitch of
6.61mmand a tooth angle of 30◦ was constructed, imported into the finite element analysis
ABAQUS software, and the cutting simulation experiment was conducted again with the
cutting speed ratio set to 1.62. The cutting energy consumption under this parameter was
calculated to be 3625.84 mJ, with an error of only 8.16% compared to the optimization
result. The experiment showed that the optimization results were highly reliable, further
validating the model’s reliability.

5. Conclusions
(1) An analysis was carried out on the critical force condition for effective clamping of

the stalk of the reciprocating double‑acting cutting blade, and the analysis showed
that the designed reciprocating bio‑inspired cutting blade satisfies the conditions of
effective clamping and non‑slip. The motion analysis of the reciprocating double‑
acting cutting blade was carried out, and the analysis showed that compared with
the single‑acting cutting tool, the cutting stroke of the double‑acting cutting blade
can be reduced by half to complete a single cut. The elliptic equation relationship
between the motion speed and displacement of the blade was also determined.

(2) In order to investigate the effects of different structural and motion parameters and
their interactions on cutting energy consumption of bionic blades, a combination of
bionic blades with different tooth pitch and tooth angle was designed. Numerical
simulation experiments were conducted using numerical simulation techniques to
cut industrial hemp stalk with the blades. Based on the experimental results, a re‑
gression optimization model for cutting energy consumption was established, and
the optimal parameter combinationwas determined through optimization as follows:
blade tooth pitch of 6.61 mm, tooth angle of 30◦, and speed ratio of 1.62. The cutting
energy consumption under these conditions was 3948.99 mJ. The accuracy of the nu‑
merical simulation model was verified through validation experiments. This study
can provide reference for the development of an industrial hemp harvester cutter and
the matching of motion parameters.
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Abstract: Strip tillage is a widely used land preparation approach for effective straw management in
conservation agriculture. Understanding the dynamic throwing process during the stubble-crushing
operation has important implications for seedbed preparation. However, the airflow generated
by the high-speed rotation of stubble-crushing blades has yet to be considered. We established a
coupled DEM-CFD simulation model and explored the dynamic motion of soil particles varied with
their initial depth (at 0, 20, 40, 60, 80 mm depth) and surface straw under different blade rotary
speeds (270, 540, 720, and 810 rpm) based on the model. The coupled model simulation results
were proved to be well correlated with the field test results by the field high-speed camera test. The
simulation results showed that airflow had a significant effect on the longitudinal displacement of
straw (p < 0.05). An increase in rotary speed could increase the longitudinal and lateral throwing
displacement of soil particles and straw and increase the blade–soil–straw interaction, while there
was no directional effect on the vertical motion. The lateral movement of soil particles decreased
with increasing soil particle depth. The stubble-crushing operation allowed the exchange of deep
and shallow soil layers, as well as the burial of straw. Plain, straight stubble-crushing blades with a
rotary speed of 540 rpm were able to form the optimal seeding row with a width of 80.86 mm. The
simulation results were useful for assessing the design solutions of high-speed rotational tools and
evaluating seedbed preparation practices.

Keywords: stubble-crushing; plain straight blade; DEM-CFD; dynamic motion; seedbed preparation;
strip tillage

1. Introduction

Conservation agriculture is an idea with expanding global adoption due to its po-
tential for soil conservation and increased crop productivity [1–3]. The core principles
of conservation agriculture include adequate retention of straws, minimum soil distur-
bance, and diversified crop rotation [4], the first two leading to increased soil surface straw
loads [5]. In conservative agricultural systems, excessive straw remaining in the fields has
been a yield-limiting problem. Therefore, mechanized technology for managing straws is
necessary to ensure the quality of no and minimum tillage and straw returning operations
in a conservation agriculture system. Northeastern China is the main crop-producing area
of the country [6], and maize is one of the most important grain crops, which is cultivated
in areas of 12.06 × 106 ha, while generating an enormous amount of straw each year.

Under the straw returning and mulching management model, the terrain is complex,
with a large amount of straw and stubble. Therefore, treating straw is crucial after fall
harvest or before planting in the spring, or to plough the land as little as possible. Strip
tillage, the procedure of placing seed into narrow furrows and limiting soil inversion, is
relatively new, having been first evaluated in the early 1990s [7]. This tillage mode, shown
in Figure 1, confines tillage to a narrow strip where the crop will be planted and divides
the cropping system into two distinct adjacent rows: tilled and untilled [8]. Tillage within
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the crop row can create a finer seedbed [9], and the untilled zone between rows maintains
no-tilled states. Compared with traditional integrated tillage and rotational tillage, strip
tillage has less soil disturbance, higher operational efficiency for soil water storage and
moisture conservation, and improvement of the ground temperature of the seedbed, which
could significantly improve the quality of subsequent seeding [10]. A high-quality strip
crop row improves seed emergence rate, shortens emergence time, and then improves crop
yield. Strip tillage, according to Al-Kaisi and Yin [11] and Gathala et al. [12], could help
intensify dry land cropping by reducing land fallow and ensuring adequate yields, while
also reducing greenhouse gas emissions and improving energy efficiency.
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agriculture system.

Evidence indicates the critical soil engaging component is the blade [13]. In strip-till
under-conservation agriculture system, stubble-crushing blades cut through crop straw and
soil during the stubble-crushing operation. Soil and straw displacement are the highlights
of the relevant literature. Fang et al. [14,15] analyzed the soil macroscopic and fine motion
behavior and the displacement of rice and wheat straw in the rototilling process, which
helped us to understand the interaction of the rotary blade, soil, and straw. To address
the issue in the working process of strip tillage seeders, Zhao et al. [16] examined the
effect of different edge–curve geometries on soil disturbance characteristics. Overthrowing,
on the other hand, may degrade the quality of rotary strip tillage seedbed furrows. The
effectiveness of seed germination was shown to be decreased when too much dirt was
dumped out of the furrow, leading to a lack of soil cover over the seeds and a propensity to
coat the furrow (resulting in a thin layer of compacted soil). In stubble-crushing operations,
the high-speed rotation of the driven blades creates a non-negligible airflow around them.
Airflow has a great influence on the motion of soil and straw, while airflow generated by
high-speed rotational tools has not been considered. Under the condition of straw returning,
the effect of soil and straw throwing separation affects the sowing zone environment and
increases working resistance and power consumption. Hence, it is of great significance to
explore the mechanism of throwing separation of soil and straw.

The numerical method has demonstrated considerable advantages over analytical
and experimental methods in investigating soil–tool interaction problems, being less time-
consuming and more capable of studying the complex geometry of soil-engaging tools [17].
It is becoming common practice to use the discrete element method (DEM) for numerical
modeling in order to accurately predict soil dynamics [18–20]. A soil–tool–straw interaction
DEM model was developed using the discrete element method to reproduce the soil bin
test [21]. The DEM model was validated using experimental results by simulating the effect
of narrow point opener geometry on soil disturbance and cutting [22]. Zhao et al. [16]
used the discrete element method (DEM) to examine the effects of different edge–curve
geometries on torque requirements and soil disturbance characteristics. Fang et al. [14]
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studied the macro- and meso- movements of soil particles during rotary tillage with the help
of DEM simulation. The flow field generated by the high-speed rotation of blades cannot be
simulated by DEM softwares, despite the fact that it can be used to obtain some microscopic
data that cannot be collected in a real test. Computational fluid dynamics (CFD) has also
become a widely used and highly valued engineering tool among agricultural researchers
for simulating fluid flow, the characterization of flow fields, and revealing fluid phase
mechanisms for sustainable development [23]. To describe detailed dynamic information,
including particle velocity, instantaneous forces acting on each particle by airflow, and
interaction between gas–solid phases, discrete element method and computational fluid
dynamics (DEM-CFD) techniques have been combined [24]. By the DEM-CFD coupling
method, the purpose of forming a flow field by simulating the high-speed rotation of blades
can be achieved.

Bent blade and plain straight blade are the two main types used for strip tillage. For
a variety of reasons, the use of bent blades might result in an increased amount of soil
being thrown out in untilled crop rows [13]. A plain straight blade is more compatible with
the requirements of strip tillage to reduce soil disturbance. Therefore, the objective of this
study was to investigate the effect of rotary speed and airflow on soil and straw throwing
processes in plain straight blade operation based on the fluid–solid coupling simulation
model of the strip-till under-conservation agriculture system.

2. Materials and Methods
2.1. Development of Coupling Contact Model

The discrete element method simulates the process of motion propagation in a collec-
tion of particles. The particle motion will inevitably cause mutual collisions between the
particles, and the particles will inevitably generate force between them. A contact model
describes how elements behave when they come into contact with each other. The discrete
element method, which is based on contact mechanics and elastoplastic analysis of granular
materials under quasi-static circumstances, relies heavily on the contact model. Particle
trajectories are calculated analytically from forces and moments applied to them, which
are then determined by the trajectory of those particles during testing. To increase the
accuracy of the simulation findings, distinct contact types must be constructed for different
simulation objects.

Hertz–Mindlin (no slip) is the default contact model added between soil and blade. In
this model, both normal and tangential forces have damping components, where the damp-
ing coefficient is related to the recovery factor. The tangential friction follows Coulomb’s
law of friction, and the rolling friction is implemented as a directional constant torque
model independent of the contact.

To describe the cohesion of agricultural soils, in addition to the Hertz–Mindlin (no
slip) contact model between soil particles [25–27], considering the strong cohesion prop-
erties between clay particle, the Hertz–Mindlin with bonding (HMB) contact model was
added [28–30]. This contact model is applied to bond the particles to simulate the surface
straw as well as the root stubble model after the straw was crushed and returned to the
field. In the HMB contact model, a “binder” is added between the particles to bond them
together. This “binder” is capable of withstanding normal and shear displacements, and the
bond is broken when normal and shear stresses exceed their limits. The moisture content
is determined by the bonded radius and density under this model, shown in Figure 2,
satisfying the following relationship:

ωs =
ρWVw

ρsVs
(1)

Vs =
4
3

πR3
P (2)
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Vw =
4
3

πR3
B −

4
3

πR3
p (3)

where ωs, Vs and ρs are, respectively, moisture content, volume (mm3), and density
(g·mm−3) of soil particle. Vw and ρw represent the volume (mm3) and density (g·mm−3) of
water. RB and RP are the bonded radius (mm) and soil particle radius (mm), respectively.
Under the condition of known water density, the soil moisture content and soil density
were measured, and the water volume was obtained by Equation (1). Furthermore, the
soil particle radius was measured, and the bonded radius was calculated by Equation (3).
Therefore, the definition of particle density and particle bonded radius in the HMB model
indirectly reflected the particle moisture content.
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Figure 2. The bond relationship between the wet soil particles.

A Hertz–Mindlin with the JKR (Johnson–Kendall–Roberts) cohesion contact model,
based on the Johnson–Kendall–Roberts theory [31], was added between the stubble and
soil [32–36] to simulate crop growth.

The model was imported into the CFD software (Fluent 17.0, ANSYS, Canonsburg,
PA, USA) module to establish the interaction between the stubble-crushing blade and
airflow. A workflow of the CFD-DEM coupling process is presented in Figure 3. In the CFD-
DEM coupling model, no complex energy transfer processes are involved, so only mass
conservation and momentum conservation equations (Navier–Stokes equations) are used
in this simulation to describe the continuous gas phase. The equations for the gas-phase
mass and its momentum conservation, respectively, are given as follows:

∂ερ

∂t
+∇ · ρε

→
u = 0 (4)

∂ερ
→
u

∂t
+∇ · (pε

→
u
→
u ) = −ε∇p +∇ ·

(
ε
→
τ
)
+ ρεg−

→
F p f (5)

where ρ is the fluid density, ε is the fluid volume fraction without the CFD mesh,
→
u is the

fluid velocity, p is viscous stress tensor, and
→
F p f is total force density due to the presence

of particles.
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The k-ε turbulence model was developed based on Boussinesq’s assumption of
isotropic eddy viscosity coefficient—Reynolds stress is proportional to the average ve-
locity gradient. The working condition was turbulent, and the RNG (renormalization
group) k-ε turbulent flow energy dissipation rate model was used [37–40]. The transport
equation and turbulent viscosity equation were
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where xi, xj are components of displacement in i and j directions; αk αε are turbulent
kinetic energy k and dissipation rate ε corresponding Prandtl number, αk = αε = 1.39; ueff
represents correction parameters; ui, uj are components of velocity in i and j directions; εt
represents turbulent dissipation rate; µ, µt are turbulent viscosity coefficient and viscosity;
Eij is mainstream time average strain rate, and η is strain rate; C1ε, C2ε, Cµ are empirical
constant; C1ε = 1.42, C2ε = 1.68 and Cµ = 0.0845; η0, βk−ε represent constant.

2.2. Simulation Model Development and Parameters

To simulate the interaction between soil particles, maize straw, maize stubble, and
plain straight blades, a simulation model was developed in EDEM 2018TM software (DEM
Solutions, Edinburgh, UK), which consisted of blades and a soil bin containing maize straw
and stubble model composition.
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In order to ensure the spatial adequacy, a virtual soil bin model of 1500 mm
long × 400 mm wide × 150 mm deep was created using default circular particles, which
were made up of 4 mm radius (selected based on available computation time), and soil
particles were randomly generated and settled to reach an equilibrium state in soil bin.
Black soil (clay loam) in Northeast China was used for this modeling. The maize straw
piece hollow model was created using the 3D modeling software SolidWorks 2016 (Dassault
Systemes, Suresnes, France), imported into EDEM 2018TM, and the position of the straw
model was adjusted by Reposition under Geometry. Straw models were filled by default
circular particles of 1.5 mm in radius. Six straw pieces were placed on the soil surface
as straw tracers. An additional 110 straw pieces, which were straws with lengths of 50,
75, and 100 mm and radii of 10, 12.5, and 15 mm, respectively (suggested by [28,34,41]),
were randomly spread on the surface to achieve the same straw cover in mass as in the
validation tests. The geometric model surface of stubble was designed as suggested by
Wang et al. [42]. Four maize root stubbles, each with a spacing of 30 mm, were generated by
combining the solid and virtual stubble geometry model and placed uniformly in the soil
bin. The geometric models of the straw and stubble overlapped with the virtual surface,
and the geometric model surface was deleted when the particles filled the geometric model
(the soil bin, straw, and stubble models in Figure 4a). The plain straight rotary blade used
for strip tillage was adopted in this study, as shown in Figure 5. A three-dimensional model
of the stubble-crushing blade (density of 7865 kg·m−3) was established in the Catia V5
software (Dassault Systemes, Suresnes, France), and then imported into the ICEM software
for dynamic meshing, and the dynamic meshed stubble-crushing blade was imported into
the EDEM 2018TM to establish the interaction model of the coupling field. The EDEM
2018TM was coupled with Fluent 17.0 using the udf coupling interface, and a flow field area
of 1500 × 400 × 1000 mm in length × width × height was created in Fluent 17.0 by adding
a natural wind of 3 m·s−1 in the direction opposite to that of the stubble-crushing blade
movement (Figure 4b). Three cylindrical air layers of 230 mm radius and 6 mm thickness
were added around the stubble-crushing blade so that the blades were placed in them. The
parameters to be determined for the soil–straw–stubble–blade interaction model are shown
in Table 1.
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Table 1. Simulation model key parameters.

Objects Parameters and Units Values

Soil

Poisson’s ratio 0.41
Shear modulus (MPa) 1.24 × 106

Density (kg·m−3) 2150
Coefficient of rolling friction 0.2
Coefficient of static friction 0.3

Coefficient of restitution 0.6
Critical normal stress (kPa) 200
Critical shear stress (kPa) 68

Normal contact bond stiffness (N·m−1) 3.4 × 108

Shear contact bond stiffness (N·m−1) 1.5 × 108

Moisture 20 ± 1%

Straw

Poisson’s ratio 0.4
Density (kg·m−3) 241

Shear modulus (MPa) 1
Shear modulus (MPa) 0.6

Coefficient of static friction 0.01
Coefficient of static friction 0.3
Critical normal stress (kPa) 8.72 × 103

Critical shear stress (kPa) 7.5 × 103

Normal contact bond stiffness (N·m−1) 9.6 × 106

Shear contact bond stiffness (N·m−1) 6.8 × 106

Stubble

Bonded radius (mm) 1.79
Poisson’s ratio 0.33

Density (kg·m−3) 107.64
Shear modulus (MPa) 6.293

Coefficient of restitution 0.6
Coefficient of rolling friction 0.21
Coefficient of static friction 0.573

Bond radius (mm) 1.7
Critical normal stress (kPa) 500
Critical shear stress (kPa) 500

Normal contact bond stiffness (N·m−1) 1.034 × 106

Shear contact bond stiffness (N·m−1) 1.034 × 106

Blade
Shear modulus (MPa) 7.9 × 104

Poisson’s ratio 0.3

Soil-stubble

Coefficient of restitution 0.60
Coefficient of static friction 0.60

Coefficient of rolling friction 0.02
Surface energy (J·m−2) 10

Soil-blade
Coefficient of restitution 0.6

Coefficient of static friction 0.313
Coefficient of rolling friction 0.107
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Table 1. Cont.

Objects Parameters and Units Values

Straw-blade
Coefficient of static friction 0.3

Coefficient of rolling friction 0.01

Stubble-blade
Coefficient of static friction 0.6

Coefficient of rolling friction 0.02

The time step is the amount of time between iterations in the EDEM 2018TM (com-
putational particle and contact between particles and geometry). In the process of soil
particle generation, the fixed time step was 8.2 × 10−5 s (less than 20% of the Raileigh time
step [28]). The Rayleigh time step is the time taken for a shear wave to propagate through a
solid particle [43], which was set to 5.47 × 10−4 s. The soil particles generation time was set
from 0 to 6 s, and the settling time was 1 s. The generation times of the maize straw pieces
and root stubbles were 1 s, respectively. Based on this, the airflow–soil solid coupling field
of the stubble-crushing blade operation was established.

2.3. Simulation Experiment

The two-factor experiment was designed as a randomized complete block with four
replications [44,45]. The experimental factors were the rotary speed of the blade and
the presence or absence of airflow. In addition, the blade rotary speeds were set to 270,
540, 720, and 810 rpm (including the high and low output shaft cutter roll speeds of the
tractor). The airflow layer interacting with the blade (the airflow rate was directly output
in the Fluent17.0 software) was set in the Fluent17.0 software, and the Coupling Server
module in the EDEM 2018TM was started for coupling simulation. At the same time, a
separate simulation of the operation of the blade was performed in the EDEM 2018TM. The
experimental indicators were the lateral displacement of soil particles and straw particles
(perpendicular to the driving direction of the tractor), vertical displacement, longitudinal
displacement (opposite to the driving direction of the tractor), lateral velocity, longitudinal
velocity, and vertical velocity. The average value of the indicators was used as the final
experimental result of each group of experiments.

2.4. Model Monitoring

Throughout the simulation, soil particles were monitored by coloring them red. In
the study of soil particles, since the operating depth of the stubble-crushing blade was
80 mm, the soil particles at each depth were marked in layers, which were 0, 20, 40, 60,
and 80 mm, and four locations were randomly marked at each depth, and the straw model
was randomly marked in four places on the surface, as shown in Figure 4c. The X, Y,
and Z directions were defined as longitudinal (opposite to the working direction), lateral
(perpendicular to the working direction), and vertical directions, respectively. The dynamic
motion (displacement and velocity) of the marker in each of the three directions during the
blade stabilization operation was output using the built-in post-processing module in the
EDEM 2018TM. The simulation process is shown in Figure 6.
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2.5. Field Experiment

In order to obtain the airflow velocity around working-blade and validate DEM-
CFD model, the field test was conducted at the research farm (44◦04′~46◦40′ N and
125◦42′~130◦10′ E) of the Northeast Agricultural University located in the Heilongjiang
Province of northeastern China in October 2020. This region has a typical temperate conti-
nental monsoon climate and shows a continental climate, with a short hot period during
summer and a long cold period during winter. The mean annual precipitation is 569.1 mm
and more than 60% of precipitation occurs from June to September. The average annual
potential evapotranspiration is 1009 mm (1971–2000) and markedly exceeds annual pre-
cipitation. Soil in the northeast is typically black soil with a clay loam texture containing
36.0% sand, 24.5% silt, and 39.5% clay [46]. The average soil moisture content of the culti-
vation layer within 80 mm of the experimental site was 20 ± 1%, and the average moisture
content of maize root stubble is 184.3% (d.b). Prior to the tillage tests, the field had been
used for maize with a ridged culture under a conservation tillage system. The distance
between two adjacent ridges was 650 mm. Before the test, straws were returned to the
field. The average stubble height on the ground was 110 mm, and the straw coverage was
1.031 kg·m−2. The average moisture content of soil, straw, and stubble was 20.5%, 19.4%,
and 43.9%, respectively.

The field test is shown in Figure 7. A single test rotor was fitted with twelve blades
and set to cut maize straws and stubbles on the ground. A double-row stubble-crushing
implement fitted with two rotors assembly was pulled by a Benye 454 Tractor (45 hp,
Ningbo Benye Tractor & Automobile Manufacturing Co., Ningbo, China). The forward
travel speed was kept constant at 0.56 m·s−1, as was the rotor rotational speed at 810 rpm
(equivalent to the rotational speed of the high-grade output shaft of the tractor). The test
was repeated four times. Each test area was divided into an experimental area of 10 m and
a preparation area of 5 m. The equipment was driven into the experimental area when the
tractor traveling speed was kept constant at 0.56 m·s−1 in the preparation area.
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Figure 7. Apparatus of field experiment: (a) actual installation of air volume meter; (b) experimental
devices; (c) electrical device connection.

Since the soil and straw thrown during the operation would hit the wind meter, we
measured the wind speed data before the official test. A digital fractional wind meter (man-
ufactured by Sigma Instruments Group Ltd., Hong Kong, with an accuracy of 0.001 m·s−1)
was installed on the stubble-crushing implement frame prior to the field experiment to
measure and record the wind speed around the blades during the idling operation. Dur-
ing the operation of stubble-crushing blades at high-speed, blades can cut maize stubble,
straws, and soil. The patterns of cutting and throwing are not possible to observe with the
naked eye. Consequently, following Lee et al. [47] and Matin et al. [48], a high-velocity
camcorder was used to catch symbolism-permitting representation of these examples. The
video camera (Phantom V5.1, Vision Research Inc, Wayne, NJ, USA) was fitted to capture
the images (1200 frames·s−1, 1024 × 1024 dpi) of the process of throwing actions that help
validate the simulation test results. The images were acquired on a laptop as RAW3 files
using Phantom® Camera Control Application software (2.8, Vision Research Inc, Wayne,
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NJ, USA) during the test runs. The images were analyzed with Promon Studio software
(Vision Research Inc, Wayne, NJ, USA).

3. Results and Discussion

The dynamic displacement and velocity of soil particles with depths of 0, 20, 40, 60,
and 80 mm and straw were extracted in EDEM 2018TM, and the average velocity and
displacement of four random soil particles at each depth and four random straws at the
surface in different directions were taken for treatment. The processed experimental data
were subjected to ANOVA, as shown in Table 2.

Table 2. Analysis of variance (F-test) of measured data.

Source of Variation Degree of Freedom Soil F-Value

X-Displacement Y-Displacement Z-Displacement X-Velocity Y-Velocity Z-Velocity

Rotary speed, A 3 1.434 ns 0.153 ns 5.449 ** 3.696 ** 0.041 ns 0.126 ns

Airflow, B 1 1.818 ns 1.112 ns 0.337 ns 2.496 ns 0.177 ns 0.074 ns

AB 3 0.823 ns 0.096 ns 0.322 ns 0.078 ns 0.027 ns 0.101 ns

Error 32

Source of Variation Degree of Freedom Straw F-Value

X-Displacement Y-Displacement Z-Displacement X-Velocity Y-Velocity Z-Velocity

Rotary speed, A 3 1.811 ns 1.102 ns 0.028 ns 0.232 ns 0.042 ns 0.011 ns

Airflow, B 2 3.830 * 1.379 ns 0.113 ns 0.653 ns 0.228 ns 0.001 ns

AB 2 0.247 ns 0.003 ns 0.074 ns 0.088 ns 0.009 ns 0.027 ns

Error 152

‘*’ means significantly different at p < 0.05; ‘**’ means significantly different at p < 0.01; ‘ns’ means not significantly
different at p > 0.05.

3.1. Testing Results and Model Validation

The field test airflow velocity was compared with the simulated airflow velocity. From
the results of the field test, the airflow velocity around stubble-crushing blades was in the
range of 0.602~4.988 m·s−1 during the operation, and the airflow velocity in the simulation
test was in the range of 0.613~4.85 m·s−1. The airflow velocity set in the simulation test was
basically the same as the surrounding airflow velocity during the operation of the plain
straight stubble-crushing blade in the field test.

As obtained from the shooting results taken from the field high-speed camera test,
the soil particles and straw on the ground surface were mainly thrown in the longitudinal
direction. The longitudinal displacement and velocity of soil and straw were obtained in
the DEM and the DEM-CFD coupled field, respectively. The correlation between simulated
and measured values is given in Figure 8. The results obtained from the coupled models
all lie above y = x. This indicates that the airflow action can increase the longitudinal
displacements and velocities of the soil and straw, especially straw, which will accelerate the
throwing motion and lead to an increase in the throwing range. The results in Figure 8a,c,e,g
show that a better correlation was obtained between the DEM-CFD simulated and measured
longitudinal motions, while a fair correlation was obtained between the measured and
DEM simulated longitudinal motions (shown in Figure 8b,d,f,h). The correlation between
the DEM simulated and measured straw longitudinal velocity was extremely poor. This
meant that airflow did affect the accuracy of simulation results. Overall, the simulation
results of the DEM-CFD coupled model showed better correlation with the results of the
field tests compared with those DEM simulation model. Thus, the coupling simulation test
can simulate the soil and straw thrown trend during operation.
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lation of the soil was higher than that of the straw, with an average relative error of 7.5% 
for the former and 17.8% for the latter. The results of the longitudinal displacement of soil 
and straw were more accurate, which was attributed to the fact that the extraction of ve-
locity during the software processing was based on the change of displacement, which 
was the average velocity at the stage time instead of the instantaneous velocity. This had 
some deviation from the actual velocity variation, but it could reflect the velocity variation 
tendency of straw and soil and provide data support for the test results. On the whole, the 
model had an average relative error of 7.3% as compared to the testing results, which was 
lower than the 24.9% relative error of the analytical models in predicting soil forward dis-
placement, as proposed by Fang et al. [14]. Therefore, the model was considered to be 
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Figure 8. Correlation of longitudinal motion between the measured and simulated: (a,b) soil dis-
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The overall determination coefficient (R2) value of the longitudinal motion of straw is
lower than that of soil due to the instability of straw throwing during stubble-crushing blade
operation. The accuracy of the longitudinal motion results in the DEM-CFD simulation
of the soil was higher than that of the straw, with an average relative error of 7.5% for
the former and 17.8% for the latter. The results of the longitudinal displacement of soil
and straw were more accurate, which was attributed to the fact that the extraction of
velocity during the software processing was based on the change of displacement, which
was the average velocity at the stage time instead of the instantaneous velocity. This had
some deviation from the actual velocity variation, but it could reflect the velocity variation
tendency of straw and soil and provide data support for the test results. On the whole,
the model had an average relative error of 7.3% as compared to the testing results, which
was lower than the 24.9% relative error of the analytical models in predicting soil forward
displacement, as proposed by Fang et al. [14]. Therefore, the model was considered to be
reasonably accurate in the simulation of soil–tool–straw interaction with airflow conditions.
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3.2. Simulation of Soil and Straw Dynamics Displacements
3.2.1. Longitudinal Displacement

From the simulation test results (Figure 9), as the rotary speed of stubble-crushing
blades increased from 270 to 540 rpm, the average longitudinal displacement of soil particles
increased by 16.6% and that of straw by 89.9%. As the stubble-crushing blade speed
increased from 540 to 720 rpm, the average longitudinal displacement of soil particles
increased by 19.9%, while the average longitudinal displacement of straw increased by
106.8%. From 720 to 810 rpm, the average longitudinal displacement of soil particles
increased by 17.3% and that of straw by 98.2%. Fang et al. [49] also observed that straw
forward displacement was significantly larger than that of soil. Accordingly, increasing
stubble-crushing blade rotary speed would increase the longitudinal throwing of soil
and straw, which was the main throwing direction of soil and straw in stubble-crushing
operations. According to Hendrick and Gill [50], the rotary speed of the blade influences
soil throwing by affecting the soil acceleration. An increase in rotary speed results in a
greater acceleration of soil particles, leading to more throwing.
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different rotary speeds.

The average longitudinal displacement of the soil particles decreased by 13% when
the soil depth increased from 0 to 20 mm, by 13.7% when the soil depth increased from
20 mm to 40 mm, by 15.1% when the soil depth increased from 40 mm to 60 mm, and by
8.8% when the soil depth increased from 60 mm to 80 mm. Therefore, with the increase
in soil depth, the longitudinal displacement of soil particles gradually decreased, and the
longitudinal displacement of shallow soil was the largest, while the displacement of deep
soil was the smallest. Therefore, most of the longitudinal soil thrown farther during the
stubble-crushing operation was shallow soil.

As shown in Table 2, the presence or absence of airflow has a significant effect on straw
displacement in X direction. Compared with no airflow, the longitudinal displacement of
soil particles increased by 19.1% and the longitudinal displacement of straw increased by
335.9% under all of the working conditions with airflow. The effect of airflow on soil and
straw throwing in stubble-crushing operation cannot be ignored. In summary, the lower
the rotary speed of stubble-crushing blades, the smaller the loss of soil moisture, but this is
not conducive to the separation of soil and straw throwing, so the maximum and minimum
rotary speed were not the optimal choices.
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3.2.2. Lateral Displacement

According to the simulation results (Figure 10), the average lateral displacement of soil
particles increased by 31.5%, and the average lateral displacement of straw increased by
217.8% when the rotary speed of the stubble-crushing blades increased from 270 to 540 rpm.
The average lateral displacement of soil particles increased by 14%, while the average lateral
displacement of straw increased by 83.5%, when the rotary speed was raised from 540 to
720 rpm. The average lateral displacement of the soil particles increased by 20.3%, while
the average lateral displacement of the straw increased by 61.3% when the rotary speed
was raised from 720 to 810 rpm. Matin et al. [48] also reported an increasingly high amount
of soil being thrown out of the furrow with greater rotary speed. Therefore, when the
rotary speed rose, the lateral displacement of soil and straw also increased noticeably. This
result showed that increasing rotary speed may greatly enhance the interaction between
the blades, soil, and straw, aggravating the disturbance of soil and straw.
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The average lateral displacement of soil was reduced by 23.4% as the soil depth
increased from 0 to 20 mm, and by 6.3% as the soil depth increased from 20 to 40 mm. The
average lateral displacement of the soil particles also fell by 6.3% as the soil depth climbed
from 40 to 60 mm. The average lateral displacement of the soil particles decreased by 32.9%
when the soil depth was increased to 60 mm, and by 43.8% when it was increased from
60 mm to 80 mm. This is consistent with the findings of Fang et al. [14] that the lateral
displacement of soil would be significantly reduced with an increase in soil depth. The
lateral displacement of deep soil during the operation was minimally likely because the
interaction between surface soil and lateral undisturbed soil was relatively weak, and as the
soil depth increased, the force of lateral undisturbed soil on thrown soil increased. Therefore,
the rotary speed should be suitably decreased to produce less lateral soil disturbance and
lower power consumption.

3.2.3. Vertical Displacements

According to the test results (Figure 11), when the rotary speed of stubble-crushing
blades was raised from 270 to 540 rpm, the average vertical displacement of the soil
particles increased by 17.9% and that of straw decreased by 1.2%. However, when the
rotary speed was raised from 540 to 720 rpm, the average vertical displacement of the soil
particles decreased by 26.1% and that of the straw decreased by 1%. The average vertical
displacement of the soil rose by 3.2% and that of the straw dropped by 2.1% when the rotary
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speed was raised from 720 to 810 rpm. The vertical displacement of soil particles was not
significantly affected by the rotary speed of the stubble-crushing blades. This is different
from the higher rotary speed soil being thrown higher, as reported by Matin et al. [51], and
may be related to the different soil types and working conditions. The findings suggest
that increasing the rotary speed of the stubble-crushing blades will result in the disorderly
vertical distribution of soil particles, while the final position of straw will definitely be
lower than in the initial position. Thus, stubble-crushing operation may accomplish a
specified soil covering of straw on the ground surface.
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When the soil depth increased from 0 to 20 mm, the average vertical displacement of
the soil particles decreased by 24.2%. When the soil depth increased from 20 to 40 mm, the
average vertical displacement of the soil particles decreased by 3.4%. When the soil depth
increased from 40 to 60 mm, the average vertical displacement of the soil particles increased
by 12.6%. Therefore, after the operation of stubble-crushing blades, the displacement of
shallow soil will decrease and the displacement of deep soil will increase, resulting in the
exchange of the deep and shallow soil layers and the change of soil layers. In conclusion,
when the rotary speed of the stubble-crushing blades was 540 rpm with airflow action, the
lateral displacement of the straw was analyzed. The statistics of the covered straw particles
indicated that 12.5% of the total number of straws in the area were covered. Therefore,
the majority of straws were disrupted in the lateral direction, and this operating condition
aided in the establishment of a more effective seeding row.

To ensure a smaller lateral displacement of soil, the straight stubble blade angular
speed should be reduced, but reducing blade rotary speed reduces the lateral displacement
of straw. Considering the operation effect of the plain straight stubble-crushing blades, the
better rotary speed is determined as 540 rpm, and the average unilateral lateral displace-
ment of the soil is 40.43 mm, and the average unilateral lateral displacement of the straw is
102.46 mm. Therefore, the optimal sowing width of 80.86 mm can be formed, in theory.

3.3. Simulations of Soil and Straw Dynamics Velocities
3.3.1. Longitudinal Velocities

According to Table 2, the rotary speed of blades has a substantial (p < 0.05) influence
on the X-direction velocity of soil particles. When the stubble-crushing blades speed
increased from 270 to 540 rpm, the average longitudinal velocity of soil particles increased
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by 20% and the average longitudinal velocity of straw increased by 118.8%; when the
rotary speed increased from 540 to 720 rpm, the average longitudinal velocity of the soil
particles increased by 14.7% and the average longitudinal velocity of the straw increased
by 108.9% (Figure 12); when the stubble-crushing blades rotary speed increased from 720
to 810 rpm, the average longitudinal velocity of soil particles increased by 16.8% and the
average longitudinal velocity of straw increased by 38.8%, indicating that the rotary speed
had an effect on the longitudinal velocities of the soil and the straw, with the effect on the
longitudinal velocity of straw being more pronounced than that of the longitudinal velocity
of soil. Increasing the rotary speed will boost the longitudinal throwing motions of the
soil and the straw, which is also the primary throwing direction during stubble-crushing
operations.
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The average longitudinal velocity of the soil particles fell by 19.7% as the soil depth
increased from 0 to 20 mm, by 17% as the soil depth increased from 20 to 40 mm, by 23.7%
as the soil depth increased from 40 to 60 mm, and by 8.3% as the soil depth increased
from 60 to 80 mm. Therefore, the longitudinal velocity of the soil had a clear tendency to
decrease with increasing soil depth, most likely because the interaction force between soil
particles increased with the increasing soil depth and shallow soil impeded the vertical
motion of deep soil, resulting in the weakening of the longitudinal motion of deep soil.
Consequently, during stubble-crushing operations, shallow soil particles were mostly
thrown at a greater distance, while deep soil particles were primarily thrown closer. To
accomplish the separation motion of soil and straw, it is necessary to raise the blade rotary
speed. This would, however, enhance the impact of blades on soil and straw, and the
increased rotary speed would reflect the increased impact.

3.3.2. Lateral Velocities

The average lateral velocity of the soil particles increased by 60% and the average
lateral velocity of the straw increased by 85.5% when the stubble-crushing blade rotary
speed increased from 270 to 540 rpm (Figure 13). The average lateral velocity of the soil
particles increased by 47.5% and the average lateral velocity of the straw increased by 79.2%
when the rotary speed increased from 540 to 720 rpm. When the rotary speed was increased
from 720 to 810 rpm, the average lateral velocity of the soil particles increased by 28.9%
and the average lateral velocity of the straw increased by 74.7%. This shows that increasing
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the rotary speed of the stubble-crushing blades will enhance the lateral throwing motions
of soil and straw.
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The average lateral velocity of the soil particles dropped by 29.3% as the soil depth
increased from 0 to 20 mm, by 15.5% as the soil depth increased from 20 to 40 mm, by
43.23% as the soil depth increased from 40 to 60 mm, and by 67.8% as the soil depth climbed
from 60 to 80 mm. Therefore, as the soil depth increased, the lateral velocity of the soil
tended to decrease. This is likely because, as soil depth increases, the interaction force
between the soil increases, which influences the trend of mutual motion between the soil
particles and weakens the lateral motion of the soil. Therefore, the soil disturbed to the
far sides during the stubble-crushing operation is mostly shallow soil, whereas the soil
affecting the stubble-crushing operation region is often deep soil. In conclusion, if the
lateral velocity of the soil is assured to be low (as a result of the weak contact between the
stubble-crushing blades and the soil), the stubble-crushing blade rotary speed should be
decreased, but this decreases the lateral velocity of straw. When the interaction between the
stubble-crushing blades and the soil is poor, it is possible to create greater straw movement.

3.3.3. Vertical Velocities

According to the test results (Figure 14), the average vertical velocity of the soil
particles increased by 15.5% and the average vertical velocity of the straw increased by
46.3% when the stubble-crushing blade speed was increased from 270 to 540 rpm. However,
the average vertical velocity of the soil particles decreased by 75.5% and the average vertical
velocity of the straw decreased by 9.5% when the rotary speed was increased from 540
to 720 rpm. The effect of the rotary speed on the vertical velocities of the soil and the
straw was, thus, non-directional, and increasing stubble-crushing blades speed did not
necessarily increase the vertical velocities of soil and straw.

The average vertical velocity of the soil particles decreased by 5.3% as the soil depth
increased from 0 to 20 mm, by 79% as the soil depth increased from 20 to 40 mm, by 65.7%
as the soil depth increased from 40 to 60 mm, and by 109.1% as the soil depth increased from
60 to 80 mm. Therefore, as the soil depth increased, the vertical velocity of the soil particles
tended to decrease. This is likely because, as the soil depth increases, the interaction
force between the soil increases, and the shallow soil will impede the vertical motion of
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the deep soil, resulting in the weakening of the deep soil vertical motion. Consequently,
during stubble-crushing operations, the shallow soil is primarily thrown to a higher height,
whereas the deep soil typically returns to the surface after being thrown to a lower height.
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The longitudinal direction was the main throwing direction of soil and straw in the 
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displacement and velocity of soil and straw increased evidently, which facilitated straw 
burial and soil layer exchange. The stubble-crushing blade rotary speed had no significant 
directional effect on the vertical motions of soil. After the stubble-crushing operation, the 
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Figure 14. Vertical velocities particles at different depths and surface straws at different rotary speeds
with or without air-flow.

4. Conclusions

In this study, a DEM-CFD model was developed to simulate the dynamic motion of
soil and straw at different rotary speeds. The results of the field high-speed camera tests
showed that the DEM-CFD coupling model established in this study could effectively and
accurately capture the dynamic motions of soil and straw during a stubble-crushing opera-
tion. The simulation results showed that airflow substantially affected the soil and straw
displacement and velocity. The airflow effect could accelerate the lateral and longitudinal
throwing of the soil and the straw and expand the throwing range with little effect on their
vertical position.

The longitudinal direction was the main throwing direction of soil and straw in the
stubble-crushing operation. As the rotary speed increased, the lateral and longitudinal
displacement and velocity of soil and straw increased evidently, which facilitated straw
burial and soil layer exchange. The stubble-crushing blade rotary speed had no significant
directional effect on the vertical motions of soil. After the stubble-crushing operation, the
displacement of the shallow soil would fall and the displacement of the deep soil would rise,
forming an exchange between the deep and shallow soil layers while achieving a certain
degree of surface straw cover. The effect of the rotary speed on the lateral displacement and
lateral velocity of the soil particles decreased with the increasing soil depth. After a stubble-
crushing operation, the displacement of the shallow soil would fall and the displacement
of the deep soil would rise, forming an exchange between the deep and shallow soil layers
and realizing the change of soil layers. At the same time, most of the longitudinal soil was
thrown further, which was shallow soil. In the field operation, the rotary speed should be
increased appropriately to increase the lateral displacement of the straw, which in turn
achieves the disturbance of the straw in the lateral direction. Taking into account the
separation of the soil and straw and the formation of the desired seeding row, plain straight
stubble-crushing blades with an angular speed of 540 rpm were able to form the optimal
seeding row with a width of 80.86 mm. This also helps to achieve the separation of soil and
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straw and creates good seed bed conditions. These results have implications for the future
design of improved components and their evaluation for strip tillage.
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Abstract: This paper discusses the robust trajectory tracking control of an autonomous tractor-trailer
in agricultural applications. Firstly, considering the model parameter uncertainties and various
disturbances, the kinematic and dynamic models of the autonomous tractor-trailer system are estab-
lished. Moreover, the coordinate transformation is adopted to convert the trajectory tracking error
into a new unconstrained error state space model. On this basis, the prescribed performance control
(PPC) technique is designed to ensure the convergence speed and final tracking control accuracy of
the tractor-trailer control system. Then, this paper designs a double closed-loop control structure.
The posture control level adopts the model predictive control (MPC) method, and the dynamic level
adopts the sliding mode control (SMC) method. At the same time, it is worth mentioning that the
nonlinear disturbance observer (NDO) is designed to estimate all kinds of system disturbances and
compensate for the tracking control system to improve the system’s robustness. Finally, the proposed
control strategy is validated through comparative simulations, demonstrating its effectiveness in
achieving robust trajectory tracking of the autonomous tractor-trailer system.

Keywords: tractor-trailer; trajectory tracking; prescribed performance; model predictive control;
robust sliding mode control

1. Introduction

With the gradual maturity and application of agricultural machineries’ automatic
driving technology based on the satellite navigation system, the automation level and
working efficiency of agricultural machinery have been greatly improved [1,2]. As the
main power machinery in agricultural production, research on autonomous control of
tractors has received extensive attention. To further enhance agricultural productivity and
autonomous operation, tractors are often connected to trailers through rigid shafts, forming
tractor-trailer systems that enable cost-effective transportation in material collection, load
carriage, crop harvesting, and so on [3]. Unfortunately, the nonlinear multi-body dynamics,
coupling effects, and various disturbances of the tractor-trailer lead to the complexity and
difficulty of modeling, and the uneven and harsh farmland working environment makes
its autonomous operation control very challenging.

At present, there have been successful research studies aimed at addressing the motion
control of tractor-trailers. Yuan et al. developed a trajectory tracking controller, based on
the backstepping technique, aiming to drive the multi-steering tractor-trailer mobile robot’s
states towards their desired trajectories that result in convergence [4]. Yue et al. proposed
an effective quintic polynomial-based trajectory planning approach combined with a robust
tube-based MPC method for an underactuated tractor-trailer system during lane change
maneuver [5]. Alipour et al. addressed the lateral and longitudinal slip of the wheel as
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a group of limited disturbances and designed a robust sliding mode trajectory tracking
controller based on the established nonlinear dynamic model [6]. Kassaeiyan et al. designed
a full-state trajectory tracking controller that ensures the asymptotic stabilization of the
output errors and enables tractor-trailer wheeled robots to follow the desired paths both in
forward and backward [7]. Murillo et al. presented a novel nonlinear mathematical model
of an articulated tractor-trailer system, which can be used to combine with receding horizon
techniques to enhance the performance of path tracking tasks of articulated systems [8].
Shojaei et al. drew a neural adaptive PID tracking controller to guarantee that the tracking
errors exponentially converge to an arbitrary small ultimate bound with a prespecified
maximum overshoot and convergence rate [3].

The coordinated tracking control of the posture and dynamic of tractor-trailer systems
is a critical control strategy that requires careful consideration of both kinematics and dy-
namics. Liu et al. proposed a composite control strategy that integrates a posture controller
based on the MPC method and a dynamic controller based on the SMC method [9]. Zhang
et al. researched the robust trajectory tracking control method of driverless vehicles and
designed a hierarchical control framework based on conditional integral algorithm, which
is composed of kinematic controller and dynamic controller [10]. Liao et al. proposed an
integrated dynamic model that includes several critical factors, such as chassis kinematics,
chassis dynamics, wheel-ground interaction, and wheel dynamics. Based on this model,
they developed a model-based coordinated adaptive robust controller that features three-
level designs for different parts of robot dynamics [11]. By effectively combining actor
critical multilayer neural networks with adaptive robust controllers, Elhaki et al. proposed
a unique intelligent prescribed performance output feedback multi-loop controller that
improves robustness through identification of various nonlinear parameter uncertainties
and external disturbances [12].

When towing trailers work in various complex environments, they will inevitably
encounter the internal and external disturbances and model parameter changes, which will
greatly reduce the performance of the controller and even lose the stability of the system.
Besides the previously mentioned anti-disturbance control methods, another effective
approach is to use a disturbance observer to identify and compensate for the observed
disturbances, thereby suppressing their effects on the system. To address the challenge
of accurately tracking specified paths with agricultural vehicles, Taghia et al. proposed a
sliding mode controller with a NDO [13]. Aiming at the influence of trailer mass change
on the stability of the tractor-trailer system, the trailer mass is estimated by the designed
deep neural network (DNN) [14]. Han et al. proposed a novel estimation system for
the hitch angle using the Kalman filter and deep-learning techniques [15]. Guevara et al.
reported the use of active disturbance rejection control (ADRC) with a dual-stage NDO
to improve the backward trajectory tracking performance of Generalized N-Trailers in no
ideal conditions [16].

Regarding problems related to performance constraints of tracking, the transient and
steady-state performances of the vehicle tracking control system have always been one of
the issues that scholars focus on [17]; they directly determine the control effect. For this
reason, Bechlioulis et al. proposed a prescribed performance control (PPC) method [18].
Its core idea is to manually set the performance envelope for the state (or error) of the
control system, and describe the transient (such as convergence speed, up-regulation,
down-regulation, etc.) and steady-state (such as control accuracy, etc.) performances of
the control system through the convergence characteristics of the performance envelope
function, so as to ensure that the prescribed tracking performance conditions are met
while achieving the control objectives. To develop an open-loop error dynamic model
based on the unconstrained filtered tracking error, a nonlinear transformation is used to
convert the constrained errors to unconstrained ones based on the prescribed performance
technique [19]. In the context of fixed configuration formation control of vehicles, Guo et al.
proposed a finite-time vehicle formation control method that considers prescribed transient
and steady-state performance constraints [20].
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To solve all the above problems, a high-performance robust tracking controller for an
autonomous tractor-trailer considering model uncertainties and disturbances is designed.
The main contributions and innovations of this work are summarized as follows:

(1) The kinematic and dynamic models of the autonomous tractor-trailer system are
established, taking into account model uncertainties and various disturbances. Moreover,
considering the nonholonomic characteristics of the tractor-trailer, the nonlinear transfor-
mation is used to convert the trajectory tracking error into a new unconstrained error state
space model. This greatly facilitates the design of a follow-up tracking controller.

(2) On this basis, this paper designs a double closed-loop control structure. The
posture control level adopts the standard MPC method, and the dynamic level adopts the
SMC method. At the same time, it is worth mentioning that the fast power reaching law
with second-order sliding mode characteristics is selected to reduce the chattering of the
traditional SMC method.

(3) Special application scenarios and complex working environments lead to signif-
icant model parameter changes and various disturbances in the tractor-trailer system.
Therefore, the NDO is designed to estimate all kinds of system disturbances and compen-
sate for the trajectory tracking control system of the tractor-trailer system to improve the
system’s robustness.

(4) Compared with many previous works [4–9,12,14–16], taking into account the
convergence speed and final tracking control accuracy in the transient and steady-state
performances, the PPC strategy is added to the front end of the double closed-loop controller
to ensure the effective implementation of the robust trajectory tracking control of the tractor-
trailer without any possible controller singularity.

This paper is organized as follows: Section 2 presents the kinematic and dynamic
models of the tractor-trailer system, the tracking error model, and the prescribed perfor-
mance function. Section 3 introduces the main results of this paper, including the design
of the posture and dynamic controller. Results and analysis are provided in Section 4 to
illustrate the effectiveness of the method proposed in this paper. Finally, Section 5 presents
brief conclusions.

2. Problem Statement
2.1. Kinematic Model of Tractor-Trailer

The tractor-trailer is a typical complex multi-body system, and its plane motion
diagram is shown in Figure 1. To enable facilitate modeling, several assumptions are as
follows [9]: (1) the tractor-trailer only operates on the horizontal plane; (2) the tractor-trailer
is composed of rigid components; and (3) the tractor-trailer does not slip laterally and
longitudinally during movement.

Figure 1. Plane motion diagram of the tractor-trailer. (OEXEYE is the earth-fixed coordinate system.
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ot0xt0yt0 is the tractor-fixed coordinate system. ot1xt1yt1 is the trailer-fixed coordinate system. θ0 is
the heading angle of the tractor. θ1 is the heading angle of the tractor. τl and τr are the driving torque
of the left and right wheels of the tractor. r is the radius of driving wheels. 2b is the distance between
two active wheels of the tractor. a0 is the distance of the centroid c0 and the midpoint ot0 of tractor
wheel axle. a1 is the distance of the centroid c1 and the center point ot1 of the trailer. g0 is the distance
between the hinge point w and the midpoint ot0 of tractor wheel axle. g1 is distance between the
hinge point w and the center point ot1 of the trailer. m0 is the mass of the tractor. m1 is the mass of
the trailer without load. I0 is the rotational inertia about vertical axis through c0. I1 is the rotational
inertia about vertical axis through c1 when the trailer is not loaded).

In the system of the autonomous tractor-trailer, in addition to describing the position
and direction variables of the tractor and trailer, the relative heading angle information
of the tractor and trailer must also be considered. Based on the previous assumption (3)—
the wheels of the tractor and trailer do not slip laterally—the following nonholonomic
constraints can be obtained:

{
.
x sin θ0 −

.
y cos θ0 − g1

.
θ1 cos(θ0 − θ1) = 0

.
x sin θ1 −

.
y cos θ1 = 0

(1)

where x and y represent the position coordinates of the trailer, θ1 represents the heading
angle of the trailer, and θ0 represents the heading angle of the tractor.

The posture vector of the tractor-trailer is defined as q = [x, y, θ1, θ0]T, and Equation (1)
can be rewritten into the following matrix form:

A(q)
.
q =

[
sin θ0 − cos θ0 −g1 cos(θ0 − θ1) 0
sin θ1 − cos θ 0 0

]



.
x
.
y
.
θ1.
θ0


 = 0 (2)

where A(q) =

[
sin θ0 − cos θ0 −g1 cos(θ0 − θ1) 0
sin θ1 − cos θ 0 0

]
and it is the constraint matrix of

the system.
In addition, we introduce a full rank matrix S(q) = [s1(q), s2(q)]T, which consists of a

set of smooth and linearly independent vector fields, si(q) ∈ <n, i = 1, 2, in the null space
of A(q), that is, A(q)S(q) = 0 [3]. We define the pseudo velocity vector υ(t) = [v(t), ω(t)]T as
the input vector, and the system can be expressed as:

.
q =




cos θ1 0
sin θ1 0

(1/g1) tan(θ0 − θ1) −(g0/g1) sec(θ0 − θ1)
0 1




︸ ︷︷ ︸
S(q)

[
v(t)
ω(t)

]

︸ ︷︷ ︸
υ(t)

(3)

where v(t) represents the linear speed of ot point on the trailer, ω(t) represents the angular
speed of the tractor, and S(q) is called the motion matrix.

2.2. Dynamic Model of Tractor-Trailer

The tractor-trailer system can be described by using the first Lagrange equation, which
can be expressed as follows:

d
dt

(
∂L
∂

.
qk

)
− ∂L

∂qk
= fk + AT(q)λ k = 1, 2, 3, 4 (4)
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where fk represents the generalized force, λ represents the Lagrange multiplier, and k repre-
sents the number of generalized coordinates; L can be obtained by the following formula:

L = T(q,
.
q)−U(q) (5)

where T(q,
.
q) represents the kinetic energy of the system and U(q) represents the potential

energy of the system.
According to assumption (1) in Section 2.1, the tractor-trailer moves only on the

horizontal plane, so its gravitational potential energy will not change. According to
assumption (2) in Section 2.1, the tractor-trailer is composed of rigid parts, so its elastic po-
tential energy can be regarded as zero. Therefore, the body kinetic energy of the tractor and
trailer can be considered to establish the dynamic model. Based on Equations (4) and (5),
the dynamic model of the tractor-trailer system can be given by:

Ma1(t, q)
..
q(t) + Ca1(t, q,

.
q)

.
q(t) + Da1(t, q)

.
q(t) = Ba1(q)τ(t) + τd(t) + AT(q)λ (6)

where τd represents the unknown nonlinearity vector caused by external disturbances,
ground friction, and so on; Ma1 represents the symmetric positive definite inertia matrix;
Ca1 represents the matrix of centripetal force and Coriolis force; Da1 represents the matrix
of damping and viscous friction coefficient; Ba1 represents the input transformation matrix;
and τ = [τl, τr]T represents the input torque vector. To simplify the design, an on-axle
hitching tractor-trailer (g0 = 0) is considered. Based on [3], the dynamic matrices are selected
as follows:

Ma1(t, q) =




m(t) 0 −A(t) sin θ1 −a0m0 sin θ0
0 m(t) A(t) cos θ1 a0m0 cos θ0

−A(t) sin θ1 A(t) cos θ1 Iθ1(t) a0dm0 cos(θ0 − θ1)
−a0m0 sin θ0 a0m0 cos θ0 a0dm0 cos(θ0 − θ1) Iθ0




Ca1(t, q,
.
q) =




0 0 −A(t)
.
θ1 cos θ1 −a0m0

.
θ0 cos θ0

0 0 −A(t)
.
θ1 sin θ1 −a0m0

.
θ sin θ0

0 0 0 −a0g1m0
.
θ0 sin(θ0 − θ1)

0 0 a0g1m0
.
θ1 sin(θ0 − θ1) 0




Da1(t, q) = diag[d11(t), d22(t), d33(t), d44(t)]

Ba1(q) =
1
r




cos θ0 cos θ0
sin θ0 sin θ0

g1 sin(θ0 − θ1) g1 sin(θ0 − θ1)
b −b




where the model parameters can be defined as m(t) = m0 + m1 + ml(t),
A(t) = [a1 + δa1(t)][m1 + ml(t)] + g1m0, Iθ1(t) = m1a1

2 + m0g1
2 + I1 + Il(t),

Iθ0 = m0a0
2 + I0, where the ml(t) represents the time-varying load on the trailer, Il(t)

represents the rotational inertia on the trailer, and δa1(t) represents the unexpected change
of the centroid of the trailer.

The derivative of Equation (3) with respect to time can be obtained
..
q =

.
S(q)υ + S(q)

.
υ,

and then it can be substituted into Equation (6) and multiply ST(q) on both sides of the
equation to eliminate the nonholonomic constraints in the model [21]. Finally, the simplified
equation is as follows:

Ma2(t, q)
.
υ(t) + Ca2(t, q, υ)υ(t) + Da2(t, q)υ(t) = Ba2(q)τ(t) + τds(t, q) (7)

where Ma2(t, q) = ST(q)Ma1(t, q)S(q), Ca2(t, q, υ) = ST(q)Ma1(t, q)
.
S(q) + ST(q)Ca1(t, q,

.
q)

S(q), Da2(t, q) = ST(q)Da1(t)S(q), Ba2(q) = ST(q)Ba1(q), τds(t, q) = ST(q)τd(t).
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2.3. Coordinate Transformation

In order to achieve the goal of trajectory tracking, it is necessary to construct a tracking
error space based on the driving trajectory of the tractor-trailer and reference trajectory,
and then derive the tracking error model. Let the state vector of the reference trajectory
be qr = [xr, yr, θ1r, θ0r]T, the trajectory tracking error of the tractor-trailer can be expressed
as qe = q − qr = [qe1, qe2, qe3, qe4]T = [xe, ye, θ1e, θ0e]T. We transform the posture errors
between the driving trajectory of the tractor-trailer and the reference trajectory in the earth-
fixed coordinate system (OEXEYE) are transformed into the trailer-fixed coordinate system
(ot1xt1yt1) using the following transformation [3]:




xe
ye
θ1e
θ0e


 =




cos θ1 sin θ1 0 0
− sin θ1 cos θ1 0 0

0 0 1 0
0 0 0 1







x− xr
y− yr

θ1 − θ1r
θ0 − θ0r


 (8)

The derivative of Equation (8) with respect to time is performed, and the Taylor series
expansion is used at the reference trajectory point. The tracking error state space equation
of the tractor-trailer after ignoring the higher-order term is as follows:

.
qe = Aeqe + Beυ (9)

where A =




0
.
θ1r 0 0

−
.
θ1r 0 vr 0

0 0 − vr sec2(θ0r−θ1r)
d1

vr sec2(θ0r−θ1r)
d1

0 0 0 0




, B =




1 0
0 0

tan(θ0r−θ1r)
d1

−d0 sec(θ0r−θ1r)
d1

0 1


,

υ =

[
v− vr

ω−ωr

]
.

2.4. Prescribed Performance Function

In order to improve the transient performance and final tracking error of the control
system, the prescribed performance function is introduced to set the performance envelope
of the controlled system, so that the tracking error will always be within the prescribed
boundary range [20]. To achieve this, a strictly positive, bounded, smooth and decreasing
performance function of time ρj(t) : <+ → <+ for each element of the tracking error vector
qe(t) ∈ <n, i.e., qej(t), j = 1, . . . , 4, to satisfy the following bounds:

−λjρj(t) < qej(t) < λjρj(t), ∀t > 0 j = 1 , . . ., 4 (10)

where λj and λj are some positive constants, indicating overshoot suppression parameters.
The following smooth continuous and monotonically decreasing prescribed performance
function ρj(t) is defined [22]:

ρj(t) = (ρj0 − ρj∞)e−ljt + ρj∞ (11)

Moreover, the prescribed performance function ρj(t) needs to meet the following
conditions: (1) lim

t→0
ρj(t) = ρj0, lim

t→∞
ρj(t) = ρj∞ > 0; (2) ρj(0) = (ρj0 − ρj∞)e−ljt + ρj∞ = ρj0.

Among them, ρj0, ρj∞ and lj are positive numbers. ρj0 represents the prescribed initial value,
ρj∞ represents the prescribed maximum allowable steady-state error, and lj represents the
convergence rate of tracking error.

The following form of error transformation is introduced to convert the inequality
constraint shown in Equation (10) into the form of equality constraint:

qej(t) = ρj(t)S(ζ j) (12)
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where ζj represents the new conversion error; then, the error conversion function S(ζj)
meets the following conditions [23]: (1) S(ζj) is a smooth and strictly monotone increasing
function; (2) −λj < S(ζ j) < λj; (3) lim

ζ j→−∞
S(ζ j) = −λj, lim

ζ j→∞
S(ζ j) = λj.

The selected error conversion function is as follows:

S(ζ j) =
λje

ζ j − λje
−ζ j

eζ j + e−ζ j
(13)

According to Equation (13), it can be further obtained:

ζ j = S−1(γj) =
1
2

ln

(
λj + γj

λj − γj

)
(14)

where γj = qej(t)/ρj(t). Therefore, the new conversion error ζj can be obtained by error
equivalence transformation, and the tracking error qe(t) ∈ <n, i.e., qej(t), j = 1, . . . , 4 of
the tractor-trailer is controlled within the predetermined boundary (Equation (10)) by
designing the trajectory tracking controller. That is, the prescribed performance tracking
control problem of the tractor-trailer system (Equation (9)) can be transformed into the
stabilization problem of the equivalent error system (Equation (14)).

3. Main Results

For a robot with simple structure, it is easy to obtain the analytical solution of the
kinematic and dynamic models and achieve accurate and stable trajectory tracking con-
trol. However, it is difficult or even impossible to obtain the accurate kinematic and
dynamic models in practical application because of the complex mechanical structure of
the tractor-trailer and various uncertain disturbances. The past control methods have
many disadvantages, such as complex control laws and high requirements for model accu-
racy. To solve these problems, a robust trajectory tracking control algorithm with double
closed-loop structure is proposed, as shown in Figure 2. The PPC method uses a prescribed
performance function to constrain deviations from the desired trajectory within a specified
range. Combined with the posture tracking error model, the MPC method is selected to
construct the posture controller. Then, the robust dynamic controller is designed based on
SMC and NDO. Through the methods proposed in this paper, the posture tracking and
driving torque control of the tractor-trailer can be realized simultaneously.

Figure 2. Schematic diagram of the proposed robust tracking control system.

3.1. Posture Controller

The posture tracking error model of the tractor-trailer is shown in Equation (9); it is a
continuous-time system. The forward difference method is used to discretize the above
linear system, which can be expressed as follows:

qe(k + 1) = Ak,tqe(k) + Bk,tυ(k) (15)
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where Ak,t = I + AeTs, Bk,t = BeTs, I represents the identity matrix and Ts represents the
sampling step size of the discretization process.

To design the MPC controller, Equation (15) can be converted into the following new
state space form:

{
ξ(k + 1|t) = Ak,t(k|t)ξ(k|t) + Bk,t(k|t)∆U(k|t)
η(k|t) = Ck,tξ(k|t)

(16)

where ξ(k + 1|t) =
[

qe(k + 1|t)
υ(k|t)

]
, Ak,t =

[
Ak,t Bk,t
02×4 I2

]
, Bk,t =

[
Bk,t
I2

]
, Cek = [I4, 04×2], ∆U

represents the increment of control input.
Define the prediction time domain as Np and the control time domain as Nc, then the

output of the system at the future time can be expressed in the following matrix form [9]:

Z(t) = Ψtξ(t|t) + Θt∆U(t) (17)

where Z(t) =




η(t + 1|t)
η(t + 2|t)

...
η(t + Nc|t)

...
η(t + Np

∣∣t)




, Ψt =




Ct,t At,t

Ct,t A2
t,t

...
Ct,t ANc

t,t
...

Ct,t A
Np
t,t




, ∆U(t) =




∆υ(t|t)
∆υ(t + 1|t)

...
∆υ(t + Nc|t)


,

Θt =




Ct,tBt,t 0 . . . 0
Ct,t At,tBt,t Bt,t · · · 0

...
...

. . .
...

Ct,t ANc−1
t,t Bt,t Ct,t ANc−2

t,t Bt,t · · · Ct,tBt,t

Ct,t ANc
t,t Bt,t Ct,t ANc−1

t,t Bt,t · · · Ct,t At,tBt,t
...

...
. . .

...
Ct,t A

Np−1
t,t Bt,t Ct,t A

Np−2
t,t Bt,t · · · Ct,t A

Np−Nc−1
t,t Bt,t




.

In order to avoid a situation where the optimal solution cannot be calculated, the
following objective functions with soft constraints are designed:

J(k) =
Np

∑
i=1

∥∥∥η(k + i
∣∣∣t)− ηre f (k + i

∣∣∣t)
∥∥∥

2

Q
+

Nc−1
∑

i=0
‖∆U(k + i|t)‖2

R + ρε2

s.t.
υmin ≤ υ ≤ υmax

∆υmin ≤ ∆υ ≤ ∆υmax

(18)

where Q and R are the weight matrices, ρ is the weight coefficient, and ε is the relaxation factor.
To obtain a standard quadratic programming model with inequality constraints, we

transform the objective function using Equation (19). At the same time, considering the
dynamic constraints and actuator constraints in the trajectory tracking control process of
the tractor-trailer, the system control quantities and control increment constraints are set.

minJ(ξ(k), υ(k− 1), ∆U(k)) = 1
2 ∆UT(k)Ht(k)∆U + Gt

T(k)∆U(k) + ρε2

s.t.
Umin ≤ U ≤ Umax

∆Umin ≤ ∆U ≤ ∆Umax

(19)

where Ht = 2(Θt
TQΘt + Rx), it is a Hessian matrix, and describes the quadratic term of

the objective function; Gt = 2Θt
TQΨξ, it describes the linear part of the objective function.
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By solving Equation (19), a series of control input increments in the control horizon

can be obtained as ∆U∗t =
[
∆υ∗t , ∆υ∗t+1, · · · , ∆υ∗t+Nc−1

]T
. Subsequently, we set the first

element of the control sequence as the actual control input increment of vehicle system,
given by [5]:

υ(t) = υ(t− 1) + ∆υ∗t (20)

Then, the corresponding control input of the posture controller can be ultimately
obtained by:

υd(t) = υr(t) + υ(t) =
[

vr + v
ωr + ω

]
(21)

3.2. Dynamic Controller

The goal of the inner loop dynamic controller is to track the desired speed signal
υd generated by the outer loop posture controller by controlling the driving torque on
both sides of the tractor-trailer. The uncertainty of model parameters and internal and
external disturbances will also affect the performance of the dynamic controller. In this
section, the NDO is designed to estimate the total disturbance in the system to achieve
disturbance compensation. At the same time, considering the advantages of SMC, such
as strong robustness, simple design process, and low model dependency, the dynamic
controller will be designed based on the SMC method.

3.2.1. Design of NDO

The dynamic model Equation (7) of the tractor-trailer can be rewritten as follows:

.
υ(t) = −Ma2

−1(q)[Ca2(q, υ)υ(t) + Da2(q)υ(t)] + Ma2
−1(q)Ba2(q)τ(t) + d (22)

where d = Ma2
−1(q)τds(t, q) is the unknown disturbance term.

The basic design idea of the disturbance observer is to correct the estimated value
by the difference between the actual output and the estimated output. Assuming that
the time-varying unknown disturbance d is bounded and continuously differentiable,
the observation error of the disturbance observer is defined as d̃ = d− d̂, and the linear
disturbance observer is designed as [24]:

.
d̂ = L(υ)d̃ = L(υ)(d− d̂)

= L(υ)
{ .

υ(t) + Ma2
−1(q)[Ca2(q, υ)υ(t) + Da2(q)υ(t)]−Ma2

−1(q)Ba2(q)τ(t)
}
− L(υ)d̂

(23)

Generally, there is no differential prior knowledge of disturbance. Relative to the
dynamic characteristics of the disturbance observer, we can assume that the change of
disturbance is slow, that is,

.
d = 0. Then, the dynamic equation of observation error is

as follows: .

d̃ =
.
d−

.
d̂ = −L(υ)d̃ (24)

where L(υ) represents observation error gain.
Further, the following NDO can be designed:

{
d̂ = z + g(υ)
.
z = −L(υ)z− L(υ)

{
g(υ)−Ma2

−1(q)[Ca2(q, υ)υ(t) + Da2(q)υ(t)] + Ma2
−1(q)Ba2(q)τ(t)

} (25)

where d̂ is the estimated value of the unknown disturbance d; z is the intermediate variable
of the NDO; g(υ) is the nonlinear function to be designed; L(υ) is the gain coefficient of the
NDO; and L(υ) = ∂g(υ)/∂t. L(υ) is selected as a constant, the design function g(υ) = L(υ − υ0),
and υ0 is the initial value of the state variable.
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According to Equations (23) and (24), the dynamic equation of observation error of
NDO can be obtained as follows:

.

d̃ =
.
d−

.
d̂

= L(υ)[z + g(υ)]− L(υ)
{ .

υ(t)−Ma2
−1(q)[Ca2(q, υ)υ(t) + Da2(q)υ(t)]−Ma2

−1(q)Ba2(q)τ(t)
}

= −L(υ)d̃

(26)

Through the above Equation (26), we can get d̃ = ce−L(υ)t, where c is a constant. There-
fore, if L(υ) > 0, the observation error of the NDO can be converged, and the convergence
rate can be determined by selecting the design parameter L(υ) [25].

3.2.2. Design of Sliding Mode Controller

According to the dynamic model shown in Equation (7), the tractor-trailer can be
divided into two subsystems: longitudinal speed and steering angular speed, and the
corresponding tracking error can be defined as follows:

υ̃ = υ− υd =

[ .
v− .

vd.
ω− .

ωd

]
(27)

Select the sliding mode surface in the form of proportional-integral as follows [9]:

s =
[

s1
s2

]
= υ̃ + β

w t

0
υ̃(µ)dµ (28)

where β =

[
β1 0
0 β2

]
is positive weight coefficient.

The derivative of the Equation (28) regarding time is shown as follows:

.
s =

.
υ̃ + βυ̃ =

.
υ− .

υd + β(υ− υd) (29)

To reduce the chattering of the sliding mode surface, we choose a fast power reaching
law with second-order sliding mode characteristics to ensure better dynamic characteristics
in the reaching stage [26,27]; it is shown as follows:

slaw =

[−κ11s1 − κ12|s1|α1 sgn(s1)
−κ21s2 − κ22|s2|α2 sgn(s2)

]
=

[ .
s1.
s2

]
(30)

where κ11, κ12, κ21 and κ22 are constants greater than zero, α1∈(0, 1), α2∈(0, 1).
According to Equations (7), (29), and (30), the driving torque control law of the tractor-

trailer can be expressed as follows:

τ = Ba2
−1(q)Ma2(q)

[ .
υ(t) + Ma2

−1(q)Ca2(q, υ)υ(t) + Ma2
−1(q)Da2(q)υ(t)−Ma2

−1(q)τds(t, q)
]

= Ba2
−1(q)Ma2(q)

[ .
υ(t)− .

υd(t) +
.
υd(t) + Ma2

−1(q)Ca2(q, υ)υ(t) + Ma2
−1(q)Da2(q)υ(t)−Ma2

−1(q)τds(t, q)
]

= Ba2
−1(q)Ma2(q)

[ .
υd(t) + Ma2

−1(q)Ca2(q, υ)υ(t) + Ma2
−1(q)Da2(q)υ(t)−Ma2

−1(q)τds(t, q)− βυ̃− κ1s− κ2|s|αsgn(s)
] (31)

where d = Ma2
−1(q)τds(t, q) is the unknown disturbance term.

As mentioned earlier, Ma2
−1(q)τds(t, q) in Equation (31) is abbreviated as d, and the

NDO is designed to estimate it. Therefore, the final driving torque control law of the
tractor-trailer can be expressed as follows:

τ = Ba2
−1(q)Ma2(q)

[ .
υd(t) + Ma2

−1(q)Ca2(q, υ)υ(t) + Ma2
−1(q)Da2(q)υ(t)− d̂− βυ̃− κ1s− κ2|s|αsgn(s)

]
(32)

In order to analyze the stability of the designed SMC, we select the Lyapunov function
presented as:

V =
1
2

s2 (33)
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The derivative of Equation (33) regarding time is shown as follows:

.
V = s

.
s

= s
[
−κ1s− κ2|s|αsgn(s)

]

= −κ1s2 − κ2|s|1+α

≤ 0

(34)

Therefore, according to the Lyapunov stability principle and LaSalle invariance theo-
rem, it can be concluded that all signals are bounded and the velocity error can converge to
zero with time.

4. Results and Analysis
4.1. Simulation Description

Assume that the trajectory of the trailer in the tractor-trailer meets the following equation:
{

x(t)= 3t
y(t) = [2 + cos(0.1t)][3− sin(0.2t)]

(35)

According to the geometric relationship, the tractor in the tractor-trailer should meet
the following constraints [21]:





θ1(t) = arctan
.
y(t)
.
x(t)

θ0(t) = θ1(t) + arcsin g1
.
θ(t)

v(t)
x0(t) = x(t) + g1 cos θ1(t)
y0(t) = y(t) + g1 sin θ1(t)

(36)

According to Ref. [3], the model parameters of the tractor-trailer used in the simulation
are defined as follows: r = 0.45 m, b = 0.8 m, a0 = 0.45 m, a1 = 0.25 m, g0 = 0 m, g1 = 3 m,
m0 = 700 kg, m1 = 450 kg, I0 = 280 kg·m2, I1 = 180 kg·m2. The actuator input signals of
the posture controller are saturated |v| ≤ 5 m/s and |ω| ≤ 4 rad/s, respectively. The
actuator input signals of the dynamic controller are also saturated |τl| ≤ 200 N·m and
|τr| ≤ 200 N·m, respectively. The reference trajectory for the tractor-trailer begins at the
initial posture q = [0.5, 11, 0, 0]T.

Considering the existence of uneven ground, load interference, sensor measurement
error, and other disturbances in the actual farmland environment, the following interference
and noise vectors are selected to be added to the model of the tractor-trailer:

d =

[
0.35 sin(0.06t) + 0.15 cos(0.3t) + 0.01randn(1)
0.25 sin(0.08t)− 0.1 cos(0.2t) + 0.01randn(1)

]
(37)

As autonomous navigation technology has developed, there are more and more
scenarios where the tractor-trailers need to work together with other vehicles, such as
combine harvesters and tractor-trailers working together to unload grain. At this time, in
addition to the influence of internal and external disturbances, the model parameters such
as the mass, rotational inertia, and centroid of the tractor-trailer will change greatly. The
following Equation (38) is used to simulate the change of trailer mass and rotational inertia
in the trajectory tracking control process of the tractor-trailer:





.
ml(t) = [2.4 + 1.2 sin(0.3t) + 0.4 cos(0.7t) + randn(1)]×

[
H(t− Ts)− H(t− Tf )

]

.
Il(t) = [0.7 + 0.4 sin(0.3t) + 0.12 cos(0.7t) + 0.7randn(1)]×

[
H(t− Ts)− H(t− Tf )

] (38)

where Ts = 20 s and Tf = 80 s are the start and stop times of the crop loading. H(t) is the
Heaviside step function [3].
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The sample time T = 0.05 s. The prescribed performance functions are used with
parameter values of ρ10 = 0.5, ρ1∞ = 0.1, l1 = 1, λ1 = −1, λ1 = 1, ρ20 = 1, ρ2∞ = 0.1, l2 = 1,
λ2 = −1, λ2 = 1, ρ30 = 0.5, ρ3∞ = 0.1, l3 = 1.5, λ3 = −1, λ3 = 1, ρ40 = 0.5, ρ4∞ = 0.1, l4 = 1.5,
λ4 = −1, λ4 = 1. The parameters of posture controller based on the MPC method are
selected as the predictive horizon Np = 15, the control horizon Nc = 5, the weight matrix
Q = 100 × I60, R = I30 and ρ = 10. Moreover, the parameters of the dynamic controller based
on the SMC method and NDO are selected as β1 = 5, β2 = 5, κ11 = 3, κ12 = 0.1, κ21 = 3,
κ22 = 0.1, α1 = 0.2, α2 = 0.2, L = 100 × I2.

4.2. Simulation Results
4.2.1. NDO

Before the trajectory tracking control simulation of the tractor-trailer, we need to prove
the effectiveness of the NDO designed in this paper. First of all, suppose that there is no
change in the model parameters of the tractor-trailer during driving; the system disturbance
is shown in Equation (37), and the disturbance observation results are shown in Figure 3. In
Figure 3, the black solid line and red dashed line are the system disturbance curves added
in the simulation, and the green dash-dotted line and blue dotted line are the observed
value curves of the system disturbance. It shows that the proposed NDO can successfully
realize the disturbance observation of the tractor-trailer system.

Figure 3. Disturbance observation curves of the tractor-trailer without considering the model param-
eter changes.

In some special application scenarios, for example, during the cooperative operation
of the tractor-trailer and the combine harvester, the combine harvester will synchronously
transport the grain to the trailer of the tractor-trailer. At this time, the mass, rotational
inertia, and centroid of the trailer change significantly, and the simulated incremental
change process is shown in Figure 4a, and the disturbance observation results are shown
in Figure 4b. It can be seen from Figure 4b that the observation curve of the NDO in
the angular velocity direction is consistent with the added disturbance curve, but the
observation curve of the NDO in the velocity direction is inconsistent with the added
disturbance. This is because the model parameter changes affect the size of the actual
disturbances in the tractor-trailer. Therefore, the changes in model parameters can be
incorporated into system disturbances, so that the actual disturbances of the tractor-trailer
can be observed using the NDO designed in this paper. At the same time, it also reflects
that the idea of designing the NDO to estimate the system disturbances and compensate
them to the control system is correct.
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Figure 4. Disturbance observation curves of the tractor-trailer considering the model parameter changes:
(a) the change curves of model parameters; (b) the observation curves of system disturbances.

4.2.2. Robust Tracking Control

In order to verify the effectiveness of the method proposed in this paper, it is compared
with the control method in Refs. [5,9]. In the following simulation results, the legend Ref.
represents the reference input, the legend MS represents the method proposed in Ref. [9], the
legend RTMS represents the method proposed in Ref. [5], and the legend PMSO represents
the method proposed in this paper.

According to the reference trajectories shown in Equations (35) and (36), the trajectory
tracking control results of the tractor-trailer are shown in Figure 5. It can be seen from the
position control curves in Figure 5a that the three control methods (MS-Ref. [9], RTMS-
Ref. [5], PMSO-this paper) can successfully achieve high-precision trajectory tracking
control, but the method proposed in this paper has the fastest response speed. In Figure 5b,
the heading tracking control errors of the control method in Ref. [9] is the smallest at the
beginning, but the response speed is the slowest. The Ref. [5] and the method proposed in
this paper have faster response speed, but have larger tracking error at the beginning, and
the tracking error of the method proposed in this paper is smaller.

Figure 5. Trajectory tracking control results of the tractor-trailer: (a) position control curves; (b) head-
ing control curves.

The tracking control errors of the tractor-trailer are shown in Figure 6. It can be seen
from the position error curves in Figure 6a that the method proposed in this paper has
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a faster response speed and better tracking error stability than the methods in Refs. [5,9].
At the same time, they also prove the goal of the transient and steady-state performance
constraint specified by the prescribed performance function. Similarly, the heading error
curves in Figure 6b also prove this point.

Figure 6. Tracking control errors of the tractor-trailer: (a) position error curves; (b) heading er-
ror curves.

In order to better illustrate the effectiveness of the method proposed in this paper,
we have calculated the cumulative tracking control errors of the tractor-trailer, as shown
in Figure 7. It can be seen from the cumulative posture error curves in Figure 7a that
the cumulative posture errors rise rapidly at the beginning of control, and then reaches
the stable tracking control stage. Furthermore, the subsequent cumulative posture errors
basically do not increase, reflecting that the three control methods (MS-Ref. [9], RTMS-
Ref. [5], PMSO-this paper) can achieve the stable and high-precision trajectory tracking
control of the tractor-trailer. However, the cumulative posture errors of the proposed
method in this paper are the smallest, which shows it has higher robustness and better
performance. Then, we sum the position errors (xe, ye) and heading errors (θ1e, θ0e),
respectively, to obtain Figure 7b. Similarly, the cumulative error curves of position and
heading in Figure 7b also prove the effectiveness of the method proposed in this paper.

Figure 7. Cumulative tracking control errors of the tractor-trailer: (a) cumulative posture error curves;
(b) cumulative error curves of position and heading.
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The control quantities of the posture controller and dynamic controller of the tractor-
trailer are shown in Figure 8. Figure 8a shows the control outputs of the posture controller.
It can be seen from Figure 8a that the method proposed in this paper has changed greatly
in the initial stage compared with the methods in Refs. [5,9], because the tractor-trailer
has large initial trajectory tracking errors. In order to meet the prescribed transient and
steady-state performances, the prescribed performance function used in this paper will
restrict the tracking error, which leads to this phenomenon. However, when the trajectory
tracking control reaches the stable stage, the method proposed in this paper shows better
robustness and steady-state performance. Figure 8b shows the actual speed and angular
speed of the tractor-trailer based on the three control methods (MS-Ref. [9], RTMS-Ref. [5],
PMSO-this paper). Figure 8c shows the control outputs of the dynamic controller. It can be
seen that compared with the traditional sliding mode reaching law in Ref. [9], the control
output curves of the proposed fast power reaching law with second-order sliding mode
characteristics are smoother and achieve the purpose of reducing chattering. Figure 8d
shows the sliding mode surfaces of the dynamic controller.

Figure 8. Control quantities of the posture controller and dynamic controller of the tractor-trailer:
(a) control outputs of the posture controller; (b) actual speed and angular speed of the tractor-trailer;
(c) control outputs of the dynamic controller; (d) sliding mode surfaces of the dynamic controller.

5. Conclusions

Aiming at the requirement of stable and high-precision tracking control of tractor-
trailer vehicles in modern agriculture, this paper studies the robust trajectory tracking
control of autonomous tractor-trailer systems. Based on the derived kinematic and dynamic
model, the double closed-loop control structure is designed, the MPC method is used to
construct the posture controller, and the SMC method and NDO strategy are used to
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construct the dynamic controller. Moreover, the convergence speed and final tracking
control accuracy of the tractor-trailer control system can be guaranteed by an effective
application of the PPC technique.

The disturbance observation results show the designed NDO can precisely estimate
the system disturbances. The comparative simulation results show that under the proposed
control method in this paper, even with system disturbances, the tractor-trailer can track the
reference trajectory well. The tracking control error curves show that the method proposed
in this paper has faster response speed and better tracking error stability than the other
two control methods. At the same time, they also prove the goal of the transient and
steady-state performance constraint achieved by the prescribed performance function. The
cumulative tracking control error curves show that the cumulative errors of the proposed
method are the smallest, and show higher robustness and better performance. In addition,
the control output curves of the dynamic controller show that the proposed fast power
reaching law with second-order sliding mode characteristics are smoother and achieve the
purpose of reducing chattering. In future work, we plan to carry out application research
under complex working conditions, and focus on controller saturation, time delay, control
parameter optimization, and other related issues.
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Abstract: The increasing concerns about the impact of large-scale solar photovoltaic farms on the
environment and the energy crisis have raised many questions. This issue is mainly addressed by
the integration of agriculture advancement in solar photovoltaic systems infrastructure facilities,
commonly known as agrivoltaic. Through the use of these systems, the production of crops can be
increased, and the efficiency of PV panels can be improved. Accordingly, adopting such synergistic
paths forward can contribute toward building resilient energy-generation and food-production
systems. The utilization of cooling techniques can provide a potential solution for the excessive
heating of PV cells and lower cell temperatures. Effective cooling applied to PV cells significantly
improves their electrical efficiency, as well as increasing their lifespan because of decreasing thermal
stresses. This paper shares an overview of both active and passive cooling approaches in solar PV
applications with an emphasis on newly developed agrivoltaic natural cooling systems. Actual data
analysis at the 2 MWp Puchong agrivoltaic farm shows a significant value of 3% increase of the DC
generation (on average) which is most beneficial to solar farm operators.

Keywords: agriculture advancement; large scale solar; natural cooling; agrivoltaic; sustainability

1. Introduction

Across the globe, the amount of electricity produced by the large-scale solar (LSS)
photovoltaic (PV) installations has shown an exponential growth in recent decades as
concern has grown toward clean renewable energy for mitigating the energy crisis and
environmental issues [1,2]. As an example, many LSS PV farms have been operated in
Malaysia. The Malaysian government expects to achieve 45% deduction of CO2, mainly by
LSS PV farms, by 2030. Meanwhile, 10% of national electricity demands will be also satisfied
through this continuous effort [3]. However, Barron-Gafford et al. [1] illustrated that LSS
PV installations would cause a “heat island” effect. In other words, local surrounding
temperatures over the LSS PV plant would increase. In some cases, therefore, the PV
“heat island” effect has sparked public concerns and has indirectly led to resistance to the
development of LSS PV farms.

As is known, PV cells generate electricity as well as heat. Up to 80% of the incident
solar radiation can be absorbed by PV cells [4,5]. However, only a small portion of the
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absorbed incident solar energy is converted into electricity via PV photonic effect. Much of
the remaining energy is dissipated as heat above ambient temperature, depending upon
the conversion efficiencies of the PV cell technology utilized as shown in Figure 1. The
elevated temperatures can be caused by heat accumulating on the surface of the PV cells [5].
Accordingly, the operating temperature of the PV cells also linearly increases, resulting in
one of the most important factors that can influence the PV cells’ performance: irreversible
degradation and shortening of the cells’ lifetime [6,7]. It is clear that the use of cooling
techniques on the PV is of great importance. Currently, numerous cooling technologies for
regulating the thermal issue of PV systems have been investigated in many studies [5].
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Figure 1. The cell efficiencies of various types of solar PV cells [8].

1.1. Six Common Cooling Approaches for Solar PV Cells

References [9,10] suggest that the temperature of the PV cells without cooling can
increase up to 80 ◦C under warm and hot climate conditions. Depending on the PV cell
technology used, every 1 ◦C increase in temperature of a PV module results in 0.4–0.5%
reduction on the output power [9,11]. The utilization of cooling techniques can provide a
potential solution for the excessive heating of PV cells and for lowering cell temperatures.
Therefore, PV systems not only consist of inverters, as well as other electrical and mechan-
ical devices, but also solar cell cooling [2,12]. Effective cooling of PV cells significantly
improves their electrical efficiency, as well as increasing the lifespan of the PV cells because
of the decreased thermal stresses. Approaches to cooling PV cells can be mainly classified
as active and passive. Typically, the type of cooling (active or passive) approach and the ma-
terials adopted in cooling are selected in accordance with local weather conditions [13,14].
Figure 2 shows some active and passive cooling methods for PV cells.

1.1.1. Active Cooling

Active cooling is a process that removes the heat from the system by using external
coolant devices such as pump water, forced air, or fans to cool the panels. One of the
drawbacks of active cooling is that a part of generated electrical energy is used by the
external coolant system. However, the total output of the PV system with active cooling is
higher than that with passive cooling and is also more effective for cooling heat transfer
rates [14]. Some studies regarding active cooling methods, such as air cooling, water
cooling, and Thermoelectric cooling for PV cells are shown in Table 1.
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Air is regarded as a common cooling medium where air cooling systems are typically
used in various devices for reducing the temperature and thermal management. Air cooling
of PV cells is performed by using fans or other means to create forced convection airflow
and then to decrease the temperature of PV cells. Despite the fact that using air as a coolant
is less efficient than using liquids, air cooling offers some benefits, such as minimum
material usage and cheap operating costs [15–17].

Water is the most frequently employed fluid in liquid-based cooling of PV systems for
PV cells. The process of water cooling is performed by either spraying the water on the
surface of the PV modules directly or passing the water behind the panel from inside the
installed pipe [14]. Thermoelectric (TE) cooling technology is used to capture and convert
excess heat from the PV cells directly into electricity. TE modules offer outstanding features
of being lightweight, maintenance free, strongly reliable, noiseless in operation, and no
complex parts. Thermoelectric generators (TEG) are one type of TE module that generates
electrical power from the temperature gradient [5].

Table 1. A review of some studies on the active cooling methods for PV cells.

Air Cooling Approach

Authors Study Aim Result

Teo et al. [18] To compare the performance of the PV module
with and without air cooling.

With air cooling, the operating temperature of PV
module could be kept at 38 ◦C and electrical

efficiency maintained around 12.5%, whereas these
two values can rise to around 68 ◦C and 8.6%,

respectively, without air cooling.

Sajjad et al. [19] To improve the performance efficiency of PV
modules by using forced air cooling.

Compared to PV modules without cooling, forced
air cooling achieves 6% and 7.2% power ratio and

higher electrical efficiency, respectively.

Water cooling approach

Authors Study Aim Result

Krauter [20] To investigate the impact of utilizing water flow as
a coolant on the performance of the PV cells.

The temperature of cells was reduced to 22 ◦C by
the water cooling approach, thus the output of the

cells was improved by 10.3%.

Mah et al. [21] To improve the performance of a crystalline silicon
PV system via water cooling in a tropical region.

The power output of crystalline silicon PV system
was increased by 15%, and each panel produced

0.0178 kW·h with the water cooling under the 1150
solar irradiance. In addition, water cooling also

contributed to the uniform temperature
distribution between the front and the back

surfaces of the panels.
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Table 1. Cont.

Thermoelectric cooling approach

Authors Study Aim Result

Sark [22] To determine the efficiency of PV panel with TE
converter by using a numerical model.

TE converter resulted in 8–23% enhancement of PV
module’s electrical efficiency.

Benghanem et al. [23] To present the performance of PV cells by using TE
module as the cooling system.

The temperature of PV cells dropped from 83 ◦C to
65 ◦C with TE modules, while the efficiency of PV
cells decreased by 0.5% along with per ◦C rise in

temperature.

1.1.2. Passive Cooling

Passive cooling is a natural approach that provides air or liquid circulation to reduce
the heat of the system, which is highly suitable for PV cooling projects. Unlike the aforemen-
tioned active cooling, passive cooling does not need to use any external power source for
driving the cooling system, thus this benefit contributes to a simpler structure and lowers
maintenance costs [24]. Some studies of passive cooling methods such as phase change
material (PCM), heat pipe cooling, and radiative cooling are demonstrated in Table 2.

PCM is a useful passive cooling approach in the thermal management of PV cells due
to its great capacity for heat storage with prolonged heat availability. PCM absorbs extra
heat from PV cells through its latent heat, then keeps PV cells at the accepted temperature
for a certain period. The melting temperature of PCM for thermal management of PV cells
is recommended to be 25 ◦C in the summer. Additionally, the PCM’s melting temperature
should be lower than the PV cells’ temperature for effective thermal management of the
cells [25]. Heat pipes as coolant devices for PV cells are used due to their high thermal
conductivity, uncertain heat flux, and ability to create uniform temperatures. Such devices
are typically composed of a sealed pipe with high thermal conductivity material at both
condenser and evaporator. Heat pipes can lower the temperature and then enhance the
electrical efficiency of PV cells by transferring heat from PV cells to water or air [12,14].
Radiative cooling is a passive cooling method based on using an atmospheric window with
a transparency in the wavelength range between 8 µm and 14 µm. In other words, radiative
cooling is only achievable when the entrance heat flux caused by conduction, convection
or radiation to the infrared spectral layer (with the thickness between 8 µm and 14 µm)
is smaller than the output heat flux from the earth’s body. It is valuable to note that the
spectral alteration of the emissivity of modules’ areas for thermal radiation and absorption
determines the rate of radiative cooling [14,26].

Table 2. A review of some studies on the passive cooling methods for PV cells.

PCM Approach

Authors Study Aim Result

Hasan et al. [27]
To study the performance of cooling the PV cell
by using the paraffin-based PCM with melting

temperature (38 ◦C–43 ◦C).

PCM cooling dropped 10.5 ◦C in PV
temperature on average at peak time and

contributed to increasing 5.9% in PV output
power on annual basis.

Wongwuttanasatian et al. [28] To investigate the performance of PV system
by using palm wax as a low-cost PCM.

The temperature of PV system was decreased
about 6.1 ◦C along with a 5.3% electrical

efficiency increase via PCM cooling, which
compared to the PV system without

the cooling.
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Table 2. Cont.

Heat pipe cooling approach

Authors Study Aim Result

Habeeb et al. [29]
To carry out the performance of cooling PV

panels using thermosyphon heat pipe at
Baghdad climate.

Compared to the traditional panel, the module
temperature was colder at a rate of 15–35%,
and its efficiency was enhanced by 11–14%.

Alizadeh et al. [30] To investigate the thermal performance for PV
cooling by using pulsating heat pipe.

Under 1000 Wm−2 solar irradiation, the
generated electricity was increased to 18% with

the heat pipe cooling.

Radiative cooling approach

Authors Study Aim Result

Nishioka et al. [31] To use a high radiative coating to improve the
performance of CPVs.

The temperature of the solar cells reduced
around 10 ◦C, and their efficiency increased

about 0.5%. In addition, the uniform
temperature distribution in the cells

was improved.

Zhu et al. [32]

To utilize a radiative cooling strategy that
consists of a sky-access photonic thermal

emitter to avoid the high operating
temperature of PV cells without affecting their

absorption coefficient.

The temperature of this design was forecast to
drop at 17.6 ◦C and thus enhanced the
electrical efficiency up to 7.9% under

800 Wm−2 solar intensity.

Even though the aforementioned cooling methods have remarkable effects on improv-
ing the performance of PV cells in terms of temperature reduction and electrical efficiency,
the overall investment cost of cooling systems is a considerable concern when dealing with
LSS PV farms [26]. Additionally, employing gravel as ground cover for PV installations is
a business-as-usual approach. The ground-mounted PV installations with gravel ground
cover also create a “heat island” effect. In other words, temperatures around PV solar
arrays increase. Replacing the gravel with vegetation by strategic planning, therefore, can
help to counter the heat feedback loop. As such, agrivoltaic technology holds promising
implications for the food-energy-water nexus [33].

1.2. Agrivoltaic Approach

The co-location of PV and agriculture, commonly known as an agrivoltaic system,
offers a win-win solution through many benefits, such as reducing water loss, increasing
crop production, and improving the conversion efficiency of PV panels. Accordingly,
adopting such synergistic paths forward can contribute toward building resilient energy-
generation and food-production systems [33].

In the USA, Barron-Gafford et al. [34] performed an agrivoltaic system by planting
chiltepin peppers, jalapeños, and cherry tomatoes under PV arrays. The system was created
to capture the effects of this approach on physical and biological features during the average
three-month summer growing season. Compared to the traditional planting area (control)
of the food production, the total productions of chiltepin peppers and cherry tomatoes in
the agrivoltaic system were three and two times greater, respectively. With regard to water
savings, as shown in Figure 3(i), soil moisture remained around 15% and 5% higher for
irrigating every two days and irrigating every day before the next watering, respectively,
in the agrivoltaic system. With regard to the improved renewable energy production, as
shown in Figure 3(ii), PV panels in the agrivoltaic system were approximately 9 ◦C cooler
during daytime hours. On balance, therefore, the agrivoltaic approach provides mutual
benefits in drylands in terms of the food-energy-water nexus.
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Figure 3. (i) Impacts of agrivoltaic over control installations on soil moisture: (a,b)—the comparison
between control plots and agrivoltaics on soil moisture; (c,d)—differences between soil moisture
in the agrivoltaic and in the control settings where positive values mean additional moisture in
the agrivoltaic setting. (ii) impacts of agrivoltaic over traditional ground-mounted installations
on the surface temperature of PV panels: (a)—the comparison between the surface temperature
of traditional PV panels and the surface temperature of agrivoltaic PV panels; (b)—differences in
PV panel temperature between the agrivoltaic and traditional settings where negative values mean
the degree to which PV panels in the agrivoltaic were cooler. Reproduced with permission [34].
Copyright 2018, Springer Nature.

In Europe, agriculture technology company Sun’Agri from France showed that the
trees shaded by the agrivoltaic system in the Durance Valley decreased the ambient tem-
perature from 2 ◦C to 4 ◦C and also contributed to 63% reduction of water stress on the
crops [35]. In China, the capacity of a 640 MW solar park was installed, while goji berries
were planted under the solar panels. The results showed that the evaporation of land
moisture for this solar park effectively reduced by 30–40%, and 85% vegetation coverage
significantly improved the climate in this region. More interestingly, the ecosystem has
also changed accordingly in this region. For instance, the number of small wild animals,
such as hares, pheasants, and sparrows, has significantly increased [36]. In Singapore,
Teng et al. [37] investigated the impact of agrivoltaic system on the surrounding rooftop
microclimate by using ENVI-met simulation. Compared to the results without crops, on
sunny days under the agrivoltaic approach, PV temperatures were on average reduced
by 2.83 ◦C, and PV efficiency performance was improved by 1.13–1.42%. On cloudy days
under the agrivoltaic approach, PV temperatures were also on average lower by 0.71 ◦C,
and PV efficiency performance was enhanced by 0.28–0.35%.

An illustration of the practical implementation of agrivoltaic projects is shown in
Figure 4 with the geographical details distributed worldwide. Herein, this paper aims
to perform the tropical field validation for energy performance via agrivoltaic natural
cooling approach in the LSS PV farm in Malaysia. The structure of this paper is as follows:
Section 2 contains the details of field setup, data logging, and experimental approach.
Section 3 shares some field analysis on the environmental parameters, namely ambient
temperature, wind speed, and relative humidity for both weather stations. The main
findings on herbal natural cooling in large scale solar PV farms is described based on Fisher
ANOVA on energy at different plots and with some statistical justifications to support the
results. Section 4 concludes the study with a significant DC energy increase via agrivoltaic
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approach as per the Welch two sample t-test between energy production at agrivoltaic and
non-agrivoltaic plots.

Figure 4. Geographical distribution of agrivoltaic projects for industrial and research facilities
worldwide [38]. a; Monticelli D’Ongina Italy (www.remtec.energy (accessed on 22 March 2023)), b;
Castelvelo Italy (www.remtec.energy (accessed on 22 March 2023)), c; Virgilio Italy (www.remtec.
energy (accessed on 22 March 2023)), d; Campo D’eco Abruzzo Italy (www.corditec.it (accessed on
22 March 2023)), e; Jinzhai plant Anhui Province China (www.remtec.energy (accessed on 22 March
2023)), f; Changshan plant Zhejiang Province China (www.tonkingtech.com (accessed on 22 March
2023)), g; Biosphere 2, Arizona, USA [39], h; Montpellier France (www.agrophotvoltaik.de (accessed
on 22 March 2023)), k; Chiba Prefecture Japan (www.renewableenergyworld.com (accessed on 22
March 2023)). Copyright 2019, Springer.

2. Methodology
2.1. Site Setup

The LSS PV field setup was located at UPM Agri Solar Power Plant in Puchong,
Selangor, with 2 MWp generating capacity. It consisted of 8064 monocrystalline PV modules
within five acres area, including 84 strings segregated into 12 plots. Each PV plot was
divided by seven strings and could be further separated into four sections. As shown in
Figures 5 and 6, plots were selected for the analysis of this research. The plots (rectangles in
round yellow dots) were planted with Misai Kucing. Plot 7 is designated as the reference
plot, and the condition is maintained as per normal Solarfarm structures without any Misai
Kucing crops planted underneath. Figure 6 presents the experimental facilities of this
research. Figure 7 shows the data logging platform via Sunny Explorer software from SMA
Solar Technology AG for electrical output.
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2.2. Experiment Process

The experiment was conducted from February 2022 to March 2022 for two months
with continuous monitoring of all plots. The data logging process occurred from 7:00 a.m.
to 7:00 p.m. each day (only during the presence of sunlight). Figure 8 shows PV modules’
construction at Puchong Solarfarm with mounting structures.

Agriculture 2023, 13, x FOR PEER REVIEW  9  of  19 
 

 

2.2. Experiment Process 

The experiment was conducted from February 2022 to March 2022 for two months 

with continuous monitoring of all plots. The data logging process occurred from 7:00 a.m. 

to 7:00 p.m. each day (only during the presence of sunlight). Figure 8 shows PV modules’ 

construction at Puchong Solarfarm with mounting structures.   

 

Figure 8. PV modules mounting structure with height distance from ground level. 

Some descriptive statistics to obtain a preliminary understanding of energy produc-

tion under different settings (e.g., sun level and plot) were computed. To assess the rela-

tionship between sun levels and energy production, we conducted a Welch one-way anal-

ysis of variance (ANOVA) [39] and a further pairwise comparison (via Games-Howell test) 

[40]. Next, to assess the relationship between agrivoltaic status and energy production, we 

conducted a Fisher ANOVA [41] and further pairwise comparison with reference to the 

non-agrivoltaic plot (via Student’s t pairwise comparison test with Dunnett’s method ad-

justment) [42]. Finally, to further look into the comparison between agrivoltaic and non-

agrivoltaic plots, we grouped all agrivoltaic plots  into a single group and conducted a 

two-sample mean test. 

3. Results and Discussion 

Based on the collected energy data for Puchong Solarfarm, it is observed that only 

plots 3, 4, 6, 7, 9, 11 and 12 (as shown in Figure 5) have recorded continuous data without 

errors. Thus, those without faulty data were used for analysis. These plots are considered 

sufficient based on  their  location surrounding  the reference plot. The typical results on 

environmental parameters are  further analyzed based on  the  two-sample  location,  i.e., 

near Plot 1 (agrivoltaic:WS1-corner) and near Plot 7 (non-agrivoltaic: WS2-middle). Based 

on  the 24 h data collection,  the ambient  temperature  in  the agrivoltaic area and at  the 

middle of the farm area is nearly the same with the maximum value of 41.2 °C recorded 

at the middle area as shown in Figure 9. The wind profiling for both locations is almost 

the same throughout the sample day as shown in Figure 10. As for the relative humidity 

Figure 8. PV modules mounting structure with height distance from ground level.

Some descriptive statistics to obtain a preliminary understanding of energy production
under different settings (e.g., sun level and plot) were computed. To assess the relationship
between sun levels and energy production, we conducted a Welch one-way analysis of
variance (ANOVA) [40] and a further pairwise comparison (via Games-Howell test) [41].
Next, to assess the relationship between agrivoltaic status and energy production, we
conducted a Fisher ANOVA [42] and further pairwise comparison with reference to the
non-agrivoltaic plot (via Student’s t pairwise comparison test with Dunnett’s method
adjustment) [43]. Finally, to further look into the comparison between agrivoltaic and
non-agrivoltaic plots, we grouped all agrivoltaic plots into a single group and conducted a
two-sample mean test.

3. Results and Discussion

Based on the collected energy data for Puchong Solarfarm, it is observed that only
plots 3, 4, 6, 7, 9, 11 and 12 (as shown in Figure 5) have recorded continuous data without
errors. Thus, those without faulty data were used for analysis. These plots are considered
sufficient based on their location surrounding the reference plot. The typical results on
environmental parameters are further analyzed based on the two-sample location, i.e., near
Plot 1 (agrivoltaic:WS1-corner) and near Plot 7 (non-agrivoltaic: WS2-middle). Based on
the 24 h data collection, the ambient temperature in the agrivoltaic area and at the middle
of the farm area is nearly the same with the maximum value of 41.2 ◦C recorded at the
middle area as shown in Figure 9. The wind profiling for both locations is almost the same
throughout the sample day as shown in Figure 10. As for the relative humidity shown in
Figure 11, the value recorded for agrivoltaic areas shows a much higher humidity level
with an average difference of 5%.
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Higher humidity near solar panels can affect the lifespan of solar panels in several
ways. First, increased humidity can lead to corrosion of metal parts and electrical com-
ponents in the panels. Second, high humidity can cause moisture to enter the solar cells,
which can degrade their performance and efficiency over time. Additionally, high humidity
can promote the growth of microorganisms, such as algae, which can accumulate on the
surface of solar panels and reduce their efficiency. Finally, high humidity can also lead to
the formation of condensation on the surface of the panels, which can damage the electrical
components and reduce the efficiency of the system. To mitigate the effects of high humidity
on solar panels, it is important to ensure that the panels are properly sealed and protected
from moisture, which is a critical parameter during the PV manufacturing process [44–47].
In this study, the focus will be on temperature reduction via the natural cooling approach.
Regular cleaning of the panels can also help to prevent the accumulation of algae and other
debris on the surface of the panels, which can reduce their efficiency over time.
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Figure 11. Relative humidity profiling.

A preliminary observation from descriptive statistics showed that Plot 7 (the non-
agrivoltaic plot) had the lowest energy, and most energy was captured during peak sun
(refer to Appendix A Table A1 for further detailed descriptive statistics). Some further
analyses were conducted to examine the different energy level captured at different sun
levels of the day as shown in Appendix A Figure A1. First, several main assumptions about
the distribution of energy at different sun levels that were tested were the assumption of
normality as well as constant variance of residuals (refer to Appendix B Figure A2). Since
we have a large dataset, normality is assumed. Unfortunately, there is a fan-shape in the
residuals vs. fitted plot which shows inconsistency in variance (heteroscedasticity) between
sun levels. We further proved the presence of heteroscedasticity through the Bartlett test [48]
of homogeneity of variances (Bartlett’s K-squared = 8275.1, df = 4, p-value < 2.2 × 10−16).
Hence, Welch ANOVA was employed (refer to Appendix B Figure A3). There is a significant
difference (FWelch = 26,408.92; p-value = 0.00 < 0.05) in energy at different sun levels. The
Games-Howell test showed that the energy is different between pairs of sun levels (all
p-values < 0.05) (refer to Appendix B Table A2). That is, the energy level is different at
different sun levels, and the highest was recorded during the peak sun, like that obtained in
Othman et al. [49]. The sample comparative analysis of both agrivoltaic and non-agrivoltaic
plots is shown in Figure 12 for two sample plots and Table 3 with details of the electrical
outputs for 7 sample plots, which confirms the increase in DC electricity generation by
means of natural plant cooling. Based on actual field data analysis, the location of each
plot showed some varying values although they are installed at the same location. As an
example, Plot 3 generated a higher power than Plot 9, with different fluctuation patterns
throughout the day along with the sun movement where the location of PV module
distribution does provide some impact in terms of DC generation. Shadow is not a factor
because the location was selected and constructed to negate any shadow impact. With
respect to Plot 7 as the non-agrivoltaic plot, this study has proven a significant increase in
DC power generation.
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Figure 12. Sample agrivoltaic vs. non-agrivoltaic plots.

Table 3. The electrical output for the seven selected plots.

Plot 3
(Agrivoltaic)

Plot 4
(Agrivoltaic)

Plot 6
(Agrivoltaic)

Plot 7
(Ref-Non

Agrivoltaic)

Plot 9
(Agrivoltaic)

Plot 11
(Agrivoltaic)

Plot 12
(Agrivoltaic)

Sum (kW) 66,031.087 66,176.308 64,724.269 63,835.959 64,652.976 65,161.215 64,907.0955

Ave (kW) 3.886239009 3.894785946 3.809326644 3.757045436 3.805130716 3.835042964 3.82008684

Max (kW) 19.758 19.632 23.808 19.104 18.396 19.278 18.7275

Comparison P3-P7 P4-P7 P6-P7 P9-P7 P11-P7 P12-P7

kW 2195.128 2340.349 888.31 817.017 1325.256 1071.1365

% 3.324385679 3.536536067 1.372452735 1.263695889 2.033811064 1.650261026

The analysis of the effect of agrivoltaic plots on energy production begins with some
assumptions required for the parametric statistical tests: i.e., normality and constant
variance of residuals were fulfilled. Hence, Fisher ANOVA was used, and some reliable
results are summarized in Figure 13.

There is strong evidence for the difference (FFisher = 2.39; p-value = 0.03 < 0.05) in
energy from different plots. Student’s t pairwise comparison test with Dunnett’s method
adjustment (a close approximation to the Dunnett adjustment) showed that the energy is
different between Plot 7 and two other plots, i.e., Plot 3 and Plot 4, at 95% confidence level
(refer to Table 4). The 95% confidence intervals of the mean difference between individual
agrivoltaic plots (Plots 3, 4, 9 and 11) and non-agrivoltaic plot (Plot 7) further support the
results, i.e., the intervals for the pairs do not include zero (refer to Figure 14).
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Table 4. Pairwise comparison test (with Dunnett’s method adjustment) on energy from different
plots (SE = 0.08792941; df = 59465).

Contrast Estimate t-Ratio Confidence Interval p-Value

p04–p07 0.2751 3.1292 (−0.0826, 0.5986) 0.0097
p03–p07 0.2559 2.9105 (−0.0591, 0.6221) 0.0193
p06–p07 0.1016 1.1552 (0.0536, 0.7348) 0.6825
p09–p07 0.0931 1.0591 (−0.0051, 0.6761) 0.7406
p11–p07 0.1563 1.7779 (−0.0476, 0.6336) 0.2992
p12–p07 0.1247 1.4185 (−0.6604, 0.0209) 0.5128
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Further, the two-sample mean comparison (Welch t = 2.5624, df = 11,743, p-value = 0.01041
< 0.05, 95% confidence interval = [0.0394, 0.2962]) shows strong evidence for the difference
between a group of agrivoltaic plots and a non-agrivoltaic plot (refer Table 5). In summary,
the highest average energy increase by plot and the overall plot energy average increase are
0.28 kW (3.73%) and 0.17 kW (2.24%), respectively, with the implementation of agrivoltaic.

Table 5. Welch two sample t-test between energy production at agrivoltaic and non-agrivoltaic plots.

t df Confidence Interval p-Value

2.5624 11743 [0.0394, 0.2962] 0.0104

4. Conclusions

The agrivoltaic integration in large-scale solar PV farms adopts such synergistic paths
forward which contribute toward building resilient energy-generation and food-production
systems. This study provides the proof of concept where herbal plantation (in this case,
Misai Kucing cultivation) as a means of agrivoltaic plot supports the operation of solar
farms through natural cooling directly underneath the solar PV arrays. The significant DC
energy increase of 3% (on average) via agrivoltaic cooling provides sufficient savings and
surplus to the operators plus some means of secondary business with the fresh produce.
Thus, it is greatly recommended that all large-scale solar farms, especially in Malaysia,
should be transformed, not only by producing electricity for the grid, but also by integrat-
ing agriculture via agrivoltaic approach. Future recommendations on the impacts of PV
module lifespan, economic perspective, and soil properties under agrivoltaic conditions
are suggested.

Author Contributions: Conceptualization, N.F.O., M.E.Y. and H.H.; methodology, L.L., A.S.M.S. and
H.H.; software, A.H.J.; validation, M.E.Y. and A.H.J.; formal analysis, A.H.J.; investigation, L.L.;
resources, N.F.O.; data curation, A.H.J. and J.N.J.; writing—original draft, N.F.O. and L.L.; writing—
review & editing, M.E.Y.; visualization, A.S.M.S.; supervision, R.S. and J.N.J.; project administration,
N.F.O. and R.S.; funding acquisition, M.E.Y. All authors have read and agreed to the published
version of the manuscript.

Funding: The authors delegate our thanks to the Ministry of Energy and Natural Resources (MENR)
under the AAIBE Research Fund (Vote no. 6300921) and the Research Management Centre (RMC),
Universiti Putra Malaysia for the approval of research funding under the Putra Grants Scheme (Vote
no. 9709000).

Institutional Review Board Statement: Not Applicable.

Data Availability Statement: Not Applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Descriptive Statistics

Table A1. Descriptive statistics of energy at different sun levels and plots.

Plot Measures

Sun Level

Early Sun Mild Sun
(Evening)

Moderate Sun
(Evening)

Moderate Sun
(Morning) Peak Sun Overall

Plot 3

Mean (SD) 2 (2.41) 2.75 (2.8) 9.24 (5.13) 10.55 (3.87) 13.24 (4.07) 7.76 (5.83)
Interval [min, max] [0, 10.89] [0, 12.29] [0, 19.74] [0.72, 18.85] [1.77, 19.76] [0, 19.76]

Plot 4

Mean (SD) 2.22 (2.5) 2.66 (2.75) 9.1 (5.13) 10.68 (3.84) 13.2 (4.07) 7.78 (5.8)
Interval [min, max] [0, 11.53] [0, 12.12] [0, 19.63] [0.75, 18.74] [1.82, 19.26] [0, 19.63]
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Table A1. Cont.

Plot Measures

Sun Level

Early Sun Mild Sun
(Evening)

Moderate Sun
(Evening)

Moderate Sun
(Morning) Peak Sun Overall

Plot 6

Mean (SD) 1.94 (2.32) 2.75 (2.81) 9.16 (5.16) 10.24 (3.79) 12.96 (4.13) 7.6 (5.75)
Interval [min, max] [0, 10.84] [0, 12.37] [0, 23.81] [0.7, 18.79] [1.71, 19.42] [0, 23.81]

Plot 7 (reference plot)

Mean (SD) 2.14 (2.41) 2.59 (2.69) 8.8 (4.92) 10.33 (3.68) 12.67 (3.83) 7.5 (5.56)
Interval [min, max] [0, 11.23] [0, 11.71] [0, 18.48] [0.73, 18.41] [1.76, 19.1] [0, 19.1]

Plot 9

Mean (SD) 1.9 (2.27) 2.73 (2.8) 9.12 (5.17) 10.27 (3.85) 12.98 (4.22) 7.59 (5.78)
Interval [min, max] [0, 10.78] [0, 12.59] [0, 18.34] [0.72, 18.24] [1.67, 18.4] [0, 18.4]

Plot 11

Mean (SD) 2.2 (2.48) 2.59 (2.7) 8.94 (5.03) 10.57 (3.78) 12.97 (3.97) 7.66 (5.7)
Interval [min, max] [0, 11.27] [0, 11.84] [0, 19.26] [0.71, 18.6] [1.79, 19.28] [0, 19.28]

Plot 12

Mean (SD) 2.05 (2.37) 2.66 (2.73) 9.03 (5.01) 10.42 (3.75) 12.98 (3.92) 7.63 (5.69)
Interval [min, max] [0, 10.74] [0, 11.78] [0, 18.72] [0.72, 18.27] [1.74, 18.73] [0, 18.73]

Overall

Mean (SD) 2.07 (2.4) 2.67 (2.75) 9.06 (5.08) 10.44 (3.79) 13 (4.04) 7.65 (5.73)
Interval [min, max] [0, 11.53] [0, 12.59] [0, 23.81] [0.7, 18.85] [1.67, 19.76] [0, 23.81]
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Figure A1. (a) Distribution of energy at different sun level. (b) Distribution of energy at different plots.
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Figure A3. Welch ANOVA on energy at different sun levels. 

Table A2. Pairwise comparison in energy at different sun levels using Games-Howell test. 

Contrast Pair  Estimate  Confidence Interval  p‐Value Adjusted 

t1–t2  8.3706  [8.2607, 8.4806]  0.0000 

t1–t3  10.9357  [10.8207, 11.0508]  0.0000 

t1–t4  6.9907  [6.853, 7.1284]  0.0000 

t1–t5  0.6094  [0.5137, 0.705]  0.0000 

t2–t3  2.5651  [2.4293, 2.7008]  0.0000 

t2–t4  −1.3800  [−1.5354, −1.2246]  0.0000 

t2–t5  −7.7613  [−7.881, −7.6415]  0.0000 

t3–t4  −3.9450  [−4.1041, −3.786]  0.0000 

t3–t5  −10.3263  [−10.4507, −10.2019]  0.0000 

t4–t5  −6.3813  [−6.5269, −6.2357]  0.0000 
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Table A2. Pairwise comparison in energy at different sun levels using Games-Howell test.

Contrast Pair Estimate Confidence Interval p-Value Adjusted

t1–t2 8.3706 [8.2607, 8.4806] 0.0000
t1–t3 10.9357 [10.8207, 11.0508] 0.0000
t1–t4 6.9907 [6.853, 7.1284] 0.0000
t1–t5 0.6094 [0.5137, 0.705] 0.0000
t2–t3 2.5651 [2.4293, 2.7008] 0.0000
t2–t4 −1.3800 [−1.5354, −1.2246] 0.0000
t2–t5 −7.7613 [−7.881, −7.6415] 0.0000
t3–t4 −3.9450 [−4.1041, −3.786] 0.0000
t3–t5 −10.3263 [−10.4507, −10.2019] 0.0000
t4–t5 −6.3813 [−6.5269, −6.2357] 0.0000
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Abstract: Because of the poor environment inside fattening pig houses due to high humidity, ammo-
nia gas, and fine dust, it is hard to accumulate reliable long-term data using sensors. Therefore, it
is necessary to conduct research for filling in the missing environmental data inside fattening pig
houses. Thus, this research aimed to develop a model for predicting the missing data of the air
temperature inside fattening pig houses using a long short-term memory (LSTM) model, which
is one of the artificial neural networks (ANNs). Firstly, the internal and external environmental
data of the fattening pig house were monitored to develop the LSTM models for data filling of the
missing data and to validate the developed LSTM model. The LSTM model for data filling of the
missing data was developed by learning the measured temperature inside the pig house. The LSTM
model developed in this study was validated by comparing the air temperature data predicted by
the LSTM model with the air temperature data measured in the fattening pig house. The LSTM
model was accurate within a 3.5% error rate for the internal air temperature. Finally, the accuracy and
applicability of the developed LSTM model were evaluated according to the order of learning data
and the length of the missing data. In the future, for information and communication technologies
(ICTs) and the convergence and application of smart farms, the LSTM models developed in this study
may contribute to the accumulation of reliable long-term data at the fattening pig house.

Keywords: environmental monitoring; imputation; machine learning; pig house; recurrent
neural network

1. Introduction

The livestock industry is a major sector of agriculture and has been continuously
growing in South Korea, reaching USD 18 billion in 2020 and constituting 40% of the total
agricultural production. Additionally, the pig industry in South Korea accounts for 35% of
the total livestock industry, ranking it as the largest livestock industry [1].

Traditionally, the internal environments of most livestock housings are controlled
based on the measured data, such as internal air temperature and relative humidity. Here,
air temperature has been generally used as a basis to regulate the exhaust fans and inlet
windows in order to maintain the proper environment inside the livestock houses. Environ-
mental control using only air temperature has a limitation since it cannot consider various
factors such as humidity, ammonia concentration, and odor. In winter, the minimum venti-
lation for the management of the internal air temperature can cause excessive humidity,
ammonia concentration, and odor. Recently, with the development of the smart farm based
on information and communication technology (ICT), the algorithm for the environmental
control of livestock houses has been changed from control based on an environmental

Agriculture 2023, 13, 795. https://doi.org/10.3390/agriculture13040795 https://www.mdpi.com/journal/agriculture
279



Agriculture 2023, 13, 795

factor to integrated control based on the big data of various environmental factors. Reliable
long-term data on the internal environment should be accumulated to design a precise
control algorithm for livestock houses.

The expansion and automation of livestock houses have induced active research and
development (R&D) and the establishment of smart farms. The global demand of smart
farms continues to increase from USD 2.81 billion in 2015 to USD 4.92 billion in 2020 [2]. The
monitoring of environmental data, such as temperature, humidity, and gas concentration
inside the livestock houses, is critical for obtaining basic data to design environment control
algorithms for an automatic control system of smart farms. Therefore, the accumulation
of reliable long-term data on the environment is important because it is the basic data for
environmental control and the development of the smart farm.

The long-term accumulation of monitoring data can be hindered by the reduced
durability of the monitoring devices installed at livestock houses for daily measurements
due to the poor internal environment with high levels of humidity, gas, and fine particulate
matter [3]. In addition, the frequent failure of sensors will add repair and replacement costs
for the sensor. Therefore, it is necessary to conduct research for filling in the missing data
on the environments inside the livestock houses.

Several studies across different research fields have employed various techniques to
estimate the missing data, either by using statistical analysis such as linear regression, auto-
regressive integrated moving average (ARIMA), and seasonal auto-regressive integrated
moving average (SARIMA) [4–9]. In the field related to agriculture, several studies have
been conducted focused on the imputation of meteorological data [6,7,9,10]. Xie et al. [11]
used a hybrid deep learning-driven sequential concentration transport emission model
(DL-CTEM) that predicts the emissions of ammonia, carbon dioxide, and hydrogen sulfide,
which are major harmful gases in pig houses, and suggested optimal ventilation control
using this. Additionally, since real-time thermal environment management is important,
a discrete model was used to improve the accuracy of thermal environment prediction
inside the laying hen house [12]. A discrete model was developed that incorporates time-
period groups (TPGs), the group buffered rolling (GBR) mechanism, and TPG factors. In
the case of control based on the internal environment data in livestock house environment
control, it can be said that the continuity of measured data and the interpolation of the
missing data are very important.

Recently, machine learning techniques have been actively applied for the imputation
of the missing data, and studies for the imputation of time series data using machine
learning techniques had been also conducted in the agricultural field [13–16]. Boomgard-
Zagrodnik and Brown [13] developed the random forest imputation model for missing
Mesonet temperature observation. The model predicted the growing degree days (GDDs)
value within an average error rate of 1.4%. Moon, Lee, and Son [15] developed the two-
dimensional convolutional neural network (CNN) model for imputation of missing tabular
data of several greenhouses. Song, Gao, Zhao, and Zhao [16] used the recurrent neural
network (RNN) and long short-term memory (LSTM) models to fill the missing data of
stem moisture data of plants. However, few studies focused on predicting the missing
data of the livestock houses. In particular, since there is a lot of dust and harmful gases in
livestock houses, missing data may occur frequently. Moreover, the RNN model, which
is one of the ANN models, is being applied more actively because it is very important to
collect time series data in agricultural facilities that manage animals and plants [17–23].
Therefore, it is very likely that the RNN model will be used as a method to solve missing
data in real time in livestock facilities.

Compared to other models dealing with time series data, the LSTM models do not
require the nonlinear functions to be estimated, and it has demonstrated superior perfor-
mance in a wide range of sequence modeling applications [24–27]. Also, if the model uses
the same number of layers, LSTM models can have a more complex structure and more
parameters than gated recurrent units (GRUs) [28], which are commonly used to predict
data with higher accuracy [29]. In addition, LSTM models have already shown higher
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accuracy than GRU in other studies [30,31]. Accordingly, it can be seen that it is appropriate
to use the LSTM model using long-term data of livestock house.

In this study, the RNN model was developed for expecting the missing data of air
temperature inside the fattening pig house using the field-measured data of the internal
air temperature. The internal and external environmental data of the fattening pig house
were monitored during the field experiment. Based on the result of the field experiment,
descriptive statistics were conducted to evaluate the environmental management of the
fattening pig house. Some of the measured air temperature data inside the fattening
pig house were assumed to be the missing data. The RNN model for data filling of the
missing data was developed by learning the measured air temperature. The RNN model
developed in this study was validated by comparing the air temperature data predicted
by the RNN model with the measured data by the field experiment. Finally, the accuracy
and applicability of the developed RNN model were evaluated according to the order of
learning data and the length of the missing data.

2. Materials and Methods

The research flow chart for predicting missing data using the RNN model is as follows
(Figure 1). First, a field experiment was conducted to monitor the internal and external
environments of the fattening pig house. Through the field experiment, the air temperature,
relative humidity, ventilation rate, ammonia concentration inside the fattening pig house,
and the external weather were monitored in the fattening pig house. These monitoring
data were used to develop the RNN models for data filling of the missing data and
to validate the RNN model. Based on the result of the field experiment, descriptive
statistics were conducted to evaluate the environment inside the fattening pig house. In
this study, the air temperature inside the fattening pig house were initially assumed to be
the missing data. The RNN model for data filling of the missing data was developed by
learning the measured data in other period. The RNN model developed was validated by
comparing the air temperature data predicted by the RNN model with the measured air
temperature. The accuracy of the RNN model was further improved by considering the
periodic parameter. Finally, the accuracy and applicability of the developed RNN model
were evaluated according to the order of learning data and the length of the missing data.
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2.1. Experimental Facility (Fattening Pig House)

In this study, the experiment was conducted at the mechanically ventilated fatten-
ing pig house located at Imcheon-myeon, Buyeo-gun, Chungcheongnam-do Province
(126◦90′ E, 36◦21′ N). The experimental fattening pig house was shown in Figure 2. The
experimental fattening pig house had a width of 42 m, a length of 145.1 m, and consisted
of 24 pig rooms. The pig room where the environmental monitoring was conducted was
strategically selected among the 24 pig rooms. The experimental pig room had a width
of 13.3 m, a length of 18.8 m, a height of 2.6 m, and a pit depth of 1 m. The floor of the
pig room was a concrete slatted floor. A total of 320 fattening pigs (about 70 kg) were
reared within the experimental pig room, and the rearing density was 0.78 m2 animal−1.
In the experimental fattening pig house, there were six sidewall slots (1.0 m × 0.4 m),
twelve ceiling slots (0.6 m × 0.6 m), two 0.5 m diameter exhaust fans, and three 0.95 m
diameter exhaust fans for mechanical ventilation at the sidewall. The exhaust fans were
controlled following the three steps for operating the exhaust fans. The first operating
condition was that two 0.5 m diameter fans were operated depending on the internal air
temperature. When the air temperature inside the pig house increased, the ventilation fans
for temperature control were operated. The 0.95 m diameter fan started to operate when
the operation rate of the first fans was 100%. Then, all the remaining fans started operating
as the third operating condition when the operation rate of the second fans was 100%. In
addition, the inlet ducts installed in the longitudinal direction below the ceiling have not
been used.
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Figure 2. Experimental fattening pig house. (a) Inside the fattening pig house. (b) A schematic of the
fattening pig house.

2.2. Recurrent Neural Network

As computer performance develops, machine learning technology is widely used in
various fields. In previous studies, machine learning models have been used to analyze
animal behavior patterns [19,20,23,32,33], behavior before calving [31,34,35], and the voice
of livestock [36] Some studies have also used machine learning to predict dependent vari-
ables according to the various environmental factors [17]. Among several machine learning
technologies, artificial neural networks (ANNs) have been actively used as methods to
accurately predict the dependent variables from independent variables. In this study, the
RNN model, which is one of an ANN, was used to predict the missing data inside the
fattening pig house. Through RNN, it is possible to use iterative learning through the
memory of the ANN. The memory can store information from previous stages of learning
and can provide a feedback function that considers information from previous stages as
input data. The RNN structure is a form in which a path is added to the general ANN
structure to re-insert the output value of the hidden layer at the previous time (t − 1) as
the input value of the hidden layer at the next time (t). This structure repeats the process
where the result at the current time (t) affects the next time (t + 1). A basic structure of the
RNN model is shown in Figure 3a.
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Meanwhile, the LSTM method was developed to solve the vanishing gradient problem
of the general RNN algorithm [27]. A vanishing gradient is a gradient at a time step
far away from time step (t) that has little effect on the learning process when learning
data for a long time. While there are limitations to learning long-term dependencies
using general RNN models, LSTMs can remember long previous sequences of data. The
difference with the LSTM algorithm is a cell with multiple gates. LSTM accepts previous
data with an additional operation, so the vanishing gradient problem does not occur. LSTM
accomplishes this by using a set of gates (input, forget, and output) that control the flow of
information into and out of the memory cell. The input gate can control how much new
information is added to the memory cell, the forget gate controls which information is
discarded from the memory cell, and the output gate controls how much information is
output from the memory cell. A basic structure of the LSTM model is shown in Figure 3b.

2.3. Experimental Procedure
2.3.1. Monitoring the Environmental Factors inside the Fattening Pig House

For the data collection, the environmental factors inside and outside the experimental
fattening pig house was monitored from 10 July 2021 to 31 July 2021. In this study, the
monitoring data in summer was used as the learning data. The cooling system was not
used at the experimental fattening pig house and the exhaust fans were maximally operated
during daytime in summer. Otherwise, the internal air temperature of the fattening pig
house significantly fluctuated with the ventilation, infiltration, heating, and so on. As
shown in Figure 4, the six sensors (HTX 75 series, Dotech Inc., Ansan-si, Gyeonggi-do,
Republic of Korea) for monitoring the air temperature and relative humidity were installed
at the center of each pen at a height of 1.5 m in the fattening pig house. An ammonia
sensor (Multirae-ir, RAEsystem Inc., San Jose, CA, USA) was also installed in front of the
center exhaust fan. An electrometer (DW-6092, Newtech Inc., Seoul, Republic of Korea)
was installed to measure the current flow when the exhaust fans were running. Then, the
ventilation rates of the fattening pig house were calculated using the monitoring data of the
electric current in real-time. The air temperature, relative humidity, ammonia concentration,
and ventilation rate inside the fattening pig house were logged at one-second intervals.
However, the data averaged for five minutes was used when the measured data were used
to analyze the environments, develop the RNN model, and validate the developed RNN
model. A portable weather station (Watchdog weather station 2900ET, Aurora, IL, USA)
was installed on the roof of the management office near the pig house to observe the external
weather conditions. External environmental data such as wind speed, wind direction, solar
radiation, temperature, relative humidity, and rainfall were monitored at 1-second intervals,
and the 5-minute average data was recorded on the equipment. However, the weather data
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were not used as data for developing the RNN model and were used only to analyze the
environment inside the pig house during the model’s development process. Descriptive
statistics of the monitored environments inside and outside the fattening pig house during
the monitoring period were calculated for the environmental analysis of the experimental
fattening pig house. The temperature humidity index (THI) [37,38] was also calculated to
analyze the heat stress on the pigs. Finally, the monitoring data of air temperature inside
the fattening pig house was used to develop the RNN model in this study because the air
temperature is one of the most important factors for the environmental control inside the
fattening pig houses. The average data of internal air temperature measured at six points
was used to develop the RNN model.
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Figure 4. Sensor locations for monitoring the environmental factors inside the experimental fattening
pig house.

2.3.2. Design of RNN Models for Expecting Missing Data

In this study, the RNN model was developed to predict the missing data of the air
temperature from the measured data inside the fattening pig house. Since it was learned
only with time series data of temperature data, it is expected that the developed model
will be lightweight and highly applicable to the actual field. As previously mentioned, the
measured air temperature from 10 July 2021 to 31 July 2021 was used for the RNN model’s
development, as shown in Figure 5. Detailed data information during the experimental
period for the development and validation of the RNN model is presented in Table 1. The
ratio between the lengths of training data and test data was 5:1 [16]. The data from 10 July
2021 to 19 July 2021 were used for learning in sequential order. The data house from 22 July
2021 to 31 July 2021 was used for learning in reverse order. The data house from 20 July
2021 to 21 July 2021 was used as the test data.
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Table 1. Date information periods during the experimental period.

Data Set Monitoring Period Days Number of Data

Sequential data learning 10 July~19 July 10 days 2880
Validation 20 July~21 July 2 days 576

Reverse data learning 22 July~31 July 10 days 2880

Gradient vanishing problems can occur when using long-term data as training data
for general RNN models. To solve this problem, a single-layer LSTM model suitable for
long-term data learning was used. The learning rate was set to 0.01 and the tanh function
with high accuracy of the RNN model was used as the activation function as the learning
parameter. The commonly used AdamOptimizer was applied in this study, and the loss
was trained to minimize the mean squared error. Since the range of learning variables can
be different, the range of data according to several variables must be unified from 0 to 1. If
the data range is not unified, the model diverges during the training process. Therefore,
for successful learning, all training data were normalized in the range of 0 to 1 using the
min–max scaler in Equation (1).

dscaled =
d− dmin

(dmax − dmin) + 10−7 (1)

where d is learning data, dscaled is scaled learning data, dmax is the maximum value of
the variable, dmin is the minimum value of the variable, and 10−7 is the noise term for
preventing zero division.

2.3.3. Validation of Accuracy of Developed Models

The developed RNN model was validated by comparing the temperature data pre-
dicted with the missing data assumption of the temperature data measured in the pig
house. First, Model 1 was developed by learning only air temperature data inside the
fattening pig house as a basic model. To improve the accuracy of the RNN model, Model
2 was developed by additionally considering a periodic parameter. The periodic parameter
was set from 1 to 288 by dividing a day into five minutes to consider the periodic character
of a day. The accuracies of the RNN models were compared by considering the periodic
parameter (Table 2).
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Table 2. Experimental conditions of learning data for developing the RNN model.

Conditions Conditions Number of
Cases

Validation of RNN
model accuracy

Learning data
(independent variables)

Model 1 Monitored air temperature inside
the fattening pig house

2
Model 2

Monitored air temperature inside
the fattening pig house and

periodic parameter

Dependent variable Missing data of air temperature 1

Total - 2

To compare the predicted data and the measured data, statistical indices, such as the
root-mean-square error (RMSE) and the mean absolute percentage error (MAPE), were
calculated using Equations (2) and (3), respectively. The RMSE is commonly used to mea-
sure the difference between two pieces of data. However, there is no quantitative criterion
for evaluating RMSE, and MAPE is a measure of prediction accuracy as a percentage of
error. Therefore, this index was used to assess the accuracy of predicted data using the
RNN model.

RMSE =

√
∑n

i=1(Ri − Ci)
2

n
(2)

MAPE =
100
n

n

∑
i=1

∣∣∣∣
Ri − Ci

Ri

∣∣∣∣ (3)

where RMSE is root-mean-square error (◦C, %), MAPE is mean absolute percentage error
(%), n is the total number of data according to time, Ri is the measured data at a specific
time, and Ci is the predicted data at a specific time.

2.3.4. Comparative Evaluation of the RNN Model according to the Order of Learning Data
and the Length of the Missing Data

A total of 27 cases of experimental conditions for learning data was used to develop the
RNN model, as shown in Table 3. Previous studies have shown that when developing RNN
models, training time-series data in reverse order can generally improve the accuracy of
RNN models [39–41]. Therefore, in this study, the RNN model was developed by learning
time series data in sequential and reverse orders. The bidirectional model was developed
by combining the sequential model and reverse model for improving the accuracy of the
RNN models. In general, the longer the length of the missing data, the lower the accuracy
of the RNN model. Therefore, to identify this trend and analyze the accuracy of the RNN
model, the accuracies of the RNN models were compared according to the length of the
missing data at 1, 2, 3, 6, 9, 12, 24, 36, and 48 h.

The predicted results of the bidirectional model were calculated by adding the pre-
dicted results of the sequential model and reverse model considering the weight values,
as shown in Equation (4). The weight values for the predicted results of the sequential
model and reverse model have gradients, as shown in Figure 6. It was expected that the
sequential model has high accuracy on the front of the missing data. Otherwise, it was
expected that the reverse model has high accuracy on the back of the missing data. Finally,
it was expected that the accuracy of the bidirectional model is improved by comparing it
with the sequential and reverse models. Finally, the accuracies of the RNN models were
developed and compared according to the sequential, reverse, and bidirectional models.

zi = aixi + biyi (4)
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where zi is the predictive value of the bidirectional model, xi is the predictive value of the
sequential model, yi is the predictive value of the reverse model, ai is the weight of xi, bi is
the weight of yi, and i is the sequence number of the missing data.

Table 3. Experimental conditions of learning data for developing the RNN model.

Conditions Conditions Number of
Cases

Case study for enhancing the
accuracy of the RNN model

Learning data
(independent variables)

Monitored air temperature inside the
fattening pig house and periodic parameter 1

Dependent variable Missing data of air temperature 1

Order of learning data Sequential, reverse, and bidirectional order 3

The length of the missing data 1, 2, 3, 6, 9, 12, 24, 36, and 48 h 9

Total - 27
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3. Results and Discussions
3.1. Analysis of the Internal Environment of the Experimental Pig House

Environmental data inside and outside the experimental fattening pig house were
monitored to analyze the environmental problems of the fattening pig house, to accumulate
the learning data for the development of the RNN models, and to validate the developed
RNN model. Descriptive statistical analysis was conducted to analyze the temperature
and relative humidity characteristics inside the pig house. The box plots shown in Figure 7
describe the distributions of the air temperature and relative humidity inside the experi-
mental fattening pig house. Figure 8 shows the measured environments inside and outside
the fattening pig house during the experimental period. The average air temperature inside
the fattening pig house was higher than the outside temperature due to solar radiation,
insulation of the wall, heat generation of the pigs, etc. The internal air temperature was
higher than 34 ◦C during daytime and the external air temperature was higher than 36 ◦C.
It was expected that pigs had high-temperature stress because of the high air temperature
inside the fattening pig house during the experimental period. The relative humidity
inside the fattening pig house fluctuated from 50 to 90% due to the temperature difference
between day and night. According to the measurement points, the analysis showed that
relatively low air temperatures (28.7 ◦C and 29.0 ◦C) were measured near the slot opening
at the sidewall (P-1 and P-2), whereas relatively high air temperatures (30.6 ◦C and 30.0 ◦C)
were measured at P-5 and P-6, which were located near the exhaust fans. The airflow from
the slot opening at the sidewall (inlets) to the exhaust fans (outlets) caused the distribution
of the internal airflow.
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perature of the fattening pig house was higher than 34 °C. Therefore, it is recommended 
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Based on the results, it was expected that the pigs had high-temperature stress. The
THI was additionally calculated by simultaneously considering the air temperature and
relative humidity, as shown in Figure 9a. The ammonia concentration and ventilation
rate inside the fattening pig house were also presented in Figure 9b,c. Accordingly, the
measured THI ranged from 78 to 86 during the experimental period. This means that the
internal environments were under the alert and danger sections for high-temperature stress
on pigs. Although the ventilation rates were maximum in the daytime, the internal air
temperature of the fattening pig house was higher than 34 ◦C. Therefore, it is recommended
to install additional cooling systems to relieve the high-temperature stress in summer.
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In the case of ammonia concentration inside the fattening pig house, a relatively high
range of 5 to 20 ppm was measured. The ammonia concentration fluctuated with the change
in ventilation rates during the day and night. The ammonia concentration increased as the
ventilation rate decreased at night. On the other hand, the concentration of ammonia gas
was lowered due to the high ventilation rate in the daytime. As a result of the monitoring
in the fattening pig house, it was identified that internal environments were poor with
a high air temperature, relative humidity, and ammonia concentration. Due to the poor
environment inside fattening pig houses, it is hard to accumulate reliable long-term data on
the fattening pig house due to sensor failure. Therefore, it is necessary to conduct research
for filling in the missing data on the environments inside livestock houses. In this study, the
research for the data filling of the missing data as the basic research was conducted using
air temperature data, which is one of the most important factors for the environmental
control inside fattening pig houses.

3.2. Validation of the Accuracy of the Developed Models

The developed RNN model in this study was validated by comparing air temperature
data predicted by the RNN model with the assumed missing data. The air temperature pre-
dicted by the RNN model was presented in Figure 10, according to the periodic parameter.
The RMSE and MAPE as statistical indices were calculated for the quantitative comparison,
as shown in Table 4. When the RNN model was developed by learning only internal air tem-
perature, the value of the RMSE and MAPE were 1.92 ◦C and 4.70%, respectively. As shown
in Figure 10a, the RNN model could not accurately predict the internal air temperature
when only air temperature data was considered as the learning data. Therefore, additional
processes, such as considering a multi-layer model and adding other parameters, were
necessary to improve the accuracy of the RNN model for predicting the missing data of the
air temperature inside the fattening pig house. However, the computing loads and learning
time could increase for the development of the multi-layer RNN model. Therefore, the
RNN model additionally considers the periodic parameter as the learning data. When the
RNN model was developed by considering the periodic parameter, the value of the RMSE
and MAPE were 1.41 ◦C and 3.55%, respectively. The accuracy of the RNN model was
improved with a 1.15% decrease in the error rate. The tendency of air temperature predicted
by the RNN model considering the periodic parameter was fitted with the tendency of air
temperature measured in the field experiment. It was suitable to use the developed RNN
model for predicting the air temperature inside the fattening pig house within a 3.5% error
rate. The developed RNN model in this study could be applied to predict the internal air
temperature when the monitoring sensors are not working. Furthermore, the RNN models
were expected to be highly applicable because they could be continuously improved the
RNN model through learning from the monitoring data.
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Table 4. Validation of the RNN model for predicting the missing data, according to learning parameters.

Statistical Indices Learning without the
Periodic Parameter

Learning with the
Periodic Parameter

RMSE (◦C) 1.92 1.41
MAPE (%) 4.70 3.55

3.3. A Comparative Evaluation of the RNN Models according to the Order of Learning Data

The RNN model was developed by learning time series data in sequential and reverse
orders. The bidirectional model was additionally developed by combining the sequential
model and reverse model to improve the accuracy of the RNN models. The air temperature
predicted by the sequential, reverse, and bidirectional models were presented in Figure 11.
A comparative analysis was also conducted using the statistical indices of the RMSE and
MAPE, according to the order of learning data and the length of the missing data. The
increase in the RNN model’s accuracy was presented in Table 5, according to the order of
learning data.
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Table 5. An increase in the RNN model’s accuracy according to the order of learning data.

MAPE (%)
The Length of the Missing Data

1 hr 2 hr 3 hr 6 hr 9 hr 12 hr 24 hr 36 hr 48 hr

Sequential model (A) 2.15 2.25 2.89 2.94 2.77 2.33 2.14 2.81 3.55
Bidirectional model (B) 0.24 0.77 0.43 0.93 1.06 1.12 1.48 2.60 2.64

Increase in accuracy (A-B) 1.91 1.48 2.46 2.01 1.71 1.21 0.66 0.21 0.91

As shown in Figure 11a, the sequential model was relatively more accurate at the
0–144 time step than at the 144–288 time step. On the contrary, the reverse model was
relatively more accurate at the 144–288 time step than at the 0–144 time step, as shown in
Figure 11b. As a result of the quantitative comparison (Table 6), the reverse model was more
accurate than the sequential model. These results were in agreement with the results of
previous studies [39–41]. The sequential model was able to accurately predict the missing
data of the internal air temperature with an error rate of 2.14–3.55%, according to the length
of the missing data. The reverse model was accurate with an error rate of 0.72–3.11%.

Table 6. The RNN model’s accuracy, according to the order of learning data and the length of the
missing data.

Sequential order
The Length of the Missing Data

1 hr 2 hr 3 hr 6 hr 9 hr 12 hr 24 hr 36 hr 48 hr

RMSE (◦C) 0.63 0.67 0.84 0.85 0.82 0.73 0.86 0.87 1.41
MAPE (%) 2.15 2.25 2.89 2.94 2.77 2.33 2.14 2.81 3.55

Reverse order
Sequence length for the LSTM model

1 hr 2 hr 3 hr 6 hr 9 hr 12 hr 24 hr 36 hr 48 hr

RMSE (◦C) 0.55 0.22 0.65 0.41 0.37 0.72 1.17 1.07 0.83
MAPE (%) 1.88 0.72 2.21 1.27 1.13 1.93 3.11 2.59 1.85

Bidirectional order
Sequence length for the LSTM model

1 hr 2 hr 3 hr 6 hr 9 hr 12 hr 24 hr 36 hr 48 hr

RMSE (◦C) 0.08 0.25 0.14 0.30 0.35 0.36 0.51 0.87 0.99

MAPE (%) 0.24 0.77 0.43 0.93 1.06 1.12 1.48 2.60 2.64

The accuracy of the bidirectional model was improved and there was a decrease in the
error rate of 0.21–2.46% compared with the accuracy of the sequential model. Especially, the
shorter the length of the missing data, the higher the accuracy of the bidirectional model.
When the length of the missing data was an hour, the values of the RMSE and MAPE for
the sequential model were 0.63 ◦C and 2.15%, respectively. When the length of the missing
data was an hour, the values of the RMSE and MAPE for the bidirectional model were
0.08 ◦C and 0.24%, respectively. When the length of the missing data was 12 h, the values
of the RMSE and MAPE for the sequential model were 0.73 ◦C and 2.33%, respectively.
When the length of the missing data was 12 h, the values of the RMSE and MAPE for the
bidirectional model were 0.51 ◦C and 1.48%, respectively. When the length of the missing
data was 24 h, the values of the RMSE and MAPE for the sequential model were 1.41 ◦C
and 3.55%, respectively. When the length of the missing data was 24 h, the values of the
RMSE and MAPE for the bidirectional model were 0.99 ◦C and 2.64%, respectively. The
accuracies of the bidirectional models with the length of the missing data of 1, 12, and 24 h
were improved, as error rates of 1.91, 1.21, and 0.91% were decreased by comparing with
the accuracy of the sequential model, respectively.

The accuracy of the bidirectional model was improved by comparing it with the
accuracy of the sequential model. Therefore, the missing data could be more accurately
predicted using the bidirectional model when the air temperature data are accumulated
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after the missing data. Furthermore, the longer the length of the missing data, the higher
the applicability of the bidirectional model because the accuracy of the RNN model was
lower when the length of the missing data was longer.

3.4. A Comparative Evaluation of the RNN Models according to the Length of the Missing Data

In this study, the accuracies of the developed RNN models were evaluated according
to the length of the missing data. Generally, the evaluation of the model should state that
a larger number of missing data will result in a lower accuracy of the RNN model. The
RMSE and MAPE values of the sequential, reverse, and bidirectional models, according to
the length of the missing data, were presented in Figure 12. As the result of the comparative
analysis, the tendencies of the sequential and reverse models were not clear, as shown in
Figure 12a,b. However, the tendency of the bidirectional model was clear, as shown in
Figure 12c. The bidirectional model developed in this study could accurately predict the
missing data of air temperature inside the fattening pig house. When the length of the
missing data was 6 h, the values of the RMSE and MAPE for the bidirectional model were
0.30 ◦C and 0.93%, respectively. When the length of the missing data was 24 h, the values
of the RMSE and MAPE for the bidirectional model were 0.51 ◦C and 1.48%, respectively.
When the length of the missing data was 48 h, the values of the RMSE and MAPE for the
bidirectional model were 0.99 ◦C and 2.64%, respectively. Therefore, when the length of the
missing data was less than 6 h, the bidirectional model could predict the missing data of
the internal air temperature within a 1% error rate. When the length of the missing data
was less than 24 and 48 h, the bidirectional model could predict the missing data of the
internal air temperature within 1.5% and 3% error rates, respectively.
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Finally, the RNN model developed in this study could be usefully applied to monitor
the internal environments of the fattening pig houses, where it is difficult to accumulate
reliable data for the long term due to the poor environments such as high air temperature,
relative humidity, and ammonia concentration. RNN models have the advantage that the
accuracy of RNN models can be continuously improved by learning from monitoring data.
The RNN model could be improved to learn the data of several factors, such as external
weather and ventilation rates, which directly impact the internal environments. Since the
RNN model developed in this study was developed by learning only temperature data, it
is highly applicable to livestock facilities where temperature-based control is used.

4. Conclusions

In this study, the developed RNN models could predict the missing data of air temper-
ature inside the experimental fattening pig house. First, a field experiment was conducted
to identify the environmental problems of the fattening pig house. During the field experi-
ment, air temperature, relative humidity, ventilation rate, ammonia concentration inside the
fattening pig house, and the external weather, were monitored. From these, RNN models
for data filling of the missing data were developed and validated. Based on analyzed moni-
toring data, it was found that the pigs were expected to experience high-temperature stress.
Although the ventilation rates were maximum in the daytime, the air temperature and
THI inside the fattening pig house were higher than 34 ◦C and 85 during the experimental
period, respectively. Therefore, it is necessary to conduct research for filling in the missing
data on the environments inside livestock houses.

In this study, the research for the data filling of the missing data as the basic research
was conducted using air temperature data, which is one of the most important factors for
environmental control inside fattening pig houses.

The RNN model for predicting the missing data by learning air temperature data is one
of the most important factors for environmental control inside fattening pig houses. Some
of the measured air temperature data inside the fattening pig house were assumed to be
the missing data. As a result of validating the accuracy of the RNN model considering the
periodic parameter, the RNN model for predicting the air temperature inside the fattening
pig house was accurate within a 3.5% error rate. Therefore, the RNN model was useful for
predicting data to replace missing data when it occurs.

The accuracies of the RNN models were evaluated according to the order of learning
data. Based on the result, the accuracy of the bidirectional model was improved by
comparing it with the accuracy of the sequential model. Therefore, the missing data could
be more accurately predicted using the bidirectional model when air temperature data are
accumulated after the missing data. Furthermore, the accuracies of the RNN models were
compared and analyzed according to the length of the missing data. The longer the length
of the missing data, the lower the accuracy of the RNN model. When the length of the
missing data was less than 26, 4, and 48 h, the bidirectional model could predict the missing
data of the internal air temperature within 1%, 1.5%, and 3% error rates, respectively.

The main contribution of this study is the development of the RNN model for predict-
ing the time series missing data of the air temperature inside fattening pig houses. The
RNN models also have an advantage because the accuracies of the RNN models could be
continuously improved by learning the measured data. Furthermore, the RNN models
developed in this study have high applicability because the RNN model was developed
by learning only air temperature data. In the future, it is possible to improve the accuracy
of the RNN model by learning the data of several factors, such as external weather and
ventilation rates, which directly impact the internal environments. Research predicting
the data of ammonia concentration data is necessary because the ammonia sensor is more
vulnerable to poor environments inside fattening pig houses.
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Abstract: Agriculture is the backbone of Pakistan’s economy. Currently, the agricultural sector is
facing many challenges, especially post-harvest losses, which result in lower yield and profitability.
These losses may be reduced by developing indigenous post-harvest processing technologies, such as
drying out of agricultural products to enhancement of their sustainability and reduce transportation
costs. The country has the advantage of an abundant amount of solar insulation, which can be
effectively utilized to operate post-harvest machinery, particularly solar heaters and dryers. Currently,
conventional solar heaters face challenges due to lower efficiencies. Therefore, in this study, a solar
air heater (SAH), having a size 1220 × 610 × 65 mm, was designed and developed to be connected
to a milk powder spray drying system for converting raw milk to powder. Computational fluid
dynamics (CFD) were used to anticipate air flow and temperature distribution across the SAH to
evaluate optimal performance parameters. An air mass flow rate of 0.01 kgs−1 was required, with
the CFD predicting an outlet temperature of 82 ◦C compared with the experimental observation of
73 ◦C. The pressure drop across the SAH was recorded to be 0.0000434 bar at this flow rate, which
is negligible, with the SAH operating near ambient pressure. The overall heat loss coefficient for
convection was 2.27 W·m −2·K−1. The energy losses from the SAH were 37% and the useful energy
was 63% of the total energy provided to the SAH. The breakeven point of SAH at a minimum of 4 h
of daily usage was 3700 h or 2.5 years. The solar air heater used as a preheater for a spray dryer can
save 30 PKR·kWh−1 of energy.

Keywords: solar air heater (SAH); computational fluid dynamics; performance optimization; milk
powder; agricultural drying; post-harvest losses

1. Introduction

Important concerns that require a linkage strategy include preventing climate change
and ensuring a sustainable food supply for an expanding global population. The burden
on the agricultural industry and food production has significantly increased because of the
growing global population, restricted access to fossil fuels, and higher pricing. Renewable
technology in the agricultural sector improves dependability and efficiency by reducing
carbon emissions due to the use of fossil-fuel. The technologies adopted in agriculture
may include distributed electricity generation, agricultural cultivation greenhouses, space
cooling and heating application, the desalination of saltwater, water pumping and irrigation
systems, the drying of agricultural products, solar powered agricultural machinery, and
farm robots [1].

Pakistan is an agricultural country, with about 67 % of the country’s population being
directly or indirectly linked to agriculture [2]. The agriculture sector of Pakistan is facing
many challenges that are significantly affecting the farming community. The country is
facing a severe energy crisis that is having consequential severe effects on the agriculture
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sector. Therefore, renewable energy-operated technologies for the processing of agricultural
commodities are urgently needed.

Among the largest milk-producing countries, Pakistan ranks as the fifth in the world.
Milk production obtained from buffalos and cows was 55 million tons in 2019–2020 [3],
compared with the maximum breed potential of 110 million tons. Several factors currently
limit the opportunities in the dairy industry, i.e., low returns, restrictions for credit, the
low genetic potential of mammals, a lack of proper marketing systems, improper animal
care, and a lack of research [4]. A very large amount of milk is wasted due to the absence of
better processing facilities. Furthermore, milk powder is imported into the country because
of the above-mentioned problems. This problem can be solved by introducing better milk
processing facilities.

Milk processing units operated by renewable energy are growing in developing coun-
tries that are suffering from an energy crisis. Pakistan is fortunate to have different sources
of renewable energy, including solar energy and biomass, so further development of solar
thermal energy in Pakistan would be a valuable and viable option. Pakistan is an equatorial
country with a very high solar irradiance that ranges from 5 to 7 kWh·m−2·d−1 [5], which
is available for use in solar heating.

The Efficiencies of the Flat plate collector (FPC) which is applied to transform solar
power in thermal energy and the evaluation of the thermal performance greatly depends on
how radiation is modelled and assessed. Monte Carlo radiation modelling was used by the
authors [6]. This approach makes it possible to analyze spectral and diffuse surfaces as well
as complex geometries. Due to the statistical character of this model, a disadvantage is that
the surface heat transfer may vary between iterations [7]. The FLUENT program package
also contains the surface-to-surface (S2S), discrete ordinates (DO), and discrete transfer
radiation models (DTRM). For the investigation of heat transfer inside solar collectors,
any one of the three models may be applied. An advantage of the S2S sub model is that
it is effective for simulating enclosed radiation heat transfer, while it requires shorter
computational times compared with DO and DTRM [8]. Solar radiation, used as an energy
source, has been applied as a boundary condition for longwave radiation in the S2S sub
model to calculate the heat transfer in previous work [9].

The solar load model provided in ANSYS 2020 R1 FLUENT contains a solar ray tracing
method and a surface-to-surface radiation model (S2S). The solar ray tracing technique
allows the evaluation of solar energy absorption, while the S2S radiation model assesses the
internal distribution of energy. The surfaces exposed to the rays of the sun and consequently
absorbing solar thermal energy are the sources. This method of modeling solar load has its
limitations. However, the combination of these models should be able to give a realistic
representation of an actual case. This S2S model may be used to predict the temperature
distribution and the FLUENT model may be used for predicting the airflow patterns.

SAHs are simple, inexpensive, and are widely used in agro-based industries for
low-range temperature applications [10]. These solar air heaters absorb radiation and sub-
sequently transmit that energy to fluid flows through collector. SAHs are affordable and are
widely used collectors, being used in a variety of applications for solar energy, space heat-
ing, wood seasoning, and agricultural drying. Through reviewing previous studies, it was
observed that all elements of a SAH, for example, a damping tray, glazing, isolation, exten-
sive surfaces, and the tilting angle, greatly affect the system’s thermal efficiency.Deficiencies
in the design and production of SAHs may lead to poor performance [11,12]. Jongpluempiti
and Pannucharoenwong [13] described the construction of a solar air heater coupled with
a spray dryer, and experiments were performed for various inclination angles of the air
heater. The results indicated maximum efficiency is given for an angle of 15◦, which was
equal to the latitude of the site. Aghbashlo and Mobli [14] experimented with powder
drying by using a portable solar dryer. The operational cost was negligible compared with
that using conventional fuel (wood). The efficiency of the batch dryer was 54% (with solar
heating), and it was found that solar drying was cost-effective, since the cost was one-third
of that of wood-fired heating. Fara [15] estimated the performance parameter of an FPC
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using simulation techniques. Optimal efficiency can be attained by changing the collector
area, the storage medium, and the mass flow rate. Tolga and Ural [16] determined that an
SAH used in the textile sector has a better performance efficiency than a conventional solar
air collector. Nikolic and Lukic [17] investigated the theoretical and experimented perfor-
mance analysis of FPSC (Flat plate solar collector) which showed a significant increase of
48% in thermal efficiency over a simple solar collector.

Different approaches for enhancing the thermal efficiency of SAHs have been at-
tempted, such as maximizing the size of air-heater modules, using large surfaces of varying
shapes and sizes, using sensible or latency storage media, using solar radiation concen-
trators, and incorporating photovoltaic components in the heaters. In addition, there are
several advantages of using SAHs. A conventional solar air heater may use different surface
methods in the absorber plate or plates, such as roughened surfaces, extended surfaces,
corrugated surfaces, and perforated surfaces to enhance thermal efficiency [18]. As Figure 1
shows, the collector includes an absorber plate and translucent selective cover. The sensible
heat capacity of air is less than that of water and thus requires fans with greater flow rates.
Black-painted aluminum, GI, and steel are preferred materials for absorber plates, where
the plates have high aspect ratios. The cross-sectional area of the SAH duct decreases
because of the increase in the aspect ratio. The air velocity and heat transfer rate are also
increased by a high aspect ratio [19].

Figure 1. Geometric diagram of the solar air heater (SAH).

A transparent cover (glass, polycarbonate sheet) placed above the absorber plate on
the top side, and insulation is inserted on the bottom and sides to decrease thermal heat
losses. A solar air heater is a type of non-concentrating collector, so it is usually placed in a
stationary position with the optimum tilt angle equal to the latitude, north-facing southern
hemisphere’s and vice versa. In this work, the solar air heater was designed and fabricated
at the University of Sydney, Australia with locally and easily available materials.

Gill and Singh [20] created three different types of SAH of single-pass with different
covers. The differences affected the heat losses for both convective and radiative heat
transfer. The temperature was increased up to 35 ◦C in the packed bed at an air-flow rate
of 0.013 kg s−1·m−2. The increase in temperature was 12 ◦C for the first bed with a single
glass cover, and it was 18 ◦C for the second bed with a double cover of glass at an airflow
rate of 0.025 kg·s−1·m−2. A higher efficiency for the SAH was observed with a packed bed
(72% at an airflow rate of 0.025 kg·s−1·m−2) while it was just 45% for the bed with two
covers, and 30% for the bed with only one cover.

The aim of this work was to design and develop an SAH to couple with a milk powder
spray drying system for converting raw milk to powder. We aimed to use computational
fluid dynamics (CFD) to predict the air flow pattern and temperature distribution across
the solar air heater to evaluate the best performance parameters. The structure of this
paper is as follows. First, we describe the approach to the theoretical modelling technique
used to guide the development of the solar air heater, before describing the experimental
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equipment (the SAH) that was built and discussing the performance evaluation and further
development of the SAH. This is the first time that the performance parameters, i.e.,
heat transfer rate, air velocity, and baffle arrangements of SAH were optimized using a
CFD approach.

2. Materials and Methods

The ANSYS 2020 FLUENT software was used to predict the airflow patterns and the
S2S model was used for predicting the temperature distribution. A positioning vector was
used by the Solar Ray Tracing method to specify the location and amount (power) of the
solar energy input, and for characterizing its solar load. A solar calculator was used to
state the sun’s direction and magnitude. The solar calculator required coordinates or the
location of the model, for calculating the vector giving the solar time, the date of the day,
and the magnitudes of illumination parameters. The two illumination factors consisted
of two irradiation terms, namely diffuse and direct solar irradiation. Transmissivity and
absorptivity were used to define three directly visible bands, diffuse hemispherical, and
direct IR, while smearing the solar load in cloudy conditions. While using solar ray tracing,
the glazing materials were also involved. Reflectivity and transmissivity were specified in
the boundary conditions of the wall. The ground reflectivity was set to a value of 0.2.

The collectors for the solar air heaters had a similar design to solar water heater
collectors. The solar air heater absorber plate was made of corrugated metal.

It uses a solar-heated heat exchanger with baffles to create a serpentine pathway for the
gas. The baffles increase the gas velocity and hence the heat-transfer coefficients from the
absorber material to the gas, and the baffles also increase the heat-transfer area between the
gas and the absorber surface. The materials were chosen for ease of construction in devel-
oping countries, such as Pakistan, so these materials are important due to their availability
and low cost, as well as their reasonable heat-transfer performance. The solar air heater
was fabricated locally from easily available materials. A schematic diagram of the solar air
heaters has been shown in Figure 1. Marine plywood, a medium temperature tolerance
wood material, was used in the solar air heater together with Tasmanian oak to make it
cheap, portable, and reduce thermal losses. The collector area was 1220 mm × 610 mm
with a corrugated iron sheet of 1182 mm × 572 mm as the absorber plate. For maximum
absorbance of solar energy, the absorber plate was painted matte black. The optimal air gap
was found to be 4–5 cm, so the air gap in the SAH was assumed to be 4 cm, because the poly-
carbonate sheet was flexible. Plywood having dimensions of 1220 mm × 610 mm × 6 mm
has been used as a backing sheet, and fiberglass insulation of 30 mm thickness was used
between the corrugated iron and the plywood, to reduce heat losses. Transparent cellular
polycarbonate sheets of dimensions 1200 mm × 610 mm × 8 mm were used instead of
brittle glass. These polycarbonate sheets provided good thermal insulation and have high
strength, as well as being lighter in weight than glass. The airflow passage between the
absorber plate and the glazing (polycarbonate sheet) was 30 mm. The cellular polycarbon-
ate sheet had a light transmission of about 80%. The solar heat gain coefficient was 0.80,
and the heat transfer coefficient for heat loss (U) was 2.9 Wm−2 K−1. The polycarbonate
sheet retains good light transmission properties for over ten years. The polycarbonate
sheets were more durable and tolerated higher temperatures than polythene plastic film
glass having a higher transmissivity (90%). Polythene sheets have been frequently used in
SAHs, but they become more brittle over time than polycarbonate. Bakari and Minja [21]
explained the characteristics of the top covers for the solar air heaters. A good top cover
should have low reflection, absorption, and high transmission of light. Glass has 90% solar
irradiance transmitting ability while plastic has some advantages over glass such as being
less likely to break, having a lighter weight, and being cheaper. Plastic cannot withstand
the high temperatures when the collector is idle, and UV light affects the transmissivity as
well. Polystyrene foam insulation was used at the sides and the back of the SAH to reduce
heat losses.
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Kaushal and Goel [22] explained that the conventional SAHs (flat plate) have poor
thermal performances as heat transfer coefficients between the absorber plates and the
flowing medium (air) are typically low. The heat-transfer coefficient can be enhanced with
artificial roughness which can create turbulent flow which has a positive impact on heat
transfer. Based on a literature review, it was found in different research that the Reynolds
numbers for solar air heaters range from 2000 to 16,000 [23,24].

2.1. Thermal Analysis of the Solar Air Heater

The efficiency of the solar air heater (SAH) has been assessed using Equation (1). The
following parameters were calculated using Equations (2)–(10): the energy gain (Qu), the
mass flow rate, the equivalent diameter, the Reynolds number, the tilt angle, the friction
factor for laminar or turbulent flow, the pressure drops, and the overall heat transfer
coefficient. The thermal performance evaluation parameters of the SAH are presented in
Table 1.

Table 1. Thermal properties of the solar air heater, [25].

Parameter Equation Equation No.

Efficiency of SAH η = Qu
Ir Ac

(1)
Energy Gain Qu =

.
mCP(Tout − Tin) (2)

Mass flow rate
.

m = ρ.AC.V (3)
Equivalent Diameter de = 2LH

L+H (4)
Reynolds Number Re = V.ρ.2LH

µ(L+H)
(5)

Tilt angle β = L ± 15
◦

(6)

Friction factor
f = 24

Re (for laminar) (7)
f =

0.079 Re−0.25(for turbulent)
(8)

Pressure Drop ∆P =
2 f (ρ.V2) L

de
(9)

Overall heat transfer
coefficient h = Qu

AC(Tp_To)
(10)

2.2. Heat Losses

The total energy flow rate in the SAH is the sum of the useful energy flow rate Qu, the
stored energy flow rate Qs, which is neglected because no storage material is in use and the
system is considered to be close to steady state, Qloss,th is the thermal loss rate, and Qloss,opt
is the optical loss and U is the overall heat loss coefficient, which can be determined using
Equations (11) to (16), respectively. The optical losses are caused by the cover transmission
losses and the absorption ability of the absorber, the so-called transmission absorption
product (τα)e. The optical losses are calculated when the SAH is exposed to solar light.
The heat temperature Theater is assumed here to be the average value of the inlet and outlet
temperatures. The heat loss parameters of the solar air heater are presented in Table 2.

Table 2. Heat loss parameters of the solar air heater, [26].

Parameter Equation Equation No.

Total energy flow G =
Qu + Qs + Qloss,th + Qloss, opt

(11)

Heat loss Qloss = Cp.m.(Tin − Tout) (12)
Overall heat loss coefficient

(W/m2 K) UL = Qloss
AC(Tp−Ta)

(13)

Thermal heat loss Qloss,th = ULAc(Theater − Ta) (14)
Optical heat loss Qloss,opt = G(1 − (τα)e) (15)

Efficient transmission and
absorption of the product (τα)e =

Qu+ULAC (Tp−Ta)
It.Ac

(16)
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2.3. Economic Evaluation

Management of machinery includes two important elements of finance, which are the
ownership or capital cost (fixed) and the operating cost, which occurs during the use of the
machinery [27]. Different factors affect the fixed cost, including depreciation, interest, and
taxes. Various methods may be used to determine depreciation, including the straight-line
method, which is one of the most straightforward ones and has been used here [28]. Salvage
value, which is 10–15% of the capital cost, has been assigned to the machine [27]. Here, the
salvage value from the first installed cost, and difference was divided by useful life (years)
for the machinery [29].

Ds =
(P − S)

L
(17)

where Ds = depreciation amount per year by the straight-line method in rupees, P = purchase
value (capital cost) in rupees, S = salvage value in rupees, and L = useful life in years.

The cost of machinery also includes the interest cost. Interest is also considered an
opportunity, and the interest on the machinery may be calculated by the equation developed
by Jacobs and William [27].

I =
(P + S)

2 × i
(18)

where
I = annual interest amount in rupees, and
i = interest rate as a fraction, and P and S have been defined above.

3. Results

The structure of this section is to report and discuss the theoretical performance
of the SAH in Section 3.1, before discussing the actual heat losses and leakages from
the experimental unit in Section 3.2. The complete technical performance of the SAH
and its further development follow in Section 3.3, building on the important preliminary
theoretical work in Section 3.1 and practical foundations in Section 3.2. To complete a
techno-economic assessment of the SAH, the economics of the SAH are presented and
discussed in Section 3.4.

3.1. Solar Air Heater: Theoretical Performance

This section discusses the results of the computational and theoretical performance of
a solar heater containing the corrugated absorber plate with a baffled SAH, with respect to
varying mass flow rates, solar intensities, and geometries. This section indicates the optimal
results obtained at appropriate mass flow rates for a solar-assisted spray-drying process.
The airflow analysis and temperature distribution of the SAH was conducted using the
FLUENT software [30,31]. The key advantage of FLUENT is predicting the detailed air
flow patterns in the whole equipment. Baffles were used because they gave higher air
velocities and higher heat-transfer coefficients compared with arrangements without baffles
in the solar air heater. The entire structure above absorber plate with baffles was meshed in
triangular elements and rectangular meshing was used on the baffles. Triangular meshing
was chosen rather than a hexagonal mesh because it is finer and gives a better prediction
of results in the complicated regions shown in Figure 2. In computational analysis, the
solar irradiance applied on the absorber plate of the SAH was 900 W·m−2. The velocity
flow rates for the air are also shown in Figure 3, which indicates that the velocity of the
inlet and outlet air flows was the same and very little pressure drop was recorded in the
equipment. Here, the color variation in the predicted temperature distributions for the
solar air heater showed that the air temperature increased when the air moved towards
the outlet in Figure 4. The temperature distribution in the solar air heater, its maximum
plate temperature was computed to be 102 ◦C based on the boundary conditions, and
the outlet temperature was predicted to be 82 ◦C for a mass flow rate of 0.01 kg·s−1. The
baffles were equally distributed over the plate which kept the air velocity high, giving
more heat transfer than without the baffles. After analyzing the situation at different
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flow rates (0.005 kg·s−1, 0.01 kg·s−1), 0.01 kg·s−1, a mass flow rate was chosen, which
was also suitable for the spray drying system. A greater radiation intensity increases the
outlet temperature which helps to increase the collector efficiency. The variation in the
collector efficiency at different mass flow rates was connected with the changing outlet
temperatures and geometries. The computational method predicts the outlet temperature
which can be used to assess the efficiency of the system [32,33]. The theoretical efficiency of
the solar air heater was calculated from the experimental data to be 69%; while using the
computational method, the solar air heater efficiency was predicted to be 73%. To obtain
the computational results, the input parameters were the inlet temperature (35 ◦C) and
solar irradiance (950 W·m−2). The experimental value for the outlet temperature was 82 ◦C
and the actual thermal energy gain was calculated to be 473 W. These experimental results
are close to the computational predictions, and the experiments included a 38 ◦C inlet
temperature and 327 W of thermal gain. The difference in the rate of thermal gain is due to
the different solar irradiance values of 700 W·m−2 and 950 W·m−2 for the actual and the
computational experiments, respectively. The details of the actual laboratory experiment
are summarized later in this paper.

Figure 2. Surface mesh for the solar air heater.

Figure 3. Performance prediction of an air-flow distribution pattern using CFD for the SAH (ex = 10x).
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Figure 4. Performance prediction of air temperature distribution pattern using CFD for the SAH
(ex = 10x).

The CFD simulation with the baffles predicts a maximum collector efficiency of about
73%, and the temperature increase in the solar air heater with baffles results in better
performance, due to the increased rate of heat transfer from the absorber plate to the
flowing medium (air) [26,34]. The computational method predicts that this design of solar
air heater has a slightly higher efficiency than the actual observation.

The fine meshing resulted in almost 84 K cells for the finest mesh. The pattern of
the baffles on the corrugated SAH increases the heat transfer area as well as the heat
transfer rate.

3.2. Heat Losses from the Solar Air Heater

Having assessed the theoretical performance of the solar air heater using CFD, the
experimental aspects of its evaluation are now reported and discussed. The first aspect
reported in this section, is the area of heat losses. An experiment was performed over one
hour to achieve steady-state conditions, as shown in Figure 5 for the experiments in the
laboratory (with no solar energy input) and Figure 6 for the experiments in the courtyard
(with solar energy input). The ambient, inlet, outlet, and plate temperatures measured in
the laboratory with no energy input were 26 ◦C, 59 ◦C, 48 ◦C, and 57 ◦C, respectively. From
Equations (11)–(16), the overall heat loss coefficient for convection was then estimated
as 4.9 W·m−2·K−1 using Equation (13). The radiation and convective losses in the SAH
were calculated in the courtyard where solar energy was used as the input energy. The
thermal losses were then estimated as 154 W using Equation (14), and the optical losses
were estimated as 46 W using Equation (15). The total losses were estimated to be 200 W
using Equation (11). The useful energy flow rate provided to the air when the experiment
was performed in the courtyard was 334 W using Equation (2). The losses were 37% and
useful energy was 63% of the total energy provided by the SAH. The effective transmittance
absorbance product (τα)e of the SAH was 91% (Equation (16)) for this system with a double
polycarbonate sheet at the top cover and a corrugated iron sheet with baffles at a spacing
between the baffles of 17 cm.

Figure 5. Schematic diagram of mass and energy flows in the experiments for the heat loss measure-
ments in the laboratory.
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Figure 6. Schematic diagram of mass and energy flows in the experiments for the heat loss measure-
ments in the courtyard.

In Figure 5, the temperature measurements in the laboratory (with no solar energy
input) are given in Table 3 for a one-hour experiment to achieve steady-state conditions
and a heat input from an electric heater to the air entering the SAH. The ambient, inlet,
outlet, and plate temperatures measured in the laboratory with no energy input were
26 ◦C, 58 ◦C, 47 ◦C, and 54 ◦C, respectively. The overall heat loss coefficient for convection
was then estimated as 4.9 W·m−2·K−1. In this experiment, no polystyrene and double
poly-carbonate cover sheet was used. The spray dryer was attached for air circulation with
a mass flow rate of 0.01 kg·s−1. The aspirator gave an air flow of 28.5 m3·h−1. In addition,
the laboratory test checked for any significant air leakage from the solar air heater, and no
significant sources of leakage were found. The above two experiments show the results
from a solar air heater in which the convective heat losses were calculated. The experiment
was performed in a laboratory of the School of Chemical and Biomolecular Engineering,
The University of Sydney, Australia.

Table 3. Temperature measurements in the laboratory for heat loss calculations.

Inlet
Temperature

(◦C)

Outlet
Temperature

(◦C)

Ambient
Temperature

(◦C)

Plate
Temperature

(◦C)

Mass Flow
Rate (kg/s)

Experiment 1 58 47 26 54 0.01
Experiment 2 56 46.2 25 54.7 0.01

Having assessed the heat losses, the overall performance evaluation and the further
development of the design will be reported and discussed in the next section, Section 3.3.

3.3. Performance Evaluation and SAH Devlopment

The performance evaluation of the solar air heaters without baffles was investigated.
The experiment was performed in the courtyard using a blower, having an air flow rate of
0.005 kg·s−1, in an open loop mode as shown in Figure 6. The experiment was performed
during peak sunlight hours, and the average solar irradiance was recorded to be 987 W·m−2.
The very large distinction between outlet air temperature and the plate temperature is
shown in Figure 6.

The thermal losses of the solar air heater were high, since there was only one polycar-
bonate sheet, and there were no polystyrene sheets on the back and sides in this experiment.
Due to excessive heat losses, the thermal efficiency of the system was low, and low amounts
of useful energy were produced.

Figure 7 shows a graphical representation of the temperature of the air inlet, the air
outlet, and the plate temperature over a time period of one hour. The solar irradiance is
shown on the right axis and has a gradually declining trend. However, the use of baffles
increases the air velocity inside the heating chamber and enhances the heat transfer rate.
In addition, significantly reduced thermal losses were found when good insulation was
provided. The analysis showed that the plate temperature attained a steady state condition
after 25 min, as shown in Figure 7.
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Figure 7. Graphical representation of different points temperatures and solar irradiance for parametric
study of the solar air heater.

A performance evaluation of the solar air heaters with baffles and insulation was also
investigated and is presented in Figure 8.

Figure 8. Schematic diagram of mass and energy flows in the experiments for performance evaluation
and the heat loss measurements in the courtyard.

The experiment was performed in the courtyard using a blower, having an air flow
rate of 0.005 kg·s−1 in open loop mode, as shown in Figures 8 and 9. The experimental
setup was installed twice in the courtyard to get good results after insulating the sides
and back of the solar air heater with polystyrene. The solar irradiance was measured to
be, on average, at 740 W·m−2 and 840 W·m−2 on two days of experiments. The difference
between the outlet air temperature and the plate temperature was reduced, compared with
the previous experiment. Figure 8 represents the different point temperatures and solar
irradiance for the experiments over a period of one hour at steady state. A comparison
of the results has shown that there was an increase in the outlet air temperature and a
reduction in the difference between plate temperature and the outlet air temperature. These
results indicate that the heat transfer rate for a corrugated, black-painted, iron sheet with
the working fluid (air) increased due to greater air velocities with the provision of baffle
plates. In this experiment, the thermal heat losses from the solar air heaters were reduced
from 4.9 to 2.27 W·m−2·K−1, because the back and the sides of the SAH were provided with
appropriate insulation material (polystyrene sheet; thermal conductivity 0.033 W·m−1·K−1).
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Due to the reduction in the heat losses, the thermal efficiency of the system was increased,
and the system produced more useful energy. The mass flow rate in this experiment was
low, which had a direct effect on the solar air heater efficiency. The use of obstacles or baffles
enhanced the heat transfer rate, and the heat losses were significantly reduced with good
insulation. The analysis showed, in both experiments, that the experimentally measured
temperatures were effectively at steady state conditions during the whole trial.

Figure 9. Experimental setup for evaluating performance parameters of SAH.

In Figure 10, the solar irradiance value dropped to 250 W·m−2 due to some clouds
moving across the SAH, and the outlet and plate temperature also showed some variation
at that specific time. The radiative and convective losses in the SAH were calculated in
the courtyard where solar energy was used as input energy. The thermal losses were then
estimated as 154 W, and the optical losses were estimated as 46 W. The total losses were
estimated to be 200 W. When the experiments were performed, the useful energy flow rate
provided to the SAH outlet air in the courtyard experiment was 334 W. The losses were
calculated to be 37%, and the useful energy was estimated to be 63% of the total energy
provided to the SAH. The effective transmittance absorbance product (τα)e of the SAH was
calculated to be 81%. The system had a double polycarbonate sheet at the top cover and a
corrugated iron sheet with baffles at a spacing between baffles of 17 cm. According to the
findings of El-Said [35], the overall thermal performance of his air heater was approximately
77% at an air mass flow rate of 0.03 kg·s−1, an opening diameter of 3 mm, and a baffle angle
of 7◦. The CFD-predicted pressure drops across this current solar air heater varied between
0.0001505 and 0.000017 bar. These results are significant for the application of this enhanced
solar air heater and demonstrate that the corrugated perforated baffles in the air channel
are an effective design feature that improves the collector efficiency. In the above section,
the results for the actual pressure drop were very similar, recorded to be 0.0000434 bar for a
system operating near ambient pressure (1.013 bar), so the pressure drop was negligible.
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Figure 10. Graphical representation of different points temperatures and solar irradiance for para-
metric study of the solar air heater at mass flow rate of 0.005 kg·s−1.

The final experiment was conducted in the courtyard of the School of Chemical and
Biomolecular Engineering the University of Sydney, Australia (33.8905◦ S, 151.1929◦ E).
The solar air heater was used as a pre-heater providing an outlet air temperature of 73 ◦C
with a humid enthalpy of 164 kJ·kg−1. The mass flow rate was 0.01 kg·s−1

The ambient temperature measured was 31 ◦C. The energy flow rate into the electrical
heater was 0.327 kW in the experiment using the solar air heater. Figure 11 shows the inlet
temperature, the outlet temperature, the plate temperature, and the solar irradiance for
the final experiment using a the solar-assisted spray drying system. The inlet temperature
shows a steady value, while the plate and outlet temperatures dropped in the initial
5 min then reached relatively steady state conditions. The average outlet temperature
under steady state conditions was measured to be 73 ◦C. A greater difference between
the inlet and outlet air temperatures indicates the good efficiency of the solar air heater.
The lower difference between the plate temperature and the outlet temperature indicated
a good heat transfer rate. On the right y-axis, the solar irradiance was seen to rise, and
fall. According to international standards, for a solar based experiment to be considered
valid, the solar irradiance value cannot be increased or decreased by more than 100 W·m−2

over a ten minute time interval, and a solar irradiance value lower than 450 W·m−2 or
greater than 1100 W·m−2 also render the experiment invalid. In addition, the experiment
for performance evaluation must be conducted between 10.00 to 14.00 solar time for the
experiment to be considered valid [36]. These validity requirements were all met in these
experiments. The Graphical representation of the below experiment for one hour is shown
in Figure 12.

Figure 11. Schematic diagram of mass and energy flows in the experiments for performance evalua-
tion and the heat loss measurements in the courtyard at mass flow rate of 0.01 kg·s−1.
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Figure 12. Graphical representation of the different temperatures and solar irradiance as function of
time during the final experiment.

3.4. Economic Analysis

With the technical performance of the SAH being confirmed to be satisfactory, the
economic assessment will now be given, to complete a techno-economic assessment of
the SAH. The following assumptions were made during the economic cost analysis of the
solar-assisted spray drying unit.

The life span of the solar-assisted spray dryer = 15 years
Daily usage = 4 h
Total utilized hours over the equipment life span = 21,900 h
The initial cost of complete solar air heater = P = 13,000 PKR
Salvage value, S (10% of the initial cost of solar air heater) = 1300 PKR
Fixed cost: The straight-line method below was used for calculating depreciation

cost (Ds).
Ds = 13,000−1300

15 = 780 PKR per year = 0.09 PKR per hour
Interest cost = 0.08 × 13,000+1300

2 = 572 PKR per year = 0.065 PKR per hour
Total fixed cost = Ds + I + P = 0.09 + 0.065 + 13,000 = 0.155 PKR per hour
Variable cost:
Repair and maintenance = 2.5% of SAH = 0.025 × 13,000 PKR = 325 PKR/year = 0.23

PKR/h
Electricity cost per unit = 30 PKR·kWh−1

Total cost for forced circulation of air = 0.2 kW × 30 PKR·kWh−1 = 6 PKR·h−1

The total variable cost of the spray drying system = 0.23 + 6 = 6.23 PKR·h−1

The total cost of SAH = Total Fixed cost + Total variable cost = 0.155 + 6.23 = 6.38
PKR·h−1

3.5. Breakeven Analysis

The economic viability of any organization often starts with a breakeven analysis. In
this analysis, the focus is on finding the operation level where the organization has no
profit at all. This analysis is a very important step when launching a new product for any
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industry. Through this analysis, a reference may be created for further operations as this
helps in indicating those levels of operation where cost and revenue become equal. If a
breakeven analysis is conducted for this design of solar air heater, which works for about
4 h a day, then in 3700 h, or in other words in 2.5 years, the breakeven point is achievable.
About 30 PKR/kWh of energy is saved by this solar air heater, which works as a preheater
for the spray dryer. The breakeven analysis of the solar air heater is shown in Figure 13.

Figure 13. Breakeven analysis of the solar air heater.

4. Discussion

The radiative and convective losses in the SAH were calculated in the courtyard where
solar energy was used as input energy. The thermal losses were then estimated as 154 W,
and the optical losses were estimated as 46 W. The total losses were estimated to be 200 W.
When the experiments were performed, the useful energy flow rate provided to the air in
the courtyard was 334 W. The losses were calculated to be 37% and the useful energy was
determined to be 63% of the total energy provided to the SAH. The effective transmittance
absorbance product (τα)e of the SAH was calculated to be 81%. The system included a
double polycarbonate sheet as the top cover and a corrugated iron sheet with baffles at a
spacing between baffles of 17 cm. This thermal performance may be compared with the
SAH of El-Said [35] where this device had an efficiency of approximately 77% at an air
mass flow rate of 0.03 kg·s−1, an opening diameter of 3 mm, and a baffle angle of 7◦. The
experimental pressure drops across this SAH varied between 0.0001505 and 0.000017 bar.

In the above paper, the results showed a thermal efficiency of 63% for the single-
pass roughened-surface SAH while the thermal efficiency was 77% for the double-pass
SAH. The pressure drop across the SAH here was found to be 0.0000434 bar, and the
agreement between the CFD predicted pressure drop and that measured experimentally
was satisfactory. The solar-assisted spray dryer operated at atmospheric pressure (except
for the compressed air to the atomizer at 5 bar), so the SAH pressure drop is negligible.
These CFD numerical results are significant for the application of this enhanced SAH and
demonstrate that the corrugated, perforated baffles in the air channel are an effective factor
in improving collector efficiency.

5. Conclusions

This study is focused on design optimization and parametric studies of a solar air
heater which has been conducted through an experimental study and a numerical predic-
tion of the SAH performance. The Following conclusions can be extracted from this work.

There is very good agreement between the experimental results and the CFD predic-
tions for the increase in the SAH outlet temperature. Despite some minor differences, the
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CFD simulation tool has predicted a similar SAH performance to that which was observed,
so the CFD approach may be applied in the future for more solar air heater applications.
The effect of variable solar irradiance and mass flow rate values on the thermal efficiency of
a solar air heater has also been investigated. The result shows a direct relationship between
the solar irradiance, the mass flow rate, and the thermal efficiency of the system. The exper-
imental study showed that 0.327 kW was produced and thermal heat losses from the solar
air heater were reduced from 4.9 to 2.27 W·m−2·K−1 because the back and sides of SAH
were appropriately insulated (polystyrene sheet; thermal conductivity 0.033 W·m−1·K−1).
The pressure drop across the SAH was recorded to be 0.0000434 bar; therefore, the pressure
drop is negligible.
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Nomenclature

.
m = mass flow rate of air (kg·s−1)
Cp = specific heat capacity of air (kJ·kg−1·K−1))
Tout = outlet air temperature (◦C)
Tin = inlet air temperature (◦C)
Ir = solar irradiance (W·m−2)
Ac = area of the collector (m2)
ρ = density of the fluid (kg·m−3)
V = velocity of air (m·s−1)
L = length of SAH (m)
H = height of the SAH (m)
V = velocity of the air in SAH (m·s−1)
µ = dynamic viscosity (kg·s−1·m−1)
β = collectors tilt angle (degrees)
L = latitude of the specific site (degrees)
Qu = useful energy flow rate (W),
Qs = stored energy flow rate (W),
Qloss,th = thermal loss rate (W),
Qloss,opt = optical loss (W),
(τα)e = transmission absorption product
FPSC = Flat plate solar collector
SAH = Solar air heater
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Abstract: Fuji apples are one of the most important and popular economic crops worldwide in the
fruit industry. Nowadays, there is a huge imbalance between the urgent demand of precise automated
sorting models of fruit ripeness grades due to the increasing consumption levels and the limitations
of most existing methods. In this regard, this paper presents a novel CNN-based fine-grained
lightweight architecture for the task of Fuji apple maturity classification (FGAL-MC). Our proposed
FGAL-MC architecture has three advantages compared with related previous research works. Firstly,
we established a novel Fuji apple maturity dataset. We investigated the Fuji apple’s different growth
stages using image samples that were captured in open-world orchard environments, which have
the benefit of being able to guide the related methods to be more suitable for the practical working
environment. Secondly, because maturity grades are difficult to discriminate due to the issues of
subtle expression differences, as well as the various challenging disadvantages for the unstructured
surroundings, we designed our network as a fine-grained classification architecture by introducing an
attention mechanism to learn class-specific regions and discrimination. Thirdly, because the number
of parameters of an architecture determines the time-cost and hardware configuration to some extent,
we designed our proposed architecture as a lightweight structure, which is able to be applied or
promoted for actual agriculture field operations. Finally, comprehensive qualitative and quantitative
experiments demonstrated that our presented method can achieve competitive results in terms of
accuracy, precision, recall, F1-score, and time-cost. In addition, extensive experiments indicated our
proposed method also has outstanding performance in terms of generalization ability.

Keywords: fine-grained; attention mechanism; maturity classification; open-world

1. Introduction

The Fuji apple is one of the most popular kinds of fruits worldwide [1]. Different
ripeness levels have great differences in taste and usage [2]. For instance, at an early stage
of maturity, apples can be used for cider vinegar or cider brewing, whereas apples are
ready to be eaten or used for bread and pies at a later stage of ripeness. Moreover, there is a
direct relationship between maturity level and the quality or price sold on the market [3].
In addition, different maturity levels have different storage condition requirements, such as
temperature, humidity, duration, and so on. Due to this, agricultural managers may formu-
late a specific harvesting strategy or configure different quantitative environmental factors
according to their current maturity stage, such as sunlight, soil, nutrients, etc. Therefore, an
accurate and effective distinction of the maturity level is crucial to its management [4–7].
When the Fuji apples gradually mature, the content of internal chlorophyll decreases while
the epidermal red pigment increases, and as the pulp begins to soften, the starch begins to

Agriculture 2023, 13, 228. https://doi.org/10.3390/agriculture13020228 https://www.mdpi.com/journal/agriculture
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convert into sugar and the acidity decreases. Therefore, the indicators of apple ripeness
can be determined by the fruit’s color, firmness, starch content, soluble solid content, and
sugar content. Basically, the task of apple maturity classification can be divided into de-
structive and non-destructive methods. The destructive method of grading the ripeness of
fruit is performed by quantitatively testing the content of various components in the fruit
by chemical means [8,9], which usually causes certain damage to the fruit and makes it
impossible to subsequently sell [10]. Computer vision-based apple maturity classification
methods are very meaningful and hopeful for tasks in the practical agricultural working
system [11]. In recent years, fruit maturity grades sorting or classification research has been
widely carried out, such as citrus fruits maturity [12], tomato [13,14], strawberry [15,16],
mango [17], and specifically for apples [2,8,9]. With the rapid development of apple har-
vesting robots in orchard environments, there is urgent demand for visual systems with
diverse functions to meet the different custom requirements. Unlike operating in the indoor
environment, where many uncontrollable influencing factors may be mitigated compared
with the wild, open-world scenarios. In an outdoor environment, fruits are easily occluded
by nearby branches, leaves, or even weeds [18]. Moreover, algorithms or models are also
easily affected by different sunlight conditions and the background. Despite all these
challenges, distinguishing different maturity levels of fruits effectively is one of the most
important tasks to achieve intelligent orchard management. Moreover, orchard managers
may arrange certain harvesting tasks or the numbers of employees for different maturity
periods accordingly. In this study, we presented a novel way to classify different maturity
grades of Fuji apples. Our proposed method has many significant differences compared
with most related published work. The overall flowchart of our proposed method is shown
in Figure 1.

Figure 1. The overall flowchart of our Fuji apple maturity classification task.

Firstly, we captured image samples according to the different growth stages of Fuji
apples. After annotation, cropping, labeling, etc., we established a dataset for the Fuji
apple maturity classification task. Moreover, we proposed an attention-based fine-grained
lightweight architecture for Fuji apple maturity classification (AFGL-MC). Our proposed
AFGL-MC is able to learn class-specific regions and discrimination by improved attentional
mechanisms, which helped the model to achieve high accuracy outputs. Finally, the
results of comprehensive and extensive experiments demonstrated that our presented
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architecture provided a potential method for practical application and promotion. The
main contributions of our proposed method can be summarized as follows:

• We captured images from outdoor orchard environments during various Fuji apple
growth periods, and a Fuji apple maturity benchmark, which contains certain practical
influencing factors, was established. Learning-based networks that are trained with
diverse scenario data are more suitable to be applied and generalized for practical
orchard working environments.

• We proposed a novel AFGL-MC architecture for Fuji apple maturity classification. To
the best of our knowledge, it is the first time Fuji apple maturity classification has
been applied as a fine-grained task. In addition, to reduce the probability of confusion
caused by high similarity in different categories, an improved attentional mechanism
was introduced to enhance the discriminative ability of our model. Moreover, we
designed the structure as lightweight as possible to facilitate model promotion and
practical use.

• Finally, comprehensive and extensive experiments were conducted to demonstrate
that our proposed method not only has good performance for the task of Fuji apple
maturity classification, but also has excellent performance in other fruit categories and
quality classification tasks.

The rest of this paper is organized as follows. In Section 2, we introduce background
information and related work. Section 3 shows how we collected and established the Fuji
apple maturity dataset. Then, we present our proposed AFGL-MC architecture in Section 4,
and describe our experiments and analysis in Section 5. Finally, in Section 6 we discuss the
conclusions and plans for future work.

2. Related Work
2.1. Deep-Learning-Based Methods

Since color changes in the appearance of the fruit can be used as a key indicator for
the stage of maturity [19], potential non-destructive automatic ways of assessing apple
maturity are provided by computer vision techniques [20]. Ref. [21] proposed a method
with two layers of a feed-forward back-propagation artificial neural network (ANN) to
classify the maturity category of apples and count the number of ripe and unripe apples.
The images used to evaluate this method were from online websites. Most of these images
were captured under ideal conditions, having almost no background influence. Similarly,
Ref. [22] graded Fuji apples into three stages, namely, immature, overripe, and mature
according to the changes in apple appearance color. Furthermore, the ANN-based method
was utilized to classify Fuji fruits. The methods based on machine vision need to extract
features manually, then segment the fruit from the background before judging the level
of standards, and such kinds of operations are quite complex. To improve this weakness,
Ref. [23] exploited CNN-based architectures to achieve ripe, overripe, and unripe catego-
rizations. In particular, Ref. [24] took Manalagi and Rome Beauty apples as research objects
and presented two layers of CNN-based methods to classify the captured apple images
into ripe, half-ripe, and raw categories. Such CNN-based methods are more robust in
performance and limit the steps of the workflow. Ref. [16] proposed a strawberry ripeness
detection system through a camouflage-based data augmentation technique to simulate the
strawberry harvesting in natural environment conditions and achieved promising outputs.

All the above research works have inspired the vigorous development of the orchard
management industry. However, when applied in working fields, the following shortcom-
ings need to be addressed. First of all, all computer vision-based methods seldom consider
the influence of the fruit background. The fruits are entirely in the middle of the image,
with a pure different background color, and hardly occluded by leaves or branches. Such
kinds of images are too idealistic to be suitable for actual use cases. Secondly, there is no set
standard for the classification of maturity levels, so they are difficult to promote or apply
practically. Finally, the robust performance of these methods is not strong enough in some
regards, although such CNN-based methods reduce some manual operations and lead to a
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more intelligent workflow, the designs of these models exploit the CNN to extract features,
or try to use some complex architecture, that hardly translates to real-world environments.
For all these reasons, the model is difficult to generalize and apply practically.

2.2. Fine-Grained Visual Categorization (FGVC)

In recent years, CNN-based methods ahve achieved great improvements in many
fields [25–27]. FGVC refers to a more detailed classification and has become a hot topic
in recent years [28–32]. Some existing FGVC methods had used category-level information
intuitively and completed FGVC tasks by combining visual information and text descrip-
tions [33]. Generally, such kinds of methods require high requirements for data collection
and annotation, which leads to high costs. Some are using the transfer learning method
by adding domain adaptation or instance-level-weighted mechanisms, as [34]. Although
these methods have taken adaptability into account, they are not suitable in practice due to
the complicated training steps involved in its application. Other classical algorithms have
focused on the informative parts of an image by introducing an attentional mechanism [35].
Focusing on both the representations and regions used to distinguish categories, attentional
mechanisms are widely used in FGVC tasks [36,37]. Therefore, FGVC-based classification
tasks for fruits and vegetables have made great progress and have brought valuable and
meaningful thoughts to researchers. However, most of the aforementioned methods were
applied in laboratory settings; rare investigation on the portability of these methods is one
of the most serious limitations.

3. Data Acquisition

First and foremost, we captured images from an open-world orchard environment
in Bologna (11◦21′ E, 44◦30′ N), Italy, with a digital camera (Cannon EOS Kiss X5). More
than sixteen weeks of images were captured from 5 July to 15 November once per week,
and the distances between the camera and the Fuji trees were around one to one and a half
meters. In the first four weeks, the fruits were quite small and totally immature, therefore
the images from the last twelve weeks, from which we captured 9852 images, were kept as
our original image dataset and processed with a resolution of 1280 by 720 pixels. Some
samples are shown in Figure 2.

Figure 2. Collected samples from a variety of growth periods. From item (1) to (12), it represents the
process of changing the appearance of the Fuji fruit from immature to totally ripe.
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As samples shown in Figure 2, when Fuji apples are in the early immature stages,
their appearance is almost entirely turquoise. Gradually, the green part is lightly reduced,
yellows, and slowly turns red during the progression from the immature to the mature
stage. Moreover, images collected in the outdoor environment are easily affected by natural
sunlight conditions. For instance, when images were captured in the case of strong sunlight,
the color of the fruit’s appearance is prone to a certain degree of whitening. For such kinds
of images, traditional image pre-processing methods may meet great challenges. Therefore,
a more robust method is urgently needed for real surroundings. Due to the crucial factor
of establishing an accurate and appropriate dataset for the maturity model learning and
prediction, we labeled the images according to the period of image collection and the
appearance of color changes. Depending on the corresponding relationship between the
changes in fruit epidermis and ripeness, the fruit ripeness grade was divided into four
categories according to the United States Standards for Grades of Apples [38]. Ref. [38]
indicated as a mature apple becomes overripe it will show varying degrees of firmness,
depending upon the stage of the ripening process, hence “Hard”, “Firm”, “Firm ripe”,
and “Ripe” were the four terms used for describing the different stages. Due to the
appearance of Fuji apples being highly related to its attributes, we invited experts to label
these images. According to the captured image date and the appearance of each fruit,
the experts classified these images into unripe, turning, ripe, and overripe. These four
categories were respectively marked as grade one (G1), grade two (G2), grade three (G3),
and grade four (G4) for short. Partial samples from our proposed benchmark are shown in
Figure 3.

Figure 3. The partial samples of our proposed Fuji apple maturity benchmark.

As the samples show, when the fruits transition from G1 to G2, to G3, and to G4, the
appearance color of the fruits change from green (G1) to light pink in some areas of the fruits
(G2). By G3, most of the fruit has turned to pink, and finally most of the fruit’s appearance
presents a relatively dark red area (G4). This process takes an apple from unripe to fully
ripe. Moreover, we collected the images totally from an outdoor orchard environment
under natural sunlight and surroundings. Therefore, Fuji apples have a variety of poses and
degrees of illumination, such as over-light, normal and insufficient. Ideally, if we completely
ignore or eliminate the background factor when designing the technical algorithms for
fruit classification, detection, counting, or depth estimation, the methods indeed have
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certain limitations for practical use. Therefore, we took unfavorable background factors
into account and established our benchmark for the Fuji apple’s maturity classification.
The samples of Fuji apple objects from our proposed benchmark are affected by varying
degrees of occlusion due to leaves, branches, or weeds, as shown in the image samples.
In fact, the unfavorable influential factors of complex orchard background and diverse
severity of occlusion posed a greater challenge to the robustness of the performance in
the design of these methods. In summary, more serious challenges to models or methods
have to be faced in realistic open-world environment conditions. Nevertheless, we hope
to train and evaluate the model based on the challenging data obtained from the outdoor
environments, which are likely to guide our model closer to practical application. Finally,
1740 images were obtained and the number of each grade was confirmed to be the same.
We then split the images of each grade according to the ratio of the training set and the
test set to 4:1. Compared with the other public datasets used for classification tasks, such
as ImageNet [39] and MS COCO [40], our dataset has a smaller set of samples with lower
resolution. In fact, such kinds of tiny-scale datasets are more prevalent in practical fields
due to the high time and monetary costs for data collection in practical use cases. Training
with such a tiny-scale dataset means that the network model with deep CNN layers is
extremely prone to the phenomenon of overfitting, such as VGG16 [41] or AlexNet [42].
On the contrary, networks with very few CNN layers may be able to mitigate the issue
of overfitting effectively. However, the accuracy of the prediction results is hard confirm,
especially in an open-world environment, such as the influences of complex background
information, sunlight conditions, and occlusions, etc. Therefore, designing a CNN-based
architecture suited for this tiny-scale dataset meets even more challenges compared with
large-scale datasets.

4. AFGL-MC Architecture

In recent years, CNN-based computer vision classification methods have achieved
encouraging performance in many fields, for example, VGG16/19, InceptionNet [43,44],
ResNet [45], AlexNet, etc. These methods require a large number of training epochs and a
relatively large-scale dataset with diverse image samples. Generally, the model has deeper
layers, and hence the time cost is higher for the final prediction and training. Therefore,
a model has with a deep architecture is difficult to combine with agricultural robots and
promote in practical fields. However, while improvements such as simply reducing or
cutting the number of layers from the architecture, can overcome the high time cost and
the requirements for large-scale and diverse samples to a certain extent, the model is still
prone to encounter problems related to insufficient information learned from the samples
of the dataset and the accuracy of the final prediction cannot be guaranteed. Furthermore,
as mentioned previously, the acquisition and setup of a large-scale and diverse dataset is
a time-consuming and labor-intensive task generally, hence the models that rely on such
large-scale datasets may have limitations in their ability to be generalized. The ability of
generalization is one of the most important indicators in evaluating whether the model has
the potential to be applied in practice in an outdoor orchard environment. To strengthen
its generalization, we consider designing a lightweight network model by introducing
attentional mechanisms to lead the model to focus on areas with important features rather
than them all. In trying to use the limited number of parameters effectively, it is possible
to ensure the model has a lightweight architecture and excellent outputs at the same time.
Based on the above considerations, we designed the model as shown in Figure 4.

Compared with the classical network models, such as VGG, InceptionNet, ResNet, and
AlexNet, as well as in the case of MobileNet-Tiny, AFGL-MC has the notable characteristic
of being lightweight. Specifically, the inputs to AFGL-MC are resized RGB color images
with both the values of width and height being 64 pixels, and the output is a one-hot
encoder that presents the classification results in four kinds of categories. We also detail
the AFGL-MC architecture in the following section.

320



Agriculture 2023, 13, 228

Figure 4. The architecture of our proposed AFGL-MC.

4.1. Layer Unit

The layer unit of our proposed architecture includes the layer of convolution, batch
normalization, activation function, pooling, and fully connected layer. The convolution
(CONV) layer plays a vital role in extracting image features. Each convolution kernel has
the attributes of size, stride, and depth. Generally, the larger the kernel size, the better
the quality of the bandpass filters learned [46]. However, for our Fuji apple maturity
classification task, the distinction between different levels is so close, and the larger kernel
size may lead the model to focus on the large shape or structure of the image, but not on
the attributes of local characteristics. Based on such considerations, we chose 1 or 3 as our
CONV kernel size. Therefore, the convolution in our architecture only has one or three
of these two kinds of kernel sizes. Another benefit is that the number of parameters is
reduced as much as possible, which allows it to be lightweight. Regarding the attributes
of stride and depth, we designed the model according to the principle that the feature
size is gradually reduced. Meanwhile, depth is gradually increased. The high degree of
correlation and coupling between layers in the network is one of the factors that causes
difficulties with deep neural network convergence and achieving good performance [47].
We exploited the batch normalization (BN) layer after each CONV layer to improve the
internal covariate shift phenomenon. We chose ReLU as the activation function [48], shown
as equation:

f (x) = max(0, x) (1)

such that when x ≥ 0, the output is a linear function. Otherwise, the output value is zero.
Additionally, the ReLU has faster convergence than sigmoid and tanh when the outputs
are generated using a linear function. We applied the fully connected (FC) layer [49,50]
to connect every neuron from the previous layer to the last layer, adn finally the flattened
matrix goes through a fully connected layer to classify the images. The FC is presented
as equation:

ul = ωl x(l−1) + bl (2)

where ul is the FC layer and x(l−1) is the output of the previous layer. In addition, ωl and
bl are the weight and bias coefficients, respectively. The output vector ul goes through
softmax activation to obtain the classification likelihood for each potential category. The
max-pooling and average-pooling layers provide a typical down-sampling operation that
reduces the in-plane dimensionality of the feature maps. The advantages of a pooling [50]
layer are to introduce a translation invariance for small shifts and distortions and to decrease
the number of subsequent learnable parameters. For the shallow layer of the architecture,
we applied max-pooling to filter out features with large amounts noise information, whereas
an average pooling layer that is arranged before a fully connected layer based on the
consideration of the features from deeper layers could help the final classification results
in general.

4.2. Block Unit

The block unit of our presented architecture includes both ResNet [44] and attention
blocks. Benefiting from the shortcut structure, the residual network is quite popular as a
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unit for the backbone in feature extraction, as applied to a large amount of CNN-based
network models. The operation expression is shown as equation:

xl = Hl(xl−1) + xl−1 (3)

here, we denote the output of the `th layer as xl , and Hl(·) represents a nonlinear transfor-
mation. The final feature map is the element-wise addition of Hl(xl−1) and xl−1. According
to its characteristics, we applied the idea of the ResNet block as our attention and the
backbone module. To design our attention model, we kept the dimensions of the input and
output the same. The improved module is presented as equation:

xl = Hl(xl−1) + Convl(xl−1) (4)

here, Convl(·) represents a convolution operation, and the element-wise addition of Hl(xl−1)
and Convl(xl−1) is the output of the attention module. For the backbone network, we have
optimized and reduced the module as much as possible, through means of the size of the
input samples or in the number of layers of the network model. Intuitively, our model
has several stack layers, thus we strove to reduce the values for height and width of the
output features from residual blocks by improving its structure. Next, we discuss the
attention block [51]. It is hard to guarantee accurate indicators for the final outputs of a
CNN-based network with very shallow layers. We proposed an attentional mechanism to
strengthen our proposed AFGL-MC to obtain important information from learned samples.
Our improved attention structure is shown in Figure 5.

Figure 5. The architecture of our proposed attention module.

Specifically, our proposed attention module was inspired from a residual attention
network [51] as multi-scale, and the attention module H is presented as equation:

Hi,c(x) = (1 + Mi,c(x))∗Fi,c(x) (5)

where i values represent spatial positions and c is the index of the channel. M(x) arranges
the values from [0, 1]. By element-wise addition of a constant matrix and M(x), we can
get the equation Hi,c(x) = Fi,c(x), when M(x) is zero. As for our proposed attention block,
the M(x) includes three branch features that are concatenated to improve the utilization
of the extracted features. Moreover, instead of the form of stacked attention blocks, we
applied only one attention block by element-wise addition with different feature scales. In
addition, we added residual modules at the head and tail to strengthen the functionality of
our attention block.

4.3. Loss Function

To mitigate large changes in parameters that may be caused by one or a few noisy
samples, we calculated the loss value over the whole batch. During the training processing,
we smoothed the loss value by calculating a certain number of batch sizes to mitigate large
changes in parameters that may be caused by one or a few noisy samples. The loss value L
is presented as equation:
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L =
1
N

N

∑
i

Li (6)

where N is the number of samples in a batch size for one training epoch. Li is the loss value
for each sample, and is shown as equation:

Li =
M

∑
c=1

yiclog(pic) (7)

where M is the number of categories. The probability that sample i belongs to category c is
presented as pic, and the sign function yic is denoted as equation:

yic =

{
1 i = C

0 otherwise
(8)

when the class label i is equal to the true label C, then yic = 1. Otherwise, yic = 0.

4.4. Training and Evaluation

The main hardware configurations of our experiments were conducted on one Intel
i5-7500 CPU @ 3.20 GHz processor with 8GB of memory. The GPU is a NVIDIA GeForce
GTX 1080 with 11 GB of memory. The operating system is Ubuntu 18.04. We use Python as
a programming language and pytorch as our framework. Moreover, due to the learning
rate (LR) settings playing a crucial role during the network training, we set the LR as
dynamic with the training epochs, correspondingly. In general, a larger LR is suitable for
helping the network adjust more quickly and effectively in the beginning stage. As the
number of epochs increases, the value of the parameter gets close to the optimal value,
hence, if we maintain a large LR throughout the process, it is prone to lead the network to
skip its optimal value. Based on the above considerations, we designed a dynamic LR that
can be updated as the number of epochs increases with flexibility (Table 1).

Table 1. The relationship between the LR and the number of epochs.

Epochs LR

[1 ∼ N × 30%) 0.1
[N × 30% ∼ N × 60%) 0.01
[N × 60% ∼ N × 90%) 0.001

[N × 90% ∼ N) 0.0001

Here, N is the number of total epochs, which was set to 200 in this experiment. The
AFGL-MC was trained with a mini-batch size of 64 and tuned with 200 epochs. All the
hyper-parameters were optimized with 60 update epochs at learning rates of 10−1, 60 to 120,
and 120 to 180, whereas the last 20 update epochs were optimized at lower learning rates
of 10−2, 10−3, and 10−4. The terms of precision, recall, F1-score, and accuracy were taken as
the evaluation indexes to verify our proposed network extensively and quantitatively. The
corresponding formulas are:

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1 =
2TP

2TP + FP + FN
(11)

Accuracy =
TP + TN

TP + TN + FN + FP
(12)
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Specifically, the TP, TN, FP, and FN represent the relationship between the observed
value and the predicted value, as shown in Table 2.

Table 2. Instructions for the elements of TP, TN, FP and FN.

Label Name Predicted Positive Predicted Negative

True Positive TP FN
True Negative FP TN

5. Experiments and Results Analysis
5.1. Fuji Apple Ripeness Results

We trained the AFGL-MC from scratch, setting the number of training epochs and
batch sizes to 200 and 64, respectively. For our specific Fuji apple maturity classification
task, we applied the test dataset to verify the accuracy for each ripeness grade after every
epoch. These evaluation results are shown in Figure 6.

Figure 6. The relationship between the accuracy of each maturity grade and the different
training epochs.

As the curves show, when the epochs progress from 1 to 60, each maturity category
varies in accuracy severely, which is due to the set of the large learning rate values and
the adjustment of the initialization parameters. In this range, G3 and G4 tend to have
opposite results. Such a phenomenon is reflected in the practical situation, where fruits
at the G3 and G4 levels have extremely similar features in terms of appearance. With the
number of iterations increasing, the accuracy of G4 and G1 tends to be stable at in the early
ranges compared with the other two grades, while G2 and G3 gradually smooth out and
the accuracy tends to a more stable value. This phenomenon may be caused by the obvious
appearance feature characteristics in G1 (totally green) and G4 (totally red). Whereas for a
fruit in G2 or G3, the changing stage includes some influence factors from appearances that
may cause a lower accuracy and a slower change to stable values. Moreover, we visualized
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the feature map and focused on the part that was predicted by our proposed attention
module, as shown in Figure 7.

Figure 7. Visualizations of the feature map, highlighting the class-specific discriminative regions
for the predicted examples from our proposed network. (a) Original four grades’ images from our
test dataset. (b) Visualization feature map by our trained attention block. (c,d) Localization of class-
discriminative regions by the CAM technique in our attention layer, overlapped with the original
image. (e,f) Grad_CAM visualizations of our attention block and overlapped with the original image.
Note that in (c–f), red regions correspond to high class scores.

These samples are from our test dataset, which comprise four maturity grades, as well
as images of the Fuji apples occluded by leaves, weeds, or partial appearance whitening
due to over-sunlight. These unfavorable factors present great challenges for our fine-
grained classification tasks. From the visualization feature map, the features predicted
by our attention module can distinguish the background from the fruit accurately, even
from the whitening part. As the highlighted region map shown by CAM [52] and Grad-
CAM [53], our network evidently could discriminate specific classes for fine-grained
maturity classification.

5.2. Model Comparison

In order to verify our proposed network comprehensively, we compared our proposed
AFGL-MC with ResNet-18 [45], DenseNet-121 [54], MobileNet-Tiny [55], AlexNet [42], and
VGG16 [41] on the task of Fuji apple ripeness classification. We trained all these network
models independently on our tiny-scale dataset with 200 training epochs and confirmed
the other conditions were as close as possible. We found AlexNet and VGG16 were hard to
converge on such a limited number of training samples and number of iterations, therefore
we only compared the AFGL-MC with ResNet-18, DenseNet-121, and MobileNet-Tiny. We
saved the parameters for each trained epoch and predicted the images from the test dataset,
and the results of which are shown in Figure 8.
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Figure 8. The evaluation results between accuracy and the saved trained models.

As can be seen in the curves shown in Figure 8, our proposed AFGL-MC has the fastest
speed and tends to stabilize, followed by ResNet-18 and MobileNet-Tiny, respectively, with
the slowest being DenseNet-121. Moreover, our proposed AFGL-MC achieved the best
accuracy after 200 epochs of training compared with the others. For a more in-depth
analysis, we took precision and recall as evaluation indicators to verify the performance
of trained models for each maturity grade. To confirm the fairness of the experiments, we
uniformly saved the parameters of the 200th epoch as the final evaluated pre-trained model.
The results for each maturity level are shown in Table 3.

Table 3. The evaluation results of four comparison models on each maturity grade.

Level Indicator ResNet-18 Dense-121 Mobile-Tiny Ours

G1 Precision 0.960 0.880 0.80 0.92
G1 Recall 0.960 0.846 0.833 1.0
G1 F1 0.960 0.863 0.816 0.958
G2 Precision 0.840 0.760 0.80 0.840
G2 Recall 0.840 0.731 0.833 0.875
G2 F1 0.840 0.745 0.816 0.875
G3 Precision 0.76 0.80 0.76 0.88
G3 Recall 0.86 0.870 0.731 0.846
G3 F1 0.809 0.833 0.745 0.863
G4 Precision 1.0 0.88 0.88 1.0
G4 Recall 0.893 0.88 0.786 0.926
G4 F1 0.943 0.88 0.830 0.962

Average – 0.89 0.83 0.83 0.91

From the table, the results obtained by our proposed model at each ripeness level
are generally good, and most of the indicators have achieved optimal values, indicating
the effectiveness of our proposed model. In addition, our network achieved notable
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prediction results for G1 and G4 levels, with F1 scoring at 0.958 and 0.962, respectively.
Although G2 and G3 have many appearance influences, as were explored previously, our
proposed network obtained comparatively superior F1 values of 0.88 and 0.863, respectively.
Moreover, we took the confusion matrix to more intuitively analyze the performance of
each network at different maturity levels, as is shown in Figure 9.

Figure 9. The confusion matrix results of comparison model. (1), (2), (3) and (4) are the results of
the comparison model ResNet-18, Dense-121, Mobile-Tiny and our proposed AFGL-MC on each
maturity grade, respectively.

From the confusion matrix, it can be seen that the model we proposed and the results
obtained by ResNet-18, DenseNet-121, and MobileNet-Tiny on G1 and G4 have obvious
advantages compared to the other two levels. However, our proposed network obtained
comparable results with the other networks on G2 and G3. It may have benefited from
the increased attention mechanism of our proposed network, which may lead our model
to pay more attention to the fruit regions, while mitigating the influence of occlusion,
sunlight conditions, etc. To analyze the performance of our proposed model under different
occlusion and illumination conditions, we set up a experiment for the four previously
compared models under normal light without occlusion, normal light with occlusion, and
non-integrated light without occlusion. The final results are shown in Table 4.

Table 4. The accuracy results of the four comparison models under different Occlusion and illumina-
tion conditions.

Level ResNet-18 Dense-121 Mobile-Tiny Ours

No Occlusion 0.927 0.85 0.842 0.930
Occlusion 0.710 0.653 0.620 0.72
Over-Illumination 0.807 0.760 0.759 0.782

From the compared results, we found that all the compared models achieved better
accuracy results under natural illumination and no occlusion conditions. When fruits were
occluded by objects, the accuracy of the output results were largely decreased, which is
probably due to the fact that occlusion factors, in a serious way, will affect the judgment of
the fruit’s appearance. For the occlusion condition, our proposed model obtained better
outputs than the other three compared models, which may be thanks to the attention
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mechanism that focuses on the fruit region. As for the illumination changes, they are less
affected than in the case of occlusions, and our proposed model handles this situation well.

5.3. Generalization Evaluation

In order to apply the AFGL-MC more prevalently, we took the Fruits Quality (FQ)
dataset [56] and the Fruits and Vegetables Classification (FV) dataset [57] to verify the
generalization performance of our proposed model. The FQ dataset is a public dataset that
provides six fruit categories. Each category has a good, bad, and mixed class. The bench-
mark includes categories for apples, bananas, guava, lemon, orange, and pomegranate. We
randomly chose a bad folder from each category as the benchmark. A selection of samples
are shown in Figure 10.

Figure 10. Examples of the FQ dataset on six categories.

In detail, all the samples from the FQ benchmark are image data with width and
heights equal to 256 pixels, including the influences of occlusion, complex background,
or varied illumination light. The number of samples in each category is around 1000. For
example, there are 1104 and 419 samples as the training and test datasets for the apple
category. We trained ResNet-18, DenseNet-121, MobileNet-Tiny, and our proposed network
on this public dataset. The relationship between the training times and the average accuracy
for the final prediction results is shown in Figure 11.

Figure 11. The evaluation results on FQ benchmark.
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From the curves, the final prediction accuracy of ResNet-18, DenseNet-121, MobileNet-
Tiny, and FGAL-MC are 0.97, 0.91, 0.96, and 0.98, respectively. The results evidently show
that our proposed network has better average accuracy results at each epoch compared
with the other three, which may reflect that the proposed method has good generalization
ability in terms of this dataset. Similarly, we visualized the focused part using a proposed
attention module with Grad-CAM highlight method, as shown in Figure 12.

Figure 12. Highlights the class-specific discriminative regions for the predicted examples from our
proposed network.

From the discriminative regions, it can be found that our attention model can effec-
tively obtain regions with clear boundaries between objects and the background, which
would be helpful for the classification task, thus improving the accuracy of the model. The
FV dataset contains 36 categories, including fruits and vegetables. Here we randomly chose
5 fruit classes for our experiment dataset. A selection of samples are shown in Figure 13.

Figure 13. Examples of the FV dataset on six categories.

As for the FV dataset, each class only has 100 training samples and 20 testing samples,
which is a relatively tiny dataset. More importantly, the sizes of samples are significantly
different. We take the watermelon category as an example. The largest sample is 4416
by 3312 pixels and 9.2 MB in size, whereas the smallest sample is 267 by 260 pixels and
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11.28 KB in size. The network is challenged in terms of training or evaluating under such
disadvantage factors. Still, we trained ResNet-18, DenseNet-121, MobileNet-Tiny, and our
proposed network on this public dataset. The relationship between training times and the
average accuracy of the final prediction results are shown in Figure 14.

Figure 14. The evaluation results on FV benchmark.

From the curves, we can see the final values for prediction accuracy of ResNet-18,
DenseNet-121, MobileNet-Tiny, and our proposed FGAL-MC are 0.53, 0.48,0.43, and 0.74,
respectively. Therefore, the average accuracy of the networks trained on the FV dataset is
greatly decreased compared with the FD dataset. This implies that the size of the samples
and other related properties play a decisive role in a network’s final prediction results.
However, on such kinds of tiny-scale datasets, our proposed network has a comparatively
higher accuracy over other classical network models with a limited number of training
epochs. Finally, we visualized the focused part using the Grad-CAM highlight method, as
shown in Figure 15.

Figure 15. Visualizations of the feature map and class-specific discriminative regions for the predicted
examples from the attention module of our proposed network.
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Some feature maps lose the class-specific regions, e.g., kiwi and pear, whereas for
mango and watermelon, the feature map did not cover all the regions of the objects.
Therefore, compared to other datasets, the class-specific discriminative regions were not
adequate in terms of the outputs of visualization from our attention module using the
Gard-GAM method.

5.4. Parameters and Time Cost Evaluation

A model with the attributes of having lightweight parameters and low time cost is
beneficial if it is to be conducted or promoted in practice. We took the number of parameters,
the final pre-trained model size, and the time cost in terms of frames per second (FPS) as
indicators, and the evaluation results are shown in Table 5.

Table 5. Comparison performance in parameters, memory and FPS.

Name Number of
Parameters (×105) Memory (MB) FPS (FQ) FPS (FV) FPS (Fuji Apple

Maturity)

ResNet-18 111.79 44.8 472 27 386
DenseNet121 69.56 28.4 628 29 527

MobileNet-Tiny 5.40 2.3 857 30 836
AFGL-MC (Ours) 3.88 1.6 874 30 838

From the comparison results, our proposed AFGL-MC performs the best in terms of
the number of parameters and memory. ResNet-18, DenseNet121, and MobileNet-Tiny
are 20.7, 28.8, and 1.8 times that of AFGL-MC, respectively. The larger the number of
parameters, the greater the number of parameters needed to be updated during the training
process. The duration of each epoch is also increased. In terms of memory, which is
proportional to the number of parameters, our proposed AFGL-MC achieved the best
results. In terms of time cost, which is highly related to the resolution of the image being
tested, we evaluated the performance of each comparison networks on the FQ, FV, and our
proposed FM benchmark, respectively. The final results show that our proposed network
achieved the best FPS values on FQ, FP, and our proposed FM dataset.

6. Conclusions

In this paper, we focused on the maturity classification task of Fuji apples. In order to
achieve practical applications, we captured images from an open-world Fuji apple orchard
and established a novel Fuji apple maturity benchmark that contains practical conditions.
Then, we presented an attention-based fine-grained lightweight architecture for the Fuji
apple maturity classification task, AFGL-MC. Our proposed AFGL-MC is advantageous in
two ways. Firstly, the proposed AFGL-MC with an attention module guides the network
to learn class-specific discrimination and regions for classification. Secondly, it has a slim
structure, which has good performance in training and final prediction. Comprehensive
experiments have shown that our proposed method has significant advantages in accuracy
for maturity classification tasks, including many kinds of adverse factors from the orchard
environment. Moreover, our proposed method is substantially superior to comparative
models in terms of quantity of parameters and time cost. In addition, extensive experiments
have shown that our proposed method has significant advantages in generalization ability,
and the results implied our proposed method may provide a potential rethinking for more
effective use of computer vision in the agriculture industry.

7. Future Work

In future work, we will attempt to deploy our model on a harvesting robot. Then, we
will go one step further to focus on the fruit ripeness classification task under occlusion
conditions, and try to realize the classification of fruit maturity under different occlusion
conditions by complementing the multitude of information of nearby frames in the video.
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Abstract: The global demand for clean water has become increasingly important in the past decade
as a result of the growing world population, civilization, and the increase in sources of contamina-
tions. Aerogels are an exceptional form of porous materials with extraordinary unique properties.
The aerogel has been fabricated from different inorganic and organic materials and incorporated
with a variety of novel compounds for specific applications and to enhance its performance in the
desired application. Activated carbon is well known for its water-pollutant adsorption, it has been
prepared from several organic materials including agricultural wastes and used to treat water from
organic dyes, heavy metals, oils, and toxic chemicals. However, as a powder form, activated carbon
must be incorporated either into a filter or undergo a post-treatment step to remove the adsorbent
from treated water. This review highlighted the development of agricultural waste-based carbon
and activated carbon loaded nano-structured aerogels. A review of the types of aerogels and the
properties based on the precursor materials was conducted to extensively discuss the potential use of
agricultural waste-based carbon and activated carbon loaded nano-structured aerogels in wastewater
treatment applications. We also discussed the challenges and future prospects of carbon and activated
carbon nano-structured aerogels for wastewater treatment applications.

Keywords: aerogels; porous materials; agricultural activated carbon; adsorption; wastewater treatment

1. Introduction

Aerogels are three-dimensional (3D) nano-porous structures of non-fluid colloidal
inter-connected polymeric or non-polymeric networks [1]. Aerogels exhibit several unique
properties, such as ultra-low density, high porosity and extremely high surface area, which
make them suitable in water treatment applications [2,3]. They are normally fabricated from
silica through the conventional sol–gel method followed by a drying method such as ambi-
ent pressure drying, supercritical drying or freeze drying [4]. More recently, other forms of
aerogels have been developed, including carbon aerogels, biopolymeric aerogels, synthetic
polymers aerogels and metal aerogels, etc. The fabrication approaches have been also
widely developed to become more facile, eco-friendly and unexpensive. Over the past few
years, many applications have been identified for aerogels that suit their unique properties,
including: thermal and non-thermal insulation [5], absorption [6], packaging [7], superca-
pacitors [8], catalysts [9], energy storage [10], filtration [11], conduction [12], sensing [13],
and the cleaning and adsorption of wastes [14]. Hybrid aerogels were the key to enhance
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the properties and performance of the pure aerogel, as integration of new substances into a
pure aerogel both significantly enhance and gave the material new properties for use in
wider applications [15]. The past ten years have witnessed accelerated and widespread
use of different aerogels in several applications, including water treatment applications.
Figure 1 shows the accelerated grow of scientific publications related to aerogels in general
and water treatment applications.

Figure 1. Illustration of the accelerated growth of scientific publications in the past decade related to
aerogel and its general and wastewater treatment applications (The search done on 1 November 2022
through Science Direct database).

Activated carbon is a unique form of adsorbent material that has been extensively used
for the treatment and purification of different aqueous solutions [16]. However, activated
carbon is also linked with some drawbacks, including its separation from the water after
it performs the adsorption, in addition to its limited dispersion in water [16–18]. Several
scientists have worked to overcome this issue, and facilitate its integration into the aerogels
to incorporate the magnificent properties of the two materials [19,20]. Carbon aerogels are
a unique class of aerogels that have extensive potential applications in water treatment
applications due to the combined effect of both materials. Carbon and activated carbon
aerogels have been recently used in several wastewater treatment applications including
the removal of organic and inorganic dyes, the elimination of heavy metals, pesticides,
herbicides, and oil/water separation [21–23]. So far, there are no or only a limited number
of review articles discussing the use of carbon and activated carbon nanostructured aerogels
in wastewater treatment applications. Several review articles either discuss general carbon
aerogels [24], single precursor aerogels [25], or the adsorption of specific materials from
water [26]. Other works address aerogels and their applications in water treatment without
specifying carbon and activated carbon aerogels [27]. The aim of this review was to present
an introduction to aerogels and classify their types, including organic, inorganic and
composite aerogels. We also discussed the preparation of agricultural waste-based carbon
and activated carbon nano-structured aerogels in water treatment applications. Agricultural
waste-based activated carbon is also discussed as a key player in functional materials,
and we presented its main properties and preparations. Finally, we discussed the most
recent research on the utilization of carbon and activated carbon nano-structured aerogels
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in wastewater treatment applications, including organic dyes adsorption, heavy metals
removal, oil/water separation, water deionization, and the removal of toxic chemicals.

2. Development of Agricultural-Based Nano-Structured Aerogels

Aerogels are open-celled and mesoporous forms of materials composed of inter-
connected nanostructured networks exhibiting a porosity of more than 50% [28]. Aerogels
have steadily developed since S. Kistler fabricated aerogels for the first time from silica gel
in 1931 [29]. Abdul Khalil et al. [30] presented the chronological development of aerogel
materials from inorganic silica aerogel until the current forms of nano-structured aerogels.
The term nano is applied to materials that have at least one dimension in the nano-meter
range (1 to 100 nm). Nano-structured aerogels are said to be materials with pores of less
than 50 nm in diameter [31]. Having such a character, nano-structured aerogels possess an
ultra-light weight and extremely high surface area, making them attractive materials for
several advanced functionalities.

2.1. Classification and Properties of Nano-Structured Aerogels

The history of aerogel materials commenced with the fabrication of a silica aerogel
by Kistler in 1931, who replaced the liquid in “Hydrogel” with gas without inducing any
shrinkage [32]. Owing to the unique properties that suit particular applications, these
materials have been widely utilized in several applications, including acting as: carriers
for the delivery of different drugs [3]; electrodes in batteries [33]; filters for wastewater
treatment [34]; and catalyst supports in fuel cells [35]. Several methods have been used
to classify aerogels since there is no standard IUPAC classification yet for them [36]. The
most convenient classification for aerogels is based on the precursor/s and/or the addi-
tives, which can be classified into three main groups, including inorganic, organic and
composites [1]. Inorganic aerogels are the initial form of the materials prepared from metal
alkoxides and/or metal salts to form metal oxide aerogels, chalcogenide aerogels and
metallic aerogels. Organic aerogels are derived from several form of carbon, including
biopolymers, phenol formaldehyde resin, etc to form biopolymeric aerogels, carbon nan-
otubes, graphene aerogels and other polymeric aerogels [37]. However, the third form of
aerogels is formed by combining both inorganic and organic precursors to form composite
aerogels (Table 1).

Table 1. Classification of aerogels based on the precursor material/s.

Type of Aerogel Sub-Type Example Ref.

Inorganic based aerogels

(1) Inorganic oxide aerogels Gold/iron oxide aerogel [38]
(2) Metallic aerogels Vanadium nitride nanosheets aerogel [39]

(3) Chalcogenide aerogels Chalcogenide aerogel CuSb2S4 [40]
(4) Silica aerogels Transparent silica aerogel fibers [41]

Organic based aerogels

(5) Carbon aerogels Shaddock peel-based carbon aerogel [42]
(1) Biomass aerogels Marine biomass-derived aerogel [43]

(2) Synthetic organic aerogels Polylactide aerogel [44]
(3) Biopolymeric aerogels Nanocellulose/Chitosan aerogel [45]

Composites aerogels

(4) Mixed metal oxide aerogels Magnetic iron oxide/graphene aerogel [46]
(1) Mixed organic aerogels Alginate-chitosan aerogel [47]

(2) Mixed inorganic aerogels Mesoporous Fe-silica aerogel [48]
(3) Organic/inorganic aerogels Nanocellulose/silica aerogel [49]
(4) Other composite aerogels Nanocellulose/poly ethylenimine aerogel [50]

Aerogels have been developed from almost every material, which determines the
properties of that aerogel. However, the lack of novel properties in a single material limits
the multifunctionality of many pure aerogels. Therefore, composite aerogels provide a
solution for many potential applications to enhance, introduce and develop novel materials
for many new applications. Nanoparticles of silica were impregnated with a network of
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polymers and loaded with model drugs [51]. This composite aerogel possesses an excellent
drug release properties, which can be a potential drug carrier for many medical applica-
tions, such as wound dressing [51]. A silica–gelatin aerogel hybrid was fabricated and
incorporated with the anticancer drug methotrexate [52]. The incorporation of the drug
to the composite aerogel provided an excellent control for drug release. Other composite
aerogels have been also used in the field of adsorption, separation and filtration, such as
the removal of antibiotics from polluted water using nanocellulose/graphene oxide hybrid
aerogel [53], and the same composite aerogel has been used for water purification [54].
Gonçalves and co-workers developed a composite aerogel based on alginate by incorpora-
tion of an alginate biopolymer with some drugs in the form of microparticles for mucosal
administration. The authors reported that drug release from the alginate-based hybrid was
faster than in previous polymer hybrids such as alginate/pectin [55].

The silica aerogel is the first prepared inorganic aerogel characterized with extraor-
dinary properties, which opened a new pathway to many potential applications. The
high cross-linked structure, high porosity and ultra-low density of silica-based aerogels
raised a lot of interest in many applications [56]. They are mainly composed of air (more
than 95%) and only the rest are silica, therefore, it exhibits poor thermal conductivity,
and a high surface area [57,58], and being a novel material with unusual properties, has
a promising and bright future in many important fields. Several precursors have been
used for the preparation of silica aerogels including; Na2SiO3, Si(OR)4, MTMS, TEOS,
and TMOS [59]. The production expenses of silica aerogels minimized their usage at the
time they were discovered. However, in recent years, silica aerogels have been prepared
from cheaper precursors, such as bamboo leaf [60], fly ash [61], oil shale ash [62], water
glass [63], agricultural wastes, such as wheat husk [64] and bagasse ash [65] instead of
with expensive organoalkoxysilanes [64]. Moreover, instead of using expensive, health
risky supercritical drying in the large-scale production of aerogels, which is expensive may
pose a risk to health, numerous researches have used alternative methods such as ambient
pressure [66], freeze drying [67] and microwave drying [68]. The fabrication of flexible,
smokeless, super thermal insulators have been always a novel objective for humankind.
However, Kim, Y.-G., et al. [69] developed a silica-based aerogel which exhibited an ultra-
low thermal conductivity compared to previous fabrications. Similarly, an unexpansive
silica aerogel was developed from rice husk and incorporated into cement for thermal
insulation purposes [70]. The authors observed an excellent thermal insulation in their
aerogels, which may potentially be used as green materials for building applications.

2.2. Fabrication of Agricultral Carbon Nano-Structured Aerogels

Several polymeric materials can easily form gels when they are suspended in water,
such as carrageenan, gelatine, and starch, etc., but others, such as cellulose and synthetic
polymers require a cross-linker for this purpose [30]. However, aerogels can be simply
prepared from both types of materials, with or without the formation of a wet-gel of the
material. The shape of particles can be preservative and fixed during the drying phase
either by the formation of wet-gel or by freezing of the suspension. The fabrication of an
aerogel can be initiated by dissolving or dispersing the precursor material/s in distilled
water or any other liquid solvent. The homogenization of precursor materials are required
for a non-solvable material to achieve homogeneous suspension; the solution then requires
some time for the aging process to form a wet-gel [71]. The precursor particles are linked
together during the aging process, forming a viscous semi-solid material known as wet-gel.
This material is formed by the network of precursor/s surrounded by the solvent. The
next step is to remove the solvent without shrinking or disturbing the structure of that
network. In order to achieve this, the wet-gel is frozen to keep the structure integrity intact,
and then the frozen material is either freeze-dried or supercritical-dried. Freezing of the
wet-gel will result in removing the liquid from the system, leaving the precursor network,
which appears as a porous 3D material known as aerogel [72]. Li et al. [73] fabricated
cocoon-based carbon aerogel by pyrolyzing the initially prepared aerogel at 800 ◦C for two

338



Agriculture 2023, 13, 208

hours. The authors were able to achieve a nano-porous structure with excellent catalytic
activity for their carbon aerogel (Figure 2). The porosity, pore size and volume of the
aerogel can be determined by the type and concentration of the precursor material/s. The
fabrication technique and the conditions of preparation also highly affect the physical,
chemical, and mechanical properties of the aerogels.

Figure 2. Schematic representation of agricultural carbon aerogel fabrication using cocoon as precur-
sor material. Adapted from ref. [73].

The preparation techniques of aerogels are divided into two major classes; conven-
tional preparation techniques, which include those techniques that do not involve computer
aid and follow fully manual lab-based routes. Advanced preparation techniques (rapid
prototyping techniques), include those techniques that involve the aid of a computer in the
fabrication process, as described below [74].

Conventional preparation techniques of aerogels such as supercritical CO2 drying,
freeze-drying and thermal-induced phase separation, etc., do not involve any computer
aid and are fully controlled by technicians. Since they are fully manmade materials, these
techniques have the drawback of preparing accurate shapes for particular applications.
However, due to their cost effectiveness and simplicity, many of these approaches are
still in use even now. These techniques are associated with several issues, including time
consumption and manpower requirements; thus, the past two decades have witnessed the
development in the computer-aided design of aerogels in term of composition ratios and the
final shape of the material. Such fabrication techniques are referred to as rapid prototyping
techniques, due to the ease of preparation compared with traditional techniques. Moreover,
using the computer in mixing the precursor material also helps in determining the optimal
combination of each hybrid, in addition to the control of the physical, morphological and
mechanical properties of the aerogels [75]. Table 2 highlights the main differences between
traditional and advanced bioaerogel fabrication techniques.
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Table 2. Comparison between conventional and advanced bioaerogel fabrication techniques.

Functionality Conventional Techniques Rapid Prototyping Techniques

Time consuming and computer-aid Consume longer time, without
computer aid Rapid fabrication with computer-aid

Easiness and Manpower requirements Require more manpower Minimize manpower required

Aerogel homogeneity Difficult to obtain
homogeneous structures Easier to obtain homogeneous structures

Accurate controllable properties and
aerogel shape Relatively unspecific Highly specific

Aerogel porosity and pore shape Random and irregular pores shape Highly regular and interconnected pores
Aerogel toxicity Depending on the technique (more toxic) Less toxic in some techniques

Production costs More expensive, consume more materials Consume minimum materials, generally
low cost of production

3. Agricultural Activated Carbon and Nano-Structured Aerogels

Activated carbon is a carbonaceous organic material produced by pyrolysis process
and mostly used as a remarkable adsorbent material [76]. Nanostructured aerogels have
been also utilized in wastewater treatment applications. Powdered activated carbon has
been immobilized into several types of filters to overcome the drawbacks associated with
the post-treatment stage. Activated carbon has been synthesized from a variety of plant-
based precursors including rice husk, cotton shell, straw, corn stalk, palm shell, grass,
and other plant-based biomass materials. Generally, any plant-based biomass can be
transformed into carbonaceous material, which is then activated by chemical and/or
physical activator to result in activated carbon of the particular material. Conditions of
high temperatures and a limited or absent amount of oxygen is used during the pyrolysis
process, such conditions play an essential role in the properties of the resulted activated
carbon [77]. Figure 3 presents the fabrication process of activated carbon from different
biomass materials.

Figure 3. Fabrication routes of agricultural-based-activated carbon from different precursors.
Adapted from [78].
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The activation of carbonaceous material can be done by several physical activators such
as carbon dioxide, air, steam, or a combination of two or more of these agents, which is more
preferable to the chemical ones due to their non-toxicity and eco-friendliness. However,
chemical activators, particularly KOH-based activators were found to be more effective
than physical activation as reported in [79]. The authors reported that such activation
resulted in higher porosity, larger pore volume and increased specific surface areas. Huang
and co-workers confirmed the results of Song and used KOH activation of their activated
carbon at 800 ◦C and reported significant increases in specific surface areas, which led to
better adsorption performance [80]. Several researches have reported the ability of biomass
to perform adsorption of many pollutants such as heavy metals, pesticide and organic
dyes, etc., [81,82]. Thus, the activation is only enhancing the adsorption performance of the
precursor material by altering its physical, chemical and morphological properties [83].

3.1. Activated Carbon Aerogel

Activated carbon aerogel is a unique class of aerogels with 3D porous networks
and extremely high specific surface areas resulting from the double porosity of activated
carbon particles and the whole aerogel itself. Therefore, it has extensive potential as an
adsorbent material in water treatment and purification. Several studies have reported high
performance of activated carbon aerogel in the adsorption of dyes [84], heavy metals and
other organic pollutants [24]. Gan and co-workers reported that biopolymers can be a
sustainable precursor for the preparation of activated carbon aerogels [24]. Owing to their
cost-effectiveness, sustainability and easy scale up, biopolymer-based activated carbon
aerogels have great potential as an advanced functional material. Unlike toxic precursors
such as formaldehyde, furfural and resorcinol and the expensive process of conventional
aerogel fabrication that hamper its large-scale production, biopolymer-activated carbon
aerogel is characterized by its promising adsorption capacity but the hydrophilicity of
many biopolymers remains challenging and thus, chemical modification is mostly required.
Yang and co-workers compared the electrochemical performances of both the commercial
activated carbon and their prepared activated carbon aerogel and reported that the activated
carbon aerogel had significantly better performance due to the higher specific surface
area [85]. Activated carbons only have micropores, which limitate their adsorption; unlike
activated carbon aerogel that has both the porosity of the activated carbon particles and
that of the aerogel.

3.2. Applications of Activated Carbon Aerogels

The desire of scientists all over the world to design materials with controlled charac-
teristics has significantly grown, with rapid and accelerated advances in materials science
and technology. Since its development in 1989, carbon aerogels have been developed
from several carbon precursors, such as plant biomass, graphene and carbon nano-tubes,
etc., and investigated for multiple applications. Despite the unique advantages of carbon
aerogels, impurities in some natural carbon as well as the difficulty of structural control
are considered major issues in the application of high-quality materials. The properties
of carbon and activated carbon aerogels have led to their employment in a wide range of
applications, including water treatment filters, energy storage materials, sound insulators,
chemical adsorbents, catalysts, thermal insulators, and catalytic supports (Figure 4).
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Figure 4. Illustration of carbon and activated carbon aerogel fields with applications. Adapted
from [86].

4. Agricultural Activated Carbon Nano-Structured Aerogels for Wastewater Treatment

Water quality is a general term used to describe the physical (such as turbidity, color,
suspended solids, etc.), chemical (such as organic contaminant, inorganic contaminant,
heavy metals, etc.), and biological (such as bacteria, plankton, algae, fungi, etc.) parameters
that may be present in water [87,88]. The consideration of water quality in most cases
corresponds to the origin and the purpose of water. In this section we discuss the utilization
of activated carbon loaded nano-structured aerogels in the adsorption of organic and
inorganic dyes, the removal of heavy metals from water, removal of harmful toxins and
toxic materials, in addition to the separation of pharmaceutical compounds.

4.1. Organic Dye Adsorption

In recent years, great developments have been made in all industrial sectors, which has
resulted in the excessive use of different chemical compounds that have polluted surface
water bodies [89]. As part of the chemical compounds, organic and inorganic dyes that
pollute the water have caused a serious threat to humans, animals and aquatic ecosystems
due to their toxic nature. Several studies have linked artificial food and non-food dyes with
many major health problems including cancer, hyperactivity, hives and asthma, in addition
to behavioral changes such as irritability and depression in children and adults [90,91].
Activated carbon is known for its high adsorption ability, it has been widely incorporated
with several forms of materials including aerogels [16]. In one study, Yu and co-workers
developed an eco-friendly approach for the fabrication of nano-structured aerogel from
sodium carboxymethyl cellulose using sol–gel processing and freeze-drying [84]. The au-
thors pyrolyze their obtained aerogel and activated it via a KOH activation. The aerogel
exhibited an extremely high surface area as a result of its nano-porosity and connected 3D
nanostructures. The same authors reported 249.6 and 245.3 mg/g adsorption capacity of
their optimum aerogel for the two tested organic dyes, which recommends this material for
further water treatment applications. In different work, Wang and co-workers compared
unattached activated carbon prepared from trichosanthes kirilowii maxim shell, nickel
alginate-graphene oxide-based aerogels and nickel alginate-activated carbon aerogels for
the adsorption of methylene blue dye [21]. The authors reported that the two aerogels
loaded with the activated carbon were found to be more effective in the adsorption and to
control the dispersion state. The adsorption of methylene blue dye on the nickel alginate-
graphene oxide-based aerogels was 505.050 mg/g, compared with nickel alginate-activated
carbon aerogel was 465.12 mg/g. The production of activated carbon is relatively expensive,
and many researchers have developed approaches to reduce the cost of production. Wang
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and co-workers developed nano-structured carbon aerogels from agarose biomass [92]. The
authors further enhanced their aerogels by introducing zeolitic imidazolate framework-8 to
increase the surface area (up to 516 m2/g) and improve its adsorption capacity for different
organic pollutants. In a different study, Li et al. [93] prepared carbon aerogels using an
easy, cost-effective and eco-friendly fabrication approach. The authors used glucose as
a precursor material, which was activated by potassium hydroxide, which built inter-
connected coral-like micro-structure during the sol–gel and activation processes. These
structures made the aerogel more efficient, enhanced its porosity, and increased its surface
area. The authors reported superior adsorption capacity of their preparation toward wide
range of organic pollutant including phenols, antibiotics, and dyes; the adsorption of these
compounds varied, depending on the material, from 194.07 to 1030.05 mg/g. In the same
manner, Huang et al. [94] developed modified cellulose carbon aerogel using wet ball-
milling and TEMPO mediated oxidation approaches followed by pyrolysis (Figure 5). The
authors reported that the cellulosic fibres effectively turned into plane or wrinkle structures
due to treatment conditions. These graphite-like structures made the aerogel exhibit high
specific surface areas of more than 2825 m2/g, which resulted in maximum adsorption
capacities to organic dyes of 644 mg/g and 1078 mg/g for alizarin reds and methylene
blue, respectively. The adsorption mechanism of dyes for the prepared aerogel was found
to be via pore-filling, hydrophobic partition, p/π-π interactions of electron donor–acceptor
and H-bonding. For the methylene blue as a cationic dye, the adsorption was reinforced by
electrostatic attraction, compared with the anionic alizarin reds that exhibited weakened
electrostatic repulsion due to the high salt level [95].

Figure 5. Illustration of cellulose carbon aerogel for enhanced organic dyes adsorption from an
aqueous solution. Adapted from Huang et al. [94].

4.2. Deionization of Water

Several studies have warned of the global depletion of freshwater resources, which
will result in difficulties in accessing clean and fresh water [96,97]. Remarkable achieve-
ments in desalination technology have been recently made, but this technology has yet
to meet the social and global demand for water capacitive deionization. Aerogels have
been utilized in water deionization as a revolutionary solution derived from renewable
and green precursors. Many aerogels have been made from biomass- derived carbon and
investigated as active materials for capacitive deionization electrodes [98]. Zhang et al. [99]
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developed nanostructured activated carbon aerogel via ambient pressure-drying for capaci-
tive deionization (Figure 6a). The authors reported that their aerogel was able to adsorb
salts from water at a capacity of 10.34 mg/g. In a recent study, Liu et al. [100] developed a
cost-effective and one-step process to develop a leather wast- based carbon aerogel and
use it for water deionization (Figure 6c). The low-cost and eco-friendly aerogel was mainly
fabricated from leather wastes, which is rich in N, O and S doping. The authors used
one-step activated pyrolysis to reduce the construction costs; the aerogels had a signifi-
cantly enhanced adsorption capacity to salts due to the extremely high specific surface
area (2523 m2/g), which is highly favorable to salt ions absorption and storage. The same
authors were able to achieve a maximum salt adsorption of up to 20.92 mg/g with a high
adsorption rate compared to conventional active carbon.

Figure 6. Schematic illustration of carbon aerogels for water deionization; (a) nanostructured carbon
aerogel for capacitive deionization, adapted from Zhang et al. [99]. (b) Schematic diagram of carbon
aerogel’s electrode and its defluorination, adapted from Zhang et al. [101]. (c) leather waste-based
carbon aerogel using one-step pyrolysis for enhanced capacitive water deionization. Adapted from
Liu et al. [100].

4.3. Removal of Heavy Metals

Heavy metals are those metals that exhibit high density which can cause advert health
effect even at very tiny amounts. There are about 23 known heavy metals that are of con-
cern, including arsenic, cadmium, chromium, copper, iron and lead, etc. In recent years and
with industrial development, most surface water bodies have been polluted with various
amounts of heavy metals, which require smart and sustainable solutions. Despite the excel-
lent adsorption performance of activated carbon, the requirements of the post-treatment
stage increase the process costs in the case of using activated carbon particles. Thus, it has
been incorporated with filtering membranes and aerogels to overcome the issues related to
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the post-treatment stage. In the research of Chen and co-workers, the authors fabricated
nano-aerogels from cotton-derived porous carbon oxide and investigated its ability in
heavy metal elimination as well as the removal of organic pollutants [102]. The aerogel was
synthesized from natural cotton waste, the authors reported extremely heigh surface area
of 1160 m2/g, which induced superior sorption capacities for heavy metal ions including
strontium (II) (33.3 mg/g), lead (II) (111.1 mg/g) copper (II) (71.4 mg/g) and cadmium
(II) (40.2 mg/g). In a different study, the citrate sol-gel method was used to fabricate
an Fe3C/carbon aerogel for arsenic removal from water [103]. The authors reported an
extremely high surface area and average pore size of 290 m2/g and 2.7 nm, respectively.
The carbon aerogel had a maximum adsorption capacity for arsenic of 56.2 mg/g at pH 7.0.
Such excellent performance makes it a potentially attractive material for the removal of haz-
ardous substances from water. Li et al. [104] fabricated biochar-loaded aerogels for heavy
metals elimination. Owing to the biochar loading and high surface area of the aerogel, the
aerogel had excellent adsorption capacity with a maximum removal of 205.07, 137.89 and
105.56 mg/g for Pb(II), Zn(II) and Cd(II) respectively. Cao and co-workers developed a
high porose carbon aerogel with a huge specific surface area using the sol-gel approach
and atmospheric drying, and used it for Co (II) in water [105]. The authors reported the
promising potential of their aerogel in copper removal in addition to its potential use in
water deionization. Wang and co-workers fabricated nano-structured aerogel from carbon
quantum dot combined with graphene and investigated its ability to reduce chromium
(VI) from an aqueous solution [106]. The authors reported that their aerogel possessed
superior photocatalyst activity and was further enhanced by the combination of graphene
aerogel with carbon quantum dot, which immobilized the carbon dots and made the liquid
phase reaction reusable. This novel aerogel was able to reduce up to 91% of Cr(VI) from
the aqueous solution within only 40 min by photocatalytic reaction under the UV–Vis light
irradiation (Figure 7).

Figure 7. Carbon quantum dot graphene nano-aerogel: (a) the fabrication process; (b) band structure
of carbon quantum dot; and (c) photocatalytic performance of chromium (VI) reduction during
UV–Vis light irradiation. Adapted with permission from Wang et al. [106] and Lee et al. [86].
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In a different study, a magnetic carbon aerogel was synthesized using sodium alginate
as a precursor material for carbon and gelatine as a cross-linker as well as a secondary
carbon source [107]. The authors loaded their carbon aerogel with Fe3O4 nanoparticles as
magnetic components to facilitate the separation and removal of aerogel after heavy metal
adsorption. The carbon aerogel had an extremely high surface area of 145 m2/g with a
variety of surface functional groups, which resulted in outstanding adsorption performance
(143.88 mg/g) to Cd(II) from aqueous solutions [107]. Refer to Table 3 for the summary of
using carbon and activated carbon nano-structured aerogels for heavy metals removal.

Table 3. Characteristics and adsorptive capacities of carbon and activated carbon nano-structured
aerogels for heavy metal removal.

Precursor Material/s Preparation Technique Type of Heavy Metal Adsorption
Capacity Ref.

Versatile cellulose-based carbon aerogel Carbonization and
freeze-drying approach Cr(VI) and Pb(II) 68 and 240 mg/g [108]

Modified carbon aerogel Sol–gel approach Cd(II) 15.53 mg/g [109]
Luminescent carbon quantum

dots/nanocellulose aerogel
Freeze-drying under a
vacuum atmosphere Cr3+ 104.5 mg/g [110]

Commercial carbon aerogel sol–gel polymerization of
metal alkoxides Pb(II), Hg(II) and Cd(II) 34.72, 34.96 and

15.53 respectively [111]

Straw biochar-loaded N-doped
carbon aerogel

Hydrothermal
carbonization process Pb(II) and Cd(II) 205.07 and 105.56 [104]

Amyloid fibrils-based carbon aerogels Hydrothermal
carbonization process Au(III) 650.08 mg/g [22]

4.4. Oil/Water Separation

Nano-structured aerogels have been also utilized in oil/water separation due to
their facile, rapid, selectivity, reusability, and recyclability advantages. Different forms
of aerogels possess different adsorption capacities; Qu and co-workers displayed the
ability of their prepared N-doped graphene framework compared with several previ-
ous works [112]. The authors reported that their aerogel was able to adsorb oil up to
200–600 times its weight, compared with previous works; conventional graphene aerogel
(10–37 times) [113], carbon nanofiber aerogels (51–139 times) [114] and carbon-nanotube
aerogel (80–180 times) [115]. Bi and co-workers developed an easy approach for developing
cost effective nano-structured carbon micro-belt aerogels using waste papers as a precursor
material [116]. The authors reported superior properties for their aerogel including hy-
drophobicity, low density and a high specific surface area, which was able to adsorb organic
liquids including pump oil; (up to 188 g/g), and chloroform (up to 151 g/g). Using such
an aerogel opens many doors for largescale production of advanced adsorption materials,
and the same authors stated that their aerogel can be regenerated and reused many times
without any significant decrease in sorption performance by distillation or squeezing [116].
A mesoporous silica aerogel membrane was recently fabricated by Wang and co-workers
for oil adsorption applications [117]. As an inorganic material, the aerogel exhibited high
hydrophobicity, and was able to adsorb up to 99.9% of surfactant water-in-oil. A carbon
nanotube aerogel was also used for oil adsorption due to its oil absorption capacity and
excellent mechanical properties [118,119]. In one study done by Gui and co-workers, the
authors reported an oil absorption capacity of up to 180 times for a carbon nanotube aero-
gel [115]. Despite the excellent performance of this aerogel, it is still associated with high
production costs, which may not be applicable in at large-scale levels. To solve this issue,
several studies have used biopolymers as a sustainable precursor material for aerogels.
Cervin and co-workers developed a hydrophobic cellulose-based aerogel and reported en-
couraging performance in the separation of oil from water [120]. Eom et al. [121] fabricated
an octylamine reduced graphene oxide aerogel able to effectively separate oil from water
(Figure 8). The authors also modified Mg2(dobpdc) by using monoamines of several alkyl
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chain lengths, which led to long-term stabilization of the mixture and facile fine-tuning of
its wettability. The same authors investigated the potential of their aerogel in absorbing
other organic solvents and reported the promising potential of their materials (Figure 8c).

Figure 8. Illustration of octylamine reduced graphene oxide aerogel fabrication for oil/water sep-
aration: (a) the fabrication process; (b) organic solvent separation experiment; (c) absorption of
different organic solvents and dyes; and (d) absorption performance of the aerogel. Reproduced with
permission from Eom et al. [121].

4.5. Removal of Toxic Chemicals

A huge amount of toxic chemicals are deposited in surface and ground water everyday
as a result of industrial and agricultural processes. Although these chemicals have brought
significant benefits and aid to our industries and agricultural production, the excessive
use, and misuse, of such chemicals has polluted the environment including the water and
soil, which becomes a serious threat to our lives and to the entire ecosystem [122]. In a
recent study, a 3D graphene-based nano-aerogel able to detect and remove six different
pesticides was developed through a chemical reduction process [123]. The aerogel was able
to detect these toxic chemicals even at a tiny amount of 0.12 to 0.58 µg/L depending on
the type. Such innovations could have great potential for environmental screening and
other monitoring applications. In a different study, a carbon nanotube-based aerogels was
prepared and investigated for the removal of herbicides from water [124]. The aerogel was
able to absorb both chipton and alachlor herbicides at a high efficiency rate of 227.3 mg/g.
The addition of metal–organic framework nanoparticles to the aerogel improved the ad-
sorption performance of both compounds. Li and co-workers used a facile and eco-friendly
approach to develop carbon aerogels from glucose [93]. The authors reported that the
sol–gel process built the carbon interconnected and coral-like microstructure, which then
developed microporosity and mesoporosity after the potassium hydroxide activation pro-
cess. The authors reported extremely a high specific surface area of 2413 m2/g, which
resulted in a high adsorption capacity ranging from 194.07 to 1030.05 mg/g for phenols, an-
tibiotics, and even dyes. In a different study, Ahamad et al. [125] developed an N/S doped
carbon aerogel by using sugarcane bagasse as a source of cellulose for the elimination of
bisphenol-A toxic compound from an aqueous solution (Figure 9). The authors were able to
fabricate the aerogel with a high yield and high purity and reported a maximum removal
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of the bisphenol-A of 98 to 99% at natural pH and initial bisphenol-A of 100 ppm. The
same authors also investigated the adsorption kinetics and isotherms and reported that it
followed pseudo-second-order and Langmuir for the kinetics and isotherms, respectively.

Figure 9. The fabrication of N/S doped carbon aerogel by using sugarcane bagasse for bisphenol-A
absorption. Adapted from Ahamad et al. [125].

4.6. Other Applications

Water treatment is a vital process for our daily life use including drinking, cleaning
and agricultural use. The presence of a certain amount of one material could make the water
undrinkable or even unusable for specific purposes [126]. Dassanayake and co-workers
developed an activated carbon-loaded aerogel from chitin and KOH activation [127]. The
aerogel exhibited high CO2 adsorption at different temperature. Owing to the KOH
activation, the authors reported about a 37-fold increase in the aerogel’s surface area and a
more than 95-fold increase in the micropore volume. This activated carbon aerogel suggests
further applications for these materials. In a different study, Aylaz et al. [128] developed
carbon aerogel from waste paper sources for the effective adsorption of hygromycin B,
gentamicin, and vancomycin antibiotics from water. The authors reported that their aerogel
had a porosity of more than 90.80% and a surface area of 795.15 mm2, thus it had an
adsorption capacity of 104.1, 107.5 and 81.3 mg/g for hygromycin B, vancomycin and
gentamicin, respectively. The authors claim that their study represents the first study
in terms of antibiotic adsorption based on carbon aerogels obtained from waste paper.
Such waste utilization to develop functional materials will help to ensure the world’s
sustainable development. Fluoride contamination in groundwater has been taking a
heavy toll on human life, with only about 2.5 billion people having access to safe and
consumable water [129]. To solve this issue, Zhang et al. [101] prepared a carbon aerogel for
excellent fluoride removal; the authors were able to achieve high removal performance of
up to 24.44 mg/g. Ling et al. [130] developed a novel carbon aerogel to carry molybdenum
trioxide (MoO3) for the removal of gaseous elemental mercury (Hg0) using an impregnation
approach. The huge specific surface area and high porosity of the carbon aerogel, the
authors stated that molybdenum trioxide (the active compound) was well distributed in
the aerogel scaffold, which led to enhanced Hg0 removal performance. The maximum Hg0
removal capacity was found to be 74%, which reported for the carbon aerogel at 300 ◦C.
Higher temperatures (500–700 ◦C) was found to reduce the adsorption performance till
around 60% [130]. Zhang et al. recently developed carbon aerogel based microbial fuel cell
able to generate electricity from wastewater by the oxidation of its organic substrates [131].
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The authors used anodic exoelectrogenic bacteria for the oxidation at a neutral pH and were
able to achieve 1.7 times higher maximum power density (2300 mW m−2) than conventional
used Pt/C air cathodes. The carbon aerogel is a cost-efficient catalyst and can be effectively
used for harvesting electrical energy from different organic polluted wastewater.

5. Challenges and Future Prospective

Despite the various encouraging advantages of carbon and activated carbon nanostruc-
tured aerogels, they are still in their initial research and evaluation stages, and not yet ready
for commercialization and industrial applications. Sam et al. [132] stated that the reasons
for the delay in the commercialization of carbon aerogels are the long and time-consuming
preparation processes, which mostly involve a sol-gel polymerization stage. The same
authors mentioned that using high capillary tension such as supercritical CO2 drying or
freeze-drying techniques during the preparation raises the preparation cost and make the
large-scale industry of these materials challenging. Thus, the operational costs of preparing
carbon and activated carbon nanostructured aerogels need to be reduced by minimizing the
processing steps or using alternative approaches that could also minimize the required time
and speed of the preparation process. The use of agricultural waste materials, including
grass clippings, bamboo fibres, cocoa shells, rice husk waste, wood chips, sawdust waste,
and horse manure as sources of activated carbon and aerogel preparations can significantly
lower the production costs of the adsorption materials. It is expected that the global market
size and development of carbon aerogel will grow in the next few years, due to the high
demand for such materials. The precursor materials of carbon and activated carbon nanos-
tructured aerogels can be made from low-cost and sustainable material such as biomasses
and plant waste. Although these aerogels may exhibit lower performance in term of water
treatment applications compared to those nano aerogels prepared from graphene and car-
bon nanotubes [133], green modification may enhance their performance to reach and even
exceed the performance of unsustainable materials. The control or design of carbon and
activated carbon nanostructured aerogels porose structures is still a challenge, and several
factors have been found to affect these characteristics but it also either reduce or affect
other characters [134], which deserves extensive explorations. Using advance techniques
such as 3D printing of carbon and activated carbon nanostructured aerogels may solve this
issue and lead to the fabrication of materials with the desired architecture [135]. The use
of such advanced techniques could also solve other issues such as the long preparation
time and high preparation costs. The large-scale production of carbon and activated carbon
nanostructured aerogels should benefit from these techniques to overcome such issues.
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Abstract: Vertical farming has been proposed as a solution for diminishing arable land as it signifi-
cantly reduces the footprint of farming. Most contemporary solutions use a low level of automation;
however, automation of vertical farming is currently attracting attention from researchers. This
paper introduces a conceptual design for an autonomous vertical farm where the main novelty is the
self-assembling feature. The proposed system is designed to be installed and used by a non-specialist.
The system is designed for cost minimisation, using one set of resources moved by a robot arm to
service the plants. These resources include sensors, a depth camera, and the required farming tools.
The farm has the capacity of self-powering, greenhouse conversion, data sharing and learning, and
several other features. The paper provides the conceptual design in addition to an analysis of the
dimensioning of the robot arm, time studies for operation, and an analysis of the self-powering ability.

Keywords: backyard farming; self-assembly; vertical expansion; factory in a box; automated farming;
vertical farming; sustainable farm

1. Introduction

The diminishing availability of farmable land per capita is a global issue. The global
population is projected to reach 9.8 billion by 2050 [1]. According to population growth
statistics from the United Nations Food and Agriculture Organisation (FAO) [2], by 2050, the
arable land per capita is anticipated to diminish to 33% of the availability in 1970. A joint
study conducted by the University of Melbourne and Deakin University [3] concluded
that due to shortage of arable land and water and an increasing population, Melbourne’s
current foodbowl capacity of 41% of Melbourne’s total food requirement will be reduced
to 18% by 2050. The loss of farmable land is mainly due to climatic changes, urbanisation,
desertification, and unavailability of fresh water [4]. The increasing consumer demand for
freshness in food products is hampered by transport logistics as farming lands are often
situated in distant rural areas. An increasing number of people view the use of artificial
fertilisers and pesticides to be a health issue, changing consumer demand focus towards
organically grown food. The home garden concept promoted in developing countries [5]
caters to the quality requirements but not the quantity. Additionally, the majority of people
in developed countries are unlikely to have the time or interest in managing their own farms.
The introduction of a low-cost autonomous platform for robotic farming could support
the increase in household farming. As a result of the high demand for fresh greens in the
urban environment, solutions, such as portable farming inside containers [6], personal food
computers [7], and household hydroponic farms [8], are currently being introduced.

Vertical farming is a concept aiming to increase the amount of arable land by ‘growing
upwards’ [9]. The concept can be explained by a single tall glasshouse with multiple layers
of racks for growing crops. This is an extension of a hydroponic greenhouse, addressing the
lack of arable land and soil, and aiming to reduce the use of herbicides and pesticides [10].
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Vertical farming can be implemented in an urban environment, providing the urban com-
munity access to fresh food. However, the sustainability of vertical farming is in question
as the cost of production is considerably high [11]. One of the main costs is the requirement
for artificial lighting. Lighting within a greenhouse makes up 30–50% of the operation
costs [12]. Another drawback is that the plants in the system are typically interconnected,
sharing water, nutrients and air. Hence, the risk of losing the entire yield due to a disease
or malfunction of the system is considerable [13,14].

Automation of vertical farming can provide automated or semi-automated opera-
tions within the vertical farm, including automated monitoring and maintenance of the
system. Vertical farming automation can be analysed in five stages, basic growth automa-
tion, conveyor automation, adaptive automation, system automation, and full automa-
tion [15]. Adaptive automation, system automation, and full automation are still being
researched [15].

Ease of use and installation are crucial features for a household farming solution. The
self-assembling vertical farm solution presented in this paper can be considered as the first
step towards a ‘Robot-based self-assembling mobile factory’, a novel concept, where the
factory can assemble itself, automate the process with the same resources used for assembly,
and when required, dismantle and pack itself for transportation. Concepts such as ‘factory-
in-a-box’ [16] and ‘mobile manufacturing system’ [17,18] have been discussed in academia
since 2007. Self-assembly is defined as the autonomous organisation of components into a
pattern or structure without human intervention [19]. Self-assembly in a multi-robot system
allows robots to physically connect to each other to create a distinctive collective robot
morphology. Autonomous self-assembly is still uncommon, and most of the current multi-
robot systems have pre-programmed morphology to conduct specific tasks [20]. Multi-robot
systems or collective robot systems can be categorised into two specific groups, second-
order robotics and swarm robotics. A robotic system that can be physically connected to
another robot system is considered a second-order system. For a second-order system,
the two main classes are self-configurable robots and self-assembling robots [21,22]. Self-
configurable robots are composed of modules with little or no independent mobility and
only a few sensors, where the modules can connect to each other to form a complex
mechanism [23]. A robotic system with the ability to move and operate independently and
connect to one another to perform a task that needs collaborative action can be identified as
a self-assembling robotic system. The main limitation of a self-assembling robotic system is
the lack of full autonomy at the level of robotic modules [21].

Self-assembly, in the context of the mechanism presented in this paper, refers to a mech-
anism able to assemble itself to conduct specific operations. Examples of such mechanisms
include tower cranes, a robot on a track where the robot lays its own track, a multi-arm
robot where some arms can be used to modify the other arms. A climbing tower crane uses
a mechanism to increase the height of the crane using a prefabricated module structure
known as a mast. The climbing frame jacks the slewing structure from the topmost mast
and inserts a mast replacing the climbing frame to increase the height [24]. The expansion
mechanism of a tower crane is straightforward; however, in contrast to the mechanism
proposed in this paper, a tower crane is not designed to access its own base structure.

This paper introduces a conceptual design of a self-assembling, low-cost, fully auto-
matic vertical farm with a small footprint, suitable for the decreasing backyards in capital
cities. In order to reduce cost, the design utilises a single set of sensors and tools moved by a
robot arm. The authors believe that the concept presented herein may be the first complete
solution based on the ’factory-in-a-box’ concept. In addition, the proposed mechanism
for self-assembly could potentially be used in other applications. This paper is organised
as follows. Section 2 begins with a discussion on the requirements for a self-assembling
vertical farm, followed by a detailed discussion of the proposed design to meet those re-
quirements. Section 3 details the technical solutions, including dimensioning, a workspace
analysis, and time studies for operation. Finally, Section 4 provides conclusions and ideas
for future work.
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2. A Self-assembling Vertical Farm
2.1. Requirements

The conceptual design presented in this paper targets autonomous vertical farming of
vegetables. A prestudy led to the following objectives:

• Autonomous assembly, operation, and disassembly;
• Small footprint to suit an urban environment such as a small backyard;
• Centralised resources for cost reduction;
• Ability to be used both indoors and outdoors;
• Low power consumption;
• Ability to use solar energy;
• Integrated computer vision for phenotyping;
• Ability of greenhouse conversion.

2.2. Self-Assembly

As illustrated in Figure 1a, the proposed system would be delivered in two modules.
The base module includes a base, the first stem, a robot arm, and growing platforms
(leaves), while the resource module comprises stem expansion modules (SEMs), a power
distribution system, water storage, and a battery pack. Both modules are wheeled and
designed to be docked.

As illustrated in Figure 1b, when assembled, the farm has a tree-like structure with
the base platform acting as the roots, the vertical guideway of the robot arm being the stem,
and the growing platforms being the leaves.

First stem
Stem expansion 
modules (SEMs)

Resource 
       module

Base module

(a)

Leaf

Robot arm

Base

(b)
Figure 1. A self-assembling autonomous vertical farm. Figure (a) includes a base module (right) and
a resource module (left): (a) before assembly; (b) after assembly.

2.3. Self-Assembling Mechanism

The proposed system has the ability to assemble and disassemble itself with minimal
user interactions as described below:

1 Base expansion and levelling (Figure 2a,b)
The first stage of the installation involves moving the wheeled base module to the
desired location and expanding the base. The base includes four stabilising legs, which
are manually extended. Once extended, the support legs in the corners of the base and
stabilising legs are adjusted to level the base. Once the base is fully extended, installed;
and levelled, the weight of the system rests on eight support legs. The support legs
include optional bolt-down brackets for outdoor use.

2 Resource module docking (Figure 2c,d)
The resource module requires manual docking to the expanded base. Once the
resource module is moved into the correct position, locks on two sides of the module
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are engaged. After docking, the wiring harness and the water tube from the base
module are connected to the resource module. Docking the station allows the robot
arm on the base module to identify the exact position of the expansion modules.

3 Power and water supply
Single-phase power is connected to the power inlet on the resource module. A power
connection is not required if using the optional solar panel solution, as the initial
system setup would be conducted using the battery. A water supply is connected to
the resource module, and the system will fill the tank automatically. The water tank
also contributes to stabilise the system by lowering the centre of gravity.

4 Initiating the system
After booting the system, initial parameters must be provided, including the number
of SEMs and the number of leaves. This is performed using the mobile app or web-
based user interface by connecting to WiFi.

5 Stem assembly (Figure 2e–m)
The robot arm will reach the first SEM and secure it to the arm using the locking
mechanism. Initially, the robot arm moves vertically to clear the resource module.
Once cleared, the robot arm will position the SEM on top of the base stem section.
Once the robot arm releases the lock that secures the SEM to the arm, a spring-loaded
latching lock will activate and lock the SEM to the stem. Additional SEMs are installed
following the same procedure.

6 Leaf assembly (Figure 2n–t)
A leaf is composed of a water catchment tray and a growing tray mounted on top
of the water tray. The growing tray is delivered with pre-installed coconut fibre
medium (coir) pellets. Coir is a low-cost growing medium, lighter than soil and
can be compressed into pellets [25]. The coir pellets are replaced after a growing
cycle is completed. The leaves are assembled by installing the uppermost layer first
and then working downwards. Within a layer, the robot mounts the two leaves
farthest from the robot vertical drive first. Thereafter, the remaining two leaves are
installed before continuing with the next lower layer. The assembly order is designed
to minimise interference with obstacles during the assembly. The vertical distance
between leaves can be configured depending on the available light, plant height. and
other relevant variables.

7 Self-disassembling
During a potential relocation, the robot would conduct a disassembly procedure
where it would drain the leaves, remove leaves one by one and stack them, and finally
remove the SEMs and stack them.

(a) Shipped base (b) Extending support legs (c) Docking modules (d) Docking completed

Figure 2. Cont.
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(e) Moving to the first SEM (f) Locking the first SEM (g) Locked SEM (h) Moving the first SEM

(i) Reorienting the first SEM (j) Installing the first SEM (k) Moving to second SEM (l) Moving the second SEM

(m) Second SEM installed (n) Moving to first leaf (o) Moving the first leaf (p) Mounting the first leaf

(q) Moving to second leaf (r) Moving the second leaf (s) First layer completed (t) All leaves assembled

Figure 2. Stages of the self-assembly process.

2.4. Functionality

The descriptions below provide details of the system functionality:

• Vertical motion of the robot arm
The structure is assembled and serviced by a robot arm that can position axis-symmetric
tools in three Cartesian directions. The self-assembling feature is enabled by imple-
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menting the vertical motion with a rack-and-pinion drive with bearing guides, The
rack and bearing guides are part of both the base module and all SEMs, meaning that
each added SEM increases the robot’s vertical workspace.

• Water and power ducting
The water and power supply duct design considers a spring-loaded winding duct
mechanism that runs through the stem. This mechanism connects the water supply
and the power supply from the resource module to the moving robotic arm.

• Water supply
A water supply may be permanently connected to the resource module, or the built-in
stock tank located inside the resource module may be manually filled. The high-
pressure diaphragm pump inside the resource module delivers a measured amount of
water to the tools mounted on the robot arm. The previously described greenhouse
conversion is advised for optimum water usage.

• Growing
The robot arm would continually service each leaf of the structure to perform seeding,
watering, monitoring, fertilising, weeding, and other required operations for growing
the plants. The growing trays or leaves are delivered with pre-installed coir pellets
for growing plants. Once hydrated, the coir pellets expand, creating a rich soil-like
growing base. The coir pellets are replaced manually before each growing cycle.

• Harvesting
The vision system provides real-time information about the plants and continuous
estimations on when the plants are ready to be harvested. Once a leaf is ready for
harvest, the system would drain the bottom tray to remove excess water. Thereafter,
the tray will be locked in and moved down onto the resource module for manual
harvesting. After harvesting, the coir must be replaced before the leaf is remounted
for the next growing cycle.

• Growth optimisation
The solution is designed to monitor and adjust parameters continually. These pa-
rameters include plant density, water supply, sunlight exposure, plant tray positions,
and potential fertiliser use. The objective is to optimise plant growth and allow the
system to learn optimum growth parameters for different plant varieties and allocate
resources accordingly. There may also be a possibility of modifying the growing
parameters to delay the harvesting time if that would be required.

• Self-powering capability
Section 3.4 shows the calculation of the power requirement and results from a solar
panel compatibility analysis. The system is designed with the ability of harnessing
energy from solar panels. The only modification required for this feature is to replace
the top growing trays (leaves) with solar panels, as shown in Figure 3a. This does not
affect the operations of the system except for reducing the growing area by one layer
of leaves.

• Greenhouse conversion
As shown in Figure 3b, the system may be converted into a greenhouse. Similar to the
solar panel attachment, an umbrella-like structure is mounted on top of the structure,
acting as a frame for a transparent membrane covering the entire tree.

• IoT enabled system
The system is intended to share the optimum growth parameters between all installed
systems. This information would be collected in a central database where any con-
nected system may access optimum parameters to start the growing process. Hence,
the set of optimal growing parameters would continually evolve.

• Indoor-ready design
The system may be used indoors by providing the growing platforms (leaves) with
light emitting diodes (LEDs). The LED panels may be installed underneath each leaf
to provide the required light for the leaf below. In an indoor system, the uppermost
leaves would not be used for growing plants.
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• Advanced agricultural research platform
The system monitors and stores growth data, which can be collected from multiple
geographical locations with various environmental conditions. The controlled envi-
ronment would help researchers understand and quantify parameters, such as the
environmental impact on agriculture.

(a) (b)
Figure 3. Optional features: (a) inclusion of solar panels; (b) greenhouse conversion.

3. Technical Analysis

The mechanism has four degrees of freedom. Due to their low cost and ease of control,
stepper motors were selected for both the prismatic joint and the three revolute joints
of the robot arm. Worm and wheel gearboxes were selected for all joints to increase the
detent torque and avoid using an electronic brake. This is particularly important for the
prismatic joint as the robot should abort vertical motion in case of a power failure to prevent
damaging the system.

3.1. Kinematics

As shown in Figure 4, a coordinate system is introduced with the origin in the centre
of the stem at the lowest level the robot arm can travel. The axis of the first revolute joint of
the robot arm is mounted at a distance of l0 from the origin. This offset is introduced to
increase the working angles of Joint 1 without interference between link L1 and the stem.
The last link in the chain is required in order to reach the stem with the orientation needed
to mount the SEM.

The joint coordinate of the prismatic joint is denoted by α, while the joint coordinates
of the three revolute joints are denoted by θ1, θ2, and θ3 as specified in Figure 4. The
coordinates of the TCP are denoted by x, y, z, and θ according to Figure 4. The forward
kinematics can be expressed as:





x = l0 + l1 C(θ1) + l2 C(θ1 + θ2) + l3 C(θ1 + θ2 + θ3)
y = l1 S(θ1) + l2 S(θ1 + θ2) + l3 S(θ1 + θ2 + θ3)
z = α
θ = θ1 + θ2 + θ3

(1)

where C and S denote the cosine and sine functions, respectively.
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Figure 4. Kinematic parameters of the robot arm.

The joint angles of the manipulator are obtained from the TCP coordinates by first
determining the coordinates of Joint 3 (x3,y3) according to

{
x3 = x − l3 cos θ
y3 = y − l3 sin θ

(2)

and thereafter utilising the theorem of cosines to calculate




θ1 = γ − β y 6 0

θ1 = γ + β y > 0

(3)

where

γ = atan2


 −y3√

(x3 + l0)2 + y2
3

,
−(x3 + l0)√
(x3 + l0)2 + y2

3


 (4)

β = acos


−(x3 + l0)2 − y2

3 − l2
1 + l2

2

2l1
√
(x3 + l0)2 + y2

3


 (5)

The solution for y 6 0 in Equation (3) corresponds to a left-arm solution, while the
solution for y > 0 corresponds to a right-arm solution. Once a value of θ1 has been found,
θ2 and θ3 are calculated according to





θ2 = atan2
(

y3 − l1S(θ1)

l2
,
(x3 + l0)− l1C(θ1)

l2

)
− θ1

θ3 = θ − θ1 − θ2

(6)

In order to avoid interference between link L1 and the stem, a joint limit of −135◦ <
θ1 < 135◦ was introduced. Adjacent manipulator links operate in different planes and
cannot interfere. However, in order to reduce the overall height of the robot arm, link L1
and link L3 operate in the same plane. To avoid interference between these links, a joint
limit of −165◦ < θ2 < 165◦ was derived using the collision check in Solidworks.
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3.2. Link Length Selection and Workspace Analysis

The length l0 was obtained using Solidworks collision check, identifying the minimum
length required to avoid collision when link L1 is parallel to the stem wall, as shown in
Figure 5a. The length of link L3 is the minimum length required to reach the SEM mounting
orientation, as illustrated in Figure 5b.

(a) (b)
Figure 5. Manipulator orientations (top view): (a) reaching the furthest point; (b) SEM mounting
orientation.

In order to reach positions close to the stem, the lengths l1 and l2 were selected to be
equal. As the mechanism is designed for axis-symmetric tools, this length was determined
so that all positions on the leaves are reachable with at least one orientation. Workspace
plots of the type shown in Figure 6 were calculated with increasing values of l1 = l2.
The plot was obtained by evaluating all xy-positions in a grid using a step size of 0.1 m.
Workspace positions that could be reached with at least one orientation θ are coloured
in green.

Figure 6. The horizontal workspace of the robot arm using the selected values of l0, l1, l2, and l3. The
green area can be reached with at least one tool orientation.

The obtained values for the link lengths are l0 = 500 mm, l1 = l2 = 600 mm, and
l3 = 120 mm.

3.3. Growth Area Analysis

The main advantage of vertical farming is the large arable area relative to the footprint.
The footprint of the proposed structure is 9 m2. This is the total area covered by the
expanded legs without considering the optional bolted solution. The average arable area
per leaf layer is 3.6 m2. The base stem may include up to four leaf layers, whereas an SEM
may include up to two leaf layers. Hence, with only two SEMs installed, the structure may
include up to eight layers providing a total of 29 m2 arable area, three times the footprint.
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The number of SEMs per system depends on the use of optional bolted solution, indoor or
outdoor use, ground support, and installation location.

3.4. Power Requirement Analysis

In order to evaluate the potential of utilising solar panels, a power requirement analysis
was performed. The analysis was based on the assumptions of an outdoor application
without artificial lighting. In order to obtain some margin for the calculations, continuous
operation of the components was assumed. It was estimated that components operate at
80% of the nominal power ratings and that the robot arm is perfectly horizontal, meaning
there is no work against gravity during horizontal motions. The loss due to friction was
not considered in the calculations. The mechanism was designed to use NEMA 17 stepper
motors with a worm gear mechanism for revolute joints. The maximum continuous power
consumption for a NEMA 17 stepper motor is 5 W [26]. A NEMA 23 stepper motor was
selected for the prismatic joint. The maximum power consumption of the NEMA 23 motor
is 108 W [27]. A high-pressure diaphragm pump with a power rating of 98 W is used
to pump water from the tank to the tool. The control system power consumption was
estimated assuming the use of a Raspberry Pi for controlling. As detailed in Table 1, the
maximum power consumption for the system is 266 W.

Table 1. Estimated power use of the system.

Rated (W) Loss (%) Actual (W)

Manipulator 15 20% 18

Vertical drive 108 20% 130

Water pump 96 96

Control system 18 20% 22

Total maximum power consumption 266 W

In an outdoor configuration, the optional solar panels and the battery bank can be
used to self-power the system. Considering a 15% efficient photovoltaic (PV) solar panel
with a maximum power point tracker (MPPT) regulator, the average power output per
square meter is 150 W [28]. Hence, at a minimum, the system requires 1.8 m2 of solar panels.
A single layer of leaves covers 3.6 m2 and would produce twice the required power for
operating the system. Additional power generated may be used as a backup power supply
or may be connected to the power grid through a grid connect inverter.

3.5. Time Study

A time study was conducted to identify the time required for the robot to service
the tree and to determine achievable values of the Cartesian acceleration and maximum
Cartesian speed used in the linear interpolation.

The simulation was based on a robot with eight layers of leaves, similar to Figure 5.
The robot arm starts at the bottom of the tree and initially moves vertically to the uppermost
layer. The TCP thereafter follows the path outlined in Figure 7 before moving to the next
lower layer and repeating this process. The end configuration of the robot arm is the same
as the start configuration. The acceleration and maximum speed used in the interpolation
of the vertical motion were 0.2 ms−2 and 0.5 ms−1, respectively. These values are achievable
with the proposed NEMA 23 stepper motor and transmission. For each leaf position, a
reachable orientation was first determined, as close as possible to the orientation in the
previous point. Starting from the previous orientation, θ-angles were evaluated with an
increment of ±10 degrees, and the first valid solution was used as the grid point orientation.
The TCP follows a linear path between the points, starting and stopping at zero speed.
Between each point, a delay of one second was introduced, corresponding to a seeding
operation; however, this time would be highly dependent on the actual operation. As
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shown in Table 2, the horizontal Cartesian interpolation between positions was performed
using varying acceleration and maximum speed.

Figure 7. Robot path for servicing one layer of leaves.

Table 2. Time studies for different Cartesian accelerations and maximum speeds.

Simulation 1 2 3 4

Max Cartesian speed (ms−1) 1.0 2.0 1.0 2.0

Cartesian acceleration (ms−2) 1.0 1.0 2.0 2.0

Max joint speed (°s−1) a 8.2 8.0 14.9 14.3

Max joint acceleration (°s−2) 3.4 3.4 5.8 6.4

Total time (s) 1451.0 1449.0 1286.0 1106.0
a Calculated values.

3.6. Estimated Material Cost for a Prototype

Inverse kinematics were utilised to calculate the resulting joint speed and joint acceler-
ations to verify if the selected Cartesian acceleration and maximum speed were achievable
with the selected motors.

Table 2 includes the resulting execution time, maximum joint speed, and maximum
joint acceleration for different Cartesian accelerations and maximum speeds when servicing
a tree with eight layers of leaves according to the path in Figure 7.

The robot arm was designed to utilise NEMA 17 stepper motors with 1:15 gearing.
Assuming continuous operation at 50% nominal speed, the maximum angular velocity is
9 ◦s−1 and acceleration/deceleration is 6 ◦s−2. The maximum angular velocity is calculated
considering the maximum step frequency of the motor, gearbox speed reduction, and safety
factors for joint rotation. Based on the simulation results, the selected Cartesian acceleration
and maximum speed were 2 ms−2 and 1 ms−1, respectively.

The simulation results indicate that the effect of maximum velocity on the total time is
negligible. This is expected as the majority of motion segments are too short for the robot
to reach maximum speed. However, the effect of the used acceleration is considerable and
selecting motors with a high acceleration is an important design consideration. As shown
in Table 2, with the selected values of acceleration and maximum speed, the robot takes
nearly 21 min to service a structure of eight layers.

Table 3 provides an estimation of the material cost for a prototype. At the time of
publication, the cost for a standard configuration is estimated about AUD 10,700. It should
be noted that the unit price for a one-off prototype is significantly higher compared to the
cost at mass production. As a comparison, a container farm is priced in between AUD
20,000 and AUD 25,000 [29].
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Table 3. Cost estimation for prototyping the self-assembling robotic farm.

Segment Rate (AUD) Qty Cost (AUD)

Base 1000 1 1000

Base stem* 1500 1 1500

Robot arm including tools 1000 1 1000

Control system 600 1 600

Resource module 1000 1 1000

SEM (per module) 800 2 1600

growing platform (per leaf) 200 20 4000

LED grow lights # 1000 20 20,000

Solar panels and battery # 4500 1 4500

Total of the standard (non optional) components 10,700

* The base stem includes a vertical drive, # Optional.

4. Conclusions

This paper introduced a conceptual architecture for a self-assembling vertical farm
with a small footprint, designed for urban use. It is designed for autonomous farming by
non-specialist users. The main novelty is the self-assembling mechanism which would
be useful in any application where a temporary vertical structure must be assembled and
serviced by a robot arm.

The computer-aided design was verified by mathematical modelling, confirming the
ability of the robotic arm to reach all plants with at least one tool orientation. It was also
verified that all operations of the robot can be carried out without mechanical interference.
A power usage estimation confirms the viability of the solar-powered self-sustaining system.
The proposed robotic farm has the potential to be a cost-effective solution compared to
similar farming solutions. An array of the proposed mechanisms might be useful in
commercial-scale agriculture. As the architecture is designed for both outdoor and indoor
usage, an array of the proposed mechanisms may also be operated in a factory setting.

Although the presented design is only conceptual, effort has been made to theoretically
evaluate the practical feasibility of various components.

Prospects for Further Research

Planned future research includes building a functional prototype for real-world evalu-
ation. Further work should also include detailed studies on cultivation-related factors, such
as cycle time, soil requirements, plant height, plant weight, and plant width and density
which are essential to fully evaluate the proposed concept. The system can be further
developed to tilt the leaf structures for sun tracking to increase light utilisation, adding a
robotic platform for self-positioning and automatic docking functionality.
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Abstract: Plant growth is closely related to the structure of its stem. The ultrasonic echo signal of
the plant stem carries much information on the stem structure, providing an effective means for
analyzing stem structure characteristics. In this paper, we proposed to extract energy features of
ultrasonic echo signals to study the structure of the plant stem. Firstly, it is found that there are
obvious different ultrasonic energy changes in different kinds of plant stems whether in the time
domain or the frequency domain. Then, we proposed a feature extraction method, density energy
feature, to better depict the interspecific differences of the plant stems. In order to evaluate the
extracted 24-dimensional features of the ultrasound, the information gain method and correlation
evaluation method were adopted to compute their contributions. The results showed that the mean
density, an improved feature, was the most significant contributing feature in the four living plant
stems. Finally, the top three features in the feature contribution were selected, and each two of them
composed as 2-D feature maps, which have significant differentiation of the stem species, especially
for grass and wood stems. The above research shows that the ultrasonic energy features of plant
stems can provide a new perspective for the study of distinguishing the structural differences among
plant stem species.

Keywords: online non-destructive detection; structure of plant stems; ultrasonic feature; feature
extraction; feature contribution

1. Introduction

The study of variability in the internal structure of plant stems is one aspect of research
for exploring the physiological functions of plant stems [1]. The marked interspecific differ-
ences in the structure of plant stems lead to variations in the distribution and proportion
of the composition of the stem. The plant stem body is organized, from the outside to
the inside, by bark, formative layer, xylem, and pith. The differences in stem cells lead to
different stem characteristics. Due to many lignified cells, woody stems have a firm and
tall stem texture. Herbaceous stems have a less developed or undeveloped xylem, so the
stem is juicy and soft in texture. At the same time, as the growth of the internal structure of
the stem is a dynamic and organic change process [2], the search for non-destructive online
stem-condition detection has received increasing attention from researchers [3,4]. In recent
years, researchers have initiated a large number of studies on dynamic online plant-stem
growth detection and the proposal of new detection methods [5,6]: the γ-ray method [7],
nuclear-magnetic-resonance method [8–10], X-ray computed tomography [11], resistance
method [12], time-domain reflection method TDR [13], frequency-domain capacitance
method [14,15] and ultrasonic detection [16,17] methods.

Because of ultrasound’s accuracy and nondestructive characteristics in detecting the
internal structure and properties of substances, it is widely used in medical and industrial
testing. In biomedicine, ultrasound on different tissues and organs of the human body
with different reflection and absorption characteristics can effectively detect the structural
properties of tissues and organs and their dynamic characteristics. At present, it can
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effectively detect the thickness of the fat layer [18,19], masses [20,21], the shape and flow
rate of human blood vessels [22], and the water content when water accumulation occurs
in organs [23].

Ultrasonic testing has been widely used in inspecting wood since it was found that
the velocity of low-frequency waves in the longitudinal direction of wood can effectively
measure wood strength property indexes such as the smooth grain flexural modulus and
the flexural strength [24]. Researchers have found that the ultrasonic velocity decreases with
the increasing moisture content of wood [25,26]. In detecting wood by ultrasound, its axial
ultrasound signal has the most negligible energy attenuation and the fastest ultrasound
echo velocity, while the radial attenuation is the largest and the ultrasound echo velocity
is the most minor [27,28]. Recent studies have pointed out that the ultrasonic attenuation
characteristics of wood are closely related to the structure of the plant stem tissue [26]:
because the plant stem bears the transport of water and organic matter in the axial direction,
forming a direct connection or perforated connection between the axial cell tissues, so the
ultrasonic impedance is small, while complete cell walls separate the radial cell tissues,
so the ultrasonic impedance is large [28,29]. Therefore, it is important to extract features,
which reflect the attenuation of the ultrasound energy in plant stems, to discover the
performance of living plant stems. However, there is little research on this aspect.

At present, the study of plant stem structure difference by ultrasound still uses ul-
trasonic velocity. The freezing condition of plant stems was first studied by Guillaume in
2014 using the ultrasound echo signals [30], which detected the process of freezing and
thawing of sampled plant stems by the velocity of the ultrasound echo signal. However,
researchers still only adopted the features of the ultrasound echo velocity and energy
decay in the time domain to study the freeze–thaw phenomenon of plant stems. Since the
experiments were performed with intercepted stem samples, it was impossible to study
the stress response of living stems after freezing. At the same time, because the ultrasound
signals in the experiments were not ultrasonic radio frequency (RF) signals, more feature
extraction could not be achieved to study the differences in living plant stems on ultrasonic.
Lv [31] used the ultrasound velocity to track the moisture changes of living stem plants.
They adopted velocity to analyze the change of plant stems, which assumed that plant
stem structure is uniform. However, the truth is that because the plant stem is non-uniform
and anisotropic, it is difficult for the velocity to reflect such internal structural differences.
Therefore, it is necessary to extract new features that can reflect the plant stem structure
other than velocity.

It is possible to explore the sensitivity of the ultrasound propagation to the density and
structure of plant stems by ultrasound RF [32]. In this paper, we focused on extracting the
ultrasound energy features from the ultrasound RF in the time and frequency domain to
discover the difference of plant stem structure. What is more, the evaluation of the feature
contribution was ranked by information gain and correlation.

2. Methods
2.1. Common Energy Features of Ultrasound in Plant Stems
2.1.1. Mean and Variance of Ultrasound Echo Signals

The change in the ultrasound echo signal’s mean value reflects the plant stem con-
ditions. As the ultrasound propagates through the plant stem, its energy is absorbed,
attenuated, and scattered by the material in the stem, resulting in an exponential attenua-
tion of the echo signal envelope. Different plant stems have different attenuation exponents,
which ultimately lead to variations in the mean and variance of the ultrasound echoes. In
this regard, the expression for calculating the mean value of the ultrasonic echo is presented
in Equation (1).

µx = E{x} = lim
T→∞

1
T

∫ T

0
x(t)dt ≈ 1

N

N

∑
n=1

x[n] (1)
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where x(t) is the ultrasonic echo continuous signal, and x[n] is the ultrasound echo signal
sequence values. T is the observation time of the ultrasound echoes. n, n = 1, 2, . . . , N is
the sampling point for the ultrasound echoes.

The ultrasonic echo signal variance reflects the fluctuating characteristics of the signal
above and below the average ultrasonic energy, reflecting the changing energy characteris-
tics of the ultrasonic stem signal. The mathematical expression for calculating the variance
of an ultrasonic echo sampling signal is

σ2
x = E{|x(n)− µx|2} (2)

2.1.2. Spectral Features

The propagation of the ultrasound waves is closely related to the density and structure
of the material. Hence, when the structure of the plant stem changes, it causes changes in
the spectrum of the ultrasonic echo signal.

The FFT is used to get the spectrum X(k) of the ultrasound echo sequence x(n). The
energy in the frequency domain is expressed in Equation (3).

Gx(k) =
1
N
|X(k)|2 (3)

where X(k) is the FFT sequence value of the ultrasound echo, and k represents the kth
spectral line. The relationship between spectral line k and each harmonic frequency of the
signal is

f =
k

NTs
(4)

where f is the sampling frequency, which is 5–7 times the center frequency of the ultrasonic
probe, and Ts is the sampling interval.

2.2. Improvement of Ultrasound Features

The traditional ultrasonic feature is the ultrasonic velocity computed by the envelope
of the ultrasonic RF signal, which is the signal retained after removing the high-frequency
components in the FR ultrasonic. It is easy to identify the difference of the structure by the
different velocity in the uniform medium. However, because the plant stem is non-uniform
and anisotropic, the traditional feature velocity has limitations in reflecting structural
differences. Therefore, we tried to extract new features based on the ultrasonic RF signal,
carrying the inhomogeneous and anisotropic structural characters.

When ultrasonic energy is used as features, the processing of the detection depth is
a key problem. Different plant diameters at height can cause various interference with
ultrasound detection. This interference is manifested in the following ways: the internal
structure of the same plant is similar, and its difference is mainly due to the different
detection positions, forming different detection plant stem diameters, which cause different
ultrasound energy parameters, such as mean and variance. While, if the plant diameters
are the same, the different parameters of the ultrasound would show the difference of the
plant stem structure. In live plant stem detection, at the radial direction, the stem diameter
at the detection site is the detection depth of the ultrasound. As the structures of the plant
stems at breast height can vary significantly depending on the species and growing period,
this causes the difference in the depth of the ultrasound detection and the attenuation of
the ultrasound. Suppose the depth is determined and is considered constant during the
detection period, such as in a day. In this case, changes in the ultrasonic parameters can
be caused by changes in the plant structure, such as water deficiency or lack of water. At
the same time, to reduce the interference caused by the different detection depths, this
paper proposes to use the thoracic diameter parameter to obtain the feature density of the
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ultrasound energy to suppress or eliminate the interference of the thoracic diameter on the
premise of obtaining the standard ultrasound features.

den f =
feature

d
(5)

where den f is the density of the ultrasonic feature, feature is the ultrasonic feature, and d is
the diameter at breast height at the plant detection.

Based on the above method, the improved features in this paper are extracted, which
are energy density, mean density, variance density, and first to third resonance peak ampli-
tude density.

The equations of all the extracted features are shown in Table 1.

Table 1. Equations of the extracted features.

No. Feature Name Equation

1 Energy E =
N
∑

i=1
|xi |, i = 1 · · ·N

2 Energy density denE = E
d

3 Mean value M = mean(xi), i = 1 · · ·N
4 Mean density denM = M

d
5 Variance var = var(xi), i = 1 . . . .N
6 peak-to-peak value peak = |max(x)−min(x)|
7 Spectrum DC SDC = Z0, Z = abs( f f t(xi)), i = 1, . . . , N; Z = Z0, . . . , ZN−1

8 Spectral DC density denSDC =
Z0
d

9 1st formant value f ormant1 = max(Z)
10 1st formant density den f ormant1 =

f ormant1
d

11 1st formant frequency Index f ormant1 = index(max(Z))
12 2nd formant value f ormant2 = secondmax(Z)

13 2nd formant density den f ormant2 =
f ormant2

d
14 2nd formant frequency Index f ormant2 = index

(
secondmax(Z)

)

15 3rd formant value f ormant3 = thirdmax(Z)
16 3rd formant frequency Index f ormant3 = index

(
thirdmax(Z)

)

17 removed DC energy E−DC = E−mean(x), x = x1, . . . , xN
18 removed DC variance VarEDC = var(E−DC)
19 removed DC 1st formant value f ormant1 = max(Z−DC), Z−DC = Z1, . . . , ZN−1
20 removed DC 1st formant frequency Index f ormant1 = index(max(Z−DC))
21 removed DC 2nd formant value f ormant2 = secondmax(Z−DC )

22 De-rectified 2nd formant frequency Index f ormant2 = index
(

secondmax(Z−DC )

)

23 removed DC 3rd formant value f ormant3 = thirdmax(Z−DC )

24 removed DC 3rd formant frequency Index f ormant3 = index
(

thirdmax(Z−DC )

)

2.3. The Evaluttion of the Contribution of the Feature

In order to achieve a multi-perspective study of the energy features of the ultrasound
stem differences, it is necessary to evaluate the most discriminating features from the
multidimensional ultrasound energy features. When multiple parametric features are
extracted from the time and frequency domains, compelling ultrasound features or feature
sets are first selected so that they can effectively reflect the structural differences in the plant
stems. Tracking the structural properties within the stem body is also a crucial issue in
feature selection. Therefore, this paper uses the information gain and correlation evaluation
method to rank the ultrasound energy features of the plant stems by their contribution.

2.3.1. Information Gain

Information gain as shown in Equation (6) indicates the extent to which the information
of a known feature vector A reduces the information uncertainty of the partitioned dataset
D [33].

Gain(D, A) = H(D)− H(D|A) (6)
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H(D) is the information entropy of the dataset D. H(D|A) is the conditional entropy of D
given feature A. A is the feature vector, and D is the dataset. H(D) is defined as shown in
Equation (7).

H(D) = −
M

∑
j=1

∣∣Cj
∣∣

|D| log2

∣∣Cj
∣∣

|D| (7)

where M is the number of categories C in dataset D.
∣∣Cj
∣∣ is the number of samples of

category j. |D| is the total number of samples of dataset D.
For a given dataset D, different features have different information gains. The greater

the information gain, the more information the feature contains that helps in classification
and the stronger the classification ability. The method of feature contribution is based on
information gain. For a given dataset D, the information gain of each feature A is calculated,
and the feature with the highest information gain is selected.

2.3.2. Evaluation of Correlation

Correlation is mainly used to assess the contribution of features to classification by
measuring the correlation between feature vector A and category vector C [34].

The correlation coefficient r is calculated as in Equation (8).

r =
∑ AC− ∑ A ∑ C

|D|√
(∑ A2 − (∑ A)2

|D| )(∑ C2 − (∑ C)2

|D| )

(8)

where C is the category vector, and where the dataset D is related to the sample category
vector C as in Equation (9).

M

∑
j=1
|Cj| = |D| (9)

where Cj is a vector of M categories, j = 1, 2, . . . , M.
The correlation coefficient indicates the degree of linear correlation between the two

variables, feature vector A and category C. When 0 < |r| < 1, it indicates a certain degree
of linear correlation between the two variables. Moreover, the closer |r| is to 1, the closer
the linear relationship between the two variables. The closer |r| is to 0, the weaker the
linear correlation between the two variables.

In this paper, the multiple stem ultrasound energy features were extracted based on
time-domain acoustic and frequency-domain amplitude-frequency signals, combined into
a multidimensional set of plant stem ultrasound energy features. The optimal ultrasound
energy features or feature sets were selected to represent different stem structure differences
using the information gain attribute evaluation and correlation evaluation methods.

3. Results
3.1. Simulation Experiment

The ultrasonic plant stem detection system is the same as the paper [31] shown in
Figure 1. The system includes a non-metallic ultrasonic probe, ultrasonic pulse signal
generator and receiver (CTS-8077PR). It also includes a Nextkit data acquisition instrument
and computer. The acquisition function of Nextkit is developed on labView.

(1) CTS-8077PR parameters: pulse repetition frequency PRF is set to 1 kHz to get 1000
ultrasonic RF echo signals in each second, the pulse width is 1000 ns, and the conversion
voltage is 200 v.

(2) Ultrasonic probe parameters: probe diameter is 30 mm, and the primary frequency
is 1 MHz, which is suitable for ultrasonic testing of nonmetals.

(3) Data acquisition equipment parameters: sampling depth is 2000 points to record
each ultrasonic RF echo signal, and the sampling frequency is 10 MHz to get more details
of higher frequency of the signal.
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Radial ultrasonic testing was conducted on four healthy plant stems: basho, palm,
magnolia denudata, and potted sunflowers shown in Figure 2.
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3.2. Different Ultrasonic Manifestations of Stem and Body Structure of Different Tree Species

The structural characteristics of the stem bodies of these four types of plants are shown
in Table 2. The testing took place on 9 May 2019 from 5:00 p.m. to 5:30 p.m.

Table 2. Attributes of plant stems.

Varieties of Trees Stem Texture Growth
Characteristics Plant Category Vascular Properties

Basho Herbaceous stems Perennial Monocotyledon
Vascular bundles dispersed within the

stem, no formative layer within
bundles

Sunflower Herbaceous stems Annual Dicotyledon
Vascular bundles forming a circular

shape, without a forming layer within
the bundle.

Magnolia
denudata Woody stem Deciduous plant Dicotyledon

Vascular bundles forming a circular
shape, with a formative layer within

the bundle.

palm Woody stem Casuarina Monocotyledon Vascular bundles scattered within stem,
with forming layer within bundle.
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The plant stem body ultrasound signal acquisition was completed using the experi-
mental platform in the literature [31]. Assay parameters are shown in Table 3.

Table 3. Parameters of test data.

Samples Basho 1 Sunflower 1 Sunflower 2 Palm 1 Palm 2 Magnolia
Denudata 1

Magnolia
Denudata 2

Height of the test point from
the ground (cm) 48.00 20.00 20.00 57.00 79.00 75.00 80.00

Test circumference (cm) 20.00 5.00 7.00 49.00 50.00 46.30 63.20
Samples of ultrasound pulse

echoes (pcs) 57 33 42 61 53 60 48

3.2.1. Ultrasonic Signals of Plant Stems in Time and Frequency Domain
Ultrasound Signal in Time Domain

The ultrasound signals of the four samples in the time domain are shown in Figure 3.
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Figure 3. Ultrasonic wave of plant stems in time domain.

The ultrasonic echo signals from the stem bodies of the four plant species in Figure 3
showed an obvious difference in the envelope of their signals. The peaks of the signals of
the sunflowers ranged from −2 to 2 v, while the peaks of the other three species ranged
from −4 to 4 v. Moreover, waveforms of these four plants varied in the time domain. It
showed that the signals displayed fluctuation at about 20 ns for the stems of magnolia
denudata and palm, which was caused by the bark of these two kinds of stems. Because the
texture structure of the bark has some extensive differences with the xylem of these stems,
the waveform energy of ultrasonic RF signal has obvious increase, rather than constant
attenuation. While this phenomenon did not appear in the stems of sunflower and basho,
because these two kinds of stems have no obvious barks. However, it is a challenge to
describe the difference in the time domain.

Frequency Domain Ultrasound Echo Amplitude and Frequency Signals

In order to further analyze the energy distribution characteristics of the ultrasonic
wave of the four plant species stems, the experiments used the Fourier transform to obtain

375



Agriculture 2023, 13, 52

the amplitude-frequency signals. In the experiment, the sampling frequency was 10 MHz,
and the spectrum could be analyzed from 0 to 5 MHz. The experimental results are shown
in Figure 4.
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Figure 4 shows that the energy distribution of the four plants was prominent at 1 MHz
and 3 MHz, but their spectral envelopes had apparent differences.

Figure 5 segments the spectrum to show the resonance peaks are mainly distributed
near 1 MHz and 3 MHz.

The results showed that the stems of the monocotyledon (basho and palm) showed
a transparent envelope of single peaks around the first resonance frequency (1 MHz). In
contrast, the dicotyledon (sunflower and magnolia) showed a clear multi-peak feature.
Comparing the energy peaks around 1 MHz and 3 MHz, the peak energy distribution of
the monocotyledonous stems around 3 MHz was less than 4 to 8 times that around 1 MHz.
In contrast, the distribution of the peak energy at the two frequencies for the dicotyledon
sunflower and magnolia was closer, between 1 and 2 times, as shown in Table 4.

Table 4. Energy distribution of resonance peak in ultrasonic spectrum of plant stems.

Name of Tree Envelope around
1 M.

Envelope around
3 M.

P1: Peak Value
around 1 M (mv).

P3: Peak Value
around 3 M (mv). Times of P1/P3

Basho Single peak Multi-peak 32.00 4.20 8.00
Sunflower Multi-peak Twin peaks 2.60 2.30 1.00
Magnolia
denudata Multi-peak Single peak 20.10 8.70 2.00

Palm Single peak Multi-peak 28.80 6.80 4.00
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3.2.2. Ultrasonic Energy Features and Feature Contribution of Plant Stems

(1) Energy features in the time domain

The energy features of the radial ultrasound of the stems of the above four plant
species were extracted in the time domain, as shown in Table 5. The main features are
conventional energy features as well as improved energy features. The conventional energy
features mainly contained total energy, mean value, variance, and peak-to-peak values. The
improved energy features were mainly the energy density and the mean density.
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Table 5. Ultrasound energy features of plant stems in time domain.

Name of
Sample

Circumference
(cm) Energy (v)

Energy
Density

(v/cm·10−4)

Average
Value (v)

Average
Density
(v/cm)

Variance
Peak-to-

Peak Value
(v)

Removed
DC Energy

(v)

Removed
DC Variance

Basho 1 20.00 31.57 5.44 0.11 0.16 1.43 7.86 31.54 1.43
Sunflower 1 5.00 21.64 1.75 0.01 0.43 0.16 5.41 21.63 0.16
Sunflower 2 7.00 21.90 3.61 0.03 0.31 0.16 5.56 21.88 0.16

Magnolia
denudata 1 63.50 31.76 0.74 0.05 0.05 1.51 7.84 31.76 1.51

Magnolia
denudata 2 46.50 32.23 1.50 0.07 0.07 1.68 7.82 32.22 1.68

Palm 1 49.50 31.22 1.97 0.10 0.06 1.32 7.83 31.19 1.32
Palm 2 50.50 31.31 1.89 0.10 0.06 1.34 7.83 31.29 1.34

(2) Energy features in the time domain

The frequency-amplitude signals based on the Fourier transform were used to extract
the radial ultrasound frequency energy features in the frequency domain, as shown in
Table 6. The main features were the mean value, each resonance peak’s energy value, and
frequency location. At the same time, the mean value density and resonance amplitude
density parameters were computed.

Table 6. Ultrasound features of plant stems in frequency domain.

Name of Sample Basho 1 Sunflower 1 Sunflower 2 Magnolia
Denudata 1

Magnolia
Denudata 2 Palm 1 Palm 2

Average (dB) 125.65 8.78 27.08 28.73 29.95 70.37 109.92
Average density (dB/cm) 0.63 0.18 0.39 0.04 0.05 0.15 0.22

1st formant value (dB) 254.02 24.86 28.94 243.92 246.71 269.51 215.13
1st formant value density (dB/cm) 1.27 0.50 0.41 0.36 0.39 0.58 0.43
sampling position of 1st formant 184.00 186.00 191.00 184.00 185.00 183.00 183.00

1st formant frequency (MHz) 0.92 0.93 0.95 0.92 0.92 0.92 0.91
2nd formant value (dB) 83.52 25.82 34.43 83.52 84.99 97.19 75.24

2nd formant density (dB/cm) 0.42 0.52 0.49 0.11 0.13 0.21 0.15
sampling position of 2nd formant 579.00 583.00 585.00 585.00 584.00 595.00 574.00

2nd formant frequency (MHz) 2.90 2.91 2.92 2.92 2.92 2.97 2.87
3rd formant value (dB) 33.97 49.72 43.38 38.53 36.71 32.88 35.18

3rd formant density (dB/cm) 0.17 0.99 0.62 0.08 0.06 0.07 0.07
sampling position of 3rd formant 826.00 782.00 777.00 845.00 845.00 801.00 822.00

3rd formant frequency (MHz) 4.13 3.91 3.88 4.23 4.23 4.00 4.11
Circumference 20.00 5.00 7.00 63.50 46.50 49.50 50.50

(3) Feature combination

The 24-dimension ultrasound energy features were extracted from the time and fre-
quency domains, as shown in Table 7.

Table 7. Features of plant stems and feature numbers.

Feature No. Feature Name Feature No. Feature Name

1 Energy 13 2nd formant density
2 Energy density 14 2nd formant frequency
3 Mean value 15 3rd formant value
4 Mean density 16 3rd formant frequency
5 Variance 17 removed DC energy
6 peak-to-peak value 18 removed DC variance
7 Spectrum DC 19 removed DC 1st formant value
8 Spectral DC density 20 removed DC 1st formant frequency
9 1st formant value 21 removed DC 2nd formant value

10 1st formant density 22 De-rectified 2nd formant frequency
11 1st formant frequency 23 removed DC 3rd formant value
12 2nd formant value 24 removed DC 3rd formant frequency

The ultrasound energy features were selected based on information gain attributes
and correlation evaluation methods. The ultrasound energy features were selected to reflect
the differences in the stem structure of the different plant species. The number of samples
used in the final samples is shown in Table 8.

378



Agriculture 2023, 13, 52

Table 8. Sample number of radial features of stems of four species.

Detecting Tree
Species Basho Sunflower Palm Magnolia

Denudata
Total Number of

Samples (pcs)

Ultrasound
samples (pcs) 52 62 35 40 189

(4) Results of feature contributions

The information gain and correlation evaluation methods were used to compute the
24-dimensional feature to identify the most distinguishing energy features. The evaluated
features are shown in Table 9.

Table 9. Contribution of ultrasound features of four plant stems.

Feature
Sorting Feature No. Information

Gain Feature No. Correlation
Values Feature No. Mean Value of

Contributions

1 4 1.71 18 0.71 4 1.20
2 3 1.55 5 0.71 3 1.11
3 7 1.29 9 0.70 7 0.96
4 5 1.14 19 0.70 5 0.92
5 18 1.14 4 0.69 18 0.92
6 17 1.12 1 0.69 17 0.90
7 1 1.10 17 0.69 1 0.89
8 2 1.10 6 0.69 9 0.85
9 8 1.07 12 0.68 19 0.85

10 13 1.00 21 0.68 6 0.84
11 9 1.00 13 0.67 12 0.84
12 12 1.00 3 0.67 21 0.84
13 19 1.00 7 0.64 13 0.83
14 21 1.00 20 0.41 2 0.66
15 6 1.00 11 0.41 8 0.63
16 20 0.83 23 0.34 11 0.62
17 11 0.83 15 0.34 20 0.62
18 10 0.45 10 0.29 10 0.37
19 22 0.35 2 0.23 15 0.33
20 14 0.35 24 0.23 23 0.33
21 23 0.32 16 0.23 14 0.25
22 15 0.32 8 0.20 22 0.25
23 16 0.13 14 0.16 16 0.18
24 24 0.13 22 0.16 24 0.18

The final contribution is the mean contribution that is the average of the information gain and correlation.

The results showed that the top five feature contributions by the information gain
method were the mean density, mean value, spectral DC variance, and removed DC
variance. The top five feature contributions by the correlation evaluation method were the
removed DC variance, variance, 1st formant value, removed DC 1st formant valued, and
mean density. The extracted features were ranked by the mean contribution of the two
methods. The mean density was the most compelling feature for structural differences,
followed by variance and 1st formant value.

The three features (the mean density, variance, and 1st formant value) were analyzed
in 2-dimensional feature maps to explore plant species differentiation, and the experimental
results are shown in Figure 6.
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Figure 6 shows that the combination of features with the mean density and variance
and features with the mean density and 1st formant value, as shown in Figure 6a,b, were
linearly distinguishable between herbaceous and woody plant stem bodies with good
differentiation. In contrast, the combination of features using variance and the 1st formant
value, as shown in Figure 6c, was linearly indistinguishable between the herbaceous and
woody classes. However, the difference between sunflowers and the other three stem types
was still evident.

4. Discussion and Conclusions

In this paper, the ultrasonic energy signals of the differences in the stems of basho,
sunflower, palm, and magnolia denudata were analyzed in the time and frequency domains,
which provide a basis for the feature extraction from an ultrasonic energy perspective.

In order to reduce the interference caused by different detection depths, this paper
proposed improved ultrasound energy features, that is, the ultrasound energy feature

380



Agriculture 2023, 13, 52

density, which constitutes energy density, mean density, variance density, and resonance
peak density features.

The 24-dimensional energy features were extracted from the time and frequency
domains. They were evaluated by the information gain and correlation method. Based
on the top three energy features in feature contribution, the 2-dimensional feature maps
were formed to discover the structure differences of the plant stems. The feature map of
the variance and the first formant had good differentiation between herbaceous and woody
plant stems. Our future study will test more stem plants to verify the universality of these
extracted features.

Based on these extracted features, the feature selection, the filtered or wrapper method,
is our future study. The classifier is intended to select random forest (RF), support vector
machine (SVM) and Linear discriminant analysis (LDA).
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Abstract: Deep analysis and demonstration of the developed crossed multi-arch greenhouse were
conducted from the perspectives of conceptual design, architectural and structural design, functional
design, loading parameters, and structural internal forces. The results show that the crossed multi-
arch greenhouse combines the ventilation area between the floor-standing round-arch greenhouse and
the unsuitable operation area under the arch bars into one to form a multi-span crossed arch structure
with good ventilation and heat dissipation, land savings, and fine mechanical behaviors. The main
arch structure uses 32.4% less steel and 25% less foundation volume than the control greenhouse
under the same load, which can save about CNY 10,184.00/667m2 of investment according to the
current cost level. In the meantime, ventilation simulation analysis of the developed crossed multi-
arch greenhouse was carried out using the software Design Builder. A comparison shows that, under
the condition of no wind and breeze (1 m/s) in summer, the setting of the ventilation channel has
obvious advantages for the heat dissipation of the greenhouse, and the average temperature is about
2 ◦C lower than that of the greenhouse without a ventilation channel; under the breeze condition,
the temperature in the crossed multi-arch greenhouse is more evenly distributed than that of an
ordinary round-arch greenhouse with ventilation channels. Considering the greenhouse function,
building cost, using effect, and other evaluation factors, the crossed multi-arch greenhouse can meet
the production environment requirements of tropical coastal areas (rain protection, sunshade, and
ventilation), with obvious structural advantages, good typhoon resistance, and low construction
costs, which is a preferable choice of greenhouse type.

Keywords: vegetable greenhouses; multi-arch greenhouses; arch cross type; resistance to the typhoon

1. Introduction

Tropical areas have frequent typhoons and rainstorms with high temperatures, high
humidity, and long durations of heat. The summer and autumn seasons are not suitable for
open-air planting, but greenhouse facilities can provide a rain-proof, protected cultivation
environment for crops, which becomes the main production method for summer and
autumn off-season production in tropical areas [1,2]. The round plastic arch greenhouse
has a simple structure, low cost, and wide application in China, which is one of the main
greenhouse structures applied in the Hainan region. Ventilation and rain are the main
considerations for Hainan greenhouses. However, due to the roll film window setting,
round plastic arch greenhouses cannot be closed in time when a sudden rainfall occurs,
and the crops inside the greenhouse can be damaged as a result [3]; conversely, a closed
roof causes poor ventilation and heat accumulation problems, and many greenhouses in
Hainan have been abandoned due to this reason, resulting in the adverse social impact
of field desolation. Moreover, many greenhouses could be blown down, as they are not
strong enough to resist typhoon weather, causing large amounts of property losses [4–9].
Therefore, greenhouse facilities in the tropics require special attention to rain, ventilation,
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and typhoon resistance. However, the dilemma in the process of solving these problems
is that a better wind resistance requires a higher cost of the greenhouse, making it hard
to recover the investment cost, whereas simple, lower-cost greenhouses do not have the
ability to resist strong wind. Some greenhouses even have to sacrifice their functions of
protecting the crops (such as not being rain-proof, no shade, poor ventilation, etc.) to reduce
the building cost.

Driven by this market demand, the crossed multi-arch greenhouse was developed.
This greenhouse type can fully absorb the advantages of various greenhouse structures,
with function as the major consideration, i.e., suitable for local climate conditions [10] and
meeting the requirements of storm prevention, ventilation, cooling, shading, and other
functions, while developing reasonable structural forms, improving the wind resistance of
the structure, and using less steel for the main structure, thus reducing the building cost
without sacrificing function.

2. Development Idea
2.1. Evolution of the Round Arc Greenhouse Structure

The arch bar of the floor-type round-arch greenhouse structure (Figure 1a) has a good
mechanical performance and an easy-to-install structure [11]. However, there are also
problems such as the difficulties in using and operating the area below shoulder height
in the greenhouse or between greenhouses. Thus, an upright side wall type single arch
greenhouse structure (Figure 1b) was developed during real production. This structure
solves the problem of shoulder space use. To further improve the land use and make
full use of structural materials, a multi-span round-arch greenhouse structure (Figure 1c)
was developed [12–15]. This structure is spacious and has a high land use rate, which is
being gradually developed into a major structural form of the current multi-span plastic
greenhouse [16].

Figure 1. Evolution of the round-arch greenhouse structure (unit: mm). (a) Floor-type round-arch
greenhouse structure; (b) Upright side wall type single arch greenhouse structure; (c) Multi-span
round-arch greenhouse structure.

When the multi-span round arch plastic greenhouse is used in tropical areas such
as Hainan, it has ventilation and rain protection problems. For example, when a sudden
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rainstorm occurs in summer and autumn, the roll film ventilation mechanism at the top of
the greenhouse cannot be closed quickly, and the crops inside the greenhouse can thus be
damaged by a rainstorm. Many users stopped using the roll film ventilation mechanism
and covered the roof with roll film to ensure the rainproof performance of the greenhouse,
the ventilation instead being solved by setting ventilation channels between the arches;
thus, a multi-arch split structure model was formed [17]. This structure was first used in
Sanya, Dongfang, Ledong, and other places in Hainan for cantaloupe greenhouses, and it
quickly became the mainstream cantaloupe greenhouse type (Figure 2a) due to its simple
structure (no need to consider the typhoon load; the column can be directly inserted into
the ground without setting the foundation) and low cost because it is only used in winter
and spring (no typhoon and fewer rainstorms). Inspired by this, structural designers made
some improvements (Figure 2b) to the multi-arch split structure and used it for summer and
autumn vegetable cultivation in Hainan. After years of practice, the structure has achieved
good results. As it is mainly used for off-season production in summer and autumn, it is
necessary to consider the resistance against typhoons. An independent foundation needs to
be set up at the column, larger and stronger materials should be used, and the cost should
be at least twice that of cantaloupe greenhouses.

Figure 2. Multi-span round arch plastic greenhouse with an in-greenhouse ventilation channel
(unit: mm). (a) Structure of the cantaloupe greenhouse; (b) Structure of the Hainan year-round
vegetable production greenhouse.

2.2. Structural Concept Design

The arch bar of the floor-type round-arch greenhouse (Figure 3a) is directly connected
to the foundation. The overall structure is a round arch that is evenly stressed with
good stability. However, there is a large vacant space at the in-greenhouse ventilation
channel and the inoperable area below the shoulder arc, which is a waste of land. A
multi-span greenhouse structure (with a ventilation channel) (Figure 3b) has turned the
arch bar below the shoulder into a vertical column and saved the in-greenhouse ventilation
channel, which has a relatively good heat dissipation performance and a higher amount
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of available land to use. However, this structure has also changed its stress form and
requires more column materials, which is not economical. Thus, is it possible to have a
structure that retains the good stress resistance of a round arch as well as the function of the
in-greenhouse ventilation channel whilst achieving a high amount of available land? After
considerable analyses and calculations, and by combining the advantages of floor-type
single-arch greenhouses and multi-span greenhouses (with a ventilation channel), this
paper developed a crossed multi-arch greenhouse (Figure 3c; multi-arch greenhouse for
short). The multi-arch greenhouse not only has the stress advantage of being a floor-type
round-arch greenhouse but also retains the heat dissipation advantage of the in-greenhouse
ventilation channel. Meanwhile, the stressed arches form a truss structure, which has better
stress performance than a floor-type single greenhouse.

Figure 3. Development idea of a crossed multi-arch greenhouse.

2.3. Architectural and Structural Design

The scale of the structure is mainly based on the convenience of farming management
and construction. The minimum height of the internal space of the greenhouse is 2.2 m,
the span is 6m, and the width of the in-greenhouse ventilation channel is 0.8 m. The
crossed arch land part is located in the ventilation channel, so the farming operation is not
affected. An open space of 6 m × 2.2 m is formed inside each span, which can meet the
operation of small- and medium-sized machinery. The size of the opening direction can be
2~4 m according to the actual load, although 3 m is recommended for the machinery to
pass through.

In terms of the arrangement of structural components, the arches are crossed to form
a multi-arch structure in the span direction, and the tie beam and reinforcement bar are
set between the greenhouses. Compared with an independent arch structure, the crossed
arch structure is evenly stressed, and the horizontal wind load on either side can be evenly
dispersed to each span of the arch bar, which is more conducive to improving the overall
stability of the structure. At the same time, the crossed arches, together with the tie
beams and supports, form a geometrically invariant system (as shown in Figure 4), greatly
improving the wind resistance of the greenhouse structure.
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Figure 4. Systematic diagram of the multi-arch greenhouse structure (unit: mm). Notes: I—arch bar,
II—web member, III—tie beam, IV—side wind-resisting column, V—in-greenhouse beam, VI—side
reinforcement bar (adopted at a high wing load), VII—reinforcement bar; the icon of “o” is the hinged
point or hinged support.

2.4. Functional Design

Summer and autumn vegetable greenhouse facilities in the tropical area of Hainan
need to overcome some unfavorable meteorological factors such as high summer tem-
peratures and frequent typhoons and rainstorms in order to meet the basic production
conditions of ventilation, rain protection, pest control, and suitability for cultivation. Large-
scale production applications should also achieve low building costs, less operating energy
consumption, land saving, etc.

The top of the developed multi-arch greenhouse is covered with roof film (the thickness
of the film is determined according to the actual loading conditions), and the vents between
the arches and the surrounding vents are covered with an insect-proof screen. The inner
curtain is installed at the internal shoulder-height beams. The entrance and exit are located
at the hill wall, with a net width of no less than 2 m, which can meet the needs of small-
and medium-sized farm machinery. The above basic dimensions and practices can achieve
the basic functions of rain protection, ventilation, insect protection, internal shading, and
suitability for cultivation (Figure 5). The multi-arch structure has combined the vacant area
below the shoulder of the single-arch greenhouse (operating height restriction) and the
ventilation and drainage space between the greenhouses to form a 0.8 m-wide ventilation
belt. This belt also has the function of drainage, which improves the land use rate compared
with a single-arch greenhouse. Only the top of the planting area of the greenhouse is
covered with impermeable plastic film for rain protection; the surrounding and ventilation
channels are covered with an insect-proof screen, allowing wind to blow from any direction.
In addition, the height of the vent was increased from 1.6 m to 2.2 m, which has reduced
the space for heat storage. During the growing stage, no extra energy is required for
environmental control because the natural ventilation can remove excess heat from the
greenhouse, thus realizing a low-energy-consumption operation.

Figure 5. Diagrammatic cross-section of the multi-arch greenhouse structure (unit: mm).

Through continuous development and improvement, the structure of the crossed
multi-arch greenhouse (Figure 6) has been improved, and relevant achievements have been
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made [18]. It is already used for vegetable cultivation in Hainan (Figure 7). This type of
greenhouse is suitable for year-round vegetable cultivation in typhoon-resistant areas along
the tropical coast, and by increasing the proportion of plastic film coverage and decreasing
the proportion of insect-proof screen coverage or adding a film-rolling device, it can also be
applied in winter production without heating in areas such as middle and low latitudes,
especially in provinces with typhoons such as eastern China, where the advantages of their
application are obvious.

Figure 6. Design sketch of a multi-arch greenhouse.

Figure 7. Production application example diagram of a multi-arch greenhouse.
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3. Structural Calculation and Material Specifications

With the structural composition determined, different load parameters were selected
for different regions and different design wind resistance classes to calculate the compo-
nents that can meet the design load requirements [13]. This paper takes Haikou as an
example. The structural calculation was conducted according to the parameters specified
in GB/T 51183-2016 Structural Load Practice for Agricultural Greenhouses. The design life
is 10 years.

3.1. Load Parameters

1. The permanent load, taking the self-weight of the frame, is 0.025 kN/m2. For light
steel greenhouses with wind resistance requirements, the self-weights of the structure
and the equipment are both favorable loads, and only the self-weight of the frame
structure is taken into account during the calculation;

2. The variable load, including the wind load and other variable loads. Multi-arch
greenhouses are developed for year-round vegetable production in Hainan, which
takes leafy vegetables as the production object, without considering the lifting weight
of the crop.

(1) Other variable loads: 0.15 kN/m2;
(2) Wind load: basic wind load (W0), 0.79 kN/m2.

3.2. Calculation of the Load Standard Value and Design Value

The most unfavorable combination is constant load + wind load. Wind load is the
dominant load, which can be calculated by the formula for the variable load control
effect design value of Sd: Sd = γGSGk + γQ1SQ1k + ∑n

i=2 γQiψciSQik [19], where SGk is the
constant load standard value, SQ1k is the wind load standard value, and SQik is the live
load standard value (n = 2); take the constant load partial coefficient γG as 1, the wind
load partial coefficient γQ1 as 1, the live load partial coefficient γQi as 1.2, the combined
value coefficient of live load ψci as 0.7, and the structural importance coefficient γ0 as 0.9;
the ground roughness is Category B, the height of the greenhouse is 3.4 m, and the wind
pressure height variation coefficient µz is taken as 0.76 (the ground roughness is Category
B); calculate with the open structure, and the wind load shape factor µs acting on the roof
is taken as −0.75 [20]. The bay (opening) L is 4.0 m.

Constant load standard value SGk = 0.025 kN/m2, wind load standard value
SQ1k = W0µZµS = 0.79 × 0.76 × (−0.75) = −0.4503 kN/m2, live load standard value
SQik = 0.15 kN/m2.

The design values for each load acting on the arch are calculated as follows:

(1) Constant load design value: γ0 γG SGk L = 0.9 × 1 × 0.025 × 4 = 0.09 kN/m;
(2) Wind load design value: γ0γQ1 SQ1K L = 0.9 × 1 × (−0.4503) × 4 = −1.6211 kN/m;
(3) Live load design value: γ0γ

Qi
ψciSQikL = 0.9 × 1.2 × 0.7 × 0.15 × 4 = 0.4536 kN/m.

The wind load at the insect-proof screen should also be multiplied by the wind
resistance factor for the wind load. Take 0.75 for the wind resistance factor of a 32-mesh
insect-proof screen and 0.81 for a 40-mesh insect-proof screen [21].

3.3. Structural Calculation

Arch frame part: Arch bar: ϕ42 × 1.5 mm; web member: ϕ25 × 1.5 mm; tie
beam: ϕ42 × 1.5 mm; side wind-resisting column: ϕ42 × 1.5 mm; in-greenhouse beam:
ϕ25 × 1.5 mm; reinforcement bar: ϕ25 × 1.5 mm. The bars are connected with U-bolts
and clamps, bolts, and cross springs, and all steel pipes and connections are treated by hot
dip galvanization.

Components other than the arch frame include the roof longitudinal tie bar, the tie bar
on the internal horizontal pull bar, inter-column supports, greenhouse head (octagonal)
horizontal supports, greenhouse head roof supports, the secondary arch bar, the gable
auxiliary column, etc. The specifications of the components are: roof longitudinal tie
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bar: ϕ42 × 1.5 mm; tie bar on internal horizontal pull bar: ϕ32 × 1.5 mm; inter-column
support: ϕ42 × 1.5 mm; greenhouse head (octagonal) horizontal support: ϕ32 × 1.5 mm;
greenhouse head roof support: ϕ25 × 1.5 mm; secondary arch bar: ϕ32 × 1.5 mm; gable
auxiliary column: ϕ32 × 1.5 mm.

PKPM (2010 edition) was used for the structural calculation. The stress ratios are
shown in Figure 8, and the arch bars were hinged to the foundation. The calculation results
show that the selected components were all qualified in specifications (the stress ratios were
all below 0.8). It can be seen from the graphical results that the internal force is distributed
evenly inside the components. The multi-arch form makes each component form a space
system, and the whole arch presents a truss structure with an excellent stress performance.
The connection between the column and the foundation is fixed at the hinge support,
and in this paper, for example, the connection point is at a typical location (the second
one on the left) for basic analysis and calculation. According to the calculation, the basic
reaction force (standard combination) corresponding to the maximum foundation base area
when the above connection point is under the effect of load is: M = 0 kN.m, N = −5.9 kN,
V = 0.62 kN, and the calculated foundation base size required is 0.6 m× 0.6 m, with a burial
depth of 0.7 m.

Figure 8. Stress ratios of structural calculation (unit: mm). Notes: The number on the left of each
component is the strength stress ratio, that on the upper right is the in-plane stability stress ratio, and
that on the lower right is the out-of-plane stability stress ratio.

3.4. Comparison of Structural Properties

In order to compare the structural properties between the multi-arch greenhouse and
the multi-span round-arch greenhouse (with a ventilation channel), structural calculations
of the multi-span round-arch greenhouse (with a ventilation channel) were conducted
based on the load values of the previously mentioned multi-arch greenhouse. The column
is rigidly connected to the foundation, and the stress ratios are shown in Figure 9. The
results of the calculations show that the specifications of the selected components were all
qualified (most of the stress ratios were under 0.8, and the stress ratio of the side column
was under 0.9). The connection between the column and the foundation is fixed at the
hinge support, and in this paper, for example, the connection point is at a typical location
(the second one on the left) for basic analysis and calculation. According to the calculation,
the basic reaction force (standard combination) corresponding to the maximum foundation
base area when the above connection point is under the effect of load is: M = −2.35 kN.m,
N = 1.52 kN, V =−2.34 kN, and the calculated foundation base size required is 0.8 m × 0.8 m,
with a burial depth of 0.7 m.
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Figure 9. Stress ratios of structural calculation (unit: mm). Notes: the number on the left of each
component is the strength stress ratio, that on the upper right is the in-plane stability stress ratio, and
that on the lower right is the out-of-plane stability stress ratio.

Specifications of the main components: column: �80 × 60 × 2 mm; arc bar:
ϕ50× 1.5 mm; web member: ϕ25× 1.5 mm; tie beam: ϕ42× 1.5 mm; in-greenhouse beam:
ϕ25 × 1.5 mm. The bars are connected with U-bolts and clamps, bolts, and cross springs,
and all steel pipes and connections are treated by hot dip galvanization.

The materials of the multi-arch greenhouse and the multi-span round-arch greenhouse
(with a ventilation channel) were calculated (Tables 1 and 2). The results show that the
consumption of the steel pipe material for the main steel frame of the multi-arch green-
house is 96.94 kg, while the steel pipe material consumption of the multi-span round-arch
greenhouse (with a ventilation channel) is 143.45 kg, which is 46.51 kg higher than that
of the multi-arch greenhouse; hence, the multi-arch greenhouse can save about 32.4% of the
consumption of steel pipe materials. When calculated with a coverage area of 3× 6× 4 = 72 m2,
0.646 kg of material per unit area is saved; when calculated using the greenhouse steel
structure processing and the installation completed price of CNY 12.80/kg, CNY 8.27 per
square meter is saved (CNY 5515/667 m2).

Table 1. Components of the multi-arch greenhouse.

No. Item Specification Length (m) Quantity Unit Weight (kg) Total Weights (kg)

1 Arch bar ϕ42 × 1.5 mm 11.2 3 16.78 50.33
2 Web member ϕ25 × 1.5 mm 1.5 6 1.30 7.82
3 Tie beam ϕ42 × 1.5 mm 6 3 8.99 26.96

4 Side wind-resisting
column ϕ42 × 1.5 mm 2.1 2 1.82 3.65

5 In-greenhouse beam ϕ25 × 1.5 mm 0.8 2 0.70 1.39
6 Side reinforcement bar ϕ25 × 1.5 mm 1.3 2 1.13 2.26
7 Reinforcement bar ϕ25 × 1.5 mm 1.3 4 1.13 4.52
8 Total 96.94

Table 2. Components of the multi-span round-arch greenhouse (with a ventilation channel).

No. Item Specification Length (m) Quantity Unit Weight (kg) Total Weights (kg)

1 Column �80 × 60 × 2
mm 2.2 6 9.39 56.36

2 Arch bar ϕ50 × 1.5 mm 6.62 3 11.88 35.63
3 Web member ϕ25 × 1.5 mm 7.2 3 6.26 18.77
4 Tie beam ϕ42 × 1.5 mm 6 3 8.99 26.96
5 In-greenhouse beam ϕ25 × 1.5 mm 0.8 2 0.70 1.39
6 Reinforcement bar ϕ25 × 1.5 mm 0.83 6 0.72 4.33
7 Total 143.45

Note: The above material table only presents the steel structure materials of the previously mentioned calculation
model of a three-span main arch structure. The load of the structural calculation is the same.
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The foundation area of the multi-arch greenhouse is 0.6 m × 0.6 m, with a burial
depth of 0.7 m, and the foundation area of the multi-span round-arch greenhouse (with
a ventilation channel) is 0.8 m × 0.8 m, with a burial depth of 0.7 m. According to
the estimation of similar projects, the overall unit price of the foundation of the green-
house is about CNY 750/m3 (with excavation, backfill, concrete, formwork, etc.), the cost
of the foundation of the multi-arch greenhouse structure (eight independent bases) is
0.6 × 0.6 × 0.7 × 8 × 750 = CNY 1512, and the cost of the foundation of the multi-span
round-arch greenhouse structure (six independent bases, with a ventilation channel) is
0.8 × 0.8 × 0.7 × 6 × 750 = CNY 2016. When calculated using a foundation bearing area
of 3 × 6 × 4 = 72m2, the average investment of the multi-arch greenhouse foundation is
1512 ÷ 72 = CNY 21/m2, and the average investment of the multi-span round-arch green-
house foundation is 2016.00 ÷ 72 = CNY 28/m2. The multi-arch greenhouse can save CNY
7/m2 or CNY 4669/667m2.

Therefore, a total amount of CNY 10,184/667m2 can be saved in the main steel frame
and foundation of a multi-arch greenhouse compared with a multi-span round-arch green-
house (with a ventilation channel).

4. Ventilation Simulation
4.1. Greenhouse Modeling

Natural ventilation is a simple and economical way of cooling. For open greenhouse
structures in the tropics, the main purpose of ventilation is to remove excess heat and
water vapor from the greenhouse to avoid high summer temperatures [22,23]. During
the architectural and structural design phase of the greenhouse, the greenhouse vertical
face is covered with an insect-proof screen to maximize the use of natural ventilation,
but the roof is covered with plastic film for rain protection, which will inevitably cause
heat accumulation, and the ventilation area of each greenhouse type and the distribution
of ventilation areas have a direct effect on the cooling effect of natural ventilation. At
the present stage, CFD simulations [24–30] were carried out using the software Design
Builder to build a 3D model to test the spatial and temporal distribution of temperature
in the greenhouse under given climatic conditions. The results were compared with the
widely used multi-span round-arch greenhouses with and without ventilation channels in
the industry.

Model parameter settings: the roofs of all three types of greenhouses were covered
with 0.1 mm-thick transparent plastic film with 85% transmittance, and the heat transfer
coefficient was 0.17 W/(m2.K); the vertical faces were all covered with a 0.2 mm-thick insect-
proof screen, and the heat transfer coefficient was 203 W/(m2.K); the ground surface was
covered with 13 cm-thick soil with a heat transfer coefficient of 3.188 W/(m2.K) (Handbook,
2007) which are shown in Figure 10.

Model a. Crossed multi-arch greenhouse: 6 m span, 0.8 m in-greenhouse ventilation
channel (arch cross spacing), 4 m opening, single unit size 62 m × 36 m = 2232 m2 (nine
spans and nine openings), 3.4 m vector height, 2.2 m shoulder height.

Model b. Multi-span round-arch greenhouse with an in-greenhouse ventilation chan-
nel: the greenhouse models were all set to the same dimensions for the convenience of
comparison, with a span of 6 m, an in-greenhouse ventilation channel of 0.8 m, an opening
of 4 m, a single unit size of 60.4 × 36 m = 2174.4 m2 (nine spans and nine openings), a
vector height of 3.4 m, and a shoulder height of 2.2 m.

Model c. Multi-span round-arch greenhouse without an in-greenhouse ventilation
channel: without the ventilation channel, the opening span height was the same as that of
the above two models: span 6 m, opening 4 m, single unit size 54 × 36 m = 1944 m2 (nine
spans and nine openings), vector height 3.4 m, and shoulder height 2.2 m.
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Figure 10. Cont.
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Figure 10. Simulation models of three types of greenhouses. (a) Crossed multi-arch greenhouse;
(b) Multi-span round-arch greenhouse with an in-greenhouse ventilation channel; (c) Multi-span
round-arch greenhouse without an in-greenhouse ventilation channel.

4.2. Simulation Environment Setting and Simulation Results Analysis

This paper simulates the natural environment of a greenhouse in Haikou, Hainan
(11◦33′ E, 20◦05′ N), and relevant environmental parameters were determined based on
the natural environment. The greenhouse was oriented in a north–south direction (this
type of open greenhouse can make full use of the wind coming from any direction, but
there is no special requirement for the orientation of the greenhouse in practical produc-
tion applications). The monsoon winds alternate in the Haikou area, with southeasterly
winds prevailing in summer (May to October), which are formed by the northward ex-
pansion of warm tropical marine air masses, resulting in hot and humid summers, and
northeasterly winds prevailing in winter (November to April), which are formed by the
southward expansion of cold polar continental air masses, resulting in dry winters with
little rain. The average wind speed in the Haikou area is 3.1 m/s throughout the year and
2.8 m/s in summer [31]. The purpose of the simulation is to analyze the cooling effect
of the greenhouse model using thermal and wind pressure ventilation under the natural
ventilation state. The wind speed, wind direction, solar radiation, outdoor air temperature,
and surface temperature use the software’s built-in time-by-time weather data, and the
inlet air temperature is set as the outdoor air temperature. When judged by experience, the
highest temperature in a day in the greenhouse often occurs around midday when solar
radiation is at its maximum, and the earth is uniformly heated at midday, usually with no
wind or low wind speed. For this reason, the simulation selected a wind speed of 0 m/s
and 1 m/s (the wind direction is along the long axis of the greenhouse) on a certain day in
summer as the most unfavorable conditions to compare the ventilation and cooling effect
of each model, and the simulation environment parameters are set, as shown in Table 3.
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Table 3. Parameter setting of the simulation environment.

Location Latitude and Longitude Simulation Date Outdoor Wind Speed (m/s) Wind Direction (◦) Outdoor Temperature (◦C)

Haikou, Hainan East longitude 110◦33′ ,
Northern latitude 20◦05′

8 July, 13:00 1 90 32.7
12 July, 15:00 0 – 35.0

Note: The 0◦ wind comes from due north, the 90◦ wind comes from due east, the 180◦ wind comes from due
south, and the 270◦ wind comes from due west.

Figures 11–13 show the simulated temperature clouds inside the greenhouse at 15:00
on 12 July, when the wind speed was 0. The inlet temperature of the simulated environment
was 35 ◦C. The cloud map takes the midline of each row of arch bars to make temperature
slices. The slices are located 2 m away from the front and rear rows of the arch bars.

Figure 11. Temperature cloud map of the crossed multi-arch greenhouse (outdoor wind speed 0 m/s,
outdoor temperature 35 ◦C).

Figure 12. Temperature cloud map of the multi-span round-arch greenhouse (with an in-greenhouse
ventilation channel) (outdoor wind speed 0 m/s, outdoor temperature 35 ◦C).
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Figure 13. Temperature cloud map of the multi-span round-arch greenhouse (without an in-
greenhouse ventilation channel) (outdoor wind speed 0 m/s, outdoor temperature 35 ◦C).

According to Figures 11–13, in the conditions of no wind (wind speed 0 m/s) and an
external temperature of 35 ◦C, the internal ventilation of the greenhouse is only the heat
pressure effect, and the heat is gathered in the middle of the greenhouse. The crossed multi-
arch greenhouse and the multi-span round-arch greenhouse with a ventilation channel
showed a good heat dissipation effect, with the edge temperature similar to the external
temperature; the internal temperature at most points is around 36~39 ◦C, the highest
temperature at the center is about 42 ◦C, and the average temperature difference is about
2~3 ◦C; as for the multi-span round-arch greenhouse without a ventilation channel, there is
an obvious heat accumulation in the greenhouse, and the range of the high-temperature
area is larger than that of the multi-span round-arch greenhouse with a ventilation channel,
with most of the internal temperature being 37~41 ◦C, the highest temperature being about
44 ◦C, and the average temperature difference being about 4~5 ◦C. In the condition of no
wind, the ventilation effect of the multi-span round-arch greenhouse with a ventilation
channel is significantly higher than that of the greenhouse without a ventilation channel
because the ventilation channel and surrounding vents can form good thermal pressure
ventilation, and the air flows well inside and outside such that the heat collected inside
can be exchanged with cooler air from outside more quickly. When there is no wind, the
heat distributed asymmetrically, which is mainly affected by the monsoon and the solar
orientation, especially the southeast monsoon that prevails in Hainan in summer. Although
the outdoor wind speed is 0 m/s at the CFD simulation time, there may be southeast wind
before and after the model time.

Figures 14–16 show the simulated temperature clouds inside the greenhouse at
13:00 on 8 July, when the outdoor wind speed was 1 m/s (windy hours around noon)
and the inlet temperature of the simulated environment was 32.7 ◦C. The cloud map takes
the midline of each row of arch bars to make temperature slices. The slices are located 2 m
away from the front and rear rows of arch bars.

As can be seen in Figures 14–16, during windy hours (wind speed 1 m/s), the green-
houses simultaneously ventilated through the heat and wind pressure, with the wind com-
ing from the east side along the greenhouse’s long axis direction. The long axis direction
has a long heat exchange path and inadequate heat exchange, causing heat accumulation in
the greenhouse. The temperature at the edge of the two greenhouse types with ventilation
channels is similar to that outside, and the internal temperature is roughly distributed
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between 34 and 37 ◦C, locally about 38 ◦C, with a maximum average temperature difference
of about 2 to 3 ◦C. In contrast to Figure 14, the high-temperature areas of the multi-span
round-arch greenhouse without a ventilation channel are more widely distributed than
the two greenhouse types with ventilation channels, and the internal temperatures are
mostly distributed between 34 and 38 ◦C, locally about 39 ◦C, with a maximum average
temperature difference of about 4 to 5 ◦C.

Figure 14. Temperature cloud map of the crossed multi-arch greenhouse (with an in-greenhouse
ventilation channel) (outdoor wind speed 1 m/s, outdoor temperature 32.7 ◦C).

Figure 15. Temperature cloud map of the multi-span round-arch greenhouse (with an in-greenhouse
ventilation channel) (outdoor wind speed 1 m/s, outdoor temperature 32.7 ◦C).
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Figure 16. Temperature cloud map of the multi-span round-arch greenhouse (without an in-
greenhouse ventilation channel) (outdoor wind speed 1m/s, outdoor temperature 32.7 ◦C).

Some studies [32] have shown that when the outdoor wind speed is higher than
2 m/s, the ventilation is mainly dominated by wind pressure, and the thermal pressure
is negligible; when the outdoor wind speed is between 0.5 and 2 m/s, the ventilation
process is dominated by wind pressure and supplemented by thermal pressure; when
the outdoor wind speed is lower than 0.5 m/s, the role of thermal pressure ventilation
cannot be neglected. From the temperature distribution in the greenhouse in the afternoon
simulated in this study without wind and with a light breeze, it can be seen that the average
temperature difference between the interior and exterior of the greenhouse is smaller when
there is a ventilation channel, and the high-temperature area is significantly smaller than
that of the greenhouse without a ventilation channel. It is concluded that a ventilation
channel can effectively promote the flow of air inside and outside the greenhouse and
lower the high temperature inside the greenhouse, and the ventilation and cooling capacity
of the crossed multi-arch greenhouse and the multi-span round-arch greenhouse (with an
in-greenhouse ventilation channel) are basically the same.

To further analyze the advantages and disadvantages of Model A and Model B, slice
maps of the wind speed of the two types of greenhouses with a ventilation channel were
formulated. Figures 17 and 18 show the wind speed cloud maps inside the greenhouse
under the windless condition, and Figures 19 and 20 show the wind speed cloud maps
inside the greenhouse under the windy condition (wind speed 1 m/s).
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Figure 17. Wind speed cloud map of the crossed multi-arch greenhouse (outdoor wind speed 0 m/s).

Figure 18. Wind speed cloud map of the multi-span round-arch greenhouse with an in-greenhouse
ventilation channel (outdoor wind speed 0 m/s).

Figure 19. Wind speed cloud map of the crossed multi-arch greenhouse (outdoor wind speed 1 m/s).
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Figure 20. Wind speed cloud map of the multi-span round-arch greenhouse with an in-greenhouse
ventilation channel (outdoor wind speed 1 m/s).

As shown, when the outdoor wind speed is 0 m/s, the maximum indoor wind speed
of the two greenhouse types with a ventilation channel is 0.4 m/s; when the outdoor wind
speed is 1 m/s, the maximum indoor wind speed of the two greenhouse types is 0.6 m/s.
The speed of outside air entering the room decreased by about 40%, and there was no
significant difference in the ventilation effect between the two types of sheds. The non-
significant difference is because, in the same conditions, the wind speed near the ventilation
opening of the round-arch greenhouse is larger than that of the multi-arch greenhouse, and
the wind speed of the crossed multi-arch greenhouse is more evenly distributed. Some
scholars [21,33–35] studied the ventilation of an insect-proof net from the perspective of
the environment, obtained parameters such as the wind resistance coefficient, pressure
drop coefficient, and flow coefficient of the screen net to describe the negative impact of
insect-proof netting on natural ventilation, and fitted a series of formulas for quantifying
the ventilation effect. However, due to the difference in the use environment, insect-control
netting is used as the ventilation covering material in tropical China. In the same rainy
and hot season in tropical China, the humid and hot environment speeds up the spread
of diseases and pests. The selection of insect-control netting in production depends more
on whether its pores can meet the plant-protection function [36]. Insect-proof netting and
plastic film are the two most commonly used covering materials in tropical areas. Plastic
film is used for rain protection, and insect-proof netting is used for insect control and
ventilation. The ventilation effect of the greenhouse is affected by the size and distribution
of the ventilation surface [37]. For greenhouses in tropical areas, the ventilation surface
is the coverage of insect-control netting. On the premise of not affecting the internal rain
protection function, increasing the proportion of insect protection net coverage can improve
the ventilation and cooling effect in the shed.

5. Conclusions

Facility protection land cultivation can overcome summer and autumn rainstorms,
high temperatures, frequent typhoons, and other unfavorable meteorological factors. A
crossed multi-arch greenhouse is developed based on the existing production experience
through extensive surveys, analogies, and analyses, which is a comprehensive application
that combines various methods such as structural analyses and computations, environ-
mental simulation analyses, and so on. As a new type of greenhouse structure suitable
for planting in hot areas, a crossed multi-arch greenhouse is featured, with the following
innovations and advantages:
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(1) Structural innovation: the crossed multi-arch structure is similar to the integral truss
structure, which can resist large wind loads with a smaller steel tube section. Under the
same load condition, the structural force analysis and calculation of the crossed multi-arch
greenhouse and the multi-span round-arch greenhouse (with a ventilation channel) show
that the steel consumption of the main steel frame of the crossed multi-arch greenhouse is
reduced by about 32.4%. At the same time, due to the uniform force inside the main steel
frame, the connection between the steel frame and the foundation can be hinged in the form
of column footings, so the bending moment generated by the wind load is not transferred
to the foundation. Moreover, the size of the foundation is reduced compared to that of the
solid jointed column footings, and the amount of material used for the foundation structure
can be further reduced.

(2) Economic advantages: the crossed multi-arch greenhouse showed significant
economic advantages, as it uses fewer materials. According to the statistics, a crossed multi-
arch greenhouse can save 0.646 kg of materials per unit area compared with a multi-span
round-arch greenhouse (with a ventilation channel). According to the material price and
construction quota in the Hainan area, the cost of material processing and the installation
of the greenhouse’s steel structure is about CNY 12.8/kg, so it can save CNY 8.27 per
square meter or CNY 5515/667 m2 for steel investment; for the foundation part, the crossed
multi-arch greenhouse can save CNY 7 per square meter or CNY 4669/667 m2 compared
with the multi-span round-arch greenhouse (with a ventilation channel). Thus, the crossed
multi-arch greenhouse can save a total investment of CNY 10,184/667 m2, which has
obvious economic advantages.

(3) Ventilation and cooling: the temperature parameters inside different structural
forms of greenhouses are simulated by simulation software under typical summer weather
conditions. The results show that, under the conditions of no wind (wind speed 0 m/s)
and breeze (wind speed 1 m/s), the crossed multi-arch greenhouse and the multi-span
round-arch greenhouse with ventilation channels have a better heat-dissipation effect, and
the average temperature difference between indoors and outdoors is about 2~3 ◦C. The
greenhouse type without a ventilation channel has obvious heat accumulation, and the
high-temperature area is larger than that of greenhouses with a ventilation channel. The
average temperature difference between the indoor and outdoor space of this greenhouse
type is about 4~5 ◦C.

In this paper, the research-and-development process of multi-arch greenhouses has
been described from the perspectives of structure, the advantages of multi-arch greenhouses
were compared from the perspective of cost, the ventilation simulation was used to prove
that the multi-arch greenhouses have achieved the expected ventilation effect, and the
ventilation performance was matched with the multi-span round arch plastic greenhouse
with an in-greenhouse ventilation channel. At present, the multi-arch greenhouse structure
has been built and applied to many planting bases in Hainan Province. It can meet the
production function and has a good use effect.

6. Patents

One patent has been applied in China in this manuscript (Patent No. CN202021432481).
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Abstract: The single-span plastic greenhouses are affected by strong winds which generate uplift
resistance causing the bending of members, damage to protective films, and damage to crops. This
study performed a field test using the static axial tensile load method to present basic data to prevent
damage to a single-span plastic greenhouse. Three representative areas were selected, and the effects
of pipe connectors, rafter spacing, and embedding depth were tested. In the field test results, it was
found to be greatly affected by the pipe connector. The pull-out resistance at the site fixed by welding
instead of the pipe connector was measured as 4.5 times the sliding resistance standard value of the
Rural Development Administration. In other sites, the measurement was below the standard value of
the sliding resistance of the pipe connector. It was confirmed that the uplift resistance is determined
by the sliding resistance of the pipe connector, the rafters, and the crossbar pipe. Therefore, it seems
possible to increase the uplift resistance of a single-span plastic greenhouses continuous foundation
through the reinforcement of the pipe connector. The field test results can be utilized as basic data for
the reinforcement of the commercialization of single-span plastic greenhouses and new standards.

Keywords: uplift resistance; continuous pipe foundation; single-span plastic greenhouse; pipe connector

1. Introduction

In Korea, from 1998 to 2015, the amount of damage to plastic houses due to wind resis-
tance and heavy snowfall added up to KRW 76.7 billion annually, and the cumulative area
of damage was 20.279 ha (about 40% of the total site) [1]. Single-span plastic greenhouses
using galvanized steel pipes as rafter pipes accounted for 84.9% of the facility site [2].

The single-span plastic greenhouse industry for facility horticulture suffered economic
losses in the early 2000s due to meteorological disasters such as heavy snow and strong
winds. In order to reduce economic losses, MIFAFF and RDA (2014) released data such as
snow depth and wind speed for July 2014 [3]. The main causes of damage to single-span
plastic greenhouses were strong winds and heavy snowfall, and the damage caused by
heavy rains weakens the ground supporting the structure, causing uplift or overturning
damage when strong winds occur [4]. As of 2019, about 99% of all greenhouses were
commercialized, and among them, single-span plastic greenhouses were predominantly
used, accounting for 78.7% of the facility site [5].

The single-span plastic greenhouse is a lightweight structure that is very vulnerable
to strong winds or heavy snow [6–8], with the damage caused by strong winds in 2019
accounting for 98% of the total damage, which is a serious level [9]. As of 2020, 91.8% of
the damage to sites for single-span plastic greenhouses in private facilities was found to be
caused by typhoons and strong winds [10]. However, the data on the uplift resistance of
single-span plastic greenhouse foundations are insufficient [11,12]. In order to compensate
for weak uplift resistance, a lot of effort is needed to build greenhouses with heavy foun-
dations or that are made with concrete on site and backfilled with soil [13]. In addition,
research on uplift resistance is steadily progressing, through indoor model tests on the type
of foundation and depth of embedding [8,14–21].
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The single-span plastic greenhouse presented in the anti-disaster design standards of
the Ministry of Agriculture, Food and Rural Affairs (MAFRA) is intended to improve the
uplift resistance or settlement. As for the design method, a continuous pipe foundation in
the form of a purlin was installed at the midpoint (around 25 cm) of the embedded part of
the rafter (40–50 cm) [3]. The connection between the rafter and the purlin was achieved
using a pipe connector, forming a continuous pipe foundation that is embedded in the
ground [4,11].

Yun et al. (2015) suggested a new pipe standard for the continuous pipe foundation
because the pipe diameter and thickness had little effect on uplift resistance as a model test
(Figure 1) [22]. In the greenhouse, lift is generated due to the pressure difference caused by
the strong wind current, causing the foundation to be uplift-resistant and structural damage
to the entire structure. The anti-disaster design standards of the Ministry of Agriculture,
Food and Rural Affairs only formulate regulations for the sliding resistance, structural
material and design strength (snow depth and wind speed) [3]. The pipe connector plays
an important role in helping single-span plastic greenhouses withstand heavy snowfall
and strong winds. Most farmers use single-span plastic greenhouses, so the performance
of the pipe connector is important [23].

However, damage to a single-span plastic greenhouse may cause damage to the plastic
used as a structural material. In these cases, plastic decomposes to microplastics through
physical, chemical, and biological process [24]. The amount of plastic waste generated from
plastic houses was 68,758 tons as of 2018, accounting for 21.6% of the total plastic waste [25].
However, the negative emissions caused by waste plastic is a source of pollution in rural
and agricultural environments [26].

Agriculture 2022, 12, x FOR PEER REVIEW 2 of 15 
 

 

of single-span plastic greenhouse foundations are insufficient [11,12]. In order to compen-
sate for weak uplift resistance, a lot of effort is needed to build greenhouses with heavy 
foundations or that are made with concrete on site and backfilled with soil [13]. In addi-
tion, research on uplift resistance is steadily progressing, through indoor model tests on 
the type of foundation and depth of embedding [14–22]. 

The single-span plastic greenhouse presented in the anti-disaster design standards of 
the Ministry of Agriculture, Food and Rural Affairs (MAFRA) is intended to improve the 
uplift resistance or settlement. As for the design method, a continuous pipe foundation in 
the form of a purlin was installed at the midpoint (around 25 cm) of the embedded part 
of the rafter (40–50 cm) [3]. The connection between the rafter and the purlin was achieved 
using a pipe connector, forming a continuous pipe foundation that is embedded in the 
ground [4,11]. 

Yun et al. (2015) suggested a new pipe standard for the continuous pipe foundation 
because the pipe diameter and thickness had little effect on uplift resistance as a model 
test (Figure 1) [23]. In the greenhouse, lift is generated due to the pressure difference 
caused by the strong wind current, causing the foundation to be uplift-resistant and struc-
tural damage to the entire structure. The anti-disaster design standards of the Ministry of 
Agriculture, Food and Rural Affairs only formulate regulations for the sliding resistance, 
structural material and design strength (snow depth and wind speed) [3]. The pipe con-
nector plays an important role in helping single-span plastic greenhouses withstand 
heavy snowfall and strong winds. Most farmers use single-span plastic greenhouses, so 
the performance of the pipe connector is important [24]. 

However, damage to a single-span plastic greenhouse may cause damage to the plas-
tic used as a structural material. In these cases, plastic decomposes to microplastics 
through physical, chemical, and biological process [25]. The amount of plastic waste gen-
erated from plastic houses was 68,758 tons as of 2018, accounting for 21.6% of the total 
plastic waste [26]. However, the negative emissions caused by waste plastic is a source of 
pollution in rural and agricultural environments [27]. 

 
Figure 1. Case of foundation damage of single-span plastic greenhouse [28]. 

In order to minimize such secondary damage, it is necessary to prevent damage from 
strong winds in single-span plastic greenhouses, and for this, reinforcement measures for 
the pipe connector are essential. 

Therefore, in this study, an in situ down-scaled model test was carried out on a con-
tinuous pipe foundation of the single-span plastic greenhouse. As a down-scaled model 
test object, the rafter and purlin are connected by a pipe connector of steel plate. In the 
field down-scaled model test, only one case was selected for each site, and the results were 
compared and evaluated by testing the installation direction and the presence or absence 
of the pipe connector differently. 

  

Figure 1. Case of foundation damage of single-span plastic greenhouse [27].

In order to minimize such secondary damage, it is necessary to prevent damage from
strong winds in single-span plastic greenhouses, and for this, reinforcement measures for
the pipe connector are essential.

Therefore, in this study, an in situ down-scaled model test was carried out on a
continuous pipe foundation of the single-span plastic greenhouse. As a down-scaled model
test object, the rafter and purlin are connected by a pipe connector of steel plate. In the
field down-scaled model test, only one case was selected for each site, and the results were
compared and evaluated by testing the installation direction and the presence or absence
of the pipe connector differently.

2. Materials and Methods
2.1. Sample Preparation

The test sites where the characteristics of the embedded continuous pipe founda-
tion of the single-span plastic greenhouse were identified are as follows: Cheongju,
Chungcheongbuk-do (A), Jeonju, Jeollabuk-do (B), and Gyehwa, Jeollabuk-do (C). Site A
is an agricultural high school practice site and is classified as SM according to the unified
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soil classification system (USCS). Site B is a clinical trial complex within the Rural Develop-
ment Administration, which is classified as SC. Site C is an agricultural technology center
located on reclaimed land and is classified as ML in the unified soil classification system.
Table 1 shows the physical and mechanical properties of soil by the site. Characteristics
are classified by USCS and USDA: SM is silty sand, loamy sand; SC is clayey sand, sandy
loam, and ML is silt, sandy loam. Gs is the specific gravity and refers to the ratio of the
weight of soil in the air to the weight of distilled water of the same volume. LL is the liquid
limit, and it refers to the water content at the boundary where soil is mixed with water to
change to a liquid state and a plastic state. PI is the water content at the boundary where
the soil changes from a semi-solid state to a solid state. It is used to determine the physical
condition of the soil. The γ is the unit weight and refers to the value obtained by dividing
the weight of the soil mass by the corresponding volume. It is the weight ratio of soil per
unit volume. The firmness and looseness of the ground can be determined. O.M.C is the
water content corresponding to the maximum unit weight.

Table 1. Mechanics and physical properties of soils on site A, site B, and site C.

Site Gs
LL
(%) PI

γd field

(kN/m3)
γd A com.
(kN/m3) O.M.C 4.76 mm

(%)
1.0 mm

(%)
0.2 mm

(%)
0.075 mm

(%)
2µ
(%) USCS

A 2.62 N.P N.P 13.56 19.17 11.4 83.4 77.2 49.4 35.5 7.5 SM
B 2.66 39.8 16.3 12.45 17.29 16.7 97.9 94.2 70.9 42.2 12.2 SC
C 2.61 N.P N.P 10.53 15.84 18.4 100 99.8 99.0 65.1 5.5 ML

Gs: Specific gravity, LL: Liquid limit, PI: Plastic index, γd f ield: Field dry density(field); γd A com.: Dry unit weight
of A compaction, O.M.C: Optimum water content; USCS: Unified soil classification system, N.P: Non plastic.

2.2. Field Test Condition

The continuous pipe foundation embedded in the ground of the single-span plastic
greenhouse is composed of rafter and purlin. Rafter and purlin are embedded in the ground
and are connected together with a pipe connector.

The pipe connector connects two members together by binding parts composed of a
steel wire and a plate shape. In the field, cost and testing sites were limited, so only some
parts of the rafter (column) and continuous pipe foundation were modeled. For the rafter
and purlin used in the field test, galvanized steel pipes, as suggested in the anti-disaster
design standards of the Rural Development Administration, were used. The rafter used in
the test has a diameter of 31.8 mm, and the purlin has a diameter of 25.4 mm (Figure 2).
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Figure 2. Construction materials for testing: (a) test pipe and pipe connector; (b) horizontal pipe
connector; (c) vertical pipe connector.

In the anti-disaster design standards of the Rural Development Administration, a total
of 19 types of single-span plastic greenhouses are classified. The specifications of the rafter
and the purlin are the same, and the spacing of the rafter and the embedded depth of the
continuous pipe foundation are presented in Table 2.
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Table 2. Foundation types of single-span greenhouse [3].

Type
07-Single

-Span
1~4

10-Single
-Span

1~5

10-Single
-Span

6~9

10-Single
-Span
10~13

07-Single
-Span

18

12-Single
-Span

1

Rafter spacing (mm) 500 400 500 400 500 500
Embedded depth (mm) 250 250 250 200 250 250

The spacing of the rafter and the embedded depth of the continuous pipe foundation
suggested in the field test were determined by referring to the anti-disaster design standards
of the Rural Development Administration. Rafter spacing widely used by the Rural
Development Administration at a standard of 500 mm, so the spacing was set to 500 mm,
600 mm, and 700 mm. The depths of the continuous pipe foundation were increased to
300 mm, 400 mm, and 500 mm by increasing the depth more than the standard because
strong wind damage was occurring. As a test condition for each site, the rafter and
continuous pipe foundation were welded in site A, and the pipe connector was connected
in the rafter (vertical) direction in site B. In the site C, the pipe connector was connected in
the crossbar (horizontal) direction.

2.3. Field Test Method

In order to classify the conditions of the field uplift resistance test, the first and
English symbols indicate the site, the second number the embedded depth, and the third
the rafter spacing (Table 3). The uplift resistance test method is based on JSF 1821 and
ASTM D 3689-07 [28,29]. In this study, ASTM D 3689-07 standards were applied. This is
a test method using the static axial tensile load of ASTM D 3689-07. The uplift resistance
test was performed by increasing the load step by step by 5% to the estimated failure load.
The step-by-step measurements were taken until the settlement gauge did not change and
the load was maintained for at least 4 min to 15 min. The field test method using the axial
tensile load control method is shown in Figure 3. The hydraulic load gauge used for the
test was 50 kN, and the amount of settlement was measured up until 100 mm displacement.
The area of the load plate was 0.08 m2.

Table 3. Test condition identification number.

Site
Embedded Depth (mm) Rafter Spacing (mm)

3 4 5 5 6 7

A, B, C 300 400 500 500 600 700
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Figure 3. Field static axial tensile load test: (a) installed continuous foundation of site A and
(b) installed continuous foundation of site B and site C.
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The construction procedure of the field test is shown in Figures 4–6. Rafter and
purlin were installed horizontally and vertically. The excavated soil was backfilled and
compacted with a small compactor. The static axial tensile load test was conducted 24 h
after construction.
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Figure 4. Field test procedure of site A: (a) ground grading work; (b) embedded depth leveling;
(c) uplift testing of continuous foundations.
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Figure 5. Field test procedure of site B: (a) ground grading work; (b) embedded depth leveling;
(c) uplift testing of continuous foundations.
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2.4. Measured Uplift Resistance

There are four major methods for measuring the bearing capacity in load–displacement
curves. The first depends on the shape of the curvature method [30], and the other three
take into account the vertical displacement limit and the total settlement amount [31].

In this study, the load-settlement relationship was analyzed by the axial tensile load
test. This method can use log–log plotting to obtain two straight lines with a clear difference
between the elastic part and the plastic part, as shown in Figure 7b [32].
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3. Results
3.1. Results of Field Compaction on Site A, Site B, and Site C

Before the axial tensile load test, a field density test (Figure 8) was performed to deter-
mine the density of the original ground. The field density was compared with the density
of the ground measured before the field axial tensile load test. Table 4 summarizes the field
density results after 24 h of being embedded in the continuous pipe foundation in the test
site. In site A, the average values were 12.84 kN/m3, 13.62 kN/m3, and 13.99 kN/m3 by
each measure station. In site B, the average values were 11.10 kN/m3, 11.05 kN/m3, and
12.70 kN/m3 by each measure station. In site C, the average values were 12.96 kN/m3,
17.53 kN/m3, and 16.77 kN/m3 by each measure station. The deviation of the field density
was the smallest in site A, and it was found to be smaller than the field density measured
before the test of 13.56 kN/m3. Site B was found to be smaller than the measured field
density of 12.45 kN/m3 before the test. Site C showed the largest variation in field density
by each measure station and was found to be larger than the field density of 10.53 kN/m3

before the test. The differences in field density in site A, site B, and site C are thought to
be due to the narrow width of the backfill excavation and the failure to compact the floor.
In addition, site C is reclaimed and has high groundwater. Due to the high groundwater
level, excess pore water pressure occurred during compaction, so the load was not evenly
distributed during compaction, and the soil was not evenly spread out, so the field density
was also different at these locations. It seems that it was not possible to allow sufficient
time for the ground to be stabilized after installing the continuous pipe foundation.

Table 4. Field dry unit weight on site A, site B, and site C.

Site
Field Density (kN/m3)

3–5 4–5 5–5 3–6 4–6 5–6 3–7 4–7 5–7

A 14.11 11.64 12.787 13.51 14.24 13.10 13.71 14.47 13.79
B 12.37 10.81 10.12 12.18 10.89 10.07 11.24 13.43 13.43
C 9.48 10.49 18.91 17.89 23.53 11.18 10.27 19.73 20.32
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3.2. Results of Field Test of Uplift Resistance on Site A, Site B, and Site C

The results of the static axial tensile load test by site A, site B, and site C are shown in
Figures 9–11. Processing the static axial tensile load test, when the uplift load increased, the
rafters rose vertically and the load plate on the ground settlement. It was observed that the
settlement of the load plate on the ground increased linearly as the load increased. As for
the uplift loading stage, as described in the test method, the expected load was divided into
five stages, and the degree of settlement was observed during uplift loading. In order to
determine the yield point due to the destruction of the ground as the uplift load increases,
an inflection point must occur in the load–settlement curve, but it increased linearly at all
three sites.
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Lee et al. (2014) reported that the maximum strength of the pipe connector was
achieved upon the initial displacement in sliding resistance tests in the rafter and purlin
directions and maintained a strength equivalent to 75% of the maximum strength up to
20.0 mm [33]. In addition, it was said that the influence of the test results on compaction
management could not be ignored. In this study, after the settlement of up to 20.0 mm, the
degree of settlement due to the increase in the load decreased. It maintains this strength of
up to 20 mm, and it has been shown that there is little change in the degree of settlement
due to an increase in load.

The reason why the inflection point was not found when assessing the relationship
between the load and settlement is thought to be as follows: In site A, there is no purlin at
the top of the ground. Therefore, the rafter was fixed and lifted directly. When the rafter
was uplifted, the uplift load was transferred to the left and right rafters, and the ground
surface was destroyed (Figure 12a). The destruction of the ground does not appear to
cause an increase in the load and settlement. In site B and site C, bending deformation
occurred due to the uplift load of the crosspiece (Figure 12b). After the bending deformation
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occurred, the fixed part of the pipe connector slid, and the bending deformation increased
(Figure 12c).
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Figure 12. Slipping of pipe connector: (a) uplift resistance test method of site A; (b) uplift resistance
test method of site B; (c) uplift resistance test method of site C.

The sliding resistance limit of the pipe connector is 1360 N, which is suggested in the
anti-disaster design standards for special agricultural and horticultural facilities [3]. The
settlement amount increased significantly from the uplift load of 2.9 kN in site A, 1.8 kN in
site B, and 0.9 kN in site C. As the uplift load increased, the pipe connector slipped at the
connection between the rafter and the purlin pipe. As a result, settlement of the ground
did not occur. For this reason, it is unlikely that an inflection point due to an increase in
uplift load will occur.

Table 5 summarizes the uplift resistance test results by site A, site B, and site C. The
ultimate stress and yield stress were in the order of site A > site B > site C. There was no
difference in yield stress due to the effect of embedded depth. In addition, rafter spacing
did not affect yield stress. This is believed to be caused by the sliding of the pipe connector.
Faizi et al. (2014) stated that the maximum uplift resistance of an embedded pipe is affected
by the embedded depth [34]. However, in this study, it was found that the depth of
embedding and the rafter spacing had no effect on the uplift resistance due to the sliding of
the pipe connector.

Table 5. Ultimate and yield stresses of embedded depth and rafter spacing on site A, site B, and site C.

Test Condition
Ultimate Stress (kN/m2) Yield Stress (kN/m2)

A B C A B C

Spacing
50 cm

Depth 30 cm 128.72 44.13 22.07 85.81 29.42 14.71
Depth 40 cm 137.91 27.59 16.55 91.94 18.39 11.03
Depth 50 cm 137.91 58.50 16.55 91.94 31.87 11.03

Average 134.85 43.41 18.391 89.90 26.560 12.26

Spacing
60 cm

Depth 30 cm 110.33 70.40 22.07 73.55 22.07 14.71
Depth 40 cm 110.33 38.61 16.55 73.55 25.74 11.03
Depth 50 cm 110.33 38.61 27.59 73.55 25.74 18.39

Average 110.33 49.21 22.07 73.55 24.52 14.71

Spacing
70 cm

Depth 30 cm 137.91 33.11 33.11 91.94 22.07 22.07
Depth 40 cm 110.33 38.61 27.59 73.55 25.74 18.39
Depth 50 cm 110.33 38.61 16.55 73.55 25.74 11.03

Average 119.52 36.78 25.75 79.68 24.52 17.16

3.3. Results of Uplift Resistance by Embedded Depth

The magnitudes of the uplift resistance for the embedded depth and the rafter spacing
were compared (Figures 13 and 14). There was a difference in the size of the embedded
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depth due to the influence of the pipe connector by site A, site B, and site C, but there was
no difference in the trend. The same results were also obtained for the distance between the
rafters. The difference in yield stress could not be explained, regardless of the connecting
direction of the rafter and purlin and whether they were installed or not. In the field test
using the static axial tensile load control method, it is necessary to determine the point
where the yield stress occurs due to the sudden subsidence of the ground, the same as in the
plate load test method. However, the sliding resistance of the pipe connector reduces the
increase in load and settling. Wu et al. (2019) stated that the pipe diameter is independent of
the failure mechanism and the maximum uplift resistance has no effect on the outcome [35].
This means that the diameter of the pipe does not affect the test results. In addition, it was
difficult to determine the effect on the rafter spacing and embedding depth in this test, so
we tried to compare these values with other data. However, there was no field test study
on pipe connectors, so comparisons could not be made.
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3.4. Discussion of Test Results for Site A, Site B, and Site C

The uplift resistance values of each test site, as determined using the field test, were
compared. The uplift resistance was converted into a load and compared with the de-
sign standards of the Rural Development Administration. Considering the fact that the
maximum uplift resistance is related to the sliding resistance of the pipe connector in the
field test, the ultimate and yield stress was rearranged as a load, as shown in Table 6 and
Figure 15. The uplift resistance by the test conditions showed a significant deviation in
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the order of A (1027.4) > B (999.5) > C (465.5). The uplift resistance showed a considerable
variation in all three sites. Site A showed an average yield load of 6483.4 N, site B showed
an average yield load of 1780.2 N, and site C showed an average yield load of 1176.8 N.
It can be observed that the yield load does not satisfy the sliding resistance limit of the
Rural Development Administration in site C. Site B also showed similar results to the
slip resistance limit. The load-bearing capacity of a single-span plastic greenhouse varies
greatly depending on the type of pipe connector. Experts assert that the pipe connector
plays a central role in resistance to heavy snow and strong winds. However, the risk of
damage to single-span plastic greenhouses is further increased by using pipe connectors
with lower standard values than the standard pipe connectors suggested by the RDA [36].

Table 6. Yield load of slipping to pipe connector on site A, site B, and site C.

Test Condition
Ultimate Uplift Load (N) Yield Uplift Load (N)

A B C A B C

Interval Depth 30 cm 10,297.2 3530.4 1765.2 6864.8 2078.5 1176.8
50 cm Depth 40 cm 11,032.8 2206.8 1323.6 7355.2 1299.3 882.4

Depth 50 cm 11,032.8 4680.0 1323.6 7355.2 2251.6 882.4
Average 10,787.6 3472.4 1470.8 7191.7 1876.5 980.5

Interval Depth 30 cm 8826.0 5632.0 1765.2 5884.0 1559.2 1176.8
60 cm Depth 40 cm 8826.0 3088.8 1323.6 5884.0 1818.5 882.4

Depth 50 cm 8826.0 3088.8 2206.8 5884.0 1818.5 1471.2
Average 8826.0 3936.5 1765.2 5884.0 1732.1 1176.8

Interval Depth 30 cm 11,032.8 2648.4 2648.4 7355.2 1559.2 1765.6
70 cm Depth 40 cm 8826.0 3088.8 2206.8 5884.0 1818.5 1471.2

Depth 50 cm 8826.0 3088.8 1323.6 5884.0 1818.5 882.4
Average 9561.6 2942.0 2059.6 6374.4 1732.1 1373.1

Standard deviation. P 1027.4 999.5 465.5 684.9 267.9 310.3
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Figure 15. Comparison of field dry unit weight and MIFAFF and RDA standard.

Lee et al. (2014) reported that they did not meet the Rural Development Administration
standard as a result of testing the same product as the aperture used in this study with
different connecting directions [21]. In the field displacement control test results (Table 7)
of Yun et al. (2015), it was reported that there are differences caused by the type of pipe
connector [23]. In another recent study, we attempted to compare field uplift resistance
results with soil box test results. However, they could not be compared because different
test conditions were used with regard to the continuous pipe foundation.
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Table 7. Ultimate uplift capacity according to pipe connector type [23].

No.
Ultimate Uplift Capacity (N)

Steel Wire Steel Plate

1 198.0 1441.0
2 175.0 1763.0

Average 186.0 1602.0

In this study, it was found that the uplift resistance had no effect on the spacing and
embedded depth of the rafter and purlin. The ultimate uplift resistance for the steel plate
connector of Yun et al. (2015) was compared with the results of this study. The comparison
results showed a significant difference of 507.99% increase at the site, 118.26% increase at
the site B, and 8.52% increase at the site C. As shown in Figure 16, this can explain the cause
of error between the results in the difference in field test conditions.
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Figure 16. Continuous pipe foundation for field test. (a) Steel wire, (b) steel plate [23].

However, it was found that the sliding resistance of the steel plate pipe connector
affects the uplift resistance. As reported by previous researchers, the connecting method
for each type of pipe connector is important, and improving the sliding resistance of the
pipe connector can reduce damage from strong winds in single-span plastic greenhouses.
Therefore, in order to reduce the damage caused by strong winds, it seems necessary to
increase the sliding resistance limit of the rafter and purlin.

4. Conclusions

In this study, field tests of uplift resistance were performed on a continuous pipe
foundation of a single-span plastic greenhouse according to the connection direction of
the pipe connector and whether or not it was used. The ability of the pipe connector was
evaluated by measuring the uplift resistance of the continuous pipe foundation using a
static axial tensile load test.

The backfill conditions of the field ground were smaller in site A and site B than the
field density of the undisturbed ground, but site C was highly compacted. However, the
uplift resistance measured by the static axial tensile load test was found to be the smallest
in site C. This seems to be because the time allowed for the stabilization of the backfill
ground was insufficient, and it was difficult to reproduce the field test. It was found
that the uplift resistance for site A, site B, and site C did not show an inflection point in
the load–settlement curve due to the influence of the pipe connector. It can be observed
that the uplift resistance due to the difference between the spacing of the rafter and the
embedded depth of the continuous pipe foundation was not affected. Additionally, the
sliding resistance of the pipe connector was dominantly acting on the uplift resistance.
The reason is that the pipe connection of site A was welded, so the slip resistance value of
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the pipe connector was measured 4.5 times higher than the value suggested by the Rural
Development Administration design standard. Therefore, it seems that the damage to the
single-span plastic greenhouse caused by strong winds can be reduced by supplementing
the pipe connector. Additionally, obviously, sustainable agriculture will be possible by
establishing reinforcement measures for 99% of single-span greenhouses commercialized
in Korea. It seems that related organizations can use these data as a sliding resistance
standard of the pipe connector.
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Abstract: Technology represents a benchmark ally for today’s rural world and is a sine qua non-
condition for achieving sustainable development. Indeed, today the arrival of digitization and
information and communication tools makes life easier for the inhabitants of the rural world in
general and for those who work in agriculture. However, not everyone has and knows how to use
these technologies. There are very visible differences between the rural world and the urban one in
the accessibility and use of technology, especially among vulnerable people (unemployed, elderly,
women, etc.), causing a digital divide that reflects the great discrimination suffered by the rural world,
full of stereotypes and very traditional role assignments. The objective of this study is to evaluate the
differences in terms of access and use of technology. For this reason, the results of a survey carried out
on the Spanish rural population have been analyzed with the structural equations tool “PLS-SEM”.
They show digital gaps, as well as a disturbance between the different gaps and the socioeconomic
situation of users, which imposes the need to take immediate measures to reduce and fight against
this type of inequality.

Keywords: sustainable development goals; agri-food security; equality; information and communication
technologies; technology 4.0

1. Introduction

Today, Information and Communication Technologies (ICTs) have invaded all sce-
narios in the lives of human beings, from personal to professional [1]. The rural world
has not been able to escape this boom in technology as it is closely related to agriculture,
thanks to Artificial Intelligence (AI), which is the catalyst for the new revolution in the
agricultural sector (agriculture 4.0) [2–4], called “AgriTech”, which comprises the evolution
of tractors with new functions such as the Global Positioning System (GPS), the appear-
ance of autonomous robotics that today supports a large collection of agricultural data,
the sensors that measure climatic factors: such as sunlight, wind speed, the degree of
humidity, the drones that allow better remote control of crops, or identification of weeds,
the smart irrigation systems the vertical farming, etc. [5–8]. This innovative method of
vertical farming based on increased productivity, considering the limitations of agricultural
plots, would make it possible to combat hunger (Achieve Sustainable Development Goal 2),
poverty and fight against nutrition problems (Sustainable Development Goal 1, 3 and 12)
and climate change (Sustainable Development Goal 13), achieving the sustainable develop-
ment goals set by The United Nations Educational, Scientific and Cultural Organization
(UNESCO) for the year 2030, which represents a fundamental element of social, economic,
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and environmental progress [7,9,10]. These initiatives affect agriculture as a whole and
rural development specifically, either in terms of saving time, increasing efficiency, or terms
of added value that they provide to farmers, allowing consumers to find products fresh
and healthy to face food security problems [2,11–13].

According to the World Resources Institute, to feed the population sustainably in
2030: it will be necessary to produce 56% more calories; devote an additional 593 million
hectares to agriculture. Farmers will have to produce more with fewer available resources,
preserving the environment to meet the needs of a world population that is estimated to
reach 10 billion people in 2050. Hence the need to transform the sector and bet on new
management methods by introducing new technologies [14].

However, many people and many farm workers do not have the luck or the means to
adapt to these rapid changes and, consequently, do not have the access and the necessary
skills to enjoy the contribution of this technology, especially in the rural world where the
main actors of agriculture tend to be concentrated [15–17].

This phenomenon, called the “Digital Divide,” is separated into three categories: first,
the ICT access gap, which refers to the difficulty that people have in accessing this resource
due to socioeconomic differences since digitization requires very costly investments and
infrastructure for less developed areas such as rural areas. The second is the gap in the use
of ICTs, which refers to the lack of digital skills that prevent the use of technology [18,19].
In this sense, and to give an example, the International Telecommunication Union (ITU)
indicates that there are 40 countries in which more than half of its inhabitants do not know
how to attach a file to an email [20]. The third is the gap in quality of use, which refers to
digital skills to manage ICTs and make good use of them.

The objective of this work is to analyze the correlation that exists between the access,
and the different levels of use of ICTs in the Spanish rural world, relating them to the
socioeconomic factors that most limit the population in rural areas, such as gender, age and
professional status, and that lead us to ask ourselves the following questions: Are there
gaps in access and use of ICTs among rural populations? Is this gap different between
women and men? Does this gap have more influence on agricultural activity? To do this,
data collection has been carried out through a survey aimed at the rural population, and
the data obtained has been analyzed through structural equation modeling.

2. Theoretical Framework and Development of Hypotheses

In a world increasingly faced with the vagaries of the weather, working with precision
following irregular changes in the weather requires high-precision tools that help make
decisions. With the accelerated development of digitalization, the agricultural sector
has had to adapt to the technological revolution, finding itself in full mutation thanks
to modernization and innovation, which provides exponential growth of agricultural,
livestock and agri-food products [21].

These imposed changes have shown once again the importance of having and knowing
how to use all kinds of technologies, starting with the simplest and reaching the handling
of big data or the algorithms of agricultural machinery, which is admitting that many
countries and many areas (especially rural) succeed in this transition [21].

However, the Technology of Information and Communication, similarly to all inno-
vations, has been imposed so rapidly in the last decade that it has not allowed the actors
involved in agricultural activity and those responsible for the development of rural areas to
have the necessary time to adopt it and adapt to it, creating a digital divide between various
categories of people, especially within the rural population, mainly affecting women, the
elderly and people who are unemployed or employed in precarious positions who do not
usually have daily contact with ICTs [22,23]. This digital divide has been defined as the
inability of certain groups to access and use ICTs due to the socioeconomic differences
that exist between population groups or between countries since not all people have the
sufficient economic level to buy electronic devices or pay access to these digital tools [24].
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Traditionally, the existing literature on the subject distinguishes a first digital divide,
referring to access to new technologies [25–29], and a second digital divide resulting from
the use made of these new technologies [30–32]. To these two categories, a third digital
divide is added, which refers to the quality of use of these ICTs [33–35].

Castaño [36] and Castaño et al. [37] specify that the first digital gender gap appears
with access to technology and is quantitative in nature. The second is the use that is made
of it and marks the degree of effective incorporation into it (of greater scope and of a
qualitative nature). The third circumscribed to the use of the most advanced ICT services
(also of a qualitative nature and of great importance for the evolution of the previous two).

To this end, Ferro et al. [38] identify three main approaches to understanding the
digital divide: the access digital divide, the multi-dimensional digital divide, and the multi-
perspective digital divide. The first type (digital access divide) observes the digital divide as
a simple separation between “those who have” and “those who do not have” with attention
to access to computer equipment or the Internet. The second type (multi-dimensional
digital divide) perceives this phenomenon through a complex group of endogenous and
exogenous factors involving specific groups of the population, such as stereotypes and
traditional mentality, the assignment of roles by gender, the training gap, geographic
isolation, etc. The third type (multi-perspective digital divide) reveals that no social group
uses technologies in an inherently different way from others but recognizes that ICTs and
the Internet are used to satisfy very specific objectives, often linked to their histories and
social locations.

If this digital gap is significant in rural areas, it shows even more segregation between
the urban population and the rural population [39–42]. In fact, Sevilla and Márquez [43]
point out that despite Spain being a leading country in connectivity, there is a significant
coverage gap in intermediate and high-quality networks (over 30 Mbps and over 100 Mbps),
which exceeds 30 points (according to the values established by the Digital Economy and
Society Index of the European Commission) between both zones. This is reflected in the
degree of adoption of Internet access through the fixed network.

Indeed, in Spain, the rural environment represents 84% of the total area of the country
but only comprises 16% of the total population [44], which makes the territories quite
unpopulated. This depopulation means that the towns are generally disconnected, lacking
a good Internet connection or with limited access, while others do not have the necessary
ICT tools to connect, or if they do, they do not know how to use it [45–48]. That negatively
affects families in rural environments who suffer from this digital divide, making it difficult
for them to telecommute, access online education, or perform administrative tasks online.

Along these lines, Jimenez [49] indicates that the Spanish rural environment shows a
development differential with respect to the urban environment, especially in those areas
where the phenomenon of depopulation is stronger. This situation motivated the enactment
of Law 45/2007 [50] for the sustainable development of rural areas, laying the foundations
and measures for coordinated public action and comprehensive planning of rural areas.
This is due, according to the author, to several factors, among them the depopulation and
masculinization of the environment, the job insecurity suffered by this population, and the
traditional mentality that limits the autonomy of women and their empowerment, due to
the double shift that they must combine in this environment.

On the other hand, the Spanish General Union of Workers (UGT) [51] points out
that the factors responsible for the differences in terms of ICT access and use between
different population groups are summarized in low income, gender, advanced age, sparsely
populated habitat, or low levels of training, which influences the integration of people in
the information society.

Also, recognition and self-realization at work must be considered an essential element
for access to ICTs, since, on many occasions, the assessment of work within the company
entails greater responsibility and the use of more technology [51,52]. Starting from this
context and considering the different factors that can affect digital divides, the following
hypotheses have been considered in this study:
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Hypothesis 1 (H1). The socioeconomic situation of rural users affects their access to ICT tools
(First digital divide).

This hypothesis has been nuanced by Korup and Sydlik [53], who associated the
digital divide with the social context in which the ICT user finds himself and specified that
this is linked to human capital (level, type of studies and job), the family context (income
and family structure), and the social context (function of gender, age, cultural background,
and place of residence).

Also, Mossberger et al. [54] and Helsper [55] point out that access to such technology
is unequally distributed among individuals with different demographic characteristics,
such as age, gender, socioeconomic level, ethnicity, and geographic location.

In fact, in our first hypothesis, three determining elements of the socioeconomic
situation are considered, which are “age”, “job position” and “well-being in their job
position” since these variables determine whether users have been in direct contact with
technology or if they have been in a situation of technological marginalization.

Several authors have commented on the close link that exists between the access and
use of ICTs and the age of their users, including Tsai et al. [56] and Lee et al. [57] that
indicate that age represents one of the main factors the digital divide, placing older people
in the worst situations of access and use of ICTs. In this sense, Hernández [58] indicates
that while 80% of young Spaniards between 16 and 24 years old have basic digital skills,
only 35% of people between 55 and 74 years old have them.

Also, there is a very close link between the job position a person occupies and their
degree of adoption of technologies [59–61]. In fact, being in continuous contact with
technological tools and faced with the need to adapt to their daily use, in general, employees
suffer less of a digital divide than unemployed people who do not have this opportunity
to use ICTs frequently [61]. The unemployed are not the only ones who suffer from this
digital divide; this is valid for operator positions in which ICTs are not usually used or little
technology is used, given that in certain positions, the workers do not usually enjoy this
training, and it is the which is why the well-being [62,63]. The importance perceived by the
employee in the company is also considered. In this sense, the Infojobs report [64] indicates
that 66% of the active population affirms that digital transformation and robotization have
modified their job position and digital skills.

In addition to the above, UGT Communications [65] points out that the groups that
suffer the most from technological inequalities in Spain are the unemployed and the
inhabitants of the smallest population centers. The organization justifies it by the infrequent
use that the unemployed make of ICT tools and the Internet and indicates that their digital
skills are 15 percentage points lower than those used by employed people.

All this shows us that the socioeconomic conditions of users affect access to ICTs
and their use and vice versa [66]. This is closely related to the economic means that the
user has and that allow him to acquire ICT tools. This socioeconomic situation generally
differs between urban and rural areas, where populations are isolated and have fewer job
opportunities [67]. Esparza Chamba [66] indicates that the socioeconomic conditions in
which ICTs are implemented can trigger new gaps in social inequality or widen existing
ones. In addition, Ramírez and Sepulveda [68] and Gutierrez-Provecho et al. [69] assure
that the digital divide is conditioned by the economic resources of its users. Therefore, the
higher their job position, the more likely they are to have technological tools.

This hypothesis is closely related to the use of ICTs, since by having access to them,
the skills of use can be developed, and this is what we are going to analyze in the follow-
ing hypothesis.

Hypothesis 2 (H2). The access to technological tools (First digital divide) affects the achievement
of basic abilities to use ICTs (Second digital divide).
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This hypothesis consists of determining if having access to ICTs, and basic skills of
its use are automatically acquired or if they are two dissociable elements; in this study,
two technological tools are mainly considered, which are the “laptop” and the “printer”.
The Internet element has not been considered in this case because it is a tool that does not
always depend on the socioeconomic situation of the person and even more so in rural
areas, since sometimes, even if the person is old enough to use the Internet or that they
have a job that allows it because it is a necessary resource, there remains an element that
depends on the coverage that does not always reach these areas [48,70,71]. Along these
lines, Van Djik [72] indicates that the digital divide does not refer only to access to ICTs,
but also to use since two people can have the same access to ICTs but not the same skills
nor the same strategy in using them.

Chong [73] points out in this regard that when the digital divide is discussed as a
problem of access to technology, it is forgotten that it is also necessary to use technology
efficiently. Indeed, the use of technology inherently requires the development of skills
that allow users to understand the processes by which information is sought and reached,
ranging from turning on devices and connecting them to the Internet to the understanding
of processes [74].

This led us to differentiate the use according to the different skills that a person may
have of ICTs, considering first in this hypothesis the basic skills of turning on and off the
computer, saving or modifying files, surfing the Internet, and writing a text email, and then
to other more developed skills in the following hypotheses [75,76].

According to Ghobadi [77], the concept of “use” refers to the differential use of ICT
applications daily. This could include both actual use of ICT and ‘active versus passive use
(Ghobadi [77] describes the active users of TICs as the ones who have a creative use of these
tools, such as publishing a personal website, creating a weblog, posting a contribution on
an online bulletin board, and newsgroup community; Contrary to the passive user, who
does not usually have regular use of these technologies. This kind of use is largely linked to
demographic characteristics of users and technical connections (e.g., social class, education,
age, gender and ethnicity, the effectiveness of the connection, and the motivation to use ICT,
material access, and having appropriate skills).). According to the author, the use is largely
related to the demographic characteristics of the users, such as social class, age, gender, etc.

In this sense, Area [78] defines digital literacy for basic use in three dimensions; the
first is instrumental and consists of having the skills to use hardware and software, such as
“turning the computer on and off” or “use the Microsoft package”, the second is cognitive
and is summarized in the information search and analysis capabilities, such as “Internet
surfing and looking for information”, and the third is socio-communicational and deals
with the abilities to express themselves and communicate through technology, such as
“sending and receiving emails”.

Other authors, such as Czerniewicz [79], indicate that there is a very strong correlation
between the availability of ICTs and their use due to the frequency of access to them, but
indicates that the high use of ICTs does not necessarily mean that there is a varied use of
these ICTs. Moreover, this is what we are going to try to confirm in the following hypothesis:

Hypothesis 3 (H3). Access to technological tools affects the achievement of advanced skills in the
use of ICTs (Second digital divide).

In this hypothesis, the most advanced skills in the use of ICTs are considered, among
them “computer configuration and hardware problem solving”, “installation of a computer
system”, and “configuration of a computer program” [80,81]. The objective is whether
the fact of making available to a user of a certain age and a certain job the necessary
technological tools would allow him to have these advanced skills that define the second
digital divide or if two people with different socioeconomic statuses but with exactly
the same access, take very different advantage of this technology, as pointed out by the
Organization for Economic Co-operation and Development (OECD) [82] and Pedró [83].
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Jimenez et al. [84] categorize digital skills related to managing programs, installing
devices, or using programming languages as more advanced and technical related to the
management of specialized terminology (for example, plugins, cookies, etc.). In this sense,
the Spanish Statistics National Institute (INE) [85] indicates that people who manage this
task do not reach 40% of Internet users who have advanced digital skills (41.2% of men and
38.4% of women).

Calderón [86] identifies two types of competencies: the basic ones that include oper-
ational skills (management of technological devices and performance of basic tasks) and
office automation skills (use of office automation software), mainly word processors and
presentation programs, and advanced skills, linked to more complicated tasks, such as
programming. Consequently, we formulate the following research hypothesis:

Hypothesis 4 (H4). Access to technological tools affects the achievement of operational/administrative
skills in the use of ICTs (Second digital divide).

This hypothesis is based on the existing correlation between access to ICT tools and
the skills necessary to process or carry out daily tasks that are required in such a digitized
world [87,88]. In this sense, the gap in the use of ICTs is defined as the lack of digital skills
due to the lack of contact with ICTs or the lack of personal or professional training, which
leaves a good part of the population outside the margin of certain services such as making
medical appointments or carrying out administrative or financial procedures that improve
the quality of life of the people who use them [24].

Also, Del Castillo [89] points out that the digital gap between active workers and
unemployed people goes further and explores the data of the procedures with the Public
Administrations through the Internet since, according to the INE [90], the unemployed
have suffered more problems in carrying out these procedures than active workers. This
has been justified by the lack of skills and knowledge since, according to this source, 83.3%
of students have advanced ICT skills, compared to 50.5% of the employed and 32.2% of
the unemployed.

Not accessing technology can prevent social insertion since it conditions the admin-
istrative management of many procedures (City Hall, Treasury, Social Security, hospitals,
police, banks, etc.) and limits access to the facilities it offers the world of technology today,
as is the case with online shopping [91–95]. Therefore, the two skills that have been evalu-
ated at this point have been “management of an administrative file” and “management
of a banking operation”. To complete this work, the relationship of the first digital divide
with the third is considered in the following hypothesis:

Hypothesis 5 (H5). Access to technological tools affects the achievement of professional skills in
the use of ICTs (Third digital divide).

In this hypothesis, a more professional aspect of the use of ICTs is considered, which is
considered more specific to an activity or a task and requires specific training, as is the case
of the skills of agricultural activity, and in this situation, two tasks have been selected for
being the ones that use ICTs the most today: “remote control of crops” and “management
of a geographic information system” [96–98].

The idea is to analyze whether, by having access to ICTs, farmers are more likely to
develop their abilities to control the parameters of temperature, humidity, irrigation, and
fertilization of crops remotely through the computer, which could facilitate the laborious
work that is usually done in the field [99,100].

ICTs are focusing on this activity to create new functionalities that allow increasing,
through better management, efficiency, and sustainability in the use of natural
resources [98,101,102]. In recent years, agricultural yields have been increasing due to
an increase in both the quantity and quality of marketed products [103–108].

Research aimed at reducing the agricultural digital divide also indicates that having
access to ICT tools helps farmers in their daily work, but different strategies must be
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considered in the design of ICT tools so that they can use them correctly [109]. This strategy
must be applied in the same way in the achievement of the different skills of use since the
different use levels are related to each other, as we see in hypothesis 6:

Hypothesis 6 (H6). The basic ICT use skills are related to the other levels of useful skills.

Hypothesis 6 considers the relationship between basic skills and other ICT use skills.
It is about defining whether the degrees of advanced technological skills affect the degree
of basic technological skills or not [110,111]. Indeed, developing increasingly high techno-
logical skills could improve the use made of technology in professional and personal life.
For example, the fact of having to use technologies related to bank procedures or purchases
over the Internet pushes citizens to learn basic skills since they would have to contact the
bank by email to fix a problem or use an Excel form to find out the calculations for their
accounts. The same happens with administrative procedures that sometimes require a
more developed use of technology, as is the case of installing the digital signature on the
computer, for example [69,112,113]. In the same way, the tasks of managing a geographic
information system can be related to other basic tasks, such as surfing the Internet and
searching for information [76,114]. In fact, Moeller et al. [115] indicate that learning ICTs
allows greater inclusion in society since it is not only a powerful resource for learning but
also an increasingly relevant tool for life.

Also, several authors, among them Van Deursen and Van Djik [116] and Hidalgo et al. [23],
define the relationship between the different digital divides and indicate that people with
more resources would obtain greater benefits from technology. This is due, according to
them, to the high levels of resources and skills that allow the generation of higher levels of
digital capital, which in turn favors an instrumental use of ICTs aimed at further increasing
social, personal, economic, and political capital [117–122]. This theory is aligned with the
hypothesis that access to technology plays the role of a moderating variable within the
model that will be presented in the next section. Helsper [123] supports this assumption and
indicates that higher levels of digital resources would correspond to a greater probability
of avoiding potential adverse effects that may arise from the use of ICTs. In summary, Van
Deursen et al. [118] indicate that different levels of resources correspond to different levels
of skills that, in turn, generate different levels of involvement in technological activities
and different levels of benefit from ICTs.

On the other hand, to check whether gender affects the different gaps, this variable
that defines hypothesis 7 is analyzed:

Hypothesis 7 (H7). The gender variable affects the digital divide.

If the previous bibliographic review has shown many inequalities that impede rural
development, gender inequalities in this environment are even worse for women, who face
a triple challenge: digital access, rurality, and gender. The digital divide depends on various
sociodemographic characteristics, such as gender, which prevent women from enjoying the
opportunities and benefits of digital transformation in the same way as men [124–129]. This
is because women spend most of their time in unpaid activities and less in formal work,
which means that they do not have the adequate financial capacity to access technological
tools and are not faced with their daily use [105,130,131].

In this sense, Herrero [132] confirms that the digital gap between women and men that
exists in society is more evident in rural areas since the use of these technologies is directly
related to employment, which reduces the possibility of women due to the prioritization
of their domestic activities, in which ICTs are not an indispensable resource. Indeed, in
agriculture, women normally play a secondary role [133] in what could be called “the
exploitation of the agrarian family”. According to the Mundubat-CERES [134], only 32% of
farm owners are women, although this percentage is gradually increasing.

These hypotheses lead us to the qualitative-quantitative study of analysis of the
structural equations that are defined below in the methodology section.
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3. Materials and Methods

To carry out this work and respond to the hypotheses raised, the qualitative and quan-
titative documentary method was used in two phases, which consisted of first analyzing
the literature and the theoretical part related to the object of the study to acquire some basic
knowledge and become familiar with the different concepts of the digital divide. To do this,
articles, books, and publications related to digitization in rural and agricultural areas and
generational and gender gaps have been reviewed. Secondly, the information and statistics
related to the digital divide in Spain have been analyzed and compared.

For the study, as a primary source, outstanding data from the Spanish National
Institute of Statistics (INE) were used, together with other statistical sources such as the
Food and Agriculture Organization (FAO), the International Telecommunication Union
(ITU), the World Bank and the Word Economic Forum. In addition, information was
collected from different secondary sources for the consultation of scientific articles available
in Internet databases and other works cited in the bibliography.

Once the data has been collected, the hypotheses related to the different gender gaps
and the socioeconomic situation of the users have been defined. These hypotheses have
constituted a basis that allowed us to carry out our second phase, which consisted of
preparing a survey aimed at the population of the rural world to analyze the influence
that the variables had between them. The questions have been prepared considering the
socioeconomic factors that can create the digital gender gap in terms of access and use
of ICTs.

Once the questionnaire has been configured in accordance with the requirements of the
selected methodology, which consists of ensuring that it is reliable and capable of measuring
without error the weight of the relationship between the variables and appropriate to the
sample and the context, it was validated by experts from different areas related to this topic
(Gender, agriculture, ICTs, sustainability and economic) and by the Ethics Commission
of the University, this process was followed by a hybrid form. On the one hand, the
surveys were carried out using in person in different Spanish rural areas, which required
the displacement of the authors to different Spanish rural areas, and on the other hand, it
was sent by email and disseminated through social networks. For this reason, different
Spanish rural organizations, associations, and chambers of commerce have been contacted,
which have kindly offered to send it to the contacts they had in their databases, share it on
their web pages and social networks, and even do it in person during their events. This
massive dissemination was intended to extend the survey in all Spanish communities and
reach the target sample “Rural population” regardless of their socioeconomic status or
economic activity; and the decision to do it in person was also motivated by the need to
reach the elderly, people who live in isolated or unconnected areas, and people who do not
have or do not know how to use technology in the same way as people who have access to
ICTs and who can consult it remotely.

This survey, composed of 27 questions, was conducted in the period between 1 April
2022 and 25 July 2022, during which period 408 responses were obtained using the google
form for the digital survey and the printed survey for the presential one, including 137 re-
sponses from men and 271 responses from women. This represents a sample greater than
the minimum number of responses required (384) for the sample to be considered reliable
and representative according to the “Sample Size Calculator” (www.surveysystem.com)
(accessed on 6 April 2022).

The questionnaire was divided into 3 sections. The first section consisted of reflecting
on the socioeconomic situation of the sample, considering the elements previously analyzed
after reading the literature, such as gender, age, geographical area, and job position. The
questions about the demographic and socioeconomic situation have been all closed.

The second section consisted of determining the gaps in terms of access and the
questions related to these dichotomous variables and offered two options, Yes or No.
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The last section, related to the use of ICTS, was made up of questions about the
frequency of use of these tools, where the following options were proposed: daily, weekly,
monthly, annually, and never.

The survey was sent and presented to the rural inhabitants regardless of their income
level, gender, age, educational level, or job position. The only filter element that was
considered was residing in a rural area. The objective was to obtain a wide and varied
opinion of the rural population for maximum representativeness of the data. During the
completion of this survey, the anonymity of the participants has been ensured, and the
responses have been collected in accordance with the provisions of Article 40 of Law 3/2018
on data protection.

To analyze the data, the Structural Equations Model has been used through the PLS-
SEM version 4 software. The selection of this tool is since it is the most appropriate to
test the proposed theoretical model because it supports the simultaneous estimation of
multiple relationships between the constructs [135–137]. In addition, the PLS-SEM allows
the simultaneous evaluation of the reliability and validity of the measures of the theoretical
constructs since it is designed mainly for causal-predictive analyses [138–143].

The constructs and items used in this study appear in Table 1 and have been deter-
mined after reviewing the literature.

Table 1. Constructs and scale ítems.

Construct/Indicator Code Scale Items Source

SSE
Age EEDAD Age of rural people
Job EPTRAB Professional activity [34–45]
Importance at work ETRABIMPL You feel essential at work

AHI
Access to technological tool 2 EDISHTEC2 Laptop availability [34–45]
Access to technological tool 6 EDISHTEC6 Printer availability

UTN1
Use of technology 1 EFRECMAN1 Turn on, turn off the computer
Use of technology 2 EFRECMAN2 Use the Ms Office suite
Use of technology 3 EFRECMAN3 Save and modify files [46–51,72–78]
Use of technology 4 EFRECMAN4 Navigate in Internet
Use of technology 5 EFRECMAN5 Write an e-mail

UTN2
Use of technology 7 EFRECMAN7 Install a computer system
Use of technology 8 EFRECMAN8 Set up the computer [52–56,72–78]
Use of technology 17 EFRECMAN17 Set up a computer program

UTN3
Use of technology 10 EFRECMAN10 Manage an administrative file [17,54,58–63,72–78]
Use of technology 11 EFRECMAN11 Manage a banking operation

UTN4
Use of technology 13 EFRECMAN13 Control a crop remotely [48,64–78]
Use of technology 14 EFRECMAN14 Manage a geographic I.S.

Nomenclature of Latent Variables (LV): SSE: Socioeconomic situation; AHI: Access to computer tools; UTN1: Basic
technology use; UTN2: Advanced technology use; UTN3: Administrative/Operational technology use; UTN4:
Professional technology use. Source: Own elaboration.

4. Results

To respond to the hypotheses raised above, and after collecting, cleaning, and coding
the data, the different analyzes have been carried out, beginning by reflecting the socioe-
conomic composition of the selected sample, and separating the information by gender
(Table 2).
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Table 2. Sample Distribution.

Male Female Total Sample

N % N % N %

Age

Between 18–25 10 7.30 11 4.06 21 5.15
Between 25–40 44 32.12 85 31.37 129 31.62
Between 40–55 60 43.76 105 38.75 165 40.44
Between 55–65 20 14.60 44 16.24 64 15.69
Over 65 3 2.19 26 9.59 29 7.10

Personal and family situation

Married 73 53.28 138 50.92 211 51.71
Divorced 7 5.11 22 8.12 29 7.11
Single 55 40.15 103 38.01 158 38.73
Widower 2 1.46 8 2.95 10 2.45

Number of dependent family members

None 66 48.18 125 46.13 191 46.81
Between 1–3 62 45.25 140 51.66 202 49.51
4 or more 9 6.57 6 2.21 15 3.68

Educational level

Primary studies (School, college) 7 5.11 22 8.12 29 7.11
Secondary studies (Institute) 12 8.76 19 7.01 31 7.60
1st cycle vocational training 12 8.76 15 5.54 27 6.62
2nd cycle vocational training 21 15.33 36 13.28 57 13.97
Higher studies (University) 82 59.85 167 61.62 249 61.03
Training and specialization courses 2 1.46 8 2.95 10 2.45
No studies 1 0.73 4 1.48 5 1.23

Employment situation

Salaried 77 56.20 157 57.93 234 57.35
Owner 33 24.09 46 16.97 79 19.36
Retired 2 1.46 23 8.49 25 6.13
Unpaid work outside the home 3 2.19 38 14.02 41 10.05
Unemployed 22 16.06 7 2.58 29 7.11
Total sample 137 271 408

Source: Own elaboration.

Table 2 shows that the sample is very varied. In terms of age, the one that stands
out is the one between 25–40 (Between 32.12% for men and 31.37% for women), and the
one that predominates is the 40–55 years old (43.76% for men and 38.75% for women).
Regarding the family situation, the married one stands out (53.28% for men and 50.92% for
women). It is observed that in terms of dependents, in the case of men, the situation of not
having dependents predominates, while in the case of women, 51.66% have responsibility
for between 1 and 3 dependents. As far as educational levels are concerned, university
studies stand out the most (59.85% for men and 61.62% for women). On the other hand, the
employment situation shows that, in both cases, salaried workers prevail (56.20% for men
and 57.93% for women).

To relate the variables to each other according to the hypotheses raised, we expose the
structural model in a schematic way in the following figure (See Figure 1).
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The analyzed data is reflected in Table 3, which represents the set of latent variables
(LV which is reflected in the first column, with the different indicators that make it up. In
addition, in Appendix A (Table A1), you can consult the table of the Covariances. Where:

• µ: average of the indicator with its values Min: minimum value reached by the
indicator and Max: maximum value reached by the indicator; SD: standard deviation;
SL: Standardized loadings.

• Convergent validity and reliability of latent variables are defined by: AVE: Average
variance extracted; AC: Cronbach’s Alpha; and CR: Composite reliability.

Table 3. Descriptive statistics of the model.

µ min máx SD SL Q2 AVE CA CR

LV EGEN 1.34 0 1 0.47

SSE 0.56 0.58 0.78

EEDAD 2.88 1 5 0.97 0.54
EPTRAB 3.75 1 8 2.45 0.84
ETRABIMPL 1.73 1 3 0.92 0.82

AHI 0.11 0.65 0.47 0.79

EDISHTEC2 1.15 1 2 0.36 0.86 0.12
EDISHTEC6 1.34 1 2 0.47 0.76 0.09

UTN1 0.16 0.62 0.84 0.89

EFRECMAN1 1.74 1 5 1.43 0.82 0.17
EFRECMAN2 2.06 1 5 1.56 0.84 0.16
EFRECMAN3 1.90 1 5 1.46 0.86 0.17
EFRECMAN4 1.40 1 5 1.10 0.62 0.15
EFRECMAN5 2.04 1 5 1.62 0.76 0.12

UTN2 0.01 0.63 0.70 0.83

EFRECMAN7 3.10 1 5 1.20 0.85 0.02
EFRECMAN8 3.25 1 5 1.21 0.84 0.02
EFRECMAN17 3.30 1 5 1.17 0.68 0.01

UTN3 0.04 0.67 0.53 0.80

EFRECMAN10 2.87 1 5 1.48 0.91 0.06
EFRECMAN11 3.25 1 5 1.64 0.71 0.02

UTN4 0.002 0.68 0.52 0.81

EFRECMAN13 3.74 1 5 0.86 0.81 0.002
EFRECMAN14 3.44 1 5 1.20 0.83 0.002

Source: Own elaboration.
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To determine the predictive capacity of the model, the Q2 values obtained from
the Stone-Geisser test have been included in the table applying blindfolding of both the
constructs (VL) and the validated indicators, and all of them are positive [144].

Table 3 shows that of the three indicators that make up the socioeconomic situation
construct (SSE), the variable with the most weight is “The job (EPTRAB)” and “The impor-
tance at work (ETRABIMPL). In terms of access to computer tools (AHI), the one with the
most weight is “The laptop availability (EDISHTEC 2)”. On the other hand, in the basic
technology use (UTN1) it is observed that the one that has more weight is “Turn on, turn
off the computer (EFRECMAN 1), “Use the Microsoft Office package (EFRECMAN2)” and
“Save and modify files (EFRECMAN3)”. In the advanced technology use (UTN2), “Install
a computer system and configure the computer (EFRECMAN 7)” and ”Solve hardware
problems (EFRECMAN 8)” predominate in this construct. While in terms of administra-
tive/operational technology use (UTN3), it is “Manage a computer administrative file
(EFRECMAN 10)” the one that has more weight. As far as professional technology use
is concerned (UTN4), “Managing a geographic information system (EFRECMAN 14)” is
the most important, although the difference is very low with Controlling a crop remotely
(EFRECMAN 13). This is reflected in Figure 2 below:
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Graph 2 shows that the economic situation construct shows a great impact on access to
ICTs. This, in turn has quite an effect on the first level of use of ICTs (UTN1) and secondarily
on the second level of use (UTN2). Regarding the incidence of access to technologies on
the third level of use (UTN3) and the fourth level of use (UTN4), it is less than in the two
previous uses.

On the other hand, the graph highlights that, among the different uses of technologies,
the one that has the greatest influence is the third level of use (UTN3) over the first level of
use (UTN1).

To detail the degree of significance of all the constructs of the latent variables, the
descriptive statistics are presented below in Table 4:
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Table 4. Convergent validity and reliability.

β t Io95% hi95% VIF f2

H1 SSE→ AHI 0.42 8.08 *** 0.33 0.50 1.00 0.21
H2 AHI→ UTN1 0.36 7.31 *** 0.28 0.44 1.08 0.17
H3 AHI→ UTN2 0.17 3.50 *** 0.08 0.23 1.00 0.03
H4 AHI→ UTN3 0.26 6.29 *** 0.19 0.32 1.00 0.07
H5 AHI→ UTN4 0.11 2.35 *** 0.02 0.17 1.00 0.01
H6a UTN2→ UTN1 0.11 2.57 *** 0.04 0.18 1.18 0.01
H6b UTN3→ UTN1 0.21 5.02 *** 0.14 0.28 1.17 0.05
H6c UTN4→ UTN1 0.04 0.98 −0.03 0.11 1.07 0.002

Note: β: Path coefficients; t = (β/SD); p-value: degree of significance *** p < 0.01; lo95% low confidence interval;
hi95% high confidence interval: f2: f squared. R2: UTN1(B):0.265; UTN2(C): 0.027; UTN3 (D): 0.065; UTN4 (E):
0.011; AHI (F): 0.177. Estimated model fit: SRMR: 0.104; d_ULS:1.664; d_G: 0.367; Chi square: 896.868; NFI:0.570.
Source: Own elaboration.

In Table 4, it is observed that all the paths have a high degree of significance except
the fourth level of use (UTN4)-> the first level of use (UTN1) path, which is also reflected
in the collinearity, where there is no interference between the constructs when acquiring a
value below of 3, which validates the model. Regarding f2, the Socioeconomic Situation
(SSE)→ Access to computer tools (AHI), and Access to computer tools (AHI)→ the first
level of use (UTN1) constructs contributes to a better fit of each path.

Also, it has been verified that the values of loads of the different indicators are greater
in their own latent variable than in the rest.

Next, in Table 5, a discriminant validation table of the internal model is presented,
where the values of the Fornell-Larcker test are shown, which consists in verifying that
the correlations between latent variables are smaller than the square root of the Average
Variance Extracted (AVE). It has been completed with the HeteroTrait-MonoTrait ratio test
(HTMT) to show that the latent variables are sufficiently different from each other and do
not measure the same concept twice [145].

Table 5. Discriminant validity.

A B C D E F

A SSE 0.81 0.80 0.69 0.29 0.48 0.21
B UTN1 0.42 0.75 0.47 0.38 0.39 0.28
C UTN2 0.44 0.33 0.78 0.32 0.50 0.19
D UTN3 0.17 0.24 0.25 0.79 0.50 0.42
E UTN4 0.26 0.22 0.34 0.32 0.82 0.16
F AHI 0.11 0.15 0.13 0.24 0.09 0.82

Source: Own elaboration.

The following Table 6 presents the results of mediation, which occurs when a third
variable or construct intervenes between two related constructs.

Table 6. Mediation (Regardless of gender).

Specific Indirect Effects µ SD t lo95% hi95%

H8 SSE→ AHI→ UTN2→ UTN1 0.01 0.004 1.88 *** 0.002 0.02
H9 SSE→ AHI→ UTN3→UTN1 0.02 0.01 3.42 *** 0.01 0.04
H10 SSE→ AHI→ UTN4→ UTN1 0.002 0.002 0.86 −0.001 0.01
H11 SSE→ AHI→ UTN4 0.05 0.02 2.10 *** 0.01 0.08
H12 SSE→ AHI→ UTN3 0.11 0.02 4.42 *** 0.07 0.15
H13 SSE→ AHI→ UTN2 0.07 0.02 2.88 *** 0.03 0.11
H14 SSE→ AHI→ UTN1 0.16 0.03 4.08 *** 0.10 0.21
H15 AHI→ UTN2→ UTN1 0.02 0.01 2.12 *** 0.01 0.04
H16 AHI→ UTN4→ UTN1 0.004 0.01 0.90 −0.002 0.01

Note: p-value: degree of significance *** p < 0.01. Source: Own elaboration.
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Table 6 shows that there is a mediation of the Socioeconomic Situation (SSE) to the
first level of use (UTN1) through Access to Computer Tools (AHI) and the second level of
use (UTN2). The same happens with the hypothesis: H9, H11, H12, H13, H14 and H15. As
for H10 and H16, this mediation is not significant.

To determine whether gender, due to its dichotomous nature, presents a significant
difference between the groups made up of the female gender and the male gender, the
moderation study reflected in Table 7 has been carried out, which is also shown has added
the difference in behavior between the rural population in general, and the population that
is dedicated to agricultural activity [145,146].

Table 7. Moderation Statistics.

Women Men Permutation Mean Differences (W–M)

Path βW βM β(W–M) IC [5–95%] β IC [5–95%]

Rural Agrarian Rural Agrarian Rural Agrarian

SSE→ AHI 0.50 0.32 0.22 (−0.00) −0.007 *** [−0.18–0.18] 0.006 [−0.44–0.47]
AHI→ UTN1 0.48 0.31 0.21 0.05 −0.007 *** [−0.18–0.17] 0.002 [−0.36–0.35]
AHI→ UTN2 0.28 0.14 (−0.21) (−0.29) −0.002 [−0.17–0.17] 0.002 ** [−0.41–0.40]
AHI→ UTN3 0.33 0.28 0.05 (−0.08) −0.000 *** [−0.14–0.15] 0.003 ** [−0.31–0.34]
AHI→ UTN4 0.15 0.18 (−0.01) 0.02 −0.005 ** [−0.15–0.15] −0.003 [−0.46–0.46]
UTN2→ UTN1 0.004 0.06 0.29 0.41 −0.001 *** [−0.16–0.16] 0.004 ** [−0.27–0.29]
UTN3→ UTN1 0.19 0.18 0.24 0.17 0.002 [−0.15–0.15] 0.001 [−0.27–0.28]
UTN4→ UTN1 0.04 0.12 0.07 0.16 −0.003 [−0.16–0.16] −0.002 [−0.30–0.31]

N 271 61 137 55 *** p < 0.001 ** p < 0.05 * p < 0.1

µ(W–M) p-value σ p-value

MICON
Analysis Rural Agrarian Rural Agrarian Rural Agrarian Rural Agrarian

SSE 0.349 0.012 0.001 0.513 0.004 0.007 0.375
AHI 0.100 −0.189 0.178 0.166 0.012 0.010 0.032 0.462
UTN1 0.042 −0.358 0.354 0.028 0.008 0.009 0.332 0.080
UTN2 0.321 0.324 0.001 0.044 0.005 0.002 0.160 0.344
UTN3 −0.009 −0.094 0.458 0.313 0.004 0.003 0.378 0.447
UTN4 0.094 0.051 0.187 0.410 0.009 0.005 0.080 0.415

Note: p-value: degree of significance *** p < 0.01; ** p < 0.05; * p < 0.1.

The results of Table 7 show a degree of significance in the difference in means between
women and men in the rural world compared to the agrarian world. This appears in
Socioeconomic Situation (SSE) → Access to computer tools (AHI), Access to computer
tools (AHI)→ Basic technology use (UTN1), Access to computer tools (AHI)→ Admin-
istrative/operational technology use (UTN3), and Advanced technology use (UTN2)→
Basic technology use (UTN1), all four in favor of men in the rural world. The different
questions in the agrarian world in which they appear with a positive sign, although with
a lower degree of significance: Access to computer tools (AHI)→ Advanced technology
use (UTN2), Access to computer tools (AHI)→ Administrative/operational technology
use (UTN3), Advanced technology use (UTN2)→ Basic technology use (UTN1) in favor
of women.

To determine the effect of moderation, the calculation of the measurement invariance
of composite models (MICOM) has been applied in Table 7, which completes the study of
moderation with the results of this analysis that reflect that there is a partial measurement
invariance in the world rural and a complete measure invariance in the agricultural sector.

5. Discussion

The results obtained support the first six hypotheses (H1: The socioeconomic situation
of rural users affects the access to ICT tools, H2: The access to technological tools affects the
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achievement of basic abilities to use ICTs, H3: The access to technological tools affects the
achievement of advanced skills in the use of ICTs, H4: The access to technological tools af-
fects the achievement of operational/administrative skills in the use of ICTs, H5: The access
to technological tools affects the achievement of professional skills in the use of ICTs, H6a:
the Advanced technology use affects the Basic technology use, H6b: The Administrative
technology use affects the basic technology use), except H6c (The professional technology
use affects the basic technology use), as it does not have a degree of significance. This is
explained by the absence of a link between the professional skills specific to an agricultural
activity with the other basic, advanced, or administrative skills. Also, it has been observed
how the socioeconomic situation affects the first digital gap and, consequently, the second
and third. This indicates that age, job position and the fact of feeling essential in their
work represent important elements in situations of digital divides since not all generations
have the same access to and use of ICTs. In this sense, it can be affirmed that many of the
so-called digital natives (Digital native refers to young people exposed to Communication
and Information Technologies since their birth according to Salas Delgado [147]) [148] are
familiar with technology, but in addition to accessing it, it is necessary that they have digital
literacy, since, as Pérez-Rodríguez and Delgado [149] put it, “having information does
not automatically produce knowledge”, since “transforming information into knowledge
requires reasoning skills to organize, relate, analyze, synthesize and make inferences” and
deductions of different levels of complexity; in short, understand it and integrate it into
previous knowledge schemes”.

Serrano and Martínez [150] and Moreno Gálvez [151] point out in this sense that the
digital divide is not only related to exclusively technological aspects but also, therefore, a
reflection of a combination of socioeconomic factors.

On the other hand, it has been seen how access to ICTs has affected the different
degrees of use. This is explained, as indicated in the theoretical part, by the ease of learning
that is achieved once the tool is made available. In this sense, Ndou [152] states that there
is a positive correlation between access to ICTs and their use in rural areas.

Regarding the relationship between the different types of use, it has been observed
that advanced technology use (UTN2) and administrative/operational technology use
(UTN3) have a significant incidence on basic technology use (UTN1), which is not the
case with the professional technology use (UTN4). This is because they are tasks closely
related to the basic management of ICTs. Without knowing how to turn the computer on
and off, you cannot, for example, install a computer program or manage a purchase or an
administrative procedure.

Regarding the gender issue, it has been observed that this variable has a direct effect
on the digital divide, sometimes in favor of men and other times in favor of women,
depending on whether we are referring to the rural world or to agricultural activity, which
confirms hypothesis H7. Indeed, the results have shown that the differences in means have
a significant impact on the hypothesis: H1, H2, H4 and H5 and with less significance on
the hypothesis H6. At the same time, they go in favor of women in the agricultural sector
in the hypothesis: H3, H4, and H6. This is justified by the greater involvement of women
in activities in the agricultural sector, including rural tourism activities, which require a
high level of involvement and the fact that, in other activities, women do not have this
contact with the ICTs, due to the traditional mentality of rural areas, which conditions
them to assume more family responsibilities, as indicated in Table 2. In reality, women
continue to be the most affected by disproportionately assuming unpaid care, a burden that
has increased due to the closure of schools, preventive isolation in homes, and the need
for emotional support from other family members in the face of the uncertainty caused
by the pandemic [153], an element also observed in Table 2, where 14.02% of women
indicate working in unpaid activity, compared to only 2.19% of men. Sometimes, it is due
to stereotypes that make women unwilling to use ICTs, which causes a reaction of rejection
and a phobia towards technology. Indeed, different investigations show that men have
more positive attitudes toward computers and more stereotyped attitudes regarding who
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can use them [154]. Additionally, women experience more computer-related anxiety than
men and generally have lower levels of achievement around information technology [155].
Although the gender gap in physical access shows a decreasing trend [156], men use
ICTs more than women due to higher prior exposure to technology and work-related
requirements [157].

On the other hand, it is important to point out that the economic autonomy of rural
women could influence their access and use of ICTs since economic resources greatly influ-
ence the acquisition of these tools and the training that can be done to manage them [158].
In this sense, the report of the Digital Economy and Society index indicates that only 37% of
adults receive training on a regular basis, which generates a lack of basic digital skills [159].

In short, it has been seen that the digital divide in the rural world is due to a host of
injustices of different categories, all of which are related, in one way or another, to a lack of
training. In this regard, Bennett [160] indicates that, in rural areas, they have not received a
formal education, and it is likely that they will not use a computer in their entire lives. This
lack of use has a strong impact on the economic, social, health and community reality of
the countryside because access to ICTs is, above all, the central tool for promoting personal,
collective, and productive development.

6. Conclusions

According to Estefanía [161], living conditions have improved in the last century more
than in the rest of human history. However, it is the period of history in which inequalities
of all kinds are highest: economic, gender, educational, labor, generational, technological,
digital, etc.

Indeed, the results of this work have shown that there are differences in the access
and use of ICTs in rural Spain. This is due to several socioeconomic factors such as age, job
position and the responsibility that each person has in their job.

On the other hand, it has been observed in this study that the gender variable affects
the different digital gaps since men and women do not have the same abilities to use ICTs.

One of the consequences of these digital divides is the isolation of the rural population,
which prevents them from enjoying the same training and employment opportunities as the
urban population, in addition to the disadvantages in the telecommunications infrastructure
that they suffer due to the distance from the main cities and the low population density.

This situation highlights how essential it is to have a public intervention to close
the digital gaps in the rural world [162], especially among women and men, as well as
the elderly and young people, since these gaps represent a real impediment to the rural
environment to develop in the same way as the urban world, and this despite the natural
resources it enjoys. In this sense, Otero et al. [163] argue that equalizing the access and use
of ICTs would allow the improvement of food security and contribution to the achievement
of a competitive, inclusive, and sustainable agriculture, which leads to food self-sufficiency
among all the inhabitants of this environment. For this reason, it is essential to value
the benefit that all the inhabitants of the rural world (even the elderly) can have from
technological training.

Regarding the gender aspect, it is important to design and implement effective and
useful public policies for the empowerment of women living in rural areas and the develop-
ment of their digital potential, as well as their involvement in decision-making [163–167].

On the other hand, it is necessary to highlight the need to eliminate stereotypes and
gender roles in the rural world, either in terms of education or employment, and to make
visible the role of women in this environment [168].

This work has some limitations since it focuses only on the rural world. This leads us
to consider the idea of continuing to investigate the digital gender gap between the urban
and rural worlds as a future perspective, to see the existence of the gap between both areas.
The intergenerational digital divide could also be analyzed in more detail, comparing the
differences between both media, and examining their economic resources.
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Appendix A

Table A1. Correlation of the observed variables.

A B C D E F G H I J K L M N O P Q

A EEDAD 1.000
B EPTRAB 0.117 1.000
C EDISHTEC2 0.334 0.248 1.000
D EDISHTEC6 0.126 0.303 0.308 1.000
E EFRECMAN1 0.205 0.233 0.345 0.263 1.000
F EFRECMAN2 0.209 0.189 0.292 0.210 0.645 1.000
G EFRECMAN3 0.234 0.193 0.299 0.247 0.651 0.756 1.000
H EFRECMAN4 0.300 0.152 0.342 0.307 0.374 0.312 0.362 1.000
I EFRECMAN5 0.093 0.222 0.177 0.265 0.500 0.545 0.577 0.380 1.000
J EFRECMAN7 0.180 0.155 0.204 0.012 0.152 0.204 0.218 0.078 0.109 1.000
K EFRECMAN8 0.219 0.060 0.166 0.064 0.136 0.166 0.187 0.198 0.159 0.568 1.000
L EFRECMAN10 0.113 0.175 0.232 0.176 0.252 0.279 0.300 0.203 0.293 0.266 0.265 1.000
M EFRECMAN11 0.043 0.130 0.134 0.091 0.134 0.198 0.122 0.114 0.222 0.151 0.173 0.357 1.000
N EFRECMAN13 0.208 0.069 0.056 0.069 0.081 0.059 0.095 0.099 0.095 0.118 0.126 0.082 0.051 1.000
O EFRECMAN14 0.141 0.035 0.093 0.060 0.101 0.124 0.063 0.060 0.040 0.123 0.135 0.066 0.032 0.352 1.000

P EFRECMAN17 0.199 0.067 0.155 -
0.036 0.164 0.197 0.209 0.052 0.042 0.409 0.332 0.173 0.148 0.266 0.211 1.000

Q ETRABIMPL 0.119 0.703 0.223 0.260 0.183 0.171 0.167 0.088 0.160 0.152 0.101 0.145 0.175 0.076 0.018 0.123 1.000
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Abstract: Testing the reliability of the threshing unit is difficult and thus often neglected before
the harvesting season, which can result in breakdown maintenance during peak harvesting time in
difficult-to-access areas for sensor mounting. In this paper, the vibration analysis of the threshing
condition of the combine harvester was performed by introducing the bracket for inaccessible
locations. The Adash A4900 Vibrio M analyzer (Adash spol. s.r.o., Ostrava, Czech Republic) was
used for a vibration signal measurement and the DDS Adash software was used for signal processing.
The demodulated fast Fourier transform (FFT) root mean square (RMS) (500 Hz–16 kHz) method
was used to evaluate the bearing condition and DDS Adash Fault Source Identification Tool (FASIT)
technology was used to evaluate other mechanical conditions such as the looseness, misalignment,
and unbalance of the threshing unit of the Massey Ferguson series of combine harvesters. Modal and
random vibration analyses were performed on the bracket and components and compared to prevent
the resonance phenomenon using the Ansys Software (Ansys, Inc., Canonsburg, PA, USA). The
constrained modal analysis of the threshing drum was performed to observe the deformation. Decent
results were obtained from the method used. The method was again validated by the tangential
threshing test bench and successfully determined the bearing fault condition. The method used is
an uncomplicated and effective way of performing the bearing analysis of the tangential unit of the
combine harvester.

Keywords: combine harvester; tangential threshing; vibration analysis; FFT demodulation; random
vibration analysis; bearing fault; machine condition

1. Introduction

Threshing is one of the most important parameters to complete the harvesting process
which is time-sensitive [1]. The grain damage and grain loss are consistent significant
parameters of the threshing mechanism which can be monitored by vibration analysis for
optimal performances [2]. A discharge beater is one of the essential tools constituting the
threshing mechanism which is adjoined to the outlet and selectively rotates in response
to the feeding rate. It is arranged to transfer the crop remains from the threshing drum
and conveyor arrangement and is responsible for the net production of grains outlets [3].
The partial load is the major parameter that determines the unbalanced vibration on a
tangential threshing unit which disturbs the working accuracy of the machine and the
comfort of the operator [4].

The mode of the cylinder used, the loads on the threshing units, and the frequency
range of measurement play vital roles in the vibration analysis of the threshing unit of a
combine harvester [5]. Ji Jangtoa studied the interaction between the threshing unit and
the plant materials, concluding that the amplitude of the vibration signal experienced
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the maximum elevation of amplitude on the horizontal radial axis (feeding direction)—
more than that of the vertical axis during the loading threshing condition [6]. The sensor
mounted on the vertical radial axis encountered maximum vibration amplitude and the
sensor mounted at 45◦ with the horizontal radial axis is capable of displaying the vibration
from the vertical and horizontal directions combined under no-load conditions [7].

Zhong analyzed the comparative study of the idling state of the no-load and loading
states of the tangential threshing and shaft vibration by solving the modalities of a tan-
gential threshing cylinder. It was observed that the rotation speed frequency would not
induce the occurrence of the resonance phenomenon and the vibration amplitude increases
22–25 times with a loading condition compared to the no-load condition [8]. Investigations
were made into the swirl features and instability of a combine harvester’s thresher under
loading conditions as it is subjected to stalk winding. The stalks looped around the thresher
significantly impacts the stability and swirling properties of the thresher–stalk system [9].
Xiang made a comparative study of machine learning, ensemble learning, and deep learn-
ing with his approach to the fast Fourier transform (FFT) with the decimation-in-time (DIT)
and XGBoost algorithm to quickly and accurately identify the fault type of bearing [10].

Zhou detected the bearing defect by collectively using signal collective processing
techniques including self-adaptive noise cancellation (SANC), kurtogram, and envelope
analysis [11]. To enable a more effective calculation in impulse signal analysis, online
bearing vibration detection and analysis were carried out using the enhanced fast Fourier
transform algorithm, which is based on a straightforward arithmetic operation [12]. The
selection of the suitable demodulation frequency band is seen as an important and demand-
ing stage in bearing fault diagnostics. It decides whether envelope analysis may be used to
derive fault information from the demodulated signal [13].

If bearing defects exist, the measured vibration signal would be amplitude modulated
at its characteristic defect frequency. The modulating wave is a pass vibration signal
corresponding to local defects. Wang applied an envelope demodulation method based on
the Hilbert transform to extract the characteristics of defect frequencies. He obtained the
FFT after the Hilbert transform for the envelope spectrum [14].

Wide vibration analysis techniques and their applications are very popular in automo-
bile industries [15–18], however, these have few implementations concerning the threshing
unit of combine harvesters. Most vibration analyses are conducted in the cabin area of the
harvester and focus on driver safety and comfort [19,20], simulated vibration analysis [21],
and under laboratory conditions [22]. However, the vibration analysis techniques of the
threshing unit’s health monitoring are mostly under laboratory conditions. The vibration
analysis performed for the threshing unit of a combine harvester includes the complexity of
instrumentation due to its complex structure, as the components need to be dismantled to
obtain the raw vibration signal for processing. To avoid such complexities, in this paper, the
manufactured bracket is mounted on the bearing housing to obtain the vibration signal. The
modal analysis is performed for bracket and connected components (housing, bolt, thresh-
ing shaft, disk, and hub) for comparative analysis to avoid resonance. The demodulated
fast Fourier transform (FFT) (500 Hz–16 kHz) method was used to evaluate the bearing
condition and DDS Adash Fault Source Identification Tool (FASIT) technology was used to
evaluate other mechanical conditions such as the looseness, misalignment, and unbalance
of the tangential threshing unit of the Massey Ferguson series of combine harvesters.

2. Materials and Methods

The Massey Ferguson 7374 s ACTIVA with 1300 engine hours (EH) and the new
Massey Ferguson 7370 Beta were investigated for vibration analysis as shown in Figure 1.

The threshing drum bearings consist of 6310 (SKF, Gothenburg, Sweden) for both
series of Massey Ferguson. The vibration measurement was conducted three times for each
location. The detail of the technical condition is shown in Table 1.

444



Agriculture 2022, 12, 1969

Figure 1. (a) Massey Ferguson 7370 Beta; and (b) Massey Ferguson 7347 s Activa.

Table 1. Threshing unit technical parameters of the Activa and Beta version of Massey Ferguson.

Massey Ferguson 7374 s (1300 EH) ACTIVA Massey Ferguson 7370 (New) BETA

Engine power 306 KW 365 KW
Threshing system Tangential threshing Tangential threshing
Threshing drum 1340 mm × 600 mm 1600 mm × 600 mm

Threshing bearing 6310 SKF 6310 SKF
No. of drums 6 6

No. of rasp bar 12 12

The measurement was taken at 45◦ with the horizontal radial axis of the threshing
shaft. The measurement was taken in the bracket and the housing on the new Beta version,
but only in housing for the Activa version of Massey Ferguson as the bracket mounting was
not viable for the Activa version due to the compact housing design. The variable working
measuring speed was the same for both combine harvesters. The measuring speeds were
900, 1100, 1800, and 2500 engine RPMs, corresponding to 220, 290, 410, and 470 threshing
drum RPMs, respectively. These engine speeds, which are the real operating speeds used
during the harvesting period on the farm from low- to high-speed range, were obtained
from the operators themselves, whilst the corresponding speeds at a threshing unit were
obtained from the inbuilt sensor mounted in the Massey Ferguson combine harvesters. The
major parameters of the threshing unit are shown in Table 2. The measuring position of the
accelerometer on the bearing housing is shown in Figure 2.

Figure 2. Sensor mounting position: L1 when the accelerometer is placed directly on a bearing
seat; and L2 when the accelerometer is placed on a manufactured bracket: (a) The angle of the
accelerometer mounted, and (b) The position of the accelerometer mounted.
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Table 2. 6310 SKF bearing details.

Bore diameter 50 mm
Outer diameter 110 mm

Width 27 mm
Static load rating 65 kN

Dynamic load rating 38 kN

For the vibration measurement and data analysis, the Adash A4900 Vibrio M vibration
accelerometer with a magnetic base and the Adash A4900 Vibrio M vibration analyzer
were both used. This instrument complies with the ISO 10816-3 standard [23] and the
requirements for mechanical vibration testing listed in ISO 10816-3, 2009 ISO10816-3:2009.

The Adash A4900Vibrio M, an accelerometer of type AC 150 with a magnetic base and
a vibration spectrum analyzer with a sensitivity of 100 mV/g and an accuracy range of 2.5%,
was used in the vibration instrumentation [24]. The DDS software was used by the Adash
vibration analyzer to show the machine’s overall vibration severity, bearing condition,
speed, looseness, imbalance, misalignment, and other unidentified source severity.

For the bracket and housing bearing, modal analysis was carried out using the ANSYS
software to locate and eliminate the typical natural frequencies that could lead to resonance.
This is required to undertake the adequate design, material selection, and simulation of that
material to prevent the resonance problem before taking the true vibration measurement
of the bearing from the made–added materials. Before measuring the vibration from the
added bracket, the choice of material was examined and recommended from the standpoint
of material qualities.

The rotating cylinder drum and the concaves make up the majority of the threshing
apparatus, which separates the grain from the stalks. The rasp bar cylinders have slotted
plates that are attached to the cylinder rings so that one plate’s slot direction is the opposite
of another plate’s slot direction. The drum with the rasp bar on its surface will impact the
plant entering in the tangential direction to remove the seeds from the stalks and husks.
The bearing, housing, bolt, and bracket system components were subjected to a modal
analysis in Ansys. To avoid resonance in the system, the findings were compared to the
fundamental and natural frequencies of the individual components.

To validate the measuring positions, using the vibration method and FASIT tool
technology, all the processes were again verified on the threshing stand test bench. The tan-
gential threshing drum bearings test bench was constructed and investigated for vibration
analysis, as shown in Figure 3. The threshing unit was procured from a NIVA SK-5 combine
harvester and modified. The main units of the tangential threshing units consist of the
bearing, bushing, top cover, shaft, disks, rasp bar, and bottom cover, as shown in Figure 4.

The threshing drum bearings consist of KBC 6313 BS: 65 × 140 × 33 (KBC Industrial
Co., Ltd., Zhejiang, China) with 3620 MH (motor hours). The vibration measurement was
conducted three times for each location. The detailed dimensions of the stand and bearing
are shown in Table 3.

Figure 3. Tangential threshing unit bearing test bench.
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Figure 4. Computer-aided design of the main units of the tangential threshing units of the test bench.

Table 3. Tangential threshing unit test bench parameters.

Segment Description Dimension

Platform
Length 3700 mm
Width 2060 mm
Height 1540 mm

Threshing unit

Length 1940 mm
Drum diameter 597.88 mm

No. of rasp bar 8

Fillet parameter of rasp bar (symmetric) 3 mm

Rasp bar length 1176 mm

Width 45 mm

Distance between rasp bar 178 mm

Length 65 mm

Bearing (KBC 6313 BS)
Bore diameter 65 mm

Outer diameter 140 mm
Raceway width 33 mm

The threshing drum bearing vibration measurement was taken from a sensor mounted
directly on the bearing housing. The variables measuring the threshing speed were the
same for both the driving and non-driving sides of the threshing. The measuring speeds
were 210, 350, and 420 threshing drum RPMs, respectively.

The threshing cylinder rotation frequency was changed by a voltage frequency con-
verter DeltaVFD-C2000 SERIES and a cylinder gear variator. The test bench was driven by
a 30 kW electric motor. The measurement was taken at 45◦ with the horizontal radial axis
of the threshing. The vibration measuring device Adash A4900 Vibrio M device with an
AC150 piezoelectric sensor was used, as shown in Figure 5.

Figure 5. a. Adash A4900 Vibrio M device; and b. AC150 piezoelectric sensor.
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3. Results
3.1. Modal Analysis

The 3D CAD modal of components (bearing, bracket, housing, bolt, hub, threshing
shaft, and threshing disk), as shown in Figure 6, are designed in the solid works software
and exported to the Ansys software for modal analysis.

Figure 6. CAD modal of components: 1. Bearing, 2. Bolt, 3. Bracket, 4. Housing, 5. Threshing disk,
6. Threshing shaft, 7. Hub.

The modal analysis was performed for each component individually to obtain the
eigenvalues and eigenvectors of the components for the first six different modes. The
bracket is set as fixed onto the contact region with the bolt for modal analysis. Furthermore,
the bearing, housing, bolt, and bracket used in the system were subjected to modal analysis.
The dimension of each component is presented in Appendix A (Appendices A.1–A.9).
The material was set as S235 steel for the bracket, gray cast iron for the housing, and
stainless steel for other components. The material properties of the stainless steel and
gray cast iron were obtained from Ansys material library, whereas the material properties
of S235 are shown in Table 4. Since the eigenvalue of the bracket does not coincide with
the components (Table 5) and the fundamental frequencies of the bearing, the bracket is
processed for manufacturing.

Table 4. Material properties of S235.

Material Properties S235

Density ρ 7850 kg/m3

Unit weight γ 78.5 KN/m3

Young’s modulus 210,000 MPa
Shear modulus G 81,000 Mpa
Yield strength fy 235 Mpa

Ultimate strength fu 360 Mpa
Poisson’s ratio in elastic range ν 0.3

Coefficient of linear thermal expansion α 12 × 10−6 ◦K−1

Table 5. Eigenvalues of the bracket and components.

Mode 1
(Hz)

Mode 2
(Hz)

Mode 3
(Hz)

Mode 4
(Hz)

Mode 5
(Hz)

Mode 6
(Hz)

Bracket 1918.5 3598.2 6566.8 8610.8 16,586 21,780
Housing 5027.4 5078.4 5086 5153.3 5203.4 5748.7

Bolt 43,893 44,422 47,372 85,087 94,161 94,580
Threshing shaft 130.02 131.64 355.46 359.73 689.14 687.11

Disk 779.03 948.93 953.32 1253.7 1379.8 1586.9
Hub 165.13 166.81 253.97 256.03 281.54 471.13

Threshing drum assembly 70.415 76.563 77.855 158.19 185.61 187.27
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The rotational constraint of 470 RPM was imposed based on the established threshing
cylinder finite element model, and the natural frequencies of the sixth-order constraint
mode and the related modal shapes are presented in Figure 7. The first-order modal shape
has the maximum deformation, measuring 0.123 m, occurring at the outer covers. The
second-order modal shape was general bending; the maximum deformation, measuring
0.14 m, occurred at the intersection of the outer cover, inner cover, drum, and shaft. The
third-order modal shape was general bending; the maximum deformation, measuring
0.14 m, occurred at the intersection of the outer cover, inner cover, drum, and shaft. The
fourth-order modal shape has the maximum deformation, measuring 0.119 m, occurring at
the outer covers. The fifth-order modal shape was general bending; the largest maximum
deformation, measuring 0.168 m, occurred at the shaft. The sixth-order modal shape
was general bending; the largest maximum deformation, measuring 0.168 m, occurred at
the shaft.

Figure 7. Modal analysis of the threshing cylinder. (a) First-order modal shape (70.41 Hz); (b) Second-
order modal shape (76.56 Hz); (c) Third-order modal shape (77.85 Hz); (d) Fourth-order modal shape
(158.9 Hz); (e) Fifth-order modal shape (185.61 Hz); and (f) Sixth-order modal shape (187.27 Hz).
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3.2. Vibration Analysis

To determine the bearing vibration differences with and without a bracket, the easily
accessible bearing housing of the combine harvester was selected. The measurements
were performed by comparing the data. The main objective of these measurements was
to develop a database to determine the differences between a measurement with the
manufactured bracket and without the bracket. These results are presented in Figure 8.
Also, the comparison of the measurement of Beta and Activa variants using a bracket is
shown in Figure 9 where demodulated RMS value is slightly higher for the Beta version
due to higher loads and dimensions compared to the Activa version.

Figure 8. Comparison of the demodulated RMS value when the sensor is mounted on a bracket with
respect to the housing of the Beta version in different threshing rotating speeds.

Figure 9. Comparison of the demodulated RMS value when the sensor is mounted on a bracket of
the Beta and Activa versions at different threshing rotating speeds.

As the demodulated RMS is responsible for the evaluation of the bearing conditions,
the difference between when the accelerometer is mounted in housing compared to on the
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bracket is analyzed, which is up to 16.13% increased for the data measured on the bracket
compared to those on the housing, as shown in Figure 8. The metal bracket can therefore
be utilized to help with the vibration measurements of the threshing drum bearings if it is
properly fitted in specific spots. The demodulated RMS value increases with respect to the
speed for both conditions, which satisfies the proper vibration measurement.

The demodulated RMS (g) values are compared between the two versions of the
Massey Ferguson (Figure 10) as the constructions are with some changes in shaft and drum
dimensions, as shown in Tables 1 and 2. The recorded value increases with the speed and is
higher for the new Massey Ferguson 7374 s (1300 EH), which satisfies the condition as the
dimensions of the threshing units such as the drum and shaft are larger compared to the
Activa version. The comparison of the vibration measurement is collectively analyzed in the
Activa and Beta versions with and without bracket with the vibration analysis parameters,
as shown in Figure 5. The difference in the vibration measurement was compared in the
Beta (New) version and Activa version with the vibration parameters such as the spectrum
(0-P, g), spectrum (RMS, g), demodulated RMS (g), and velocity RMS (g). The recorded
vibration data show a higher magnitude with the bracket measurement compared to the
housing measurement in the Beta version. As the threshing unit of both combine harvesters
was similar in construction with a similar bearing, the recorded data were compared with
both harvesters when measured on a bracket. The maximum amplitude was obtained for
the new Beta version as the dimension is higher which results in a larger radial load and
high vibration magnitude.

Figure 10. Comparison of the vibration parameters values when the sensor is mounted on bracket
and the housing of Beta and Activa versions at different threshing rotating speeds: (a) Threshing
drum rotating at 220 RPM; (b) Threshing drum rotating at 290 RPM; (c) Threshing drum rotating at
410 RPM; and (d) Threshing drum rotating at 470 RPM.
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To study the bearing used in both combine harvesters, the demodulated FFT was
considered for both variants of combine harvester when the measurement was taken with
the bracket and housing for the Beta version and just with the bracket for the Activa version.
The fundamental frequency was obtained from the DDS Adash bearing library and verified
from the SKF catalog for bearing 6310 (SKF, Gothenburg, Sweden), as shown in Table 3.
Multiplying the rotational speed of the threshing drum with the fundamental frequencies
of the bearing gives fault frequencies for different operating speeds.

Peak amplitude is under the noise threshold for envelope analysis. The demodulated
FFT spectrum with an amplitude RMS(g) and a threshing speed of 470 RPM for bearing
failure frequencies FTF (2.98 Hz, 0.024 g), BPFO (23.9 Hz, 0.007 g), BSF (31 Hz, 0.006 g), and
BPFI (38.8 Hz, 0.003 Hz) were measured (Figure 11). The higher RMS values should be as
near to zero as possible when being assessed.

Figure 11. The fast Fourier transform (FFT) (500 Hz–16 kHz) demodulation of the 6310 SKF of
the non-driving end of the threshing drum of Massey Ferguson 7374 s (1300 EH) Activa, a sensor
mounted on a bracket.

Similarly, the demodulated FFT spectrum RMS analysis was performed for the Beta
version when the sensor was mounted on the housing and on the bracket, respectively. The
demodulated FFT spectrum with an amplitude RMS (g) with a threshing speed of 470 RPM
for bearing failure frequencies FTF (2.98 Hz, 0.004 g), BPFO (23.9 Hz, 0.003 g), BSF (31 Hz,
0.003 g), and BPFI (38.8 Hz, 0.004 Hz) were measured when the data were recorded from the
accelerometer mounting on the housing (Figure 12). The demodulated FFT spectrum with
an amplitude RMS (g) with a threshing speed of 470 RPM for bearing failure frequencies
FTF (2.98 Hz, 0.037 g), BPFO (23.9 Hz, 0.005 g), BSF (31 Hz, 0.008 g), and BPFI (38.8 Hz,
0.008 Hz) were measured when the data were recorded from the accelerometer mounting
on the bracket (Figure 13).

To observe the higher amplitude peaks in the spectrum and to identify any sidebands
and harmonics resembling the bearing and other parts, the overall spectrum (g) is consid-
ered for both combine harvesters, as shown in Figures 14 and 15. No higher amplitude
peaks, harmonics, and side bands are present in the analyses. The bearing is considered
safe to operate. The magnitudes of the measured RMS value indicate no bearing faults
in the Massey Ferguson 7370 Beta (New). The bearing condition is in good condition to
operate. The RMS bearing static amplitude is 0.353 g, which indicates a lower number
than the alarm limit specified on ISO 10800: Noise and Vibration standard alarm set on the
DDS software.
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Figure 12. The fast Fourier transform (FFT) (500 Hz–16 kHz) demodulation of the 6310 SKF of the non-
driving end of the threshing drum of Massey Ferguson 7370 Beta (New), a sensor mounted on housing.

Figure 13. The fast Fourier transform (FFT) (500 Hz–16 kHz) demodulation of the 6310 SKF of the non-
driving end of the threshing drum of Massey Ferguson 7370 Beta (New), a sensor mounted on a bracket.

Figure 14. Top 8 peaks from the overall spectrum (10 Hz–16 kHz) of Massey Ferguson Activa.
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Figure 15. Top 8 peaks from overall spectrum (10 Hz–16 kHz) of Massey Ferguson Beta.

The FASIT tool provided by the Adash DDS helps identify the other mechanical
condition of the threshing unit. The results show 0.5% looseness, 1% unbalance, 1%
misalignment, and 5% other mechanical faults, as shown in Figure 16.

Figure 16. The Adash FASIT tool display for correctable mechanical conditions (looseness, misalignment,
bearing, unbalance, and speed).

The validation of the method was again performed on the tangential threshing test
bench. To study the bearing used in the stand demodulated FFT is considered when the
measurement is from an accelerometer-mounted housing at 45◦ from the horizontal radial
axis. When the sensor was directly mounted on the housing, 30% unbalance, 0% misalign-
ment, and 40% looseness were observed from the FASIT tool display. The unbalance and
looseness issues were fixed for the tangential threshing stand and the vibration analysis
was performed. The fundamental frequency was obtained from the DDS Adash bearing
library, as shown in Table 6.
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Table 6. Fundamental frequencies of the 6310 SKF bearing.

Fundamental train frequency (FTF) 0.381 Hz
Ball spin frequency (BSF) 1.98 Hz

Ball passing frequency of outer race (BPFO) 3.05 Hz
Ball passing frequency of inner race (BPFI) 4.95 HZ

The demodulated FFT spectrum, with an amplitude RMS (g) with a threshing speed
of 420 RPM (maximum operating speed), and when the sensor was directly mounted
onto the housing for the bearing fundamental train frequency (FTF) (2.69 Hz, 0.005 g), ball
passing frequency of outer race (BPFO) (21.5 Hz, 0.009 g), ball spin frequency (BSF) (28.5 Hz,
0.004 g), and ball passing frequency of inner race (BPFI) (34.5 Hz, 0.01 Hz), was measured
and is shown in Figure 17. The RMS higher values should be as near to zero as possible
when being assessed. Since the BPFI amplitude is close to the second digit after decibel and
higher compared to the other amplitudes, it is further diagnosed with the digital camera
with 12-megapixel-wide and ultrawide lenses (Figure 18). It is observed that the bearing
has initiated the abrasive marking with contamination. The main causes include filthy
hands, contaminated workspaces, dirty instruments, and foreign objects in lubricants.

Figure 17. The fast Fourier transform (FFT) (500 Hz–16 kHz) demodulation 6313 KBC of the non-driving
end of the tangential threshing drum rotating at 420 rpm with the sensor mounted on the housing.

Figure 18. Image of bearing surface inner ring.
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Therefore, the fast Fourier transform (FFT) (500 Hz–16 kHz) demodulated RMS vibra-
tion analysis technique successfully determined the bearing initial fault condition and is
suitable for the easy and effective analysis of the tangential threshing bearing condition.
The FASIT tool successfully determined the other machine condition.

3.3. Random Vibration Analysis

The reaction of structures exposed to random vibration loads must be examined
by random vibration analysis. Compared to the scenario of a deterministic time history
loading, random vibration loads were not always quantifiable with the confidence of the
size and duration. The outcomes are also statistical in nature because the input loads are
described using statistical values.

The design was assembled in Solid works software and imported to the Ansys software.
The shaft extruded and was cut to 50 mm (millimeters) to reduce the computational time.
The inner race-shaft and roller-bearing races have a friction coefficient of 0.21, the bearing
races-housing and bracket and housing have a friction coefficient of 0.4, whilst the bolts-
bracket has a friction coefficient of 0.23.

The FFT (500–16,000 Hz) data range between 400 Hz and 800 lines. The fundamental
frequencies of the bearing corresponding to the FFT frequency of measurement (Figure 16)
were converted into power spectral density (PSD), as shown in Table 7. The frequency
domain analysis with PSD estimation based on FFT [25] is given by:

PSD = Amplitude2/(∆ f × W f ) (1)

where W f is the correction value (3.671441636) and ∆ f is the frequency resolution ob-
tained by:

∆ f =
Frequency range

No. of Lines
(2)

Table 7. Conversion from FFT to PSD.

Fundamental Bearing Frequencies at 420 rpm of 6313 KBC
FFT Amplitude
Demodulated

RMS (g)

PSD Amplitude
(g2/Hz)

Fundamental train frequency (FTF) (2.69 Hz.) 0.005 3.405 × 10−5

Ball spin frequency (BSF) (21.5 Hz.) 0.009 1.1031 × 10−4

Ball passing frequency of outer race (BPFO) (25.5 Hz.) 0.004 2.179 × 10−5

Ball passing frequency of inner race (BPFI) (34.5 Hz.) 0.01 1.3619 × 10−4

The corresponding PSD frequency and amplitude are applied to all the connections and
PSD deformation and response PSD due to the adjacent PSD input being observed on the
bracket in the vertical radial direction. The first sigma scale factor showed 3.211 ×10−8 mm.
minimum deformation and 1.23 ×10−3 mm. maximum deformation and the third sigma
scale factor showed 9.6329 ×10−8 mm. minimum deformation and 3.7184 ×10−3 mm.
maximum deformation on the x axis (vertical radial direction). Again, the random vibration
was applied to the system, as shown in Table 8. These values are random in nature and
obtain the PSD response in frequency range from 10 to 2000 Hz. The first sigma scale factor
showed 1.73 ×10−9 mm. minimum deformation and 2.288 ×10−7 mm. maximum defor-
mation and the third sigma scale factor showed 5.16 ×10−9 mm. minimum deformation
and 6.57 ×10−3 mm. maximum deformation on the x axis (vertical radial direction).

The first sigma represents 68.26% deformation, and the third sigma represents 99.73%
deformation. Since the deformations on the brackets are negligibly very small, the defor-
mation on the other parts can be calculated and analyzed using a bracket. Furthermore, the
PSD response is taken on the vertex of the bracket, as shown in Figure 19 in the x direction.
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Table 8. Random Input PSD (10–2000 Hz.).

Frequency (Hz) G Acceleration (G2/Hz)

10 0.1
25.5 0.5
100 0.5
1000 0.5
2000 0.2

Figure 19. PSD response vertex.

The PSD response (RPSD) provides the spectral response of a structure subjected to
random excitation and the RPSD plot gives the information as to where the average power
is distributed as a function of frequency. This gives the RMS value of the selected frequency
range over the entire available frequency range as well as information about the peak g
acceleration responses that occur at the resonant frequency on the assembly (Figure 20).

Figure 20. PSD response graph displaying peak g acceleration responses.
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Therefore, the bracket deformation is comparatively negligible for the PSD correspond-
ing to the test result and random vibration PSD inputs. Thus, the bracket can provide the
deformation information of other associated components during vibration analysis when
the sensor is mounted onto its surface in the radial direction.

4. Discussion

The most suitable vibration signals were selected to assess the threshing drum technical
characteristics of a combine and to spot flaws when the combine is in function under
nonloading conditions. The best method for determining the bearing quality condition is
demodulated FFT spectrum analysis, which offers the necessary vibration information. The
FASIT tool technology provided by Adash DDS is effective and can easily identify machine
conditions such as misalignment, looseness, unbalance, and other mechanical conditions to
account for before every harvesting season.

The measurement was taken by introducing the simple bracket into the bearing hous-
ing to locations where sensor mounting is difficult, as the vibration analysis is conducted
for the Massey Ferguson Beta and Activa variants. The comparison was performed to
identify the difference in measurement taken when the sensor was mounted on the bracket
and housing. The modal analysis was performed on Ansys to identify the eigenvalues
and eigenvectors to prevent the resonance phenomenon. The static demodulated RMS
recording was found to be 16.23% more on the bracket compared to the housing which
satisfies the evaluation of the bearing condition. The magnitudes of the measured RMS
value indicated no bearing faults in the Massey Ferguson 7370 Beta (New) and Ferguson
7374 s (1300 EH) Activa. The RMS bearing static amplitude was 0.353 g and 0.364 g for
the Beta and Activa variants, respectively, which indicates a lower number than the alarm
limit specified on ISO 10800: Noise and Vibration standard alarm set on the DDS software.
The FASIT tool provided by the Adash DDS helps identify the other mechanical conditions
of the threshing unit. The results show 0.5% looseness, 1% unbalance, 1% misalignment,
and 5% other mechanical faults. This indicates no severe mechanical machine condition
problems and that it is safe to operate for the harvesting season. This method is again
validated from the tangential threshing stand and successfully determines the bearing fault
condition. Additionally, a PSD response plot (RPSD) is obtained to study the peak g accel-
eration responses that occur at the resonant frequency on the assembly. Therefore, the fast
Fourier transform (FFT) (500 Hz-16 kHz) determined the bearing condition, and the FASIT
technology can determine other mechanical conditions such as looseness, misalignment,
and the unbalance of the tangential threshing unit.
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Appendix A

Appendix A.1

Figure A1. Manufactured Bracket (Dimensions in mm).

Appendix A.2

Figure A2. Bearing housing (Dimensions in mm).

Appendix A.3

Figure A3. Bolt M12 (Dimensions in mm).
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Appendix A.4

Figure A4. Hub (Dimensions in mm).

Appendix A.5

Figure A5. Threshing shaft (Dimensions in mm).

Appendix A.6

Figure A6. Threshing disk (Dimensions in mm).

Appendix A.7

Figure A7. Top cover (Dimensions in mm).
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Appendix A.8

Figure A8. Bottom cover (Dimensions in mm).

Appendix A.9

Figure A9. Rasp bar (Dimensions in mm).
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Abstract: Assessing the quality of agricultural products is an essential step to reduce food waste.
The problems of overly complex models, difficult to deploy to mobile devices, and slow real-time
detection in the application of deep learning in agricultural product quality assessment requiring
solutions. This paper proposes a lightweight method based on ShuffleNetV2 to identify phenotypic
diseases in corn seeds and conduct experiments on a corn seed dataset. Firstly, Cycle-Consistent
Adversarial Networks are used to solve the problem of unbalanced datasets, while the Efficient
Channel Attention module is added to enhance network performance. After this, a 7× 7 depthwise
convolution is used to increase the effective receptive field of the network. The repetitions of basic
units in ShuffleNetV2 are also reduced to lighten the network structure. Finally, experimental
results indicate that the number of model parameters are 0.913 M, the computational volume is
44.75 MFLOPs and 88.5 MMAdd, and the recognition accuracy is 96.28%. The inference speed of
about 9.71 ms for each image was tested on a mobile portable laptop with only a single CPU, which
provides a reference for mobile deployment.
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1. Introduction

Evaluating the quality agricultural products is an issue to which countries have al-
ways attached great importance. Recent years have seen the introduction of the concept of
precision agriculture, with stricter requirements for the quality assessment of agricultural
products, which is important to guarantee accurate identification and effective control
of seed pests and diseases, in addition to playing a vital role in grain storage and distri-
bution management, helping to ensure seed quality, avoid food waste, and ensure food
security [1,2].

Fusarium graminearum, F.cepacia, F.proliferatum, and F.subglutinans are common
causes of root, stalk, and cob rot in maize [3]. Diseased seeds are an important source
of primary infestation resulting in plant diseases, leading to the long-distance spread
of plant diseases and reducing the germination rate of seeds [4]. Infected seeds are not
conducive to storage and can cause other seeds in the storage to become moldy, thus
causing huge food losses and further leading to declines in seed quality or rendering
these seeds altogether inedible [5]. Traditional grain quality and safety assessments often
use microbial experiments (e.g., spore counting, enzyme-linked immunosorbent assays).
In spite of their excellent detection accuracy, these methods are time-consuming, labor-
intensive, and destructive [6]. As an important basis for evaluating the quality of seeds, the
phenotypic detection of seeds is a non-destructive testing method. However, due to the
influence of subjective factors in manual testing, the test results vary from person to person,
and the detection efficiency is also low, which is easy to misjudge [7,8]. Therefore, quality
inspectors urgently need a fast and objective method to detect diseases in corn seeds.

With deep learning’s ability to extract features efficiently and accurately, it has become
widely used in agriculture, reducing the need for manual feature extraction and analysis and
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making great progress in crop disease detection. Using hyperspectral imaging technology
and deep convolutional neural networks (DCNNs), Zhang et al. [9] classified corn seeds
with different degrees of freezing damage and reached a higher than 90% classification
accuracy. Javanmardi et al. [10] used deep convolutional neural networks to classify
varieties of maize seeds with an accuracy of 98%. Wang et al. [11] used hyperspectral
imaging to identify aged maize seeds, which involved a full-spectrum classification model
using the support vector machine (SVM) algorithm, principal component analysis (PCA),
and ANOVA to reduce the data’s dimensionality and extract the feature wavelengths; they
classified maize seeds harvested in different years with a prediction accuracy of 97.5%.
Yang et al. [12] used hyperspectral imaging (HSI) combined with sparse auto-encoders
(SAEs) and convolutional neural network (CNN) algorithms to classify the mold grades
of maize kernels. SAEs and a CNN were combined with an SVM classifier to construct
the SAE-CNN-SVM model, and the results showed 99.47% and 98.94% correct recognition
rates on the training and test sets, respectively.

A real-time method based on deep convolutional neural networks for the identification
of maize leaf diseases was proposed by Mishra et al. [13], and the model was deployed on
a Raspberry Pi 3. It was used to identify maize leaf diseases, and their model achieved an
accuracy of 88.46%. Meng et al. [14] developed a spectral disease indices (SDIs) monitoring
model based on in situ leaf reflection spectra to detect southern corn rust (SCR)-infected
leaves and to classify the severity of SCR damage. The performance of the developed
SCR-SDIs was evaluated by employing a support vector machine (SVM), and the model
achieved an overall accuracy of 87% and 70% for SCR detection and severity classification,
respectively. The authors also found that these spectral features were associated with the
leaf pigments and water content. Albarrak et al. [15] created a date fruit dataset containing
eight categories and used the MobileNetV2 model for date fruit classification. The results
showed that the classification accuracy was 99%. Padilla et al. [16] used convolutional
neural networks and OpenMP to detect leaf blight, leaf rust, and leaf spot in corn crops,
and performed validation experiments on a Raspberry Pi, with measured accuracies of
93%, 89%, and 89%, respectively.

All of the above studies have provided positive results in agricultural product quality
assessment and classification. However, hyperspectral imaging data acquired has high
physical complexity, and analysis of hyperspectral data requires fast computers, sensitive
detectors, and large data storage capacity [17]. In addition, large convolutional neural
networks or traditional machine learning models are difficult to deploy in agricultural
production environments with limited computing resources.

To make deep learning models flexible for deployment on mobile platforms, scholars
have proposed lightweight network structures such as GhostNet [18], MobileNet [19],
ShuffleNet [20], etc. Existing domestic and international methods for mobile crop disease
identification include application realization on mobile devices such as cell phones, intelli-
gent mobile monitoring robots, aerial monitoring drones, and other ground deployment
methods [21,22]. In response to the above research, this paper proposes a lightweight corn
seed disease identification method with an improved ShuffleNetV2. We started by using
CycleGAN [23] to solve the problem of the unbalanced corn seed disease dataset. Then, the
ShuffleNetV2 and ECA [24] modules are combined to improve network performance; the
network structure is simplified to speed up network inference. Finally, an experimental
evaluation was conducted on a corn seeds dataset [25], and the results showed that the
improved model was lighter and had better recognition accuracy compared with Shuf-
fleNetV2, which shows the potential for crop pest recognition on mobile platforms with
low computational power.

2. Dataset Preparation

The dataset in this paper is the public Corn Seeds Dataset [25] provided by the labora-
tory in Hyderabad, India, which classifies corn seeds into four categories, pure, broken,
discolored, and silkcut, for a total of 17,801 maps. The number of healthy seeds accounts for
40.8% of the original dataset, and the number of diseased seeds that are broken, discolored,
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and silkcut account for 32%, 17.4%, and 9.8% of the total, respectively. The number of
corn seeds in each of the four categories is thus extremely unbalanced. Nagar S. et al. [25]
used the BigGAN [26] method to generate 5000 pseudograms, but the dataset suffered
from classification inaccuracies, making the recognition model network severely over-fitted.
Figure 1 shows a preview of the four categories of the Corn Seeds Dataset.

Figure 1. Corn Seeds Dataset: (a) pure, (b) broken, (c) discolored, (d) silkcut.

2.1. CycleGAN Data Augmentation

In this paper, each type of seed in the dataset is first manually corrected according to
the original criteria:

(1) Pure: the seeds are full in appearance, with no visible breakage, mold, black rot,
or cracks;

(2) Broken: the seeds are incomplete in appearance, with visible breaking, accompanied
by a few mold infections and discoloration;

(3) Discolored: large areas of mold infection and black rot on the seed surface causing
discoloration of the seeds, accompanied by a small amount of breakage;

(4) Silkcut: the basic type of seed is intact, with visible cracks on the surface, with a few
accompanying discolorations or breakage at the cracks.

Next, we use the Cycle–Consistent Adversarial Networks (CycleGAN) to generate
disease seeds in the dataset to solve the dataset’s imbalance problem. CycleGAN is an
unsupervised generative adversarial network that does not require a one-to-one mapping
relationship between training data for image-to-image translation. Figure 2 illustrates
the model structure of CycleGAN, where A and B represent two different styles of image
domains; a and b represent the images in the A and B domains, respectively; and G and
F represent the generators required for the mutual translation process of image domains
A and B. The translation process from A to B can be described as follows: a obtains a
forged image G(a) with the style of B through generator G, and the forged image G(a)
is input to generator F to obtain the reconstructed image F(G(a)). The translation of B
to A follows the same process as above. The two discriminators, DiscriminatorA and
DiscriminatorB, discriminate the forged image and calculate the probabilities DA(a) and
DA(F(b)) that a and F(b) belong to the A domain and similarly obtain the probabilities
DB(b) and DB(G(a)) that b and G(a) belong to the B domain. The computed probabilities
between the discriminators DA and DB are used to define the adversarial loss of CycleGAN,
which ensures that the generator and discriminator evolve with each other, thus allowing
the generator to generate more realistic images; the A and B domains and the reconstructed
image domains F(G(a)) and G(F(b) are mapped using a cyclic consistent loss function to
ensure an efficient mapping from domain A to B.
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Figure 2. CycleGAN model structure.

2.2. Loss Function

The loss function of CycleGAN consists of the adversarial loss LossGAN and the cycle
consistent loss Losscycle, which ensures an efficient mapping of the two domains. The total
adversarial loss is LossGAN with image domains A and B. G is the mapping generator
from image domain A to B with the adversarial loss function denoted as LossA2B; F is
the mapping generator from image domain B to A with the adversarial loss function
denoted as LossB2A; and the total adversarial loss is LossGAN , as shown in the following
Equations (1)–(4):

LossGAN = LossA2B + LossB2A (1)

LossA2B = E(b∼pdata(b))[logDB(b)] +E(a∼pdata(a))[log(1− DB(G(a)))] (2)

LossB2A = E(a∼pdata(a))[logDA(a)] +E(b∼pdata(b))[log(1− DA(G(b)))] (3)

LossCycle = E(a∼pdata(a))[‖ F(G(a))− a ‖1] +E(b∼pdata(b))[‖ G(F(b))− b ‖1] (4)

where pdata(a) and pdata(b) are the probability distributions of image domains A and
B, respectively.

The cycle consistent loss function Losscycle is shown in Equation (4). For each image a
from domain A, the image translation cycle should be able to bring a back to the original
image, i.e., a ≈ F(G(a)). We call this forward cycle consistency. The cycle consistent loss of
the B to A domain is similar: b ≈ G(F(b)) satisfies the backward cycle consistency, thus
avoiding the situation of invalid adversarial loss. From the above Equations (1)–(4), the
loss function Loss of CycleGAN can be obtained as in Equation (5):

Loss = LossGAN + λ× LossCycle (5)

where λ is weight of the cyclic consistency loss, controlling for the relative importance of
adversarial and cyclic consistency losses.

2.3. Training Results

Table 1 below shows the distribution of pure, broken, discolored and silkcut seeds
in this dataset. This paper uses CycleGAN to supplement the discolored and silkcut
classes. The two training processes define image domain A as pure and image domain B as
discolored or silkcut.

The CycleGAN image translation models for pure and discolored seeds are first trained.
In its model training phase, for the input image domains A (pure) and B (discolored), the
corresponding forged and reconstructed images are generated by the generative network;
then, the gradient of the generative network is calculated and the weight parameters are
updated; next, the gradient of the discriminative network is calculated and the weight
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parameters are updated; finally, the model parameters are saved. The training process for
the pure to silkcut translation is the same as above.

Table 1. Distribution of datasets.

Classification Original
Dataset

After
Screening

Participate
in Training

CycleGAN
Generation New Dataset

Pure 7265 6972 5473 0 5473
Broken 5670 5489 5489 0 5489

Discolored 3115 2748 2748 2677 5425
Silkcut 1751 1569 1569 4011 5580

The input image is processed by RandomHorizontalFlip, RandomCrop, and Normalize
into the generator; the input and output image resolutions are unified at 128 × 128, the
number of residual blocks is 6, the Adam optimizer is used, the batch size is 1, and a
total of 200 iterations are trained from the beginning. The learning rate remains constant
at 0.0002 for the first 100 iterations, and decreases linearly in the direction of 0 for the
next 100 iterations. The experimental framework was PaddlePaddle 2.1.2 (Baidu; Beijing,
China), Python 3.7 (Centrum Wiskunde & Informatica, Netherlands), and an NVIDIA Tesla
V100 graphics card for model training.

The experimental procedure is shown in Figures 3 and 4. The image translation process
recordings for each 50 iterations of the two training sessions are shown separately. The first
row of the figure are all real training images of image domains A and B, and the second row
shows the corresponding generated images. The figure clearly shows that as the number
of training epochs increases, the healthy maize seeds gradually possess the features of
the diseased seeds, while the mold and cracks on the diseased seeds gradually disappear,
representing that the CycleGAN network has learned the mapping relationship between
the two image domains, completing the translation between pure and discolored (or pure
and silkcut).

Figure 3. Pure and discolored interconversion training process.

Figure 4. Pure and silkcut interconversion training process.

In the model testing phase, e.g., translating pure seeds to discolored, the latest saved
model is first loaded; then, a batch of pure and discolored images are fed into CycleGAN;
and after the test is completed, we will obtain a batch of fake images, such as the fake
discolored seed images in Figure 5. Finally, we save the resulting fake map and use it to
solve the imbalance problem in the dataset.
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Figure 5. CycleGAN model image translation test results.

Figure 5 shows the results of testing with the trained CycleGAN model, with pure
translated into discolored on top and pure translated into silkcut on the bottom. The gen-
erated images, noted as fake discolored or fake silkcut, are similar to the discolored and
silkcut corn seed features in the real dataset and can be used to balance the dataset.

3. Efficient Channel Attention

Attention mechanisms have been widely used in machine vision in recent years, and
attention in neural networks allows the system to pay more attention to focused information
and learn better attention weights. The ECA attention mechanism proposed by Wang et al.
is an improvement on the SE (Squeeze-and-Excitation) [27] module. The authors found that
avoiding dimensionality reduction and a proper local cross-channel interaction strategy
helped to improve the performance and efficiency of channel attention.

The ECA structure is shown in Figure 6, with feature χ passing through the Global
Average Pooling (GAP) layer to obtain a 1× 1× C feature matrix, and the convolution
operation is performed on this feature using a local weight sharing, one-dimensional
convolution, followed by a sigmoid activation function to obtain the attention weights;
then, the output feature matrix is derived by multiplying this weight with the input feature
map. One-dimensional convolution involves an adaptive hyperparameter k (convolution
kernel size), which represents the coverage of local cross-channel interactions, as shown in
Equation (6):

k = ψ(C) = | log2(c)
γ

+
b
γ
|odd, (γ = 2, b = 1) (6)

where |x|odd denotes the oddest number closest to x. ECA attention mechanisms have fewer
parameters compared to SE, and appropriate cross-channel information interaction ensures
that gains are brought to the network while introducing a small number of parameters.

Figure 6. ECA attention mechanism.
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4. ECA—ShuffleNetV2 Relevant Theories

The ultimate goal of deep learning development has always been to proceed to practical
applications, which makes people more concerned about how to obtain the optimal results with
limited resources. In this paper, we compare the Top-1 Accuracy of GhostNet, MobileNet V2,
MobileNet V3, and ShuffleNetV2 series networks under CIFAR-10 [28]. The following metrics
were counted using the torchstate tool provided by PyTorch: FLOPs, Params, and Memory cost.

To meet the needs of mobile deployments, only lightweight versions of these networks
are tested in this article. The detailed model versions are shown in Table 2. We had to make
a trade-off between accuracy and speed, and the table shows that MobileNet V2 1× achieved
the highest Top-1 Accuracy on CIFAR-10, with ShuffleNetV2 1× following closely behind.
However, the FLOPs, Params, and Memory costs of ShuffleNetV2 1× are much lower than
those of MobileNet V2 1×. Without a doubt, ShuffleNet V2 1× won this race, and this was
further confirmed in subsequent experiments. The subsequent experiments also focused on
ShuffleNetV2 and MobileNet V2. To further refine the experiments, the rest of the networks are
tested in the final inference speed comparison.

Table 2. Comparison of various parameters of the lightweight model.

Model FLOPs (M) Params (M) Memory Cost (MB) Top-1 Accuracy (%)

ShuffleNetV2 0.5× 42.63 0.352 10.63 85.7
ShuffleNetV2 1× 149.58 1.257 20.84 88.5

MobileNet V2 0.5× 101.35 0.590 40.12 87.6
MobileNet V2 1× 318.96 2.236 74.25 89.4

MobileNet V3-Small 58.8 1.528 16.20 88.0
GhostNet 0.5× 45.82 1.319 20.03 85.6
GhostNet 1× 149.41 3.914 40.05 87.7

4.1. Depthwise Separable Convolution

Depthwise Separable Convolution (DSC) has been effective in making network struc-
tures more lightweight [29]. It consisting of depthwise (DW) and pointwise (PW) convolu-
tion and has a relatively low number of parameters and computational cost in extracting
features compared to ordinary convolution. One depthwise convolution is computed for
only one channel of the input feature map. Pointwise convolution is similar to ordinary
convolution with a size of 1× 1×M. M is the number of channels in the input feature
matrix. Thus, the number of output feature maps is equal to PW’s number of convolution
kernels. Moreover, PW convolution solves the problem of DW convolution, which is the
poor interaction between the feature information of different channels at the same spatial
location, shown in Figure 7.

Figure 7. Depthwise separable convolution: (a) DW: Depthwise convolution; (b) PW: Pointwise convolution.

4.2. Grouped Convolution and Channel Shuffle

Grouped convolution discretizes dense convolutional connections to build a sufficiently
deep and wide neural network by replicating the grouped convolution. Compared with
standard convolution, grouped convolution has less parameters, lower complexity, and helps to
facilitate the parallelism in the model, but the lack of information exchange between different
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groups weakens the feature extraction ability of the network. ShuffleNet V1 uses the channel
shuffle to remedy this deficiency [30]. As shown in Figure 8, Output Features 1 after group
convolution are “shuffled” by the channel shuffle operation, which fully integrates the inter-
group channel information without increasing the computational effort.

Figure 8. Grouped convolution and channel shuffle.

4.3. ShuffleNet V2

ShuffleNetV2 proposes that FLOPs are an indirect metric that cannot be equated
with direct metrics such as speed and accuracy and proposes four guidelines for efficient
network design:

(1) Maintain a constant number of convolutional input and output channel widths to
minimize the memory access cost;

(2) The quantity of groups in group convolution is inversely proportional to the speed of
network operation;

(3) Cautious fragmentation operations and reducing the count of network branches can
improve operational efficiency;

(4) Reducing element-wise operations which have relatively small FLOPs but high mem-
ory access costs.

Starting from the four guidelines mentioned above, the authors present an improved
ShuffleNetV2 network structure, illustrated in Figure 9. The authors devised the channel split
operation shown in Figure 9a. In front of each unit, the input channel C is divided into two equal
branches. To avoid fragmentation, one branch is left unchanged. The other branch follows
criterion (1) and consists of three convolutional layers with a constant number of channels
and no longer uses 1× 1 grouped convolution. Then, the two branches are concatenated in
the depth direction, followed by a channel shuffling operation to enhance the information
interaction between the channels. Figure 9b shows the module with downsampling, and with
channel splits removed, twice the number of channels of the output feature map as the input
are obtained.

4.4. ECA—ShuffleNetV2

The basic component of a transformer is self-attention, which essentially performs
Query-Key-Value operations at a global scale or within a larger window, which is the
reason for the superior performance of transformers on downstream tasks [31]. Recently,
many scholars have applied large convolution kernels to CNNs. Liu et al. [32] borrowed
the large-scale window of the transformer in their paper and changed the size of the
convolution kernels in CNNs from 3× 3 to 7× 7. They experimentally concluded that
7× 7 convolution kernels can achieve better detection on the ImageNet dataset with only a
small increase in the number of parameters. Similarly Ding et al. [33] state in their article
that large convolution kernels are both more accurate and more efficient at this task.
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Figure 9. (a) ShuffleNetV2 basic unit, ShuffleNetV2 block 1; (b) unit for spatial down sampling,
ShuffleNetV2 block 2. DWConv: depthwise convolution.

In this paper, the two units of ShuffleNetV2 are improved by moving forward the depth-
wise convolution in the original branch 2, followed by two pointwise convolutions. The specific
structure of branch 2 is shown in Figure 10b, where a depthwise convolution of the size 7× 7 is
used instead of the 3× 3 depthwise convolution in ShuffleNetV2, depicted in Figure 10c.

Figure 10. (a) Structure for branch 2 in the ShuffleNetV2 unit; (b) DW convolutional advance of
branch 2’s structure; (c) structure of branch 2 in the ECA ShuffleNetV2 base unit.

In practical applications, the model needs to be reasonably designed according to the com-
plexity of the task. The deep small kernel network has a large theoretical receptive field, but its
effective receptive field is limited. We replace the CNN network with a deep small kernel with a
shallow but large kernel and conclude in this paper that the method is effective and feasible.

This is a relatively simple four-classification task, and the model size should be
appropriately reduced to improve detection efficiency. Therefore, in this paper, the number
of repeats of Block C is reduced. Morevoer, the 3× 3 DW convolution is connected after the
channel shuffling of Block D with the downsampling function to further extract features.
The modified unit of the network is shown in Figure 11.

Figure 12 shows a comparison of the ShuffleNetV2 1× and the improved ECA-
ShuffleNetV2 1× network structure, with the input image resolution changed to 160 × 160.
Since the DW convolution is moved forward in the branch, the number of channels in
the output feature layer is changed to [58, 116, 232, 464, 1024] here to guarantee that the
number of channels of its output feature matrix is divisible by the number of channels of the
input feature matrix. The 3× 3 convolutional layer and the max pooling at the beginning of
the ShuffleNetV2 are replaced by a 4× 4 convolutional, a stride of 4, and the input image is
downsampled 4×. We reduce the size of the network by changing the number of iterations of
Block C in each stage from (3, 7, 3) to (1, 1, 1). Conv5 is then followed by the ECA attention
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module, and the appropriate cross-channel information interaction ensures that a small
quantity of parameters are introduced while bringing gains to the network.

Figure 11. (a) ECA-ShuffleNetV2 basic Block C; (b) ECA-ShuffleNetV2 Block D for spatial down
sampling; DWConv: depthwise convolution.

Figure 12. ShuffleNetV2 1× and ECA-ShuffleNetV2 1× network structure.
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5. Model Training
5.1. Experimental Details

The dataset in this paper is from the Corn Seeds Dataset provided by the Hyderabad
Laboratory in India. The imbalance in the dataset was resolved using CycleGAN, and the
distribution of the datasets involved in the training is shown in Table 3, with a total of four
categories and 21,967 photos. The balanced dataset was randomly divided into a training
set and a validation set according to the 4:1 ratio of each category.

Table 3. Datasets.

No. Classification Training Set Validation Set Number

1 Pure 4321 1152 5473
2 Broken 4333 1156 5489
3 Discolored 4281 1144 5425
4 Silkcut 4408 1172 5580

Total 17,343 4624 21,967

The experiments were conducted in the Anaconda environment, Python 3.8.1 (Centrum
Wiskunde & Informatica, Netherlands), Pytorch 1.10.0 (Facebook Artificial Intelligence Research,
Menlo Park, California, United States), CUDA 11.3 (NVIDIA, Santa Clara, California, United
States), and trained on an NVIDIA TITAN Xp graphics card. The SGD (stochastic gradient descent)
optimizer was used, with parameters set to momentum = 0.9, weight decay = 0.012, and lr = 0.01.
The learning rate decay was set to ReduceLROnPlateau with threshold = 0.99, mode = ’min’,
factor = 0.70, and patience = 3. The input image was resized to 160× 160 by random horizontal
flipping and normalized. The batchsize was set to 200 for a total of 70 epochs of iterative training.
Using parameter grouping optimization in training [34], the trainable parameters are divided
into two groups based on whether they require L2 regularization processing, where weights in
the convolution and fully connected layers are used for L2 regularization. Other parameters,
including the biases and γ and β in BN layers, are left unregularized.

5.2. Experimental Results and Analysis

Figure 13 shows the loss and accuracy comparison results of ShuffleNetV2 1×, MobileNet
V2, and ECA-ShuffleNetV2 1× models on the train and validation dataset. Obviously, ECA-
ShuffleNetV2 1× outperforms the first two in terms of convergence speed and training stability,
and has higher accuracy and lower loss value in the training and validation set, which verifies
the effectiveness and reliability of the improved method proposed in this paper.

Grade-CAM [35] (Gradient-weighted Class Activation Mapping) is used to visualize
the class activation mapping of models as a way of expressing the “visual interpretation” of
CNN-based models without the need to modify the model’s structure or retrain it. Filling
the regions of interest in the CNN model with highlights allows us to analyze whether the
network is learning the correct features. In Grade-CAM heat maps, the brighter the color of
an activated region indicates its greater relevance to a particular category.

In Figure 14, comparing the grade-CAM heat maps of corn seeds generated by the
three models (ECA-ShuffleNetV2 1× (2, 2, 2); ShuffleNetV2 1× (2, 2, 2); ShuffleNetV2 1×
(4, 8, 4)), it is not difficult to see that there are differences in the sensitivity of different
models to key features. As can be seen in the heat map, the ECA-ShuffleNet V2 model is
able to precisely focus on key features that distinguish corn seed disease categories from
one another, such as disease spots and cracks. It indicates that this region was helpful for
the model to identify the category of the disease and shows that the model extracted the
important disease features well. In contrast, the other two models deal with a large amount
of redundant information or ignore valid category feature information, which makes the
models less effective at classification.
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(a) (b)

(c) (d)

Figure 13. Comparison of accuracy and loss values for ECA-ShuffleNetV2 1×, ShuffleNetV2 1×,
and MobileNet V2: (a) Training accuracy comparison convolution; (b) Training loss comparison;
(c) Validation accuracy comparison convolution; (d) Validation loss comparison.

Figure 14. Grad-CAM heat map.

5.3. Ablation Experiments

The results of the ablation experiments of the improved model are shown in Table 4.
Model 1 is a ShuffleNetV2 1× network, and Model 2 only reduces the number of iterations
of Model block 1 to one, which reduces the depth of the network, reduces the number
of parameters and FLOPs by 1/3, and improves accuracy by 0.07%. Model 3 only adds
3× 3 DW convolution after block 2 of Model 1, which increases accuracy by 0.68% by
introducing only a small number of parameters. Model 4 moved the DW convolution
in branch 2 forward and modified the output feature layer channels from [24, 116, 232,
464, 1024] to [58, 116, 232, 464, 1024], the accuracy improved to 95.24%. Model 5 replaces
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the 3× 3 DW convolution with 7× 7 DW convolution in the branch, and the accuracy is
improved by 0.08. Model 6 adds the ECA attention module after Conv5, with almost no
change in the number of parameters and FLOPs and an accuracy increase of 0.87 percentage
points, with only a small increase in memory cost. Model 7 replaces the convolution and
max pooling layers of Conv1 with an ordinary convolution, a kernel size of 4, and a stride
of 4, and the accuracy rose by 0.47%. This method, Model 8 (ECA-ShuffleNetV2), uses the
above six improvement strategies simultaneously on the basis of Model 1 (ShuffleNetV2
1×). Relative to Model 1, the accuracy improved to 96.28% with a decrease of nearly 30% in
Params and a compression of nearly half in FLOPs, Memory cost, and Madd, resulting in a
good improvement. Model 9 (MobileNet V2 1×) achieved 95.69% accuracy on this dataset,
but Params, FLOPs, Memory cost, and Madd were all greater than those of ShuffleNetV2.

After training, confusion matrices were created for the three algorithms MobileNet
V2 1×, ShuffleNetV2 1×, and ECA-ShuffleNetV2 1×, and the performance evaluation of
the model was carried out using the values (TP, TN, FP, FN) on the confusion matrix.
The confusion matrix for the validation set of the CNN model is shown in Figure 15.
The confusion matrix is used to visualize the performance of the CNN model, with each
column representing the true label of the sample and the rows of the matrix representing
the predicted class of the classifier. These four metrics typically include true positives (TP),
true negatives (TN), false positives (FP), and false negatives (FN) [36]. In this task, TP
and TN correspond to the correct identification of diseased maize seed categories, while
FP and FN correspond to misclassification. Model performance was evaluated according
to the parameters associated with the confusion matrix, i.e., Accuracy, Precision, Recall,
Specificity, F1_Score, which are defined as shown in Table 5. Performance was evaluated
on the validation set [37].

Table 4. Results of ablation experiments.

Model Params (M) FLOPs (M) Memory Cost (MB) Madd (M) Accuracy (%)

1 1.258 76.32 10.63 150.88 94.74
2 0.848 47.24 6.74 93.36 94.81
3 1.267 77.29 12.85 152.67 95.42
4 1.265 74.89 12.04 147.61 95.24
5 1.356 85.75 10.63 169.74 95.61
6 1.258 76.32 10.65 150.88 94.92
7 1.258 73.51 9.17 145.5 95.31
8 0.913 44.75 5.86 88.50 96.28
9 2.229 162.74 37.98 318.95 95.69

(a) (b) (c)

Figure 15. Confusion Matrix for the validation set: (a) ShuffleNetV2 1×; (b) MobileNet V2; (c) ECA-
ShuffleNetV2.

A comparison of the confusion matrix’s performance metrics for the three models is
shown in Tables 4 and 6, which include the Accuracy, Precision, Recall, Specificity, F1_Score
of the models. Table 4 demonstrates that the model with the highest accuracy in disease
identification is the ECA-ShuffleNetV2 1× (96.28%) proposed in this paper, followed by
MobileNet V2 1× (95.69%), and ShuffleNetV2 1× (94.74%). Moreover, it can be concluded
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that ECA-ShuffleNetV2 1× has excellent detection performance both in terms of speed
and accuracy, and this network can extract detailed information about the samples and
provide a way of thinking for the processing of similar classification tasks in this area.
The experimental results also show that appropriate dataset augmentation has a positive
impact on small or unbalanced samples in classifier training. Additionally, CycleGAN
effectively contributes to dataset augmentation and increases model accuracy. Meanwhile,
the deep learning-based feature extraction method can efficiently and accurately retain the
information of corn seed appearance and reduce the information loss caused by manual
feature extraction.

Table 5. Performance evaluation metrics.

Metrics Formula (M) Evaluation Focus

Accuracy
(TP + TN)

(TP + FP + FN + TN)
The ratio of the number of correct predictions made by the classifier to
the total number of predictions made by the classifier is measured.

Precision
(TP)

(TP + FP)
Denotes the percentage of samples in which the predicted outcome is a
positive case and the true case is also a positive case.

Recall
(TP)

(TP + FN)
Represents the model’s ability to correctly predict the positives out of
actual positives.

Specificity
(TN)

(TN + FP)
Specificity is the metric that evaluates a model’s ability to predict the true
negatives of each available category.

F1_Score
(2 ∗ TP)

(2 ∗ TP + FP + FN)
F1_Score gives equal weight to both the Precision and Recall for measur-
ing its performance in terms of accuracy.

Table 6. Classification results of 3 models: SN: ShuffleNetV2 1×; MN V2: MobileNet V2 1×; ECA-SN:
ECA-ShuffleNetV2 1×.

Name
Precision (%) Recall (%) Specificity (%) F1_Score (%)

SN MN V2 ECA-SN SN MN V2 ECA-SN SN MN V2 ECA-SN SN MN V2 ECA-SN

Broken 92.04 94.26 95.47 94.98 95.16 96.71 97.26 98.07 98.47 93.49 94.71 96.09
Discolored 92.36 91.78 93.78 88.81 92.74 92.22 97.59 97.27 97.99 90.55 92.26 92.99

Pure 99.05 99.39 99.39 99.05 99.48 99.65 99.68 99.80 99.80 99.05 99.44 99.52
Silkcut 95.50 97.39 96.42 96.08 95.39 96.50 98.46 99.13 98.78 95.79 96.38 96.46

From Table 6, it can be seen that all three classifiers have the excellent recognition of
healthy corn seeds, with precision over 99%, and poor recognition of discolored seeds. This
is due to the fact that, in most cases, there is more than one form of deterioration in maize
seeds during storage; for example, the presence of broken or discolored conditions causes
the classifier to become tangled up in identifying specific disease conditions. However, the
model identifies healthy corn seeds well, which is sufficient to determine whether corn
seeds are up to standard. The ECA-ShuffleNetV2 model proposed in this paper has less
than 1 M parameters, and the memory cost is only 5.86 MB; meanwhile, the precision of
the model in identifying healthy seeds is 99.39%, and the number of misclassified seeds is
small, which can basically meet the needs of mobile applications.

Table 7 shows the single image inference speed of the ShuffleNetV2 1×, MobileNet
V2, MobileNet V3-Small, GhostNet 0.5×, and ECA-ShuffleNetV2 1× models on a portable
laptop. The device is equipped with an Intel(R) Core(TM) i5-7200U CPU and 4G RAM
without GPU acceleration. Input image resolution is 160 × 160. To ensure the accuracy of
the test, the single image inference time is the average time it takes for 100 images to be
inferred by the model. The table clearly shows that the ECA-ShuffleNetV2 1× achieves an
inference time of 9.71 ms per image. This is expected, as ShuffleNetV2 was designed from
the outset with inference latency in mind and does not focus solely on FLOPs.
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Table 7. The single image inference speed comparison for five models. All results are evaluated with
single thread. SN: ShuffleNetV2 1×; MN V2: MobileNet V2 1×; MN V3-S: MobileNet V3-Small; GN:
GhostNet 0.5×; ECA-SN: ECA-ShuffleNetV2 1×.

Model SN MN V2 MN V3-S GN ECA-SN

Time (ms) 16.20 28.11 33.89 28.39 9.71

5.4. Related Work

Previously, Ferentinos [38] developed a deep learning model based on a convolu-
tional neural network architecture specifically adapted to plant leaf detection, trained on
a publicly available dataset of 87,848 photos, with experimental results showing that the
VGG convolutional neural network achieved 99.53% accuracy (top-1 error of 0.47%) in the
classification of the test set. Moreover, the inference time of the model is about 2 ms under
a single GPU, which is suitable for the deployment of mobile devices.

Common classifier training methods are transfer learning and training from scratch.
For the case of supervised learning, the most time-consuming steps are the production
of convincing and relevant sample datasets and the significant time spent on parameter
training; the overfitting and convergence states of CNN networks are also of concern.
In problems similar to the classification of seed pests and diseases, transfer learning can
be used to speed up the training of classifiers [39]. Gulzar et al. [40] built on the VGG16
network and trained the model using transfer learning; the model achieved 99% accuracy
on the seed classification dataset. Hamid et al. [41] also performed experiments on this
dataset using MobileNetV2 for seed classification, and the results showed an accuracy
of 98% and 95% for the training and test sets, respectively. Although the classification
accuracy is not as good as that of Gulzar et al.’s method, the MobileNetV2 model has better
parameter scale, inference speed, and memory usage than VGG16 and is more suitable for
applications in mobile scenarios.

The prediction accuracy of supervised deep learning models depends heavily on the
amount and diversity of data available during training. Generally, when dealing with
complex tasks, the amount of data available for training models is difficult to obtain. In
addition, when there are large differences between research tasks or when the problem of
imbalance in sample datasets is severe, ordinary simple dataset augmentation algorithms
(e.g., padding, random rotating, darkening or brightening/color modification) may not
be sufficient for the experimental needs. It is possible to overcome this challenge by using
GAN-based dataset augmentation, such as how CycleGAN was used in this paper [42].

6. Conclusions and Future Work

This paper presents an improved ECA-ShuffleNetV2 network for corn seed disease
identification. Production of the dataset requires only a low-cost digital camera. On a
CPU device, this model has a single-threaded inference speed of about 9.71 ms and a
classification accuracy of 96.28% on the validation set. It has 0.913 M parameters and
44.75 M FLOPs. The model is suitable for deployment on mobile devices, such as smart
phones and portable laptops available to growers or quality assessment practitioners, as
well as on offline mobile monitoring sites.

Compared with traditional machine learning, deep learning is more effective at pest and
disease classification. In addition, the corn seed disease recognition model built in this paper
has the advantages of high recognition accuracy, fast recognition speed, and relatively small
model parameters. This model can quickly extract the characteristics of diseased seeds, which
greatly reduces the workload of manual detection. It is possible for relevant departments to
collect and produce different data sets of agricultural samples for quality evaluation model
training of other cereals according to the actual situation, which has good application prospects.

Using machine vision, we can only obtain phenotypic information about seeds; how-
ever, that information does not describe their internal characteristics. Therefore, in the
follow-up work, we will combine our method with hyperspectral technology in order to
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detect and classify seed diseases and enhance the model’s robustness so that it works well
on similar tasks.

According to a comparison with related research at this stage, the limited number of
seed samples chosen for this study is not representative of all diseases present in Chinese
maize seeds today. Particularly, diseased seeds are much less common than healthy seeds,
which is a huge test of our work. In the next study, a complete maize seed image acquisition
system will be designed to address the problem. To build a comprehensive and accurate
data set of maize seed diseases, we will collaborate with relevant departments. We will
also ensure its classification quality in order to improve the practical utility of the model.

While the acquisition of datasets is critical, the success of supervised machine learning
is not possible without high-quality data annotation. Manual annotation is labor-intensive
and time-consuming, so relying only on manual annotation is not a wise decision. Our
future research will use unsupervised machine learning to classify and label maize seed
diseases. This will further reduce the workload and accelerate the deployment of the model
in agricultural quality assessment.

In addition, this experiment did not consider the relationship between external factors,
such as different corn growing regions, corn varieties, and climate in China, and corn seed
diseases. These external factors are also crucial to the quality assessment of agricultural
products and food waste reduction. As a result, follow-up work will include further
experiments and investigations related to this topic.
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Abstract: The accuracy of the material parameter settings directly affects the reliability of the results
of the discrete element method simulation. It is necessary to calibrate the relevant parameters to
obtain accurate discrete element simulation results when separating the cotton stalk particles from
the residual film after crushing. The repose angle of the chopped cotton stalk particles was used as
the response value to calibrate the contact parameters between particles. Physical tests measured the
intrinsic particle and contact parameters between the cotton stalk particles and the contact material,
which provided data for the simulation tests. According to the biological structure characteristics of
cotton stalk, the discrete element method model of cotton stalk particles was constructed by bonding
the elements of nonequal-diameter basic particles. Based on the response surface methodology, the
stacking test of particles was simulated. The response model between the contact parameters and
repose angle was established, and the effect law of the single-factor terms and interaction terms
on the repose angle was analyzed. The optimal combination of contact parameters was obtained
through the single-objective and multi-variable optimization methods. Finally, the contact parameter
combination was verified by a simulation test of the repose angle. The results showed that the average
relative error of the repose angle between the simulation test and the physical test was 1.04%, which
verified the accuracy of the calibrated contact parameters and the reliability of the simulation test.
These parameters provide a basis for the discrete element simulation study of cotton stalk motion
in the separation process of cotton stalks and residual film and the subsequent gas–solid coupling
simulation research.

Keywords: discrete element method; cotton stalk particles; contact parameters; calibration; response
surface methodology

1. Introduction

Xinjiang, China’s major cotton-producing area, commonly uses film mulching for
cotton growing due to its geographical and environmental constraints [1–3]. Over the
years, this growing method has increased cotton production and income in Xinjiang at
the expense of serious residual plastic mulch pollution in farmlands [4,5]. For this reason,
universities and research institutes have conducted research on the mechanized recycling
of residual film, helping to alleviate such pollution to some extent. However, the recovered
residual film mixed with cotton stalks makes reusing it more difficult [6,7]. Therefore, the
separation of the residual film and impurities is necessary.

The cotton stalk is a major component of residual film mixtures. Separation from the
residual film through conventional test methods makes it difficult to accurately analyze
its force and movement. As computer technology advances, computer simulations are
increasingly used in the design and optimization of agricultural machinery, greatly im-
proving the efficiency of machinery development. The simulation technology based on the
discrete element method (DEM) is widely used in developing and optimizing agricultural
machinery [8,9]. The first step of a DEM-based numerical simulation is to establish a DEM
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model and define its intrinsic parameters (such as density, Poisson’s ratio, and elastic
modulus, etc.) and contact parameters (such as the coefficient of restitution, coefficient
of static friction, and coefficient of rolling friction, etc.) [10]. The first step of a numerical
simulation in EDEM (DEM Solutions, United Kingdom) is to calibrate the parameters of
materials; the DEM model’s reliability depends on the contact model’s accuracy and the
parameters chosen for the particle properties. The intrinsic parameters of the materials
can be obtained through physical experiments [11]. However, due to factors, such as the
test methods, instruments, working conditions and constitutive law for particulate matter
(particle shape, size, roughness), the contact parameters of the materials may be inaccurate,
resulting in an inconsistency between the simulation results and actual test results [12]. In
this case, it is necessary to define and calibrate the contact parameters of cotton stalks first
when simulating the separation of the cotton stalks and residual film in EDEM so that the
simulation results are consistent with the actual test results of the particle material in a
specific area or under specific conditions.

DEM-based research on the physical characteristics and motion law of agricultural ma-
terials can provide a theoretical basis for designing agricultural machinery and equipment,
which has become a trend in computer simulations in the field of agricultural engineering
in recent years. DEM is not only widely used in the modeling, parameter calibration and
simulation analysis of agricultural bulk materials [13,14], but it also plays a great role
in the simulation analysis of stalk material characteristics. Kattenstroth et al. [15] con-
structed a stalk model based on the multi-sphere approach and bonded-sphere approach
of DEM and then analyzed the effects of relevant parameters on the cutting quality by
simulating the stalk-cutting process. Li et al. [16] constructed stalk and grain models in
EDEM and then simulated and analyzed the motion and separation of stalks and grain
in the airflow field by adopting computational fluid dynamics and the discrete element
method (CFD–DEM). Xu et al. [17] constructed cucumber stalk models in EDEM and then
simulated the stalk-crushing process. Ramirezgomez et al. [18] constructed the models of
corn stalks, rice husks, and forage rape stems in EDEM and then calibrated the contact
parameters for the density and models of blocky biomass fuel pressed by such materials.
By combining the physical and simulation tests of the repose angle of corn stalk particles,
Fang et al. [19] designed a Plackett–Burma test to screen for significant contact parameters
and calibrated the static friction coefficient and rolling friction coefficient of particles using
the response surface method. In order to obtain more accurate DEM simulation parameters
in the compression process of the alfalfa stalk, Ma et al. [20] used the Plackett–Burman test
and the Box–Behnken test design to calibrate the contact parameters of the alfalfa stalk
based on the repose angle physical test. By combining the linear model of cohesion and the
Hertz–Mindlin (no slip) contact model, Feng et al. [21] constructed a stalk model in EDEM,
calibrated the simulation parameters of the stalk-adopting orthogonal test and analyzed
the motion characteristics of the stalk model in the rotary drum. Liao et al. [22] measured
the intrinsic parameters of forage rape stem by adopting physical tests and calibrated the
discrete element contact parameters of forage rape stem particles based on DEM, with
the repose angle of the stalk particles as the response value. The optimal combination
of contact parameters was determined by adopting response surface analysis and opti-
mization. Finally, the accuracy of the calibration parameters was verified by comparative
tests. Zhang et al. [23] constructed the corn stalk model by using the Hertz–Mindlin with
Bonding contact model in EDEM and calibrated the contact parameters between the corn
stalk and its external working parts by combining the physical and simulation tests. Ma
et al. [24] constructed the models of rice particles and stalks by using the Hertz–Mindlin
contact model and used them to simulate the separation process of rice particles and im-
purities in the operation of a grain combined harvester. Based on the Hertz–Mindlin with
Bonding contact model, Liu et al. [25] constructed a flexible wheat stalk model by DEM
and simulated its bending behavior. Wang et al. [26] measured the intrinsic parameters and
contact parameters of the citrus stalk by adopting physical tests, constructing the citrus
stalk DEM model, and finally calibrating the bonding parameters of the model by adopting
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the three-point bending test and shearing test. Zeng and Chen [27] constructed a simulation
model of wheat straw by DEM without considering the bending and plastic deformations
of wheat stalks, assigning the model’s intrinsic parameters and contact parameters for use
in the simulation experiment of stubble-free tillage. Guo et al. [28] constructed the tomato
stalk model with an equal stalk diameter by using the multi-sphere approach and bonded-
sphere approach in EDEM, assigning the model’s basic contact parameters to simulate the
mixing process. The above literature demonstrates the extensive research conducted by
researchers on DEM-model construction, simulation parameters and bonding parameters
calibration for various types of crop stalks. Among them, research on cotton stalks remains
scarce. In addition, the shape and actual structure are quite different, as the stalk DEM
model is mainly constructed by bonding multiple equal-diameter particle spheres, resulting
in poor consistency between the simulation results and the actual test results.

For that reason, based on the biological structure characteristics of cotton stalks, the
single distribution method is adopted to arrange the particle groups in the epidermis and
internal tissues (xylem and pith) of the chopped cotton stalks [29], and the method of
bonding elements of nonequal-diameter basic particles is adopted to construct a DEM
model of cotton stalk particles in this paper. The repose angle of chopped cotton stalks was
obtained by adopting the cylinder-lifting method, and the relevant parameters required
for the simulation were obtained by physical tests. The contact parameters between cotton
stalks were calibrated by adopting the repose angle simulation test, and the second-order
response model between the repose angle and the contact parameters was established. The
effect of the restitution coefficient, static friction coefficient and rolling friction coefficient
between cotton stalks on the repose angle was obtained. On this basis, the optimal combi-
nation of contact parameters is obtained by taking the value of the repose angle physical
test as the optimization target value, and the simulation verification is carried out. The
objectives of this study are as follows: (1) To analyze the effect of the contact parameters
between particles on the repose angle of chopped cotton stalks; (2) to obtain the DEM
parameters of chopped cotton stalk particles; (3) to verify the accuracy of the calibrated
parameters. The research provides a basis for the discrete element simulation study of
cotton stalk motion in the separation process of cotton stalks and residual film and the
subsequent gas–solid coupling simulation research.

2. Materials and Methods
2.1. Test Materials

The “Xinluzao No. 45” cotton from the cotton planting test field of Shihezi University
in Xinjiang was selected as the test material and was sampled on 5 November 2021, with the
moisture content of cotton stalks ranging from 22.03% to 36.16% and the diameter ranging
from 5 mm to 15 mm. Cotton stalks without pests and bending damage were selected
to ensure the experiment effect. In the mechanically-harvested residual film mixtures in
the cotton field, the particle sizes of cotton stalks were different after being crushed by
hammer-type crushing devices. Therefore, the test samples were prepared by adopting the
methods of determining the repose angle of chopped stalks in references Fang et al. [19]
and Sun et al. [30]. After the lateral branches were removed, the cotton stalks were chopped
according to the length, ranging from 10 mm to 20 mm, and the particles at the stem-bud
bulges and lateral branches were removed, as shown in Figure 1a. In terms of biological
structure, the cotton stalk was divided into the epidermis, xylem and pith, as shown
in Figure 1b.
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Figure 1. (a) Chopped cotton stalk particles; (b) biological structure of cotton stalk.

2.2. Simulation Contact Model Selection and Model Construction
2.2.1. Simulation Contact Model Selection

The DEM contact model of the particles in the simulation test had a significant effect
on the test results. There is no adhesion between the cotton stalk particles in the simulation,
so the effect of surface energy is ignored [31]. Meanwhile, it is assumed that the difference
in the small overlaps between particles or between the particles and contact materials deter-
mines the changes in parameters, such as the displacement, force and velocity of particles
in motion. According to Newton’s Second Law of Motion, each particle model produces
motion under the action of force and torque, and there is normal motion, tangential motion
and rolling between particles. Based on the above assumptions, the Hertz–Mindlin (no
slip), which is a default model in EDEM, was selected as the contact model of cotton stalk
particles [32–34], as shown in Figure 2.

Figure 2. Schematic diagram of Hertz–Mindlin (no slip) contact model.

In this contact model, the relationship equations between the normal force (Fn) and
tangential force (Ft) of particles and the overlaps δn and δt in their respective directions can
be expressed as: {

Fn = 4
3 δ

3
2
n E∗
√

r∗
Ft = −Stδt

(1)

where E* is Young’s modulus, r* is the equivalent radius, δn is normal overlap, δt is
tangential overlap, and St is tangential stiffness. Where the E*, r* and St can be given by
Equation (2):





E∗ =
Ei+Ej

Ei(1−ν2
j )+Ej(1−ν2

i )

r∗ =
rirj

ri+rj

St = 8G∗
√

r∗δn

G∗ = E∗
2(1+µ)

(2)
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where Ei and Ej are the Young’s modulus of particles i and j, ri and rj are the radii of
particles i and j, νi and νj are the Poisson’s ratio of particles i and j, G* is the equivalent
shear modulus, and µ is Poisson’s ratio.

Meanwhile, the normal damping force Fd
n and tangential damping force Fd

t of particles
can be expressed as: 




Fd
n = −υnβ

√
10Snm∗

3

Fd
t = −υtβ

√
10Stm∗

3

(3)

where m* is the equivalent mass, vn and vt are the relative normal velocity and relative tangential
velocity, and β is the damping ratio. Where m*, Sn and β can be given by Equation (4):





β = ln e√
ln2 e+π2

m∗ =
(

1
mi

+ 1
mj

)−1

Sn = 2E∗
√

r∗δn

(4)

where mi and mj are the mass of particles i and j, and e is the coefficient of restitution.
The particles are inevitably affected by the rolling friction in motion; thus, the rolling

friction can be explained by the torque Ti on the contact surface [35], such as in Equation (5):

Ti = −µrFnRiωi (5)

where µr is the coefficient of rolling friction, Ri is the radius of particle i, and ωi is the
angular velocity.

2.2.2. Discrete Element Model Construction of Cotton Stalk Particles

In the simulation, a suitable cotton stalk particle model must be constructed. It should
be ensured that the geometric and physical characteristics of cotton stalk particles in the
DEM model match those of real ones. The complicated microstructure of cotton stalk
particles makes it difficult to construct a DEM model that is exactly the same as the real
structure. Therefore, by referring to the method of constructing the stalk DEM model by
relevant scholars and thus combining the biological structure characteristics of cotton stalk,
a single distribution method was adopted to arrange the particle groups in the epidermis
and internal tissues (xylem and pith) of the chopped cotton stalks, and then the DEM model
of cotton stalk particles was constructed by bonding the elements of nonequal-diameter
basic particles [36,37], as shown in Figure 3. The same particle model was adopted for
the xylem and pith of cotton stalks to make the calculation simpler and more efficient in
the simulation [38]. The constructed cotton stalk particle model was 20 mm in height and
10 mm in diameter and filled with 612 particles. Among them, the radii of the spherical
elements constituting the epidermis and internal tissues of the cotton stalk model were
1 mm and 2 mm, respectively, and their numbers are 494 and 108, respectively. In the
simulation test, the diameter and height of the cotton stalk particle model were generated
at random, ranging from 0.5 to 1 times the size of the basic cotton stalk model.

Figure 3. Basic simulation model of cotton stalk particles.
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2.3. Experimental Determination of Some DEM Input Parameters

The accuracy of the DEM simulation model parameters directly affects the reliability
of the simulation results. Because of the irregular shape of particles, the contact parameters
between the particles measured by conventional methods are not accurate and have large
errors, which cannot be directly used in the simulation test. For this reason, it is necessary
to calibrate the contact parameters between the cotton stalk particles. In this paper, the
internal parameters of the cotton stalk and its contact parameters with contact materials
were measured by physical tests and set as fixed values. The same measurement method
was adopted to obtain the range values of the contact parameters between particles so as to
provide reference data for calibrating the contact parameters between particles.

2.3.1. Cotton Stalk Density

The ratio of material mass to its volume is defined as density. Referring to ASTM D854-
10 [39], the volume of the cotton stalk was measured by the liquid immersion method [19].
The mass of the cotton stalk was measured by a JMB5003 electronic balance (measuring
accuracy: 0.001 g; Jiming Weighting and Calibration Equipment Co., Ltd, Yuyao, Zhejiang,
China) to determine its density. In order to reduce the test error and avoid the liquid from
being absorbed by the cotton stalk, the test was completed in a very short time, and we
carried out multiple sets of repeated tests to reduce the test error.

2.3.2. Elastic Modulus and Poisson’s Ratio

The compression test was used to calculate the elastic modulus and Poisson’s ratio of
cotton stalks. Cylindrical cotton stalk particles, with a length of 20 mm and a diameter of
10 mm, were prepared, and uniaxial plate compression tests were conducted by using a
universal material testing machine [22]; the compression speed was set to 5 mm/min, and
the loading displacement was set to 4 mm. High-speed photography was used to compare
and analyze the change rates of the height and diameter before and after compression. The
test process was recorded by a FASTEC-TS4 high-speed camera (Fastec Imaging, San Diego,
CA, USA, 510 fps), and the distance between the camera and the sample was 500 mm. The
test was repeated 20 times, and the average value was calculated. The elastic modulus and
Poisson’s ratio of cotton stalks were calculated by Equation (6).

{
E = F0l0

S∆l
ν =

∣∣∣ ε2
ε1

∣∣∣ = ∆dl0
∆ld0

(6)

where E is the elastic modulus (MPa), ν is Poisson’s ratio, F0 is the external force on the
cotton stalk (N), l0 is the initial length (mm), S is the initial cross-sectional area (mm), ∆l is
the length deformation (mm), ε1 is the longitudinal strain (%); ε2 is the transverse strain
(%), d0 is the initial diameter (mm), and ∆d is the diameter deformation (mm).

2.3.3. Coefficient of Restitution

The coefficient of restitution, which is defined as the ratio of the velocity of an object
after a collision to that before the collision, reflects the ability of an object to recover to its
original state after a collision. Most studies on the coefficient of restitution of agricultural
materials equate irregular materials with spherical particles, thus simplifying the collision
model and ignoring the effect of the material’s shape on the coefficient of restitution.
Therefore, this paper considers the effect of the shape and anisotropy of culm-like materials
on the coefficient of restitution. According to the test method in references [40,41], the
spatial velocity after a collision between the cotton stalk and the contact material is obtained
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by combining high-speed photography, and the coefficient of restitution is calculated based
on the principle of energy conservation, as shown in Equation (7):

e =

√
∑ Ek,o

∑ Ek,i
=

√√√√Vt2
(

57 + l2

r2

)

48V0 2 (7)

where e is the coefficient of restitution, ∑Ek,i is the total kinetic energy before the collision,
∑Ek,o is the total kinetic energy after a collision, Vt is the rebound velocity of the material
after colliding (m/s), V0 is the instantaneous approaching velocity before the material
collides with the collision material (m/s), r is the radius (mm), and l is the length (mm).

2.3.4. Static Friction Coefficient

The static friction coefficient is the ratio of the maximum static friction force applied
to an object to the positive pressure. The oblique plane sliding method is commonly
used to measure the static friction coefficient [42,43]. The gravity of an object of mass,
m, is decomposed into two forces: a force, F, parallel to the oblique plane and a force, T,
perpendicular to the oblique plane. When the inclination angle, γ, of the oblique plane is less
than the sliding critical angle, F is less than the static friction force, f, between the object and
the oblique plane, and the object remains static. With the increase of γ, F increases. When γ
is greater than the sliding critical angle of the object, F is greater than f at this time, and the
object will begin to slide along the oblique plane. Among them, the relationship between the
static friction coefficient, µs, and the inclination angle, γ, is shown in Equation (8):

µs =
f
T

= mg sin γ/(mg cos γ) = tan γ (8)

The schematic diagram of the static friction coefficient measuring device is shown in
Figure 4. During the test, one end of the lifting plate is connected with the lifting device
of the universal testing machine by a rope, where the lifting device is adjusted to be in a
horizontal position, and the contact material panel is fixed on the lifting plate at the same
time. It should start the universal testing machine to make the lifting plate rise uniformly.
The test process was recorded by a FASTEC-TS4 high-speed camera (Fastec Imaging, San
Diego, CA, USA). The video was analyzed by ProAnalyst software to obtain the γ value
displayed by the electronic goniometer when the cotton stalk sample began to slide, and the
static friction coefficient, µs, was calculated by Equation (8). The static friction coefficient
measurement tests for each group were repeated 10 times, and the average was calculated.

Figure 4. Schematic diagram of the static friction coefficient measuring device.

2.3.5. Rolling Friction Coefficient

According to the theory and experimental method in reference [44], high-speed pho-
tography was used to determine the rolling friction coefficient between the cotton stalks
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and contact materials. Through theoretical analysis, there is a linear relationship between
the ratio of energy loss and total energy in the process of particle rolling from the oblique
plane and the tangent value of the oblique plane angle, and the slope is the rolling friction
coefficient, as shown in Equation (9):

C f =
W f r

U
=

U − Ek
U

= µr cot θ (9)

where Cf is the energy ratio of rolling friction loss (%), U is the initial gravitational potential
energy (J), Wfr is the effort of friction force (J), Ek is the kinetic energy at the end of particle
motion (J), µr is the rolling friction coefficient, the radius (mm), and θ is the oblique
plane angle (◦).

In the test, the cotton stalk was placed on the oblique plane with an oblique angle
of θ and a length of L so that it could roll down from a certain height along the oblique
plane. The initial gravitational potential energy of the cotton stalk is U = mgLsinθ. The
instantaneous speed vs (m/s), when the cotton stalk moves to the bottom end of the oblique
plane, is obtained by high-speed photography technology, and then the instantaneous
kinetic energy of the cotton stalk is calculated as Ek = 0.5 mvs

2. In the test, the θ ranges from
15◦ to 50◦, a total of 8 angle values are set, and each angle is repeated 10 times. The linear
relationship between Cf and cotθ is fitted out by a linear regression equation, and the linear
slope is the rolling friction coefficient.

2.4. Physical Test of Repose Angle and DEM Simulation Test
2.4.1. Rolling Friction Coefficient

The cylinder-lifting method was applied for the repose angle test [45,46]. The diameter
of the cylinder was set to be 4 to 5 times larger than the maximum length of the cotton
stalk particles; thus, the diameter was set to 100 mm and the height to 200 mm. In order to
ensure that the repose angle is only affected by the interaction of the contact parameters
between cotton stalks, a circular chassis, which was formed by cotton-stalk particle paving,
was used as the substrate (Figure 5a), and the universal testing machine was used to lift the
cylinder upward at a speed of 50 mm·s−1, making the cotton stalk a particle pile, as shown
in Figure 5b.

Figure 5. Physical test of repose angle: (a) the circular chassis substrate; (b) stacking test results.

A high-definition camera was used in the test to record the boundary information of
cotton stalk particle stacking. The MATLAB software was used for preprocessing, gray
processing, hole filling and binarization. The boundary information of the repose angle of
cotton stalks was extracted. Finally, the least-squares method was used to fit the extracted
stacking boundary linearly, so the slope of the fitted line was the tangent of the repose
angle. The image processing is shown in Figure 6. The repose angle physical test was
conducted 20 times. The average repose angle of the cotton stalk particles is 26.45◦, and the
standard deviation is 0.57◦.
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Figure 6. Image processing results: (a) preprocessing; (b) gray-scale processing; (c) hole filling;
(d) binarization; (e) boundary extraction; (f) fitting of one-sided repose angle.

2.4.2. DEM Simulation Test

Based on the physical test equipment and discrete element model, the simulation test
of the repose angle was conducted in EDEM. The cylinder model was constructed according
to the actual size in Solidworks and imported into EDEM, and a particle factory was set at
the top of it. In the simulation test, the time step was set to 20% of that of Rayleigh, and
the total simulation time was set to 5 s, in which the time of generating the cotton stalk
particles model and system stability was 1.8 s. The vertical upward lifting speed of the
cylinder was set to 50 mm·s−1, and the cotton stalk particles slowly overflowed from the
bottom of the cylinder, which finally formed a stable particle pile on the bottom plate, as
shown in Figure 7. After the simulation test of the repose angle, the particle pile images
under the +X and +Y views were collected. The image processing method in Section 2.4.1
was used to extract and fit the boundary of the repose angle, and the average value was
taken as the simulation repose angle.

Figure 7. Simulation test process of repose angle: (a) particle filling; (b) system reaches stability;
(c) heap completion.
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2.5. Determination of DEM Input Parameters and Test Scheme
2.5.1. Determination of DEM Input Parameters

By referring to the literature and determining the input parameters in Section 2.3, the
intrinsic parameters of cotton stalks and steel, and the contact parameters between them,
were obtained. Because the intrinsic parameters have little effect on the repose angle, and
the contact parameters between the cotton stalks and the steel can be determined by tests,
those parameters can be set as fixed values. The input parameters under the simulation
test are shown in Table 1.

Table 1. The input parameters of the simulation test.

DEM Parameter Parameter Value DEM Parameter Parameter Value

Density of Cotton Stalk (g·cm−3) 0.326 Cotton Stalk-Steel coefficient of restitution 0.56
Elastic modulus of Cotton Stalk (Pa) 4.34 × 109 Cotton Stalk-Steel static friction coefficient 0.62

Poisson’s ratio of Cotton Stalk 0.35 Cotton Stalk-Steel rolling friction coefficient 0.16

Density of Steel (g·cm−3) 7.85 * Cotton Stalk-Cotton stalk
coefficient of restitution 0.16~0.48

Elastic modulus of Steel (Pa) 2.06 × 1011 * Cotton Stalk-Cotton stalk
static friction coefficient 0.45~0.65

Poisson’s ratio of Steel 0.30 * Cotton Stalk-Cotton stalk
rolling friction coefficient 0.10~0.20

Note: * is the parameter to be calibrated.

2.5.2. Response Surface Test Design

The central composite design (CCD), as a design of the experiment commonly used in
response surface methodology (RSM), is facilitated to analyze the effects of various factors
on the response value and optimize the results. The CCD module in the Design Expert
software is used to encode the contact parameters between cotton stalks: the coefficient
of restitution (X1), static friction coefficient (X2) and rolling friction coefficient (X3). The
coding of the influencing factors and the setting of horizontal values in the simulation test
of the repose angle of cotton stalk particles are shown in Table 2.

Table 2. Influencing factors and their level values of simulation test of repose angle.

Level X1 X2 X3

−1.68 0.05 0.38 0.07
−1 0.16 0.45 0.1
0 0.32 0.55 0.15
1 0.48 0.65 0.20

1.68 0.59 0.71 0.23

According to the influencing factors and their horizontal values set in Table 2, the
simulated repose angle (Y) of cotton stalk particles was taken as the response value, and
the three-factor five-level central composite test was designed by Design Expert software
8.0.6 (Stat Ease Inc., Minneapolis, MN, USA). The second-order response model between
the response values and the contact parameters was constructed to obtain the effect laws of
the coefficient of restitution, the static friction coefficient and the rolling friction coefficient
on the repose angle. The test scheme is shown in Table 3.
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Table 3. The scheme and results of repose angle simulation tests.

Test No.
Coding Response

Value Test No.
Coding Response

Value

X1 X2 X3 Y (◦) X1 X2 X3 Y (◦)

1 −1 −1 −1 25.52 ± 1.32 11 0 −1.68 0 25.47 ± 1.23
2 1 −1 −1 23.43 ± 2.51 12 0 1.68 0 28.36 ± 1.14
3 −1 1 −1 25.28 ± 1.36 13 0 0 −1.68 23.69 ± 1.46
4 1 1 −1 25.64 ± 1.85 14 0 0 1.68 31.52 ± 2.65
5 −1 −1 1 27.96 ± 1.34 15 0 0 0 25.49 ± 1.28
6 1 −1 1 30.3 ± 2.84 16 0 0 0 25.02 ± 1.25
7 −1 1 1 25.68 ± 3.01 17 0 0 0 25.18 ± 1.64
8 1 1 1 33.76 ± 2.58 18 0 0 0 25.55 ± 0.87
9 −1.68 0 0 25.61 ± 1.47 19 0 0 0 26.51 ± 1.84
10 1.68 0 0 28.26 ± 1.65 20 0 0 0 24.43 ± 1.91

Note: ± is the standard deviation.

2.6. Optimum Condition and Validation

In order to obtain the optimal input parameter combination of contact parameters
between cotton stalk particles, by combining with the boundary conditions of the contact
parameters in Section 2.5.1, the optimization module in the Design Expert software was
utilized to optimize the second-order response model, with the physical test value of the
repose angle set as the target values. Taking this parameter combination as the simulation
input parameters, the simulation test of the repose angle was conducted. By comparing the
relative error of the repose angle in the simulation test and the physical test, the accuracy
and reliability of the optimal combination parameters were verified.

3. Results and Discussion
3.1. Analysis of the Simulation Test Result of the Repose Angle
3.1.1. ANOVA and Model Construction

The simulation test was conducted according to the test scheme in Table 3, and the
simulated repose angles of the cotton stalk particles under different parameter combinations
were obtained, as shown in Table 3. The simulation test results were analyzed by analysis
of variance (ANOVA) through the data processing module of the Design Expert software,
as shown in Table 4.

Table 4. ANOVA of the test results.

Source Sum of Squares Mean Square F Value p-Value

Model 129.06 14.34 29.88 <0.0001 **
X1 12.66 12.66 26.37 0.0004 **
X2 4.70 4.70 9.79 0.0107 *
X3 70.36 70.36 146.59 <0.0001 **

X1X2 8.38 8.38 17.47 0.0019 **
X1X3 18.45 18.45 38.44 0.0001 **
X2X3 0.078 0.078 0.16 0.6953
X1

2 4.24 4.24 8.83 0.014 *
X2

2 4.13 4.13 8.60 0.015 *
X3

2 8.75 8.75 18.22 0.0016 **
Residual 4.80 0.48

Lack of Fit 2.41 0.48 1.01 0.4959
Pure Error 2.39 0.48
Cor Total 133.86

Adeq Precision 22.04
R2 = 0.9641, R2

adj = 0.9319, R2
Pred = 0.8216, C.V = 2.60%

Note: ** = extremely significant factor (p ≤ 0.01); * = significant factor (0.01 < p ≤ 0.05); NS = not significant
factor (p > 0.05).
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Through the regression analysis of variance on the test results, if the insignificant in-
fluencing factor in the second-order response model was eliminated, the response model
between the contact parameters and the repose angle was obtained, as shown in Equation (10):

Y = 57.52− 71.21X1 − 70.51X2 − 97.98X3 + 63.98X1X2 + 189.84X1X3
−19.75X2X3 + 21.18X1

2 + 53.51X2
2 + 311.63X3

2 (10)

The results of ANOVA are shown in Table 4. The F value (29.88) and p-value (p < 0.0001)
of the model indicated that the model was extremely significant within the 95% confidence
interval. The F value of the Lack of Fit term is 1.01, indicating that the Lack of Fit term is
not significant relative to the pure error. The p-value of the Lack of Fit term is 0.4959, which
is far greater than 0.05 and extremely insignificant. The coefficient of variation, C.V (2.60%),
is low, indicating that the second-order response model between the contact parameters
and the repose angle obtained by ANOVA is reliable.

In addition, the determination coefficient (R2) and the adjusted determination coef-
ficient (R2

adj) of the second-order response model were 0.9641 and 0.9319, respectively,
indicating a high fit of the model to the experimental data. The difference between R2

adj

(0.9319) and the predicted determination coefficient R2
Pred (0.8216) was small (less than 0.2),

and the SNR (Adeq precision) was 22.04%, indicating that the test factors have a high
degree of interpretation for the response values. The result is further demonstrated by the
fact that the scatter of predicted values is very close to the straight line from Figure 8 or the
diagram of the normal plot of residuals.

Figure 8. Normal plot of residuals.

3.1.2. Single-Factor Effect Analysis

As shown in Table 4, the single-factor terms X1, X3, and secondary term X3
2 have

an extremely significant (p < 0.01) effect on the repose angle. The p-values of X2, X1
2 and

X2
2 are all from 0.01 to 0.05, so they are the significant effect factors of the repose angle.

In order to analyze the effect trend of the test factors X1, X2 and X3, respectively, on the
repose angle (Y) more intuitively, any two factors in the second-order response model are
set to a central level value of 0, and the effect law of the single-factor on the repose angle is
obtained, respectively, as shown in Figure 9.

It can be seen in Figure 9 that when X1 changes from a low level (−1.68) to a high level
(1.68), that is, when the coefficient of restitution gradually increases from 0.05 to 0.59, the
repose angle decreases first and then increases. When the level value of X1 was −0.899, the
minimum value of the repose angle was 24.94◦. The effect law of the single-factor term X2
on the repose angle is the same as that of X1. When the static friction coefficient increases
gradually from 0.38 to 0.71, the value of the repose angle also decreases first and then
increases. As the level value of X3 changes from a low level (−1.68) to a high level (1.68),
the repose angle gradually increases; that is, when the rolling friction coefficient gradually
increases from 0.07 to 0.23, the repose angle gradually increases. In addition, with the level
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value of X3 changing from −1.68 to −1, the repose angle increased slowly, and with the
level value of X3 changing from −1 to 1.68, the repose angle increased rapidly.

Figure 9. Single-factor response diagram.

3.1.3. Interaction Effect Analysis

As can be seen from the results of ANOVA in Table 4, among the interaction terms, the
p-values of X1X2 and X1X3 were far less than 0.01, so X1X2 and X1X3 have an extremely
significant effect on the repose angle. Because the p-value of X2X3 was far greater than
0.05, it showed a non-significant effect on the repose angle. To research the effect of
the interaction terms on the repose angle, this paper plotted the response surface of the
interaction terms X1X2 and X1X3 on the interaction of the repose angle and analyzed their
effect law on the repose angle. The response surface is shown in Figure 10.

Figure 10. Influence of interaction terms on repose angle: (a) interaction term X1X2; (b) interaction
term X1X3.

1. Effect of interaction term X1X2 on the repose angle

When the level value of single-factor term X3 is at the center level 0, the effect law
of interaction term X1X2 on the repose angle is shown in Figure 10a. When the level
value of X1 is at −1.68 and the level value of X2 increases from −1.68 to 1.68, the repose
angle decreases first and then increases. This change is the same as the effect law of the
single-factor term X2 on the repose angle. When the level value of X1 is at 1.68 and the
level value of X2 increases from −1.68 to 1.68, the repose angle increases sharply. This
change differs from the effect law of the single-factor X2 on the repose angle. Among the
two-factor interaction terms X1X2, the effect law of single-factor X2 on the repose angle is
the same as that of X1. However, the slope of the X1 response surface curve is steeper than
the X2 direction, indicating that the effect of X1 on the repose angle is more significant than
that of X2.
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2. Effect of interaction term X1X3 on repose angle

When the level value of single-factor term X2 is at the center level 0, the effect law of
interaction term X1X3 on the repose angle is shown in Figure 10b. When the level value
of X1 is at −1.68 and the level value of X3 increases from −1.68 to 1.68, the repose angle
decreases first and then increases. This change differs from the effect law of the single-factor
term X3 on the repose angle. When the level value of X1 is at 1.68 and the level value of X3
increases from −1.68 to 1.68, the repose angle increases sharply. This change is the same as
the effect law of the single-factor X3 on the repose angle. Among the two-factor interaction
terms X1X3, the effect law of the single-factor X3 on the repose angle is the same as that of
X1. However, the slope of the X3 response surface curve is steeper than the X1 direction,
indicating that the effect of X3 on the repose angle is more significant than that of X1. By
comparing Figure 10a,b, it can be concluded that the effect order of the single-factor on the
repose angle is X3 > X1 > X2, which is consistent with the ANOVA results.

3.2. Determination of Optimal Parameter Combinations and Verification

By taking the physical test values of repose angle (Y) as the optimization target values
and X1, X2 and X3 as the optimization values, the optimization module in Design Expert
software was used to solve the second-order response model (i.e., Equation (10)) to obtain
the optimal parameter combination. The single-objective and multi-variable optimization
method was used to establish the objective and constraint functions. The mathematical
model of parameter optimization is as follows:





Y(X1, X2, X3) = 26.45◦



0.16 ≤ X1 ≤ 0.48
0.45 ≤ X2 ≤ 0.65
0.1 ≤ X3 ≤ 0.2

(11)

The optimal combination of contact parameters after calibration is X1 = 0.45, X2 = 0.47
and X3 = 0.16. In order to verify the accuracy of the optimal parameter combination, the
simulation test of the repose angle of cotton stalk particle stacking was conducted after
entering the obtained contact parameters into EDEM.

The simulation test was repeated five times, and the simulated values of the repose
angle were 26.91◦, 25.90◦, 26.15◦, 26.43◦ and 26.40◦, respectively. The relative errors between
the simulated value of the repose angle and the physical test value were 1.74%, 2.08%,
1.13%, 0.08%, and 0.19%, respectively. In the simulation test, the average value of the
repose angle was 26.36◦, and the average relative error was 1.04%. There was no significant
difference between the simulated values and the physical test values, indicating that the
optimal parameter combination was accurate and reliable, further verifying that the second-
order response model between the coefficient of restitution, static friction coefficient, rolling
friction coefficient and repose angle is suitable for the calibration of cotton stalk contact
parameters.

4. Conclusions

The DEM simulation was used to study the repose angle of chopped cotton stalk parti-
cles. The method can be used as an application to analyze the effects of DEM parameters
on predicting the repose angle. The following conclusion can be drawn from this study:

(1) The contact parameters between the cotton stalk particles and the contact material
(steel) were measured by physical tests. The coefficient of restitution was 0.56, the
static friction coefficient was 0.62, and the rolling friction coefficient was 0.16. As for
the range of contact parameters between the cotton stalk particles, the coefficient of
restitution ranged from 0.16 to 0.48, the static friction coefficient ranged from 0.45 to
0.65, and the rolling friction coefficient ranged from 0.10 to 0.20. The cylinder-lifting
method was applied to test the repose angle of chopped cotton stalks, and the average
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value (26.45◦) and the standard deviation (0.57◦) of the repose angle of cotton stalk
particles were obtained.

(2) A central composite design test on the response surface methodology was constructed
to conduct the simulation test of the repose angle, the second-order response model
between contact parameters and repose angle. According to the results of ANOVA, all
the figures indicate that the test factors had a high interpretation of the response value.

(3) By analyzing the effects of single-factor and interaction factors on the repose angle,
the extremely significant factors affecting the repose angle were the coefficient of
restitution and rolling friction coefficient, while the static friction coefficient was the
most significant factor. The coefficient of restitution interacted with the static friction
coefficient and the rolling friction coefficient on the repose angle, and they had a
significant effect on the repose angle.

(4) The optimal combination of contact parameters was determined as follows: the
coefficient of restitution was 0.45, the static friction coefficient was 0.47, and the rolling
friction coefficient was 0.16. The verification test showed no significant difference
between the simulated and physical test values, and the average relative error was
1.04%, indicating that the simulated values agreed well with the physical test values,
verifying the authenticity of the simulation test and the reliability of the optimal
combination of simulation parameters. The research provides a basis for the discrete
element simulation study of cotton stalk motion in the separation process of cotton
stalks and residual film and thus could be used for subsequent gas–solid coupling
simulation research.
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Abstract: In the wide-width and high-speed operation of the rapeseed air-feeding planter, the air-
feeding seed metering system adopts the top-down seed tube of different structural types in the
production process, thus leading to significant differences in the discharge consistency and breakage
rate of the respective row in the seeding process. Thus, the corrugated, hole-type, and ordinary
round-tube seed tubes were taken as the research objects for this study, and virtual walls were
introduced to compare and analyze the movement of seeds after collision with the seed tubes that
had different wall structures. The effects of three types of seed tubes on the motion characteristics of
seed particles were analyzed using DEM-CFD gas-solid coupling, and the simulation results were
verified through bench experiments. The results indicated that when the inlet velocity was 16 m/s,
and there was no material; the average error between the simulated value and the examined value
of the airflow velocity at the same point of the vertical conveying pipe of the ordinary round-tube
seed tube was 6.71%, thus verifying the feasibility of the simulation model built establishment of this
study; when the inlet airflow velocity was 16 m/s and the seed particles were generated at the same
per second, both the corrugated and hole-type seed tubes had a surge in airflow speed in the elbow
part, and the highest airflow of the corrugated and hole-type pipes the velocities were 32.48 and
26.20 m/s, respectively. The corrugated and hole-type structure significantly affected the airflow field
characteristics in the seed tube; the corrugated and hole-type seed tubes significantly improved the
stable delivery of seeds, and the speed and force of the seeds were similar “sinusoidal fluctuation”,
and the stagnation time of the seeds in the ordinary round-tube, corrugated, and hole-type seed
tubes were 0.3, 0.38, and 0.48 s, respectively, and the seed velocities at the outlet were 5.18, 1.73, and
3.76 m/s, respectively. This study provides a reference for the optimization of the structure of the
seed tube of the air-feeding seed metering system.

Keywords: air-feeding seed discharge system; seed tube; gas-solid two-phase flow; computer simulation

1. Introduction

Seeding has been confirmed as a vital link in rape planting, and the uniformity of
seeding directly affects the yield of rape [1,2]. The air-feeding seed metering system can
meet the requirements of the wide-width and high-speed seeding operation of the planter
through quantitative seed supply [3,4], air distribution into rows [5,6], and high-speed
air-feeding, and significantly improve the seeding efficiency [7]. When the planter is
operating at high speeds, the air-feeding seed metering system employs different structural
types of seed tubes during seeding due to the difference in the conveying airflow field
and the migration trajectory of rapeseed particles, thus affecting the particle distribution
characteristics in the distributor. Furthermore, the secondary flow in the seed tube separates
the seeds from the airflow under the action of centrifugal force, causing collisions, which
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even causes the blockage of the seed tube, reduces the consistency and stability of the
seeding amount in the respective row, and affects the uniformity of seeding.

To enhance the uniformity of seeding, Lei Xiaolong et al. [8] developed an inclined
cone-hole wheel seed feeding device, built the mechanical model of the population in the
filling and feeding processes through theoretical analysis, and obtained the major structure
of the seed feeding device, as well as operating parameters. Chang Lijin et al. [9–11]
designed a precession shaft-moving external sheave seed supply device to meet the demand
for large and variable seed supply of the air-supplied seed metering system. In order to
realize the function of precise and small seeding, Liu Lijing et al. designed a star-shaped
feeder [12,13]. Zhai Gaixia et al. [14] designed a kind of star feeder to realize the matching
operation of the seed supply device and the air-feeding seed metering device, and to
achieve good adaptability to the seed size. The central external sheave seed feeding device
and the sheave parameters corresponding to different seeding rates were produced. Li
Yanjun et al. [15–17] used the bionic design method to solve the problem of uniform seed
flow distribution during the operation of the air-feeding seed metering system. For crucian
carp streamline distributor, the EDEM-Fluent coupling simulation method was used to
analyze the internal flow field and the movement trajectory of seeds in the distributor.
Senturov [6] designed a horizontal distributor with built-in inclined staggered balls, and
studied the seeds in the process of horizontal transportation. Yatskul et al. [18,19] compared
and analyzed the effects of operating parameters and structural parameters such as airflow
velocity, seeding amount, pipe elbows, etc. on the seeding uniformity of the distributor,
and used high-speed photography technology to analyze the movement state of seeds in
the seeding process. Dai Yizheng et al. [20–22] used CFD to simulate the velocity flow
field distribution in the rice sorter to explore the seeding mechanism of the pneumatic
cluster-type rice sorter under the requirement of large seeding quantity and high-speed
operation. In summary, at present, in-depth research has been carried out on the structural
optimization and performance improvement of mechanical seed feeding devices and
distributors (e.g., hole-type seed metering devices, groove wheel type seed metering
devices, horizontal distributors, vertical distributors). There has been little research on
the effect of the structure of the seed tube on the seeding performance of the air-feeding
seed metering system. The adaptability of the seed tube to a larger seeding amount during
high-speed and wide-width operation with the elastic collision of the seed particles with the
seed tube and the kinematics and dynamics analysis of seed breakage rate and distribution
uniformity are less studied, which affects the development and application of air-assisted
seed metering systems.

In view of the wide width and high-speed seeding operation of rapeseed air-feeding,
the air-feeding seed metering system adopts bottom-up vertical seeding pipes of different
structures, and the consistency of the respective row and the breakage rate during seeding
are obviously different. In actual production, taking corrugated, hole-type, and ordinary
round-tube seed tubes as the research objects, DEM-CFD gas-solid coupling simulation was
used to analyze the effects of three types of seed tubes on the movement characteristics of
rapeseeds. The bench test was used to test the airflow velocity at the vertical conveying pipe
of the ordinary round-tube seed tube without material, and compared with the simulation
results to verify the feasibility of the simulation test.

2. Materials and Methods
2.1. Model Description
2.1.1. Pneumatic Seed Metering System

The air-feeding seed metering system is mainly composed of a seed box, a centralized
seed supply device, a seed-air flow mixing chamber, a fan, a distribution device, a seed tube,
and a seed metering pipe. The seed tube primarily comprises a horizontal conveying pipe
and a vertical conveying pipe and elbow. Figure 1 presents the structure of the air-feeding
seed metering system and the seed tube. When the air-feeding seed metering system
operates, the seed particles enter the centralized seed supply device from the seed box,
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the high-speed airflow generated by the fan is fully mixed with the seed particles in the
gas-solid mixing chamber, and the seed-air flow two-phase flows through the seed tube
and enters the distribution device. The air, randomly distributed into rows, ensures the
seeds are evenly discharged through the seed tube and fall into the seed ditch, or evenly
fall into the terminal precision seed metering device, and the seeds are discharged to the
seed ditch by the seed metering device to complete the seeding operation.
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Figure 1. The schematic diagram of the pneumatic seeding system. 1. seed box; 2. centralized seed
supply device; 3. seed-air flow mixing chamber; 4. fan; 5. distribution device; 6. seed tube; 7. seed
metering pipe.

The seed tube takes on a great significance in the air-feeding seed metering system,
and it serves as the major component connecting the gas-solid mixing chamber and the
distribution device. Its main function is to enhance the distribution uniformity of the seeds
before entering the distribution device, which is considered the basis of uniformity. The
seed-air flow two-phase flow in the gas-solid mixing chamber is accelerated through the
horizontal conveying pipe of the seed tube and then enters the elbow. When the two-phase
flow changes from horizontal to vertical movement, the density of seed particles decreases,
and intermittent conveying occurs. After the flow reaches the vertical conveying pipe, the
pressurized structure (e.g., corrugations or holes) on the vertical conveying pipe is capable
of inducing continuous self-vibration of the air flow and facilitating the continuous and
stable entry of the seed group into the distribution device.

2.1.2. Seed Tube Design

The seed tube can improve the mixing uniformity of seed particles and air flow. The
concentration of seed particles in the seed tube is correlated with the structure of the seed
tube. The relative concentration of seed particles in the seed tube is [23]:

ma =
4Q

πD2ρv
(1)

where ma denotes the relative concentration of seed particles in the seed tube; Q represents
the seed delivery volume in the seed tube, g/s; D expresses the inner diameter of the seed
tube, m; ρ is the conveying airflow density, 1.225 kg/m3; v represents the inside of the seed
tube airflow velocity, m/s.

From Formula (1), the diameter of the seed tube is expressed as follows:

D =

√
4Q

maπρv
(2)

According to the years of seeding experience in winter rapeseed areas in the Yangtze
River Basin Province, the high-speed operation speed of the seeder is 6~12 km/h, the
working width is 2.2 m, the seed amount per mu of rapeseed direct seeding is 300~400 g,
the calculated seed amount transported by the seed tube is 1.65~4.41 g/s; the gas-solid
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two-phase flow in the seed tube is a dilute phase flow, and the concentration of rapeseed
particles is 0.8. Considering the overall structure of the air-feeding seed tube, the seed
metering system, and the pressure loss of the fan, the inner diameter of the seed tube is
determined to be 40 mm. The length of the horizontal conveying pipe of the seed tube is
400 mm, the length of the vertical conveying pipe is 600 mm, and the radius of curvature is
100 mm.

The seed tube is mainly composed of a horizontal conveying pipe, a vertical conveying
pipe, and an elbow. According to the wall structure of the vertical conveying pipe, it is
divided into corrugated type, hole-type, and ordinary round-tube seed tubes. Figures 2
and 3 are divided into corrugated and hole-type seed tubes, where D is the diameter of the
seed tube, H is the depth of the corrugations or holes, P is the spacing of the corrugations
or holes, L is the length of the corrugations or holes, ϕ is the diameter of the holes, and α is
the angle between the two holes. The specific parameters of the three pipelines are listed in
Table 1.
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Table 1. Dimensional configurations of the tubes.

Parameters Corrugated
Type

Holes-
Type

Ordinary Tube
Seed Tube

Inside diameter of tube, D (mm) 40 40 40
The depth of the corrugations or holes, H

(mm) 5 7

The spacing of the corrugations or holes, P
(mm) 20 20

The length of the corrugations or holes, L
(mm) 167 165

The diameter of the holes, ϕ (mm) 6
The angle between the two holes, α (mm) 72

2.1.3. Particle–Wall Collision Analysis

It is inevitable that the particles collide with the wall in the pipeline. The collision
between the particles and the wall will affect the momentum of rapeseeds, change the
direction of movement of the seeds, and have a direct impact on the stable transportation of
seeds [24]. The rapeseeds were replaced by spherical particles, and the contact and collision
behavior of the rapeseeds was analyzed according to the characteristics of the tube wall.
Figure 4a shows the collision process between rapeseeds and the wall of the smooth seed
tube. The collision restitution coefficient e and friction coefficient f are used to describe
the partial velocity of the seeds after the collision, u1 and v1 represent the tangential and
normal velocity components of the rapeseed before the collision, respectively, and u2 and v2
respectively represent the tangential velocity of the rapeseed after the collision. The velocity
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component and the normal velocity component, according to the momentum theorem, the
velocity component after the seed collision can be obtained:

{
u2 = u1 + f (e + 1)v1

v2 = −ev1
(3)
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Figure 4. Collision process between rapeseeds and wall surface. (a) Collision with smooth wall;
(b) collision with convex wall.

The collision process between rapeseeds and the concave-convex surface is shown
in Figure 4b. Due to the addition of corrugations and hole structures, the wall surface of
the seed tube changes from a smooth surface to a concave-convex surface. The random
wall roughness angle γ is used to indicate when the seeds randomly collide with the wall
surface. The inclination angle of the contact surface, γ, significantly affects the rebound
direction and speed of the seeds after the collision. At this time, a virtual wall is introduced,
and the coordinates are converted to analyze the speed of the particles after the collision.
The tangential velocity component and the normal velocity component after the collision
of the eye wall surface, the collision process of rapeseeds based on the virtual wall surface
satisfies the following relationship:





u′2 = u1
[

cos2γ− f (1 + e)sinγcosγ− esin2γ
]

+v1(1 + e)
(

f cos2γ + sinγcosγ
)

v′2 = u1(1 + e)
(
sinγcosγ− f sin2γ

)

−v1
[
ecos2γ− f (1 + e)sinγcosγ− sin2γ

]
(4)

Formulas (3) and (4) suggest that the velocity component after the seed collides is
correlated with the collision restitution coefficient, friction coefficient, and roughness angle.
The actual collision process between the seed and the wall is difficult to accurately describe
and analyze due to the randomness of the roughness angle γ. Therefore, the DEM-CFD
gas-solid coupling method was used to predict the movement of particles in the seed tube.

2.2. Numerical Simulation
2.2.1. Model of Particle

The movement of particles in the airflow field follows Newton’s second law, and is
affected by gravity, buoyancy, fluid resistance, Saffman lift, and Magnus lift, the contact
force between particles and the wall, etc. [25]:

mp
dv
dt

= Fd + FGB + FSa + FMa + Fc (5)

where mp represents particle mass, Fd represents the fluid drag force, FGB represents the
resultant force of gravity and buoyancy, FSa represents the Saffman lift force, FMa represents
the Magnus lift force, and Fc represents particle-wall contact force.

The contact force between the particle and the wall is:

Fc = Fn
d + Ft

d (6)
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Fn
d = −2

√
5
6

In e√
In2 e + π2

√
Snm∗vn (7)

Ft
d = −2

√
5
6

In e√
In2 e + π2

√
Stm∗vt (8)

where m∗ represents equivalent eccentric mass, e represents restitution coefficient, Sn
represents normal stiffness, St tangential stiffness, vn represents normal component of
relative velocity, and vt represents normal component of relative velocity.

The normal stiffness and tangential stiffness in the above formula are calculated as:

Sn = 8E∗
√

R∗δn (9)

St = 8G∗
√

R∗δn (10)

where E∗, G∗, and R∗ represent Young’s modulus, equivalent shear modulus, and equiva-
lent radius, and δn represents normal overlap quantity.

2.2.2. Model of Fluid

The standard k-ε model is selected as the turbulence model. When studying the turbu-
lent motion of the draft tube, the disturbance phenomenon caused by the wall structure
to the airflow and the airflow pressure drop in the draft tube need to be paid attention
to, such that the Darcy friction coefficient is used to describe it. The transport formula
corresponding to the standard k-εmodel is as follows:

∂(ρak)
∂t

+
∂(ρakvi)

∂xi
=

∂

∂xj

[(
µ +

vi
σk

)
∂k
∂xj

]
+ Gk − ρaε (11)

∂(ρaε)

∂t
+

∂(ρaεvi)

∂xi
=

∂

∂xj

[(
µ +

vi
σε

)
∂ε

∂xj

]
+ C1Gk − C2ρa

ε2

k
(12)

where k represents turbulent kinetic energy, ε represents dissipation rate of turbulence
energy, Gk represents Turbulent kinetic energy k produced by mean velocity gradient, σk
and σε represent Prandt number corresponding to turbulent kinetic energy and turbulent
dissipation rate, C1 and C2 are empirical constant, xi and xj represent motion distance in
different directions, vi represents airflow velocity in different directions.

The Darcy friction coefficient [26] is expressed as follows:

λ =
2∆P
ρavi

2
Dh
l

(13)

where ∆P denotes the pressure drop between the two test sections, Pa; Dh represents the
relative diameter of the pipe diameter D, m; l expresses the distance between the two test
sections, m.

2.2.3. DEM-CFD Coupling

The DEM-CFD coupling simulation is to add fluid-particle interaction force on the
particles according to Newton’s second law, and the drag force is the main fluid-particle
interaction force. When only the force of the fluid on the particles is considered, the
Freesteam drag model is usually used for calculation, and its calculation formula is written
as follows:

Ff =
1
2

CDρa A
(
→
va
− →

vp

)
|→

va
− →

vp
| (14)

CD =
8

Re
1√
Φ⊥

+
16
Re

1√
φ
+

8√
Re

1
Φ3/4 + 0.42 · 100.4(−log(φ))0.2 1

φ⊥
(15)
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where va is the airflow velocity, m/s; vp is the particle velocity, m/s; A is the particle cross-
sectional area, m2; CD is the single particle drag coefficient; Re is the Reynolds number; φ is
the sphericity; φ⊥ is the cross-section sphericity.

DEM-CFD coupling can be divided into one-way coupling method and two-way
coupling method in accordance with the fluid-particle interaction mode. The difference
lies in whether the effect of particles on the fluid is considered. When the particles occupy
less than 10% of the airflow volume in the seed tube, the particles slightly affect the flow
field distribution, and the force of the particles on the fluid can be ignored, such that the
one-way coupling method is adopted. The one-way coupling method can save computing
resources and shorten the computing time. Since the effect of particles on the fluid is
ignored, the fluid motion can be calculated with the continuity formula and the momentum
conservation formula with locally averaged variables. The continuity formula for fluid
motion is as follows:

∂

∂xj

(
ρ f uj

)
= 0 (16)

The momentum conservation formula is as follows:

∂

∂xj

(
ρ f uju f

)
= − ∂P

∂xi
+

∂

∂xj

[
µe f f

(
∂ui
∂xj

+
∂uj

∂xj

)]
+ ρ f g (17)

where ρ f denotes fluid density; u is the fluid velocity; P is the pressure of fluid; x is the
coordinates; µe f f is the effective viscosity.

2.2.4. Numerical Setup

In the EDEM-CFD coupled simulation, the commercial CFD software ANSYS Fluent
2020 was used to solve the fluid phase; with air as the medium carrier, the density of which
was 1.225 kg/m3, the viscosity was 1.789 × 10−5 Pa s, and the airflow velocity was 16 m/s.
The particle phase was solved using EDEM 2021. In the case of DEM-CFD coupling, the
time step of EDEM should be much lower than that of Fluent, therefore, the time steps
of EDEM and Fluent are set to 5 × 10−6 and 1 × 10−3 s, respectively. Set the number of
Fluent steps to 2000, that is, the total simulation time is 2 s. In the simulation, the seed tube
material is aluminum alloy. The material characteristics of seeds and aluminum alloy and
their mechanical properties [7,8] and air flow field parameters are shown in Table 2.

Table 2. Simulation parameters.

Case Parameters Values

EDEM software
time step/s 5 × 10−6

save interval/s 0.01
acceleration of gravity/(m/s2) 9.81

Fluent software

time step/s 2 × 10−3

save interval/s 0.05
current density/(kg/m3) 1.225

air viscosity coefficient/(Pa·s) 1.789 × 10−5

Rapeseed
poisson ratio 0.25

shear modulus /Pa 1.1 × 107

density/(kg/m3) 1060

Seed tube
poisson ratio 0.3

shear modulus /Pa 2.7
density/(kg/m3) 2700 × 1010

Rapeseed–rapeseed contact
parameters

coefficient of restitution 0.6
coefficient of static friction 0.5

dynamic friction factor 0.01

Rapeseed–seed tube contact
parameters

coefficient of restitution 0.6
coefficient of static friction 0.3

dynamic friction factor 0.01
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The thousand-grain weight of the rapeseeds in the simulation test was 3.8 g. According
to the seeding amount of rapeseed per mu and the forward speed of the machine, the inlet
of the seed tube was set to generate 560 rapeseeds per second. The time for generating
rapeseed particles at the entrance of the seed tube is 2 s, and the total simulation time was
2 s. Three types of air distribution in the seed tube and the movement characteristics of
rapeseed particles were carried out. The velocity and force changes of a single rapeseed,
the maximum speed and maximum force of the seed at each moment, and the distribu-
tion of rapeseeds in the seed tube were derived from EDEM to analyze the movement
characteristics of rapeseed particles.

2.2.5. Mesh Dependence Analysis

Before modeling calculation, the mesh independence verification was performed first,
and the optimal number of mesh is determined by considering the calculation workload
and calculation accuracy. The seed tube model was divided into 161,088, 237,789, and
376,027 grids to verify the grid independence. The axial position Z = 70 mm was selected
for comparison of axial velocity. It can be seen from Figure 5 that the number of mesh had a
certain impact on the simulation results. When the number of mesh was 237,789 or 376,027,
the calculation results tended to be consistent. Considering the accuracy of simu−lation
results and the cost of simulation calculation, the number of mesh of seed tube flow field in
this paper was 237,789.
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3. Results
3.1. Model Validation

To verify the reliability of the simulation results, an ordinary round-tube seed tube was
selected in this experiment, and the airflow velocity at the vertical conveying pipe under
the condition of no material when the inlet velocity was 16 m/s was examined. In the
test, the L-shaped pitot tube (the pitot tube coefficient: 0.99~1.01, the speed measurement
range: 2~70 m/s) and the wind speed, pressure, and air volume meter were used to
examine the wind speed. The pressure hole was perpendicular to the airflow direction.
Four measurement points were evenly arranged along the outlet direction (including A, B,
C, D), and the distance between the measurement points was 100 mm, and the distances
from the outlet of the seed tube were 100 mm, 250 mm, 400 mm, and 550 mm, respectively.
The distribution of the measurement points is shown in Figure 6. When the inlet wind
speed was 16 m/s, the wind speed of different measuring points was examined 10 times,
and the examined values are listed in Table 3.
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Table 3. Export speed 10 measurements and their average.

Velocity/(m.s−1)
Position/(mm)

A B C D

1 14.11 13.09 15.40 15.43
2 13.70 13.97 14.05 15.60
3 14.74 14.65 15.54 15.86
4 14.62 13.03 14.23 16.10
5 12.90 14.11 15.91 15.80
6 14.09 14.56 15.82 15.59
7 13.95 14.64 15.68 15.66
8 14.25 13.86 16.05 15.49
9 14.30 14.29 15.22 16.08
10 13.56 15.33 15.93 15.76

average 14.02 14.15 15.38 15.74
standard deviation 0.51 0.68 0.67 0.22

As depicted in Table 2, the wind speed measurement test produced a certain mea-
surement error, which may be due to the small-scale vibration of the Pitot tube under the
action of the wind, resulting in the full pressure hole of the Pitot tube being not parallel to
the airflow direction. After many repetitions of the test, its patency may deteriorate, thus
causing biased measurement results.

After using the CFD-POST software to extract the data of each test point in the simula-
tion results, the examined and simulated values of the wind speed at each measurement
point at the exit were listed in Table 4. Errors in the table are shown as (|Analog value—
Examined value|)/Examined value × 100%. It can be seen from the table that the airflow
velocity examined by the simulated value and the examined value basically gradually
decreased along the outlet direction, indicating that the approximate trend of the simulated
result and the actual examined value was the same, and the simulated value at the mea-
surement points B, C, D and the examined value were larger than that of A. The possible
reason is that the last three measuring points were close to the curved part of the flow, and
the airflow field is relatively disordered, such that there may be a certain deviation between
the simulated value and the examined value. After calculation, the average error of the
four positions was 6.71%, which is acceptable in agricultural engineering applications with
such complex factors. Therefore, it can be confirmed that the air-feeding seed metering
system is used in this paper and the simulation results of the internal flow field in the tube
are reliable.
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Table 4. Comparison of simulated value and examined value of outlet velocity.

Position/(mm)
Gas Velocity/( m.s−1)

Errors
Simulation Value Examined Value

A 14.35 14.02 2.35
B 15.48 14.15 9.40
C 16.52 15.38 7.41
D 16.95 15.74 7.69

3.2. Effect of Seed Tube Structure on Airflow Field

Figure 7 presents the airflow velocity and pressure at the respective point extracted
along the outline of the seed tube for different types of seed tubes to analyze the airflow
velocity close to the wall of the seed tube. As depicted in the figure, the addition of
the pressurized structure of the seed tube affected the air pressure and speed. In the
elbow part of the seed tube, the airflow speed increased, while the pressure decreased
rapidly. The supercharging structure significantly affected the airflow speed of the elbow
part. When the corrugated supercharging was used, the airflow speed of the elbow part
increased dramatically to 32.48 m/s. When the hole was pressurized, the maximum
speed of the elbow part was 26.20 m/s. However, the airflow velocity of the ordinary
round-tube seed tube without the pressurized structure slightly fluctuated, whereas the
pressurized structure slightly affected the airflow velocity at the horizontal conveying
pipe and the vertical conveying pipe. The pressurized structure significantly affected the
internal pressure of the seed tube. The pressure value of the seed tube with corrugated
pressurization is the highest, the hole-type is the second, and the pressure value of the
ordinary roundtube seed tube is the lowest. Sharply reduced, after entering the elbow, the
airflow pressure recovers, and the minimum pressure values of the three kinds of seed
tubes are basically the same. Among the three kinds of seed tubes, the pressure loss of the
corrugated tube was the smallest. It can be seen that the corrugated tube has better flow
field characteristics, the pressure loss in the seed tube is small, and the airflow velocity
is better.
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Figure 7. Effect of pressurization type on airflow velocity and pressure in seed tube. (a) Variation
curves of airflow velocity in different seed tube; (b) Variation curves of pressure in different seed
tube.3.3. Effect of Seed Tube Structure on Seed Distribution.

Figure 8 shows the motion characteristics of seeds of three types of seed tubes when
the airflow velocity is 16 m/s and the seed supply is 560 seeds/s. The seeds enter the pipe
in an orderly manner. When passing through the elbow, the seed group moves along the
pipe wall. Due to the collision and rebound between the seed group and the pipe wall,
the stable seed flow begins to disperse. The density of the conveyed seed particle group
is reduced, and the problem of intermittent conveying. The corrugated and hole-type
seed tubes induce continuous fluctuations in the air flow due to their intermittent curved
surfaces. The airflow fluctuations affect the running of the seeds, such that the dispersed
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seed flow is re-aggregated and continuously conveyed to the distributor. The seed tube is
conducive to the continuous and stable delivery of the seed flow.
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3.3. Effect of Seed Tube Structure on Seed Movement Characteristics

Figure 9a presents the test result of tracking the speed of a single seed particle gener-
ated in various seed tubes when 560 seed particles are generated per second. As depicted in
the figure, the corrugated tube is the same as the ordinary round-tube seed tube when the
seed is in the seed tube for 0~0.3 s. The force of the round tube is basically the same, while
in the hole-type tube, there is a surge of force due to the collision between the seeds flowing
through the elbow and the wall surface. Due to the different stagnation time of the seeds in
the seed tube, there is one force change “wave peak” in the corrugated seed tube, and two
force change “wave peaks” in the hole-type seed tube, indicating that the seeds are affected
by the wall structure. This indicates that the speed of seeds varies alternately due to the
influence of the wall structure, which makes the distribution of seeds more uniform in the
pressurized tube. It can be seen from Figure 9b that the maximum resultant force on the
seed particles in the corrugated, ordinary round-tube seed tube, and hole-type seed tubes
is 0.35, 0.14, and 0.43 N, respectively, and the resultant force on the seed particles in the
seed tube fluctuates significantly, indicating that the corrugation and the pocket structure
increase the probability of the seeds colliding with the wall, resulting in the particle-wall
collision force.
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(a) Effect of seed tube on stress of single seed; (b) Influence of seed tube on maximum force of seed.

Figure 10a presents the speed test results of tracking the first seed particles generated
in various seed tubes when 560 seed particles were generated per second. The maximum
speed of seed particles in the tube reached 4.79, 4.35, and 5.18 m/s, respectively, and the
stagnation time of seeds in the seed tube was 0.38, 0.48, and 0.30 s, respectively, thus
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suggesting that the ordinary round-tube seed tube exhibits high transportation efficiency
but high speed. The force and speed of the seed particles increase when the seed particles
collide with the main body of the distribution device, thus leading to an increase in the
seed breaking rate. After the seeds in the ordinary round-tube seed tube pass through
the elbow part, the seed speed increases linearly, while the corrugated and nested seeds
increase linearly. The speed of the seeds in the eye-type seed tube shows a fluctuating
trend, and the speed variation range of the corrugated tube is small, which is conducive
to the stable transportation of the seeds. The speed of the seeds at the outlet are 5.18, 1.73,
and 3.76 m/s. According to the elastic collision analysis between the fertilizer particles
and the distribution device in the literature [27], it can be seen that the crushing rate
of the material is correlated with the speed of the material particles and the distributor
approaching each other. The breakage rate of the type and hole-type seed tubes is lower
than that of the ordinary round-tube seed tube. As depicted in Figure 10b, the maximum
velocity distribution in the corrugated and hole-type seed tubes shows a trend similar to
“sinusoidal fluctuation”, indicating that the airflow velocity fluctuates up and down, which
increases the collision between the seeds and the wall of the seed tube, which can promote
a more even distribution of rapeseeds before entering the distributor.
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4. Conclusions

In this paper, the DEM-CFD coupling method was used to simulate the effect of the
structure of different vertical conveying pipes of the air-feeding seed metering system on
the seed movement characteristics. It was verified by the bench test that the DEM-CFD
coupling simulation can be well described. The movement of the seeds in the seed tube
draw the following conclusions:

1. The main structural parameters of the corrugated, ordinary round-tube, and hole-type
seed tubes were determined. Based on the Herz contact model, the collision contact
between rapeseeds and the wall surface was analyzed when the wall of the seed tube
was smooth and uneven. During the process, the virtual wall was used to study the
collision of seeds on the concave-convex tube wall, so as to obtain the motion formula
after the rapeseeds collided with the tube wall.

2. In this paper, the effect of the vertical conveying pipe structure of the seed guiding
pipe on the uniformity of the seed flow was determined. The gas-solid coupling
method of DEM-CFD was used to analyze the distribution of the air flow field of
the seeds in the corrugated, hole-type, and ordinary round-tube seed tubes, and the
movement characteristics of rapeseeds in different seed tubes were analyzed. The
results show that the vertical conveying tube of the seed tube plus the corrugated or
hole-type shape significantly affected the airflow field in the seed tube. The maximum
airflow velocity was 32.48 and 26.20 m/s, respectively; the vertical conveying pipe of
the seed tube plus corrugated and hole-shaped structures are beneficial in improving
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the damage to the uniform seed flow caused by the near-wall movement of the seed
through the elbow part. The speed and force of the seeds in the corrugated and hole-
shaped seed tubes were similar to the “sinusoidal fluctuation” trend, thus facilitating
the uniform distribution of the seeds. However, the maximum force of the seeds in
the hole-type seed tube fluctuated significantly, meaning they were more prone to the
phenomenon of a surge in force. For the corrugated type, it will negatively affect the
breakage of the seeds.

3. The bench test verifies the feasibility of the DEM-CFD coupled simulation. The airflow
velocity at the vertical conveying pipe was examined when the airflow velocity at the
entrance of the ordinary round-tube seed tube was 16 m/s and there was no material.
Compared with the airflow velocity obtained by simulation, it was found that the
average error between the simulated value and the measured value was 6.71%, which
is acceptable in the application of such engineering problems with complex factors in
agricultural engineering. The reliability of the results of the simulation of the internal
flow field in the seed tube of the air-feeding seed metering system.

Using the DEM-CFD coupling method, the movement mechanism of rapeseeds in the
airflow field in the seed tube can be better described, and different pressurized structures
can be compared. The DEM-CFD coupled simulation method has been extensively used
in two-phase flow and gas flow transport to visualize particle motion and investigate the
source of differences. Numerical simulation of the movement of seeds in different seed
tubes based on the DEM-CFD coupling method can provide a reference for the optimization
of the air-feeding seed metering.
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Abstract: Rising labor costs and the inefficient manual methods of cultivating red onions in Bangladesh
contribute to the country’s failure to meet is own demand. Mechanizing the process of transplanting
red onion seedlings will reduce the manual labor required while increasing crop yields. This paper
provides an initial study of a proposed mechanized onion transplanter designed to attach to the back
side of a two-wheel tractor with power tiller operated-seeder, commonly used in Bangladesh. Testing
of a prototype made from these designs proves that the design is functional but requires further
development for commercial/widespread use.

Keywords: mechanization; onion; transplanting

1. Introduction
1.1. Onion Farming in Bangladesh

In recent years, the agricultural sector in Bangladesh has been suffering as many
workers are leaving the country’s rural areas (i.e., farmlands) in search of more lucrative
work in cities. This exodus is leaving many farmers, especially small stakeholder farmers,
facing great difficulty in their effort to produce enough food and make a profit [1].

Although shrinking, the agriculture sector remains a powerful driver in the Bangladeshi
economy and is vitally important [2]. Unlike more developed countries, smallholder farms
are the foundational drivers in Bangladesh’s agricultural sector. The average farm size in
Bangladesh is estimated to be 0.5 hectares (roughly 1.24 acres), making it one of the smallest
average farm sizes in the world. As such, increasing the productivity of smallholder farms
is one of the best ways the country can ensure it has an adequate food supply and strong
economy [3].

The seeds for red onions, which are the most popular onion crop in Bangladesh, are
typically sown in seed beds around November when the Bangladeshi highlands are dry [4].
The conditions for the red onion seeds must neither be too wet nor too dry, leaving only
a small window of opportunity for their germination. After 25–45 days, the 8–10 cm
seedlings are typically unearthed and transported to markets where they can be purchased
by farmers. Then, the seedlings are planted in the lower farmlands where they will remain
until they mature and are harvested [5].

The smallholder farmers who buy the onion seedlings generally hire local laborers
to transplant the onion seedlings by hand one-by-one. This tedious labor is not only time
consuming, but also erodes the profits of the farm owners. Hired labor accounts for 36% of
the total cost for onion crops. Although onions produce higher profit margins than most
crops in Bangladesh, they also require higher investment than most [6]. By reducing the
labor costs associated with onion crops, farmers can increase their profit margins.

Existing transplanters that are capable of transplanting onion seedlings generally
have significant drawbacks making them unusable by smallholder farmers in Bangladesh.
Several types of machines exist that are capable of transplanting onion seedlings exist,
but each of have significant drawbacks rendering them unusable or impractical for the
smallholder farmers in Bangladesh.
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1.2. Existing Transplanters

Self-propelled machines are generally powered by a 5–6 HP engine and require
one or two users for operation. These machines are capable of planting 1–4 rows of
seedlings simultaneously, making them size-appropriate for the smallholder farms
of Bangladesh.

Fully automatic machines only require a single user during operation. However, they
require that seedlings be grown trays that consist of individual pots for each seedling.
Although these agricultural trays are common for many types of crops worldwide, they are
not used by onion farmers in Bangladesh. Semi-automatic machines require a laborer to
separate the seedlings and individually place them in the transplanter while it is moving.
Oftentimes, this requires one laborer to operate the machine while another separates and
places the seedlings in the transplanter.

Both semi- and fully automatic machines that are self-propelled typically cost 7000 USD
or more which makes them impractical for smallholder farms.

Four-Wheel Tractor Attachment Transplanters

Like self-propelled machines, there are also semi- and fully automatic transplanters
that exist as attachments for 4WTs. These machines are much larger than self-propelled
transplanters and are capable of planting more than 10 rows simultaneously.

Fully automatic transplanters generally require two laborers; one to drive the tractor
and another to load trays of seedlings into the transplanter. These machines are large and
complex and usually cost a minimum of 40,000 USD.

Semi-automatic attachments typically require 8 or more laborers to separate the
seedlings, and another to drive the tractor. Laborers sit atop the transplanter, separate
onion seedlings, and drop them into chutes. The seedlings are guided by the chute to
the ground where they are planted by using either a plow or a punch-type mechanism.
Semi-automatic transplanting attachments typically cost around 4800 USD and above.

1.3. Two-Wheel Tractors in Bangladesh

The small size of average farms in Bangladesh makes 4WTs impractical to use for most
farms in the region. Commonly used in more developed countries by commercial and
private farmers, 4WTs are more expensive and less maneuverable than two-wheel tractors
(2WT). 2WTs, resultingly, have become one of the most common agricultural machines
used in Bangladesh.

Two-wheel tractors are single axle tractors commonly driven by a 10–12 HP diesel
engine. The handles extend backwards towards the operator who walks, or in some cases—
rides, behind the tractor. These machines are very valuable for smallholder farmers because
they can pull a variety of different attachments such as trailers, cultivators, plows, seeders,
and harvester attachments.

Many onion farmers in Bangladesh have already adopted the use of 2WTs in combina-
tion with a power-tiller operated seeder (PTOS) for the use of preparing and seeding fields.
PTOS attachments, like the one shown in Figure 1, till the ground while sowing seeds and
fertilizer simultaneously.
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1.4. Proposal for an Onion Transplanter for Smallholder Farmers

As part of a large initiative to promote mechanization in Bangladesh’s agriculture
sector, USAID’s Feed the Future Bangladesh Cereal Systems Initiative for South Asia—
Mechanization and Extension Activity (CSISA-MEA) is working to develop and pro-
mote scale-appropriate agriculture machines that are manufacturable and serviceable
in Bangladesh [8]. Stakeholders of the CSISA-MEA project have suggested that a mech-
anized solution to the labor intensive process of transplanting onion seedlings could be
beneficial in promoting onion cultivation amongst smallholder farms in Bangladesh.

This paper presents a preliminary design for a mechanized onion transplanter in-
tended to ease the labor requirements associated with transplanting red onion seedlings in
Bangladesh [9]. The transplanter is designed to be attached to, and powered by, the 2WT
and PTOS systems commonly used in Bangladesh, making it useful for the smallholder
farmers that make up most Bangladeshi farmers. This paper also presents the results of an
initial study of the design’s capability to perform its intended functions.

The prototype testing results presented in this paper provides evidence that transplant-
ing onion seedlings can be achieved using this design. The functional design presented
may serve as a starting point for future researchers interested in developing a more ro-
bust design.

2. Materials and Methods
2.1. Technical Requirements

Drawing on requirements from project stakeholders and agricultural standards, the
main functional requirements shown in Table 1 are established [9]. Planting spacings and
depth were derived from agricultural standards pertaining to best practices for growing
onions [10]. Operational movement pace was based on the optimal movement pace for
2WT attachments [8]. Finally, the success rate of transplanting was established by project
stakeholders.

Table 1. Target specifications of the onion transplanter.

Onion Planting
Spacing (cm)

Row Planting
Spacing (cm)

Onion Planting Depth
(cm)

Operational Movement
Pace (0.3 m/s)

Success Rate of
Transplanting

10 20 2.5 0.3 95%
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2.2. Design of the Transplanter

The onion transplanter consists of three subsystems, each designed to perform a
specific set of functions. The three subsystems that make up the transplanter are the
dispensing subsystem, the orienting subsystem, and the planting subsystem. The design of
the transplanter is shown in Figure 2, which indicates the subsystems.
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Figure 2. CAD model of the onion transplanter, as attached to a 2WT and PTOS. (1) 2WT; (2) PTOS;
(3) Dispensing subsystem; (4) Orienting subsystem; (5) Planting subsystem. This model was designed
using SolidWorks Student Edition 2021.

The transplanter consists of three of each subsystem, placed side by side and attached
to the tiller cover of the PTOS system. The side-by-side configuration of the system
components allows the user to transplant three rows of onions with each pass of the field.
The spacing between system iterations is 20 cm to comply with the technical requirement
previously indicated.

Because the transplanter is intended to be manufactured and serviced in Bangladesh,
material availability was a primary consideration throughout the design process. Similar
machines and equipment, when manufactured in Bangladesh, are composed primarily of
mild steel which available and affordable in the region. Therefore, all unique components
of the transplanter were designed under the assumption that they would be made of mild
steel. Common components such as sprockets, gears, shafts, and screws are also readily
available. As such, no material specification is provided for common components.

2.2.1. Design of the Dispensing Subsystem

The dispensing subsystem, shown in Figure 3, mimics the functional method of
existing garlic transplanter machines which rely on chain-driven cups to separate and lift
garlic cloves out of a hopper [11]. Similarly, onion seedlings are loaded into the onion
transplanter’s hopper but are uniformly oriented (i.e., roots pointing toward the same
wall) as shown in Figure 4. The ramp inside the hopper allows gravity to push the onions
downward toward the onion cups, which separate and lift the seedlings as they rotate.

Figure 3a shows the hopper, cups, sprockets, and shafts of the subsystem. Figure 3b
shows a cross-sectional view of the subsystem, illustrating the travel path of the onion
seedlings as they are separated at the bottom of the hopper and lifted until they are
dispensed at the top.
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Figure 4. Uniformly oriented onions in the dispensing subsystem.

To ensure that the onions do not fall from the bottom of the hopper, a slotted door is
utilized at the bottom, shown in Figure 5. The profile of the slotted door and the onion
cups match such that the cups can pass through the door, while the door blocks onions
from falling through.
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Figure 5. (1) Ramp within the hopper; (2) Slotted hopper door; (3) Matching cups.

2.2.2. Design of the Orienting Subsystem

After the onions in the hopper are all oriented uniformly, they enter the next subsystem,
the orienting subsystem. The orienting subsystem consists of a funnel designed to receive
the dispensed onions and adjust their orientation such that the roots face downward.

As the onions are dispensed horizontally into the orienting funnel, the stalk end of
the onions impacts the interference wall shown in Figure 6, causing the root end of the
onion to orient downward (relative to the stalk end), thus orienting the seedling properly
for planting.
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2.2.3. Design of the Planting Subsystem

Existing onion transplanters typically utilize two methods of planting onion seedlings:
punching mechanisms and furrowers. Examples of punching mechanisms and furrowing
mechanisms are shown in Figure 7. Whereas punching mechanisms form discrete holes
into which the onions are dropped, furrowing mechanisms typically drag a blade or blunt
object through the ground which creates a furrow into which the onions are dropped.
Given the correct soil conditions, gravity often will cause the furrow to fill itself in and
bury the seedlings without additional input from the transplanter [12]. Typically, soils
that are somewhat dry and have a fine till provide the ideal soil conditions for furrower
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transplanters like these. As onions grow best in a sandy loam soil, this method of using a
furrower mechanism was implemented in the transplanter.
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Figure 7. (a) Punch mechanism [13]; (b) Furrower [14].

The furrower (Figure 8) is designed to be made of a square hollow tube so that the
onions can be dropped through the furrower and into the ground as the furrow is being
opened. The wide, blunt shape of the furrower creates a self-filling furrow wide enough
for onion seedlings. In favorable soil conditions, as described above, the blunt shape of the
furrower creates a furrow that tends to fill itself in, thus burying the seedlings after they
enter the furrow.
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Figure 8. Hollow furrower of the onion transplanter.

2.2.4. Design of the Powertrain

To ensure that the onion transplanter is active only while the 2WT is in motion, the
transplanter is powered by the drive axle of the 2WT. A diagram of the powertrain designed
to power the onion transplanter can be seen in Figure 9. Black rectangles represent the
system’s shafts. Gray and blue boxes represent sprockets/gears used to transmit power
between shafts. Gray colored boxes indicate that the components are included in the design
scope of the onion transplanter, whereas the blue boxes indicate that the components are
existing components associated with the design of the PTOS system [8]. The function of
each shaft is described in Table 2.
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Figure 9. Powertrain schematic.

Table 2. Shaft labels and descriptions.

Shaft Label Function

S1 Provide power to the transplanter
S2 Allows fertilizer shaft to be engaged
S3 Reverses the rotational motion direction using spur gears
S4 Drives the onion dispensing cups
S5 Holds idler sprocket and maintains tension in chain
S6 Operates the fertilizer mechanism (design by others)

Knowing that the operational movement pace of the 2WT is 1.5 km/h (41.7 cm/s),
the angular velocity of shaft S1, ωS1, and the dispensing rate of the onions, DRonion, are
calculated as follows:

ωS1 =
0.417 m

s
0.317 m

= 1.312
rad

s
= 12.53 rpm, (1)

DRonion =
10 cm
41.7 cm

s
= 0.25

s
onion

, (2)

which can then be used to find the required angular velocity of the dispensing shaft, ωS4, req,
and the overall gear ratio of the entire system, GRreq, knowing that the spacing between
cups is 5.08 cm and the shaft diameter of the dispensing shaft is 0.72 cm.

ωS4, req =
5.08 cm

0.25 s
onion ∗ 0.72 cm

2
= 7.37

rad
s

= 70.4 rpm. (3)

GRreq =
7.37
1.32

= 5.58. (4)

With the final gear ratio, the number of teeth for sprockets and gears n1–n7 are selected
according to Table 3.
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Table 3. Number of teeth for each sprocket/gear of the powertrain.

Sprocket/Gear Label Number of Teeth

n1 32
n2 12
n3 19
n4 9
n5 12
n6 12
n7 12

The actual overall gear ratio is then calculated as:

GRactual =
32
12

× 19
9

× 12
12

= 5.62, (5)

which varies only 0.7% from the gear ratio required to achieve a 10 cm onion spacing.

2.3. Prototyping and Testing Environment
2.3.1. Prototyping

The transplanter design was modified slightly for purposes of testing. Instead of three
rows, only one row of onions was planted during testing. It should also be noted that a
2WT was unavailable for testing. Therefore, the transplanter prototype was attached to
a garden cart and pulled manually to simulate the motion of the 2WT. Accordingly, the
gearing of the prototype was adjusted to accommodate for differences in speed and axle
diameter between the 2WT and garden cart. The prototype used in testing is shown in
Figure 10.
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Components of the prototype were made from readily available materials such that it
could be made quickly. Although the materials used are likely to differ from the materials
available in Bangladesh, they are unlikely to impact the functional performance of the
prototype. Some common components such as chains and sprockets were used. The
materials used to manufacture the unique components are listed below in Table 4.
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Table 4. Material Specifications of unique prototype components.

Component Material

Hopper (Dispensing Subsystem) Zinc-Galvanized Low-Carbon Steel
Cups (Dispensing Subsystem) Polypropylene (PP)
Funnel (Orienting Subsystem) Zinc-Galvanized Low-Carbon Steel
Furrower (Burying Subsystem) 6061 Aluminum

Brackets/Framing 6061 Aluminum
Shaft Components 1566 Carbon Steel

2.3.2. Testing Environment and Materials

To facilitate controlled soil conditions, a test bed was made that consisted of two
different soil types, as shown in Figure 11. Soil on the left-hand side of the test bed was
native Georgia soil, which has a high clay content. Soil on the right-hand side of the test
bed consisted of a mixture of native Georgia soil with a gravel pavement base, made up of
roughly equal parts by volume.
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Figure 11. Soil beds created to test the transplanter prototype.

Due to the highly perishable nature of onion seedlings and the short season in which
they can be grown, it was not possible to test the transplanter with Bangladeshi onion
seedlings. Therefore, two materials available in Georgia were selected as substitutes for
testing: wooden dowels and scallions (green onions).

Wooden dowels were chosen for conducting preliminary testing because of their
uniform diameter of 0.95 cm (3/8”) (close to the average diameter of scallions) and because
they are straight. These attributes made dowels a good representation of the “ideal onion”.
Hence, they would be easier for the transplanter to handle than a normal onion whose
diameter varies and has a curved stalk.

Scallions were a more accurate representation of Bangladeshi onion seedlings. The
overall shape of Bangladeshi onion seedlings is very close to scallions, with common
features including varying stalk and bulb diameters, divergences in the stalks, and an
overall curved profile. Although similar in profile, it is noted that Bangladeshi onion
seedlings tend to be smaller than the mature scallions used in testing. Shown in Figure 12,
the bulb diameter of measured Bangladeshi onion seedlings varied between 2.5–7 mm.
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A profile of the scallions was created by taking various length and width measure-
ments, which can be seen in Figure 13.
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Figure 13. Measurements used to characterize the scallions. The parameters are: wmax is the maxi-
mum width of the onion which typically occurred in either of the two places shown, ld is the length
from the onion bulb to the point where the stalk diverges, lr is the length of the roots, d is the bulb
diameter, and lt is the total length of the onion.

Using a sample size of 83 scallions, the average measurements were found and are
shown in Table 5. These characteristics were used to adjust the cup size of the trans-
planter from the original design, for which the cup size was intended for the smaller
Bangladeshi seedlings.
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Table 5. Average measurements of scallions.

lt (cm) ld (cm) lr (cm) wmax (cm) d (cm)

Average 19.3 10.4 1.0 4.1 1.0
Standard Deviation 5.6 8.9 1.8 3.9 0.4

2.4. Testing Methods

The prototype functionality was tested using the following test procedure:

1. Record the number of onions placed in the hopper (N).
2. Arrange onions such that all are oriented the same way and place them in the hopper.
3. Pull the prototype the full length of the test bed.
4. Record measurements of:

a. The number of onions dispensed in the proper orientation (np ).
b. The total spacing between each onion in the furrow (sx).

i. Include all onions that were dispensed through the chute & furrower, even
onions in the wrong orientation.

c. The burial depth of all onions buried at an angle greater than 45◦ (db).

i. Burial depth is given a value of 0 if dowel is buried at an angle less than 45◦.
ii. Include onions that are buried upside-down.

d. The number of failures that occur (F).

i. Failures include any onion that jams, is dispensed upside down, or falls out
of the system by any means other than the funnel.

e. The number of successes that occur (S).

i. Include any onion that is planted upright at an angle greater than 45◦.

5. Remove any onions from the soil.
6. Without removing any onions remaining in the dispensing cups, return the prototype

to the start position.
7. Rake the soil to remove the previous furrow.
8. Repeat steps 2–7 until test is complete.

Previous research has shown that onions have far lower survivability when planted
horizontally [15]. Anecdotally, it was observed that onions planted at an angle of 45◦ or
greater, relative to the ground, remained upright after transplanting. Thus, onions planted
with angles of 45◦ or less were not counted as successfully transplanted.

With the recorded data, the metrics in Table 6 are calculated in order to evaluate the
overall performance of the transplanter.

Table 6. Metrics and calculations used to evaluate transplanter performance.

Metric Calculation (Indeed Editorial Team, 2020)

Average spacing (sx) sx = ∑ sx
N × 100%

Average burial depth (db) db = ∑ db
N × 100%

Percentage of properly oriented seedlings (Op) Op =
np
N

Overall failure rate (FR) FR = F
N × 100%

Overall success rate (SR) SR = S
N × 100%

The prototype was tested first with the 0.95 cm (3/8”) wooden dowels and then tested
with scallions. Each test was performed using a varying number of onions (or dowels).
The transplanter was first tested with a single scallion (or dowel) as a proof of concept. In
each successive test, the number of onions (or dowels) was increased until the testing was
completed. The results of testing are provided in the next section.
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3. Results
Testing Results

A total of 50 dowels and 50 scallions were tested over the course of several tests
following the procedure previously outlined. Figure 14 shows several onions that were
successfully transplanted during the test. Using a normal distribution, 95% and 99%
confidence levels were calculated using the normal distribution. Performance metrics and
confidence intervals are shown in Table 7.
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Table 7. Testing results of the transplanter prototype.

Metrics
Dowels

(95% Confidence
Interval)

Dowels
(99% Confidence

Interval)

Scallions
(95% Confidence

Interval)

Scallions
(99% Confidence

Interval)

Average spacing (sx) (cm) 11.9 ± 2.5 11.9 ± 3.3 34.3 ± 7.1 34.3 ± 9.4
Average burial depth (db) (cm) 4.8 ± 0.5 4.8 ± 0.5 4.8 ± 0.5 4.8 ± 0.5

Percentage of properly
oriented seedlings (Op) 76 ± 12% 76 ± 16% 76 ± 12% 76 ± 15%

Overall failure rate (FR) 26 ± 12% 26 ± 16% 48 ± 14% 48 ± 18%
Overall success rate (SR) 74 ± 12% 74 ± 16% 52 ± 14% 52 ± 18%

Data presented in this section represent testing in which the prototype was actuated
under its own power utilizing the drive train made from bicycle sprockets. The dispensing
rate was, therefore, dependent on the speed at which the garden cart was pulled. The target
speed for the cart was 1 ft/s, but it was not possible to always meet this goal; therefore,
deviations are not considered when presenting or discussing these data. The cart speed
has the potential to affect any of the metrics of the system but was anecdotally observed
to have a direct impact on the burial depth and the system’s ability to bury the dowels or
onions at an angle greater than 45 degrees. This anecdotal evidence suggested that a lower
cart speed would result in a shallower burial depth and in a smaller angle of burial (i.e.,
less than 45 degrees).

4. Discussion

The performance of the transplanter prototype can be compared to the transplanter’s
established target specifications using Table 8.
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Table 8. Performance compared to transplanter’s target specifications.

Metric Test/Evaluation Results (99% C.I.) Target Specification

Onion Planting Spacing (cm) 34.3 ± 9.4 10
Row Planting Spacing (cm) 20 (per CAD model) 20
Onion Planting Depth (cm) 4.8 ± 0.5 2.5

Operational Movement Pace (m/s) 0.3 (per powertrain calculations) 0.3
Success Rate of Transplanting (%) 52 ± 18 95

Perhaps the most important metric from Table 8 is the success rate of transplanting,
which reflects the transplanter’s ability to simultaneously achieve all of its’ intended func-
tions. The limits of the confidence interval indicate that the researchers are 99% confident
that the transplanter is able to correctly transplant 34–70% of the onions introduced to it.
Because the upper limit of the confidence interval is below the target specification of 95%,
it is clear that the prototype does not meet the target specification in its current state.

Similarly, the target specifications for onion planting spacing and onion planting
depth fall outside of the limits provided by the 99% confidence intervals for their re-
spective test results. This indicates that the prototype was not successful in meeting the
target specifications.

It was observed during testing that the dispensing subsystem played the most crucial
role in the transplanter’s inability to meet the target specifications. On many occasions,
the cups would fail to pick up an onion as they travelled upwards through the hopper or
onions would fall out of the cups before reaching the top of the hopper. Onions also were
observed to become tangled with the cup prongs or with other onions, which could cause
them to remain in the cup instead of being properly dispensed into the orienting funnel.
Both of these phenomena resulted in irregular dispensing intervals and were a major cause
of the high onion planting spacing and low success rate of the transplanter.

Along with the failures previously described, the success rate of transplanting was
also reduced by the number of onions buried upside down. Onions that fell out of cups
prematurely were the largest cause of improperly oriented transplants as well. Onions
that fell out of cups and back into the hopper would often become misoriented as they fell.
When they were later picked up and dispensed properly, they would enter the orienting
funnel backwards and thus be buried upside down.

Although the prototype was unable to reach the target specification of 2.5 cm for
planting depth, this is a shortcoming of the testing materials and environment rather than
a failure of the transplanter. Because of the larger size of scallions and the high clay content
of the soil, it was found that the onions would not remain standing upright unless buried
to a depth of around 4.5 cm or more. This indicates that testing of the prototype will need
to be performed with Bangladeshi onion seedlings in Bangladesh to properly assess the
transplanter’s performance.

Row planting spacing and operational movement pace are validated by analyzing the
final dimensions of the transplanter in the CAD model and the powertrain calculations,
respectively. Prior to building the final transplanter, these characteristics can be checked
and adjusted as needed to ensure fulfillment of the target specifications.

Although unable to meet the established target specifications, the prototype success-
fully demonstrated that the design is indeed capable of performing the functions required
to transplant onion seedlings automatically. The design in this paper provides future
researchers with a starting point that may be improved upon to achieve more consistent
success and, thus, approach the target specifications.

5. Conclusions

The design of a mechanized onion transplanter for use by smallholder farmers in
Bangladesh, is presented in this paper. The onion transplanter is designed to be attached to
and powered by the two-wheel tractors that are commonly used throughout the country.
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The transplanter is projected to be capable of planting three rows of onion seedlings at the
recommended spacing of 20 cm while requiring the labor of only a single individual.

A prototype of the transplanter was created for functional testing. Results of functional
testing indicate that onions can be successfully transplanted using the machine, however,
the prototype’s transplanting success rate of 52% falls short of the target specification.
Most failures were attributed to inconsistency in the transplanter’s dispensing subsystem.
Therefore, it is recommended that further development of the dispensing subsystem be
performed to increase the transplanter’s overall performance.

Given that the intention of this study wisas to prove functionality of the presented
design, some parameters remain unexplored or only partially explored. Future researchers
are encouraged to explore ways to improve upon the current component designs in pursuit
of a more robust design. Design parameters such as cup shape, funnel shape, furrower size,
etc. will provide more opportunities for investigation.

The primary limitations of the study are the materials and testing environment with
which the prototype was tested. Future testing should be conducted in Bangladesh with
proper Bangladeshi onion seedlings to ensure that the transplanter performs with the
materials for which it was designed.
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