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Preface

The pursuit of industrial process improvement has been a continuous task in modern

manufacturing and production. The confluence of automation and robotics has not only

revolutionized manufacturing processes but has also redefined the benchmarks of efficiency,

precision, and adaptability in various industries. This reprint, “Industrial Process Improvement by

Automation and Robotics”, is a comprehensive collection of research papers, each chapter delving

into distinct facets of the integration of automation and robotics to enhance industrial processes

across diverse applications. The compilation of fourteen chapters covers a broad spectrum of

topics, addressing the latest technological advancements and innovative methodologies employed

in industrial automation.

In Chapter 1, the Special Issue editorial sets the stage for this collection, exploring the

foundational concepts, current advancements, and future prospects in this field. It serves as an

introductory overview, laying the groundwork for the subsequent chapters. Chapter 2 delves into

the design of a spiral double-cutting machine tailored for an automotive bowden cable assembly

line, showcasing how specialized equipment can streamline production in the automotive sector. In

Chapter 3, a pioneering concept of a full-automatic equipment for car seats is discussed, emphasizing

high productivity and adaptability in the manufacturing process. Chapter 4 introduces a method

for measuring workpiece form deviations using machine vision, contributing to enhanced quality

control and accuracy in production. Chapters 5, 6, and 7 shed light on innovative techniques for

improving automation systems, refining robot positioning accuracy, and employing cutting-edge

methodologies like GAN-BPNN for surface roughness measurement and calibration of industrial

robots. The subsequent chapters explore a range of subjects from process simulation and optimization

of arc welding robot workstations to collaborative workplaces involving humans and robots,

brain–computer interface applications in assembly tasks, and decision support methods for dynamic

production planning. The two last chapters focus on critical issues like environmental risk assessment

and management in the context of Industry 4.0 and the challenges and potential research paths in

Industry 5.0, emphasizing the need for sustainability and technological advancements.

The primary aim of this reprimt is to serve as a compendium for researchers, engineers,

industrial practitioners, and academicians actively involved or interested in the domains of

automation, robotics, and industrial process improvement. The multidisciplinary approach of

these chapters caters to a diverse audience seeking in-depth knowledge, innovative strategies, and

insightful perspectives in this evolving field.

Raul D. S. G. Campilho and Francisco J. G. Silva

Editors

ix





Citation: Campilho, R.D.S.G.; Silva,

F.J.G. Industrial Process

Improvement by Automation and

Robotics. Machines 2023, 11, 1011.

https://doi.org/10.3390/machines

11111011

Received: 30 October 2023

Accepted: 3 November 2023

Published: 6 November 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

machines

Editorial

Industrial Process Improvement by Automation and Robotics
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Rua Dr. Roberto Frias, 400, 4200-465 Porto, Portugal
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Automation and robotics have revolutionized industrial processes, making them
more efficient, precise, and flexible. The integration of automation and robotics into
manufacturing and production has been a pivotal driver of industrial advancements [1,2].
The ability to improve quality, reduce human error, and increase production speed has made
these concepts indispensable for various industries [3]. Moreover, automation and robotics
are becoming particularly relevant in the era of Industry 4.0, where smart manufacturing
and mechatronics play a crucial role [4]. In this Editorial, the state of the art in automation
and robotics, their applications, current limitations, and future perspectives within the
context of improvements in the industrial process are explored.

Automation involves the use of various control/sensor systems and actuators to oper-
ate machinery, reducing the need for human intervention [5]. Automation can be as simple
as a thermostat regulating room temperature or as complex as a fully automated assembly
line [6]. The primary goal is to enhance efficiency and productivity while minimizing
errors [7]. This approach has found its place in a variety of industries, with the automotive
sector emerging as a major catalyst for the advancement of automation systems, driven
by the pursuit of heightened productivity and enhanced flexibility [8,9]. Groover [10]
outlines several key factors that prompt businesses to embrace process automation, in-
cluding increased productivity, reduced production costs, improved part quality, shorter
delivery times, the execution of tasks that are impractical for manual labor, the prevention
of non-automation-related expenses, and the reduction in or elimination of manual opera-
tions. Moreover, automation enables line operators to transition to a more supervisory role,
relieving them of monotonous, repetitive, and labor-intensive work, while simultaneously
ensuring the company’s competitiveness [11]. One of the most significant advancements
in automation is the implementation in the principles of Industry 4.0. Industry 4.0 rep-
resents the fourth industrial revolution and is characterized by the integration of digital
technologies into industrial processes [12]. This concept includes the use of the Internet of
Things (IoT), artificial intelligence (AI), and big data analytics. In Industry 4.0, machines
communicate and make decisions independently, leading to what is often referred to as
the “smart factory” [13]. This principle results in enhanced efficiency and productivity
and reduced downtime by the application of predictive maintenance supported on data
analytics, machine learning, and the IoT [14]. Automation and Industry 4.0 have allowed
for more efficient production, quicker decision making, and improved resource allocation.
With real-time data analysis and optimization, companies can minimize waste, reduce
energy consumption, and increase the quality of their products [15].

Robotics goes beyond automation by introducing physical machines that can per-
form tasks with a high degree of autonomy. These machines are equipped with sensor
and actuator systems that enable them to interact with their environment [16]. Robotics
plays a significant role in flexible production, particularly when tasks require precision
and adaptability [17]. Robotics has become increasingly prevalent across diverse indus-
trial applications [18,19]. While various definitions of robots exist, the ISO 8373 standard
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characterizes a robot as a reprogrammable and multifunctional manipulator, controlled in
position, with one or multiple degrees of freedom, capable of manipulating objects using
programmed movements to execute various functions [20]. Industrial robots typically
comprise three key components: the manipulator (robot), a controller, and a user inter-
face (programming console). The robot is equipped with sensors and actuators, which
are the senses and muscles of robotic systems. Sensors provide data about the robot’s
surroundings, including information about temperature, humidity, light, and object de-
tection [21]. Actuators are responsible for converting digital instructions into physical
movement. Advances in sensor technology, such as Light Detection and Ranging (LiDAR),
cameras, and ultrasonic sensors, have improved robots’ ability to navigate and interact with
their environment [22,23]. Similarly, actuator advancements, like advanced servo motors,
enable robots to perform tasks with greater accuracy and agility [24]. The integration of
sensor and actuator technologies has had a profound impact on the field of robotics. Robots
are now capable of performing complex tasks like pick-and-place operations, assembly, and
even intricate surgical procedures [25]. They can work alongside humans in collaborative
settings, which is particularly beneficial in manufacturing environments [26]. Presently,
industrial robots play a pivotal role in automotive production lines, with the application
of robots in this industry gaining substantial traction in recent years. This move toward
robotization facilitates the assembly of different vehicles on a shared production line, re-
sulting in reduced production costs for small- and medium-scale operations compared to
dedicated automation or manual labor-based assembly lines [16,27]. The primary drivers
for integrating robots in industries are the need to operate in hazardous environments, the
execution of repetitive tasks, the management of intricate handling processes, and the main-
tenance of continuous operation [28,29]. The current state of the art in robot development,
which includes control systems and sensor technologies, ensures the safe utilization of these
systems in production and assembly lines [30,31], and this safety extends to collaborative
operations, combining the productivity attributes of robots with the improved cognitive
and decision-making skills of human operators, thereby enhancing overall manufacturing
and assembly efficiency [32].

Currently, the applications of automation and robotics are widespread in industry and
society in general. The most prominent applications are as follows:

• Manufacturing: One of the primary applications of automation and robotics is in man-
ufacturing. Automated assembly lines have become the main assurance of companies’
competitiveness [33,34], producing a wide range of products, from consumer electron-
ics to automobiles. Robots can handle repetitive and hazardous tasks with precision
and consistency. Their application ensures that defects are minimized, resulting in
higher-quality products [35].

• Healthcare: In the healthcare sector, robotics has seen major advances. Robotic surgery,
for instance, has become more common, allowing for minimally invasive procedures
to be performed with high precision [36]. Robots can also assist in patient care, such
as in the delivery of medications or in the rehabilitation of patients [37].

• Logistics and warehousing: E-commerce and the demand for rapid order fulfillment
have led to the adoption of robotics in logistics and warehousing. Automated guided
vehicles (AGVs) and drones are used for material handling and order picking. This
procedure speeds up the process and reduces the risk of errors in inventory manage-
ment [38].

• Agriculture: Robots are used for tasks like planting, harvesting, and monitoring
crops. These machines can work uninterruptedly, improving the efficiency of farming
operations [39]. The integration of automation and robotics in agriculture is essential
to meet the growing global food demand [40].

• Service and entertainment: Robotic technology has also found its way into the service
and entertainment industries. Robots are used as receptionists, guides in museums,
and even as companions for the elderly [41]. Entertainment robots, like those used
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in theme parks, enhance visitor experiences and provide a unique form of entertain-
ment [42].

Despite the major advances and breakthroughs in automation and robotics, which
has led to the most diverse applications, as described, limitations persist related to these
technologies that need to be addressed, such as:

• High initial investment: The initial cost of implementing automation and robotics
systems can be substantial. Small- and medium-sized enterprises (SMEs) may find it
challenging to invest in this technology, hindering its widespread adoption [43].

• Complexity and integration: Integrating automation and robotics into existing systems
can be complex. It requires a deep understanding of the specific needs of the industry
and often involves custom solutions. This complexity can be a barrier for many
businesses [44].

• Workforce disruption: The fear of job displacement remains a concern. While automa-
tion and robotics can improve efficiency and productivity, they may also lead to job
displacement. It is crucial to manage this transition by upskilling the workforce and
focusing on roles that complement automation rather than firing the line operators
that previously accomplished the repetitive tasks [11].

• Safety: Ensuring the safety of workers and humans when robots operate in shared
spaces is of utmost importance. Safety standards and risk assessment procedures must
be in place to prevent accidents and injuries [45].

• Lack of standardization: The lack of standardized interfaces and communication pro-
tocols can hinder the interoperability of different automation and robotics systems [46].
Standardization efforts are ongoing, but more progress is needed to achieve seamless
integration [47].

As technology and scientific knowledge continue to evolve, the future of automation
and robotics holds promising opportunities and prospects for future research:

• Human–robot collaboration: Collaborative robots, or “cobots,” are becoming increas-
ingly applied on the factory floor. These robots work alongside humans, enhancing
productivity in complex tasks [48]. Future developments in this area will focus on
improving the ease of programming and the flexibility of these systems [49].

• AI and machine learning: Advancements in AI and machine learning will lead to more
intelligent and adaptable robots that will be capable of learning from their experiences
and continuously improving their performance [50].

• Interconnected systems: The integration of robotics and automation with Industry 4.0
principles will lead to more interconnected systems [51], leading to higher efficiency
and productivity, reduced downtime, as well as improved resource allocation [52].

• Accessibility: Efforts are being made to reduce the cost and complexity of adopting
automation and robotics. As a result, the technology will be more accessible to a
broader range of industries, including SMEs [53].

• Sustainability: The concept of sustainability will be a key focus in the future. Robots
and automated systems can play a crucial role in reducing waste and energy consump-
tion [54]. Sustainable practices will become an integral part of automation and robotics
design [55].

In conclusion, automation and robotics have significantly impacted industrial pro-
cesses by enhancing efficiency, precision, and flexibility. The integration of these technolo-
gies into manufacturing, healthcare, logistics, agriculture, and other sectors has brought
about numerous benefits. However, challenges such as high initial costs, complexity,
workforce disruption, safety concerns, and lack of standardization still prevent a more
widespread use of these technologies. Nonetheless, the future of automation and robotics
is promising, with major research and improvement areas being identified. It is the aim of
this Special Issue to document the main developments in this field and bring new prospects
for further development in automation and robotics.
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Abstract: The manufacture of automotive components requires innovative technologies and equip-
ment. Due to the competitiveness in the sector, the implementation of automatic and robotic equip-
ment has been vital in its development to produce the largest number of products in the shortest
amount of time. Automation leads to a significant reduction in defects and enables mass production
and standardization of the final product. This work was based on the need of an automotive compo-
nents’ company to increase the rate of spiral cable cutting, used as protection for Bowden (control)
cables. Currently, this component, used in automotive systems, is processed with simple cutting
machines and cleaning machines. Based on the design science research (DSR) methodology, this work
aims to develop a machine capable of performing the cutting and cleaning of two spiral cables simul-
taneously and automatically. The development of this machine was based on existing machines, and
the biggest challenge was the implementation of a double-cutting system. The designed machine met
the initial requirements, such as enabling the simultaneous cut of two spirals, being fully automatic,
doubling the output over the current solution, and fully complying with the current legislation.

Keywords: automotive component industry; spiral cable; automation; cutting system; productivity

1. Introduction

Besides its economic importance, the automotive industry also contributes to techno-
logical innovation [1]. The need to remote control different functions within a vehicle is
often satisfied using control cables. These functions vary from safety to comfort equipment.
Applications of control cables are found in many fields of engineering such as robotics [2],
and the automotive industry represents one of the most common and generalized applica-
tions [3]. Control cables, also known as Bowden cables, transmit linear motion and power
by the relative displacement of cable or wire inside a spiral. Both of these components
are flexible, which allows for several applications [4]. In addition, the efficiency of control
cables is around 97% [5]. All these factors contribute to their large applicability. Control
cables are composed of different components, apart from the inner cable and the spiral.
Actually, depending on the application, the control cables may require special features such
as grommets, low-friction coatings, anti-corrosive coatings, purpose-made cable ends [6],
and supports or end connectors [7]. They are commonly employed to connect the control
levers to latches such as those in engine and luggage compartments and door mechanisms.
Some of their essential applications are for controlling the accelerator, clutch, and parking
brakes through pedals and levers. In addition, they can be applied to comfort devices such
as external mirrors and seats. Control cables should also have adequate strength to perform
the required tasks and may be lubricated to reduce friction [8]. Since control cables are used
to control critical components of vehicles, some standards regarding their materials, testing
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procedures, and production techniques have been published. For example, ISO standard
2408:2017 [9] specifies requirements for producing, testing, and marking steel cables, which
are used in control cables. The inner cable, which is the one transferring motion and force,
is made of braided steel wires forming a wire rope [4], with characteristics and types that
are provided by Oberg et al. [10]. The cable sheath, also known as the cable housing, is
made of a combination of materials, with emphasis on the steel spiral, which is arranged in
a way that is strong in compression [4]. The spiral is often covered with plastic to protect
it and its inners from the environment. In its interior, the spiral may have an antifriction
coating or an inner tube to minimize the friction between the cable and spiral, which also
prevents damage to the inner cable due to abrasion [11]. The spiral is a structural part of
the control cable [4], hence, it is strong and difficult to cut. Furthermore, vehicle models
even from the same manufacturer present different configurations of control cables, making
it more difficult to automate the process. Consequently, the production and assembly of
control cables often rely on several manual tasks, although some operations can be eased
through jigs and fixtures [12].

The production of control cables was addressed as a case study by Moreira et al. [13].
The automated production of two different models of control cable was one of the re-
quirements. The production of these cables was separated into three stages: preparation,
injection, and assembly. The requirements were fulfilled by using integrated fully au-
tomated processes within a manufacturing cell [14,15]. Moreover, an integrated tooling
system was implemented, allowing the production of the two desired models and leav-
ing room for future expansions. The tooling had a computerized identification system,
ensuring that the right tooling for the production run is installed in the cell. The concept
was successfully implemented. Depending on the application, the inner cable may be
subject to other operations prior to its assembly into the control cable set. An automated
manufacturing cell was developed by Martins et al. [16], in which the inner cable was
prepared for the zamak injection of its terminals and subsequently injected. In addition,
the cable was cut-to-length and strength-tested. The manufacturing cell allowed for the
production of three different models of control cable, each with different features. Some ap-
plications of control cables require lubrication, which is accomplished during the assembly
process. In this regard, Ribeiro et al. [17] designed and implemented a system to lubricate
control cables. The developed system allowed to maximize the use of the delivered grease
regardless of the container type. Furthermore, a system of grease injectors, as well as the
accompanying logistics, were developed and implemented. This also included an air detec-
tion system to minimize the mixture of grease-air, which negatively affects the lubricant
properties. The proposed system led to efficient use of the grease supply, improved the lu-
brication of cables, and favored ergonomics and logistics on the factory floor. Subsequently,
Vieira et al. [7] developed and implemented an automatic process to inject plastic ends
into the spiral. The process consisted of the design of a production cell, where the plastic
cap ends are injected. The cell was self-contained, allowing for its introduction within a
production line of control cables. Although the work reported by Moreira et al. [13] is
related to control cables, its focus was on the integration within a manufacturing cell, and,
thus, the individual production steps were not fully described or addressed. Similarly,
Martins et al. [16] described the overall process and the important steps, but the detail of
the cutting process was omitted.

The cutting, deburring, and cleaning processes for the spiral, although mentioned in
the literature, are not described for this particular component due to its specific nature.
Nevertheless, the spiral is a metallic component, and, hence, cutting processes suitable
for metal pipes and stock are applicable [11]. For example, Li et al. [18] performed a
review of the state-of-the-art cutting processes and the effect of tool geometry on surface
finish, wear, and heating. Nonetheless, the large number of variables involved in this
type of process indicates the need for extensive testing for the process of interest due to
operational concerns [19]. For example, the plastic coating on the spirals may require
special attention during the cutting process to prevent heat damage [20] or catching fire.
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This combination of materials, metal, and plastic is suitable to be cut using mechanical or
abrasive means [21], providing that cooling is used. In this regard, cooling has to be envi-
ronmentally and product-friendly. Cooling and lubricating during machining and cutting
have different alternatives, which also depend on the type of material being processed.
Nevertheless, a current trend is to minimize the amount of coolant used by improving
the tool geometry and cutting parameters through simulations and experimentation, as
reviewed by Mohamed Akeel et al. [22]. In addition, the available tests in the literature
mostly pertain to flat substrates, whilst hollow substrates may present a challenge. Spirals
are hollow and relatively thin, so cutting may be difficult, since thin shapes may deform
due to cutting forces [18,23,24], especially for shear cutting (with guillotines), which would
not be applicable for spiral processing. Resulting from a survey of industrial equipment,
the most used method to cut this component is abrasive disk cutting, which typically
presents good efficiency and speed that, together with its reduced cost, make this one of
the most used methods in the cable industry. Abrasive grains of aluminum oxide, silicon
carbide, or zirconium are recommended [25]. However, due to the friction that is generated
between the disk and the part, the heat produced in this zone grows exponentially, rapidly
expanding to the entire system. Therefore, it is necessary to study this situation in advance,
in order to avoid damaging the system. Diamond disk cutting can be an alternative that
greatly reduces pollution generation and improve performance with a respective increase
in service life, but with a higher cost [26]. Other cutting techniques such as abrasive water-
jet [27] or laser cutting [28] have been explored for metallic and composite materials with
success, although the parameters must be optimized for each application. Abrasive waterjet
cutting in particular involves a good edge sharpness and low initial investment and avoids
the heat-affected zone [29], but for spiral cutting can promote the water ingress to the
spiral. Laser cutting leads to reduced contamination of the workpiece, good dimensional
accuracy, and negligible warping [30]. However, heat generation can cause a problem
for plastic components. Plasma cutting seems less suitable, since it is less precise and
uses more energy than laser cutting, although it cuts bigger thicknesses [31]. Despite the
several processes available to perform the task, their applicability is case-dependent, being
necessary to model and experiment with a given material and equipment to maximize
performance and the product’s quality.

As previously described, amongst the several components of control cables, auto-
mated production of spirals ready for assembly has not been studied. This work was
based on the need of an automotive components’ company to increase the rate of spiral
cable cutting, used as protection for Bowden (control) cables. Currently, this component,
used in automotive systems, is processed in simple cutting machines and cleaning ma-
chines. This work aims to develop a machine capable of performing cutting and cleaning
of two spiral cables simultaneously and automatically. The development of this machine
was based on existing machines, and the biggest challenge was the implementation of a
double-cutting system.

2. Methods
2.1. Selected Methodology

The automatic machine developed in this work for spiral double-cutting followed
the design science research (DSR) methodology. This approach is particularly suited for
the design and improvement of existing processes, as in the current work, and it involves
the detailed study of the existing processes and proposal of new solutions arising from
the inputs of different participants in the process, leading to an improvement process that
can be used in different disciplines [3]. The DSR methodology is step forward compared
to traditional design, in which the interested parties (companies) define the objectives
and requirements in a short-term perspective, limited by the available knowledge and
productions resources. Some limitations can also be pointed out, such as the requirement
for a detailed analysis of the initial process, possible need for multiple iterations, and added
time to the project [32].
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The DSR methodology can be described by six stages [33]:

• 1—Identification of the problem—Analysis of the current machine, description of
limitations and improvement points;

• 2—Objective definition—Establishment of the objectives and requirements to attain
the desired result;

• 3—Design and development—Choice of the news concepts to implement, based on
the requirements;

• 4—Solution demonstration—Implementation of the concepts defined in the previous stage;
• 5—Solution evaluation—Performance analysis of the solution and verification against

the initial objectives/requirements;
• 6—Conclusions—Comparison between the initial and new solutions.

In view of this procedure, Section 2.2 (control cable and initial machine) and Section 2.3
(problem characterization) relate to stage 1 (identification of the problem). Stage 2 (objective
definition is accomplished in Section 2.4 (objectives and requirements). The pre-design
Section 3.1 of Section 3 partially fulfills stage 3 (design and development), by choosing
the cutting concept to implement. It should be emphasized that a similar procedure was
followed for the other machine constituents, although in this paper only the main issue to
address was explicitly shown. Stages 4 (solution demonstration) and 5 (solution evaluation)
are diluted in Section 3.2 (final solution) and Section 3.3 (design process). In these stages,
and due to the limitation that the physical construction of the new machine was not
possible to accomplish before the idealized solution was made ready for the company,
implementation and evaluation of the concepts were carried out virtually using software
by the relevant design team and company personnel. Finally, stage 6 (conclusions) is the
core of Section 4 (discussion and conclusions), where the initial and new machines are
compared, and the improvements are assessed.

2.2. Control Cable and Initial Machine

The automotive components’ company produces control cables, many of which are for
automotive use. Figure 1 shows an example of control cable. As mentioned before, control
cables are composed of different parts depending on the application, with the inner cable
and the spiral as their most important constituents.
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(including an elastomer for the grommet), and the spiral materials, which are particularly 
relevant for this work, since these will be subjected to the cutting operation. 

Figure 1. Control cable and its main parts and accessories.

The main materials of the control cable are stainless steel for the inner cable, Zamak
5 alloy (zinc die casting alloy) for the cable terminals, polymers for the outer accessories
(including an elastomer for the grommet), and the spiral materials, which are particularly
relevant for this work, since these will be subjected to the cutting operation.

• Spiral body-spring steel (medium-carbon, with 0.5–1% C, and main alloy elements
0.15–0.35% Si, 0.6–0.9% Mn, 0.4% Cr, 0.1% Mo, and 0.4% Ni), providing a high yield
limit to assure flexibility in the elastic regime. The spiral was heat treated to provide
an elastic limit of 650 MPa and tensile strength of 900 MPa.

• Outer coating-used for spiral outer protection and composed of polypropylene applied
in the spiral body by wire-coating extrusion, after the spiral reaches room temperature.
This polymer is a thermoplastic obtained by chain-growth polymerization from the
monomer propylene, with good heat and chemical resistance. The Young’s modulus
between 1.3 and 1.8 GPa provides the required flexibility without breaking.

9



Machines 2022, 10, 811

• Inner tube-inserted inside the spiral to guide the inner cable during operation with
low resistance to motion, made of PA66 (polyamide 66) to provide excellent abrasion
resistance and low frictional properties, while retaining acceptable strength and tough-
ness and being resistant to oils, greases, and fuels. The approximate Young’s modulus
of 3.5 GPa ensures the desired flexibility for this application.

An example of the current machinery is shown in Figure 2. These machines use an
abrasive disk to cut the spirals, which are fed by a set of rollers. The cut is performed with
a silicon carbide (SiC) disk cooled by using compressed air.
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Figure 2. Example of cutting machinery already in use in the facilities.

The current cutting mechanism cuts a spiral at a time. Therefore, this mechanism
was used as a starting point for all the improvements. The cutting mechanism possesses a
motorized roller type feeder (Figure 3a). In this type of feeder, the raw spiral is compressed
between the rollers with enough pressure that the friction between them pushes the spiral
into the machine without deforming it. The feeder system pushes the spiral into the cutting
area where it is cut using an automatically actuated abrasive disk (Figure 3b). The cutting
motion is driven by a servomotor (Figure 4), whilst the cutting disk’s wear is compensated
by means of sensors, as shown in Figure 3b. The cutting disk is cooled by compressed air
directed to it through a nozzle system (Figure 4). Although abrasive disks efficiently cut
this type of material, subsequent preparation and cleaning are required due to the burrs
left on the surface.

Currently, metal chips and dust are projected during the process, and most of them
lie on the floor and machine, despite all the attempts to mitigate this problem. Once the
spirals are cut, they are transported to another station where the burrs are removed, and
the cuts cleaned for further operations down the line. However, the transport between the
cutting station to the cleaning station is done by hand. On the other hand, the cleaning
station, as shown in Figure 5, receives the spirals through two conveyor belts, which
have an adjustable span to allow for different spiral lengths. The conveyor belt system
moves the spirals to an alignment device, ensuring that all the spirals are aligned with the
machine. Then, each spiral passes through five stations: (1) reaming, (2) grinding, (3) flaring,
(4) heating, and (5) blowing. This process results in cable spirals with equal length and up
to standard. Regarding the cleaning station, the conveyor belts have magnetic attachments,
which allow for holding the spirals, though they also attract metallic debris. The conveyor
belt drive is powered by a servomotor, allowing the precise positioning of each spiral
through all the stations.
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In summary, the weakest point of the current cutting method is the quality of the
final cuts, which require further processes to remove, and associated amount of dust and
metallic debris that the process leaves on the machine and spirals. Then, the need for
manual transfer between stations limits the production rates. In consequence, there is room
for improvement using the current machine as a starting point, which would also increase
the productivity of the machinery.
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2.3. Problem Characterization

Although the company already has infrastructures to produce the cables, there is the
need to optimize the process because, in the current form, the machinery cuts one cable
spiral at the time. Once the cable spirals are cut, they are transported to another station
where their ends are deburred and cleaned (post-processed). However, the transport and
post-processing are still manual tasks. Using single-spiral-cutting machines, given the
number of manual tasks, results in low production rates. Although the current process
is viable, the results of the cutting process are far from repeatable, affecting the quality.
Therefore, it is necessary to improve the process and ensure the final quality of the spirals.
In consequence, it is proposed to develop and implement the processes and machinery to
allow cutting and post-processing of two spirals simultaneously, and then arrange all of
them into a manufacturing cell following safety and ergonomic standards.

2.4. Objectives and Requirements

The main objective is to develop a cutting system able to cut, clean, and deburr
two spirals at a time. In addition, the idealized solution should integrate with the current
production lines at a minimum cost, while reducing the allocated human resources, assuring
the required quality level by the clients, and increasing the production output. As a result
of this work, a project should be proposed that can be manufactured, assembled, and used
in an industrial environment with significant benefit over the current manually operated
single-cutting machine. The raw spirals are supplied wound on spools, and, thus, the
system should account for this feature. Then, the raw spirals should be automatically fed
into the cutting system. On the other hand, the variety of models produced by the company
leads to different cable lengths, varying from 200 mm and 600 mm, so the proposed system
should take this into account, expecting an automatic or semi-automatic measurement
system. The cutting would proceed in batches of a certain length. Therefore, the length
would be adjusted on every batch to be produced. Finally, the system should deburr and
clean the inside and outside diameters of the cut spirals as automatically as possible. In
addition, the proposed system should take advantage of current equipment and facilities,
and the respective implementation should cause minimum disturbances to the production
and be affordable.

This project must always consider the fulfilment of the initially imposed requirements.
Only compliance with these will guarantee the quality of the products, the necessary
production rate, and the proper functioning of the industrial environment in which it will
be inserted. In summary, the system’s requirements are as follows.

• Automatic spiral feeding system. The raw spiral is wound on a spool; hence being
part of the process.

• Cut two spirals simultaneously.
• Automatic or semi-automatic (at minimum) cut to length system. The length ranges

from 200 mm to 600 mm. The machine should enable to set the length first and then
cut all the batches to length.

• Cutting quality must be guaranteed to facilitate the cleaning process and guarantee
the quality of the final product. Thus, the machine must be able to make a clean cut
both on the spiral and on the components attached to it, such as the casing or the
inner tube.

• Clean and deburr the spirals. The sleeve should come out of the machine ready for
use, i.e., it must be ready for a steel cable to be passed inside it, so that it can receive
terminals if necessary. For this, it must not have burrs, obstructions in the hole, or
damage to the casing.

• Provide a cost-effective solution, which is highly relevant in the competitive automo-
tive components industry, leading to a reduced return-on-investment for currently
operating machines.
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3. Results
3.1. Pre-Design

The pre-design stage of the current project was carried out to serve as the basis for
the project. This study involved all phases of brainstorming, testing, and analyzing of
the possible problems and goals to be achieved. The implementation of a double-cutting
system creates additional design difficulties that do not exist in a single-cutting system,
such as the cooling problem. Thus, different hypotheses emerged to replace the cutting
system. After verifying the presented hypotheses, the solutions that would respond to the
imposed problems were selected. Due to the experience of using this type of equipment,
some changes were also suggested to avoid the additional problems found in the existing
machines in the company. The different hypotheses were cutting with an abrasive disk
(current solution), laser cutting, waterjet cutting, and diamond disk cutting. Shear cutting
was ruled out from the beginning due to the involved deformations arising from the hollow
spiral geometry, which prevents the correct functionality of the control cable. The different
hypotheses were tested, so that it was possible to choose the most viable one. As for
cooling, the possibilities of projecting gases such as carbon dioxide or nitrogen as well as
cooling with water and air were considered. The tests carried out for the different cutting
techniques considered the use of three types of spirals (Figure 6): laminated spiral without
inner tube, push-pull spiral, and braided spiral.
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3.1.1. Laser Cutting

The first solution to replace the current cutting system was laser cutting. Spiral
samples were sent to a specialized company in laser cutting (MACSA), which performed
tests with an F9100 beam: a 100 W beam with ultra-high speed (UHS), as recommended by
the company for the specimen dimensions and materials involved. Sample results for the
laminated spiral are shown in Figure 7. Good results were not obtained, as the required
cutting time is slightly higher than the current abrasive disk cutting, and the overall cut
quality is poor. Actually, although the metal component can be cut with a minor burr, the
plastic coating that protects the spiral tends to melt and leaves a poor finish. As shown in
the figure, the laser beam ended up damaging the coating even before coming into contact
with the spiral cable. Different processing conditions, such as higher power combined with
shorter process time, were tested within the limits of current technology and application to
a production line, but it was not possible to prevent melting of the plastic coating, which
affects the subsequent process operations. Thus, the possibility of laser cutting was ruled
out, due to non-compliance with quality requirements.
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3.1.2. Waterjet Cutting

The second tested solution consisted of waterjet cutting. It was necessary to build
a structure that would allow the fixation of the spiral during the cuts. The test setup
consisted of a steel fixation jig to hold the wire and hinder spiral deformations during the
operation. The tests were carried out at the company JACQUET Portugal, with a pressure
of 4000 bar, considering the possibility of using abrasive particles together with the water
to facilitate cutting, i.e., tests with and without abrasive were considered. It was concluded
that waterjet cutting without abrasive cuts the plastic coating but is not capable of cutting
the steel spiral. Figure 8 shows representative examples for a laminated spiral without inner
tube (a) and a braided spiral (b), with emphasis on the degradation state of the coating
with little to no effect on the metal part.
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Figure 8. Waterjet cutting without abrasive examples for a laminated spiral without inner tube
(a) and a braided spiral (b).

On the other hand, the abrasive waterjet cuts the entire cable without difficulty, but, as
observed for laser cutting, it results in significant coating degradation. Moreover, in the
case of spirals equipped with an internal tube, the cut region becomes clogged with plastic
residues, which affect the assembly of the inner cable. Examples are given in Figure 9: a
push-pull spiral (a) and a braided spiral (b).
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At a later stage, it was also possible to observe that, with time, oxidation of the
steel spiral occurs due to water ingress to the interior of the spiral, where it remains and
ends up oxidizing the material. It can, thus, be concluded that this process requires the
implementation of a system that guarantees the drying of the entire spiral. Thus, by
analyzing the obtained results, the possibility of adopting a waterjet cutting system was
discarded, since it would not be able to meet the necessary requirements.

3.1.3. Diamond Disk Cutting

The possibility of replacing the abrasive disk with a diamond disk was also tested. For
this, a STRUERS Minitom cutting machine was used. Two types of spirals were analyzed:
laminated spiral and braided spiral. For the braided spiral, diamond disk-cut samples
were collected. For the laminated spiral, samples were collected and cut with diamond and
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abrasive disks, to compare the results. The samples were sent to a specialized laboratory,
where a microscopic scanning analysis was performed. Results of the braided spiral with
diamond disk cut are shown in Figure 10 (sample 1). For the laminated spirals, two samples
were collected, namely with a diamond disk cut (Figure 11; sample 2) and an abrasive disk
cut (Figure 12; sample 3).

Machines 2022, 10, x FOR PEER REVIEW 11 of 23 
 

 

(a)  (b)  
Figure 10. Microscopic images for the braided spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 11. Microscopic images for the laminated spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 12. Microscopic images for the laminated spiral with abrasive disk cut: magnification of 40× 
(a) and 250× (b). 

3.1.4. Abrasive Disk Cutting with Cooling 
The hypothesis of keeping the currently used cutting method gathers significant 

know-how from the company. This method does not require additional testing, as it is 
validated in real operating conditions. However, it is necessary to consider the heating 
issue, which is aggravated in a double-cutting system. Cutting disk cooling is, as men-
tioned, essential due to the heat generated in the cutting disk housing. The temperature is 

Figure 10. Microscopic images for the braided spiral with diamond disk cut: magnification of 40× (a)
and 250× (b).

Machines 2022, 10, x FOR PEER REVIEW 11 of 23 
 

 

(a)  (b)  
Figure 10. Microscopic images for the braided spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 11. Microscopic images for the laminated spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 12. Microscopic images for the laminated spiral with abrasive disk cut: magnification of 40× 
(a) and 250× (b). 

3.1.4. Abrasive Disk Cutting with Cooling 
The hypothesis of keeping the currently used cutting method gathers significant 

know-how from the company. This method does not require additional testing, as it is 
validated in real operating conditions. However, it is necessary to consider the heating 
issue, which is aggravated in a double-cutting system. Cutting disk cooling is, as men-
tioned, essential due to the heat generated in the cutting disk housing. The temperature is 

Figure 11. Microscopic images for the laminated spiral with diamond disk cut: magnification of 40× (a)
and 250× (b).

Machines 2022, 10, x FOR PEER REVIEW 11 of 23 
 

 

(a)  (b)  
Figure 10. Microscopic images for the braided spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 11. Microscopic images for the laminated spiral with diamond disk cut: magnification of 40× 
(a) and 250× (b). 

(a)  (b)  
Figure 12. Microscopic images for the laminated spiral with abrasive disk cut: magnification of 40× 
(a) and 250× (b). 

3.1.4. Abrasive Disk Cutting with Cooling 
The hypothesis of keeping the currently used cutting method gathers significant 

know-how from the company. This method does not require additional testing, as it is 
validated in real operating conditions. However, it is necessary to consider the heating 
issue, which is aggravated in a double-cutting system. Cutting disk cooling is, as men-
tioned, essential due to the heat generated in the cutting disk housing. The temperature is 

Figure 12. Microscopic images for the laminated spiral with abrasive disk cut: magnification of 40× (a)
and 250× (b).

Analysis of the results shows that the cut surfaces contain several defects when
analyzed microscopically. Sample 1 showed some signs of steel oxidation, due to exposure
to air, which is a natural phenomenon in this type of material. In sample 2, there are
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some defects in the cut of the coating and inner tube. In both samples, the cut surface is
scratched due to the action of the rotating disk. In sample 3, however, this defect is more
noticeable due to the high roughness of the abrasive disk compared to the diamond disk.
Nonetheless, the defects pointed out do not prevent the correct use of the spirals, contrarily
to what happened in the laser and waterjet cutting tests. Thus, the implementation of a
diamond disk could be a possible solution. However, the diamond disk does not prove
to constitute a reason for the reduction in defects, by providing a similar result to the
abrasive disk. Moreover, the existing cutting system (abrasive disk) is already proven
and put into practice, while the diamond disk solution would need further testing in an
industrial environment. On the other hand, it is also necessary to consider the cost of the
diamond disk, which is much higher than that of the abrasive disk. The diamond disk
also requires specific cutting speeds to avoid rupture, which would require changes in
the existing cutting concept. It was, then, assumed that the abrasive disk is sufficient for
the work to be carried out. However, it is important to keep the disk at a low enough
temperature, so as not to be affected by thermal fatigue.

3.1.4. Abrasive Disk Cutting with Cooling

The hypothesis of keeping the currently used cutting method gathers significant know-
how from the company. This method does not require additional testing, as it is validated
in real operating conditions. However, it is necessary to consider the heating issue, which
is aggravated in a double-cutting system. Cutting disk cooling is, as mentioned, essential
due to the heat generated in the cutting disk housing. The temperature is higher compared
to a single-spiral-cutting system, and it affects both the surrounding atmosphere and the
disk itself. Therefore, it is essential to include a cooling system capable of removing the hot
air generated in the cutting area and cooling the cutting disk.

3.1.5. Selection of the Best Idea

The best idea for the cutting process was assessed by the selection table methodology
(or Ashby methodology) [34]. Initially, it is necessary to establish the criteria by which
each idea should be scored for a comparative evaluation between ideas. After a detailed
analysis of machine/production line functionality and required features for the cut spirals,
the following criteria were selected.

1. Cutting quality: includes coating degradation, cut section geometry, and possibility
of debris accumulated in the spiral, leading to subsequent cleaning operations and
increased cost/time.

2. Cutting time: shorter cutting times increase productivity.
3. Process know-how: from the company that requested this machine, to facilitate

implementation and operation of the new idea in the company’s production lines.
4. Cost: cost to fabricate and implement the cutting system.
5. Heat generation: affects the cut quality and requires proper dissipation systems in

the machine.

Next, the relative importance of each criterion (wi) should be selected. By building
a selection table and comparatively ranking each pair of ideas, following the procedure
of Nunes et al. [35] and considering criterion 1 as the comparison standard, the following
wi were attained (satisfying Σwi = 1): w1 = 0.33, w2 = 0.18, w3 = 0.10, w4 = 0.15, and
w5 = 0.24. The classification of each idea (Vi) is then calculated. With this purpose, a
qualitative scale between 1 and 5 was established, in which 1 is the “least favorable” and 5
is the “most favorable” classification. In this process, a comparative evaluation between all
ideas is performed to provide a relative hierarchy and reduce uncertainty. The weighted
classification of each idea (βi) is given by βi = Vi/MVi (×100), in which MVi is the highest
Vi between all ideas. The idea classification in each criterion (Ωi = wi × bi) is then calculated
to produce the final classification of each idea (γi = Σ(wi × bi)), leading to the choice of the
highest ranked idea. Table 1 presents the selection matrix for the choice of spiral cutting
process, in which the selected criteria were sorted from biggest to smallest wi in columns,
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and Vi were defined in view of the aforementioned discussions for each candidate cutting
process. By applying this methodology, the current process (abrasive disk cutting with
cooling) was selected and is considered in the machine design that follows.

Table 1. Selection matrix for the choice of spiral cutting process.

Vi
Ωi 1—Cutting quality 5—Heat

Generation
2—Cutting time 4—Cost 3—Process

know-how Final Classification
βi

ω1 0.33 ω5 0.24 ω2 0.18 ω4 0.15 ω3 0.1 γi

Laser
3

19.8
4

19.2
4

14.4
2

6.0
1

2.0 61.4
60.0 80.0 80.0 40.0 20.0

Waterjet 3
19.8

5
24.0

3
10.8

1
3.0

1
2.0 59.6

60.0 100.0 60.0 20.0 20.0

Diamond disc
5

33.0
2

9.6
5

18.0
3

9.0
4

8.0 77.6
100.0 40.0 100.0 60.0 80.0

Abrasive disk
with cooling

5
33.0

2
9.6

5
18.0

5
15.0

5
10.0 85.6

100.0 40.0 100.0 100.0 100.0

However, prior to design, for cooling during the abrasive disk cutting process, several
hypotheses were considered: with water projection, with compressed air projection, with
projection of inert gases, and with fans included in the system. The use of water for disk
cooling was a hypothesis discarded early on, due to oxidation of the steel spiral, which
is accelerated by the ingress of water, and dirtiness, due to debris coming from the cut
in contact with water. The projection of compressed air, as analyzed in the initial project,
would become economically unfeasible. For the same reason, the projection of inert gases
such as carbon dioxide or nitrogen can also be ruled out. The possibility of inserting
hot air exhaust fans present in the cutting disk housing was then considered. With this
approach, the temperature in the atmosphere surrounding the working zone of the disk
could be reduced. However, the cutting disk would reach very high temperatures, so it is
imperative to include another system responsible for its cooling. It was then decided to
install a centrifugal fan in the system capable of delivering air to the disk surface without
using compressed air. Thus, the solution found for cooling the cutting system involves the
inclusion of hot air exhaust fans and a fan with cold air projection directly onto the disk.

3.2. Final Solution

The final machine was developed to comply with the mentioned objectives and
requirements, and with the guidelines defined in the pre-design stage. After selecting
the cutting and cooling systems, it was necessary to build the machine. The machine
can be divided into three main systems, as shown in Figure 13: A-cutting mechanism,
B-manipulator, and C-spiral preparation and cleaning system.

These systems interact with each other promoting the desired processing of the spiral.
Figure 14 shows the global representation of the machine, including the three main systems
and the components that, although not part of the spiral processing, are indispensable in the
operation of the machine: 1-spiral coil containers, 2-spiral cut output container, 3-control
panel, 4-valve boxes, 5-electrical panel, and 6-safety barrier.

The developed machine makes it possible to feed the spirals from the spiral containers
(Figure 14-1). The spirals are removed from the spool and enter the machine through the
cutting mechanism (Figure 13-A), where they will be positioned and cut to the desired
length (between 200 and 600 mm). The manipulator (Figure 13-B) transports the spirals to
the preparation and cleaning system (Figure 13-C). In this system, the necessary processing
is carried out at various stations to give the spirals the necessary finish. When this procedure
is finished, the spirals fall to an outlet container (Figure 14-2). The machine is operated
by the control panel (Figure 14-3), which interacts with the components of the valve
boxes (Figure 14-4) and the electrical panel (Figure 14-5), allowing for the driving of the
automatic systems of the machine. The safety barrier (Figure 14-6) is a safety component
that surrounds all the machine and prevents people from approaching the most dangerous
components. To facilitate the analysis of the developed project, different colors were
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assigned to the components used to promote their distinction. A reference was also given
to the parts developed to facilitate a simpler organization of the project. No reference was
assigned to standard components, as they already contain the supplier’s reference.
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3.3. Design Process
3.3.1. Cutting Mechanism

The cutting mechanism (Figure 15) is responsible for dragging/pulling the spirals and
cutting them. This mechanism is divided into eight essential systems: (1) drag mechanism,
(2) pull system, (3) cutting machine, (4) cutting presser, (5) backstop system, (6) cutting
rulers, (7) extraction support system, and (8) detection system.
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The drag mechanism (Figure 15-1) leads the spiral into the cutting machine to the
pre-defined position, such that it can be cut correctly. The system is activated by a motor
that applies the movement through rollers. For a successful cut, the contact time between
the spiral and the cut disk should be reduced, since the disk/spiral interaction highly
increases the disk temperature, and defects can appear in the spiral’s plastic coating. To
reduce the contact time, a pull system was created (Figure 15-2), which promotes the
removal of the spiral immediately after the cut. A pneumatic actuator is used to lock the
spiral during the cut in the first time. A spring system is used to induce a tensile axial load
in the spiral during the cut process and, when it is possible, the spiral recedes. The spirals
are cut in the cutting machine (Figure 15-3) using an abrasive disk driven by an electric
motor/belt system. The cutting disc used is aluminum oxide with an outside diameter
of 180 mm, a thickness of 1 mm, and a grit of 60. Such a disc should operate at cutting
speeds below 80 m/s and below 8500 rpm [36]. A servomotor feeds the abrasive disc in the
spiral’s direction, while the feed rate used was selected upon testing. The servomotor also
allows to compensate for the disc’s wear. The cutting process leads to the deposition of
debris that can affect the normal mechanism operation. Currently, metal chips and dust
are projected during the process, and most of them lie on the floor and machine, despite
all the attempts to mitigate this problem. To remove the debris from the cutting process,
including the metal chips and dust, which comprise one of the main problems pointed out
in the initial machine due to floor and machine contamination, a disk protection housing
is now used that seals the cutting area and directs the debris downwards (by gravity)
towards a suction nozzle, to assure the cleanliness of the process. On the other hand, since
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the temperature of the cutting disk has an influence on the cut quality, a piping system
is used to inject atmospheric air directly on the disk, as represented in Figure 16a. Air
pumping is made by a centrifugal fan, and the projection to the disk is accomplished by a
copper tube, punctured in predefined locations to project air into the cutting disk and cool it
by convection.
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To remove the hot air generated at the cutting zone and promote the machine cool
down, two fans are used in the protection box of the cutting machine (Figure 15-3), en-
abling the machine to work continuously, while ensuring quality cuts. The cutting presser
(Figure 15-4) aims to prevent bending of the spiral, and it is driven by a pneumatic cylinder
that lifts it close to the spiral being cut. The backstop system (Figure 15-5) locks the spiral
during cutting. While the spirals are cut, they sit on the cutting rulers (Figure 15-6) until
they are expelled from the cutting mechanism. In the final stage of the cutting process,
pneumatic actuators drop the spiral to the manipulator, and the second phase of the process
is started. Figure 16b represents a pair of spirals in the cutting rulers. Since the spirals can
get stuck on the cutting rulers, a pneumatic-driven extraction support system (Figure 15-7)
is considered, which pushes the spiral down. The length of the spiral to be cut is defined
by the operator, using the detection system adjustment (Figure 15-8). This system uses a
sensor that is mechanically activated by a paddle system, when the spiral touches it. This
system works with the drag mechanism to define the length of the spiral.

3.3.2. Manipulator

The manipulator is the system responsible for transporting the cut spiral between the
cutting mechanism and the spiral preparation and cleaning system. The cutting process
causes the deposition of debris. Therefore, the belts of the preparation and cleaning system
would quickly become dirty if they were placed under the cutting machine, compromising
the correct functioning of the system and causing severe production losses. The manipulator
was designed to solve this problem and move the spiral in the X and Y axes, as shown in
Figure 17a.

Figure 17b shows the assembled manipulator and spiral transfer system. The horizon-
tal movement (in the X direction) is carried out on sliders that move on linear guides, driven
by pneumatic cylinders. The X axis makes the movement between two predefined positions:
below the cutting mechanism and over the belts of the spiral preparation/cleaning system.
The vertical movement (in the Y direction) is also carried out by two pneumatic cylinders
fixed to the sliders using a plate. A spiral attachment component is screwed to the cylinders,
where the spirals are supported during the mechanism’s operation. A magnet will secure
the spirals to this part, preventing them from falling during movement. The Y axis brings
the manipulator closer to the cut spiral, to receive it at its ends by two grips, and puts the
spiral on the belts when retreating. The described movements work as a cycle and are
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repeated for each new pair of spirals. The pneumatic cylinders and the linear guides are
correctly protected from the cutting debris.
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3.3.3. Spiral Preparation and Cleaning System

The cleaning and preparation system is responsible for ensuring a quality finish on
the spiral edges. The spiral preparation and cleaning system is based on five mechanisms,
represented in Figure 18a: (1) spiral advance system, (2) length tuning system, (3) control
positioner, (4) inside and outside cleaning station, and (5) air cleaning station.
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The spiral advance system (Figure 18a-1) is a belt-drive mechanism that transports
the spiral along the preparation and cleaning system, handling it through the various
stations and pushing it, at the end of the process, into an unloading container. To prevent
the spirals from falling out during their movement, a magnet system is used to hold
the spiral to the conveyor. A photoelectric sensor (Figure 18b) is also used to define
the position of the spiral to each processing station, since the detection corresponds to a
known distance, to control the feed of the servomotor actuating the belt drive mechanism.
Another sensor is included at each station, to trigger the respective operation when a
spiral is detected. The length-tuning system (Figure 18a-2) regulates the cutting length
automatically, powered by an electric geared motor, to accommodate batches of different
spiral lengths. The system slides on two linear guides that hold all of the spiral preparation
and cleaning system. The spirals are placed in the system in a misaligned and random
position by the manipulator. To be processed correctly, the spirals need a correct alignment.
To correct the existing misalignment, a control positioner is used (Figure 18a-3). The system
is pneumatically driven, and it aligns the spirals, as shown in more detail in Figure 19a. The
spiral preparation and cleaning system contains four inside and outside cleaning stations
(Figure 18a-4). These stations work in pairs to clean both ends of each spiral. Each station
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consists of two parts: the presser and the cleaning system, as shown in Figure 19b. The
presser is used to fix the spiral during processing. The cleaning system has a special tool
that processes the spiral inside and outside at the same time.
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Figure 19. Alignment of spirals before and after the control positioner (a) and inside and outside
cleaning station (b).

To be correctly positioned and concentric with the spirals, the system can be tuned
in three axes. This must be done manually by the operator before starting the machine.
To reduce the machine cycle time and increase the working time, each inside and outside
cleaning station acts on alternating spirals. Thus, each pair of stations performs the cleaning
process for the half of the spirals that pass through it, while the other half are processed
by the second pair of stations. This concept is described in Figure 20a: the red spirals
are processed by the red cleaning station, and the blue ones are processed by the blue
cleaning station.
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Figure 20. Processing of the spirals (a) and air cleaning station (b).

The air cleaning station (Figure 20b) is the last system through which the spiral passes
before leaving the machine (Figure 18a-5). This system aims to unblock the inside of the
spiral by injecting compressed air through the interior of the spiral to clean debris. It uses a
pressure switch to assess if the spiral is not blocked. If this condition is true, the spiral can
be removed from the machine.

3.3.4. Machine Structure

The structure designed to support the cleaning double spiral cutting machine is based
on EN AW-6060 aluminum alloy profiles (Figure 21a) due to the long service life, high
corrosion resistance, and high strength. The aluminum profiles also can be connected and
aligned correctly in a simplified way through universal connectors. Aiming for a higher
stiffness in the structure and better positioning between the profiles, aluminum corner
connections were implemented, which improve stability (Figure 21b). Leveling feet were
used to adjust the height of the mechanisms and correct the misalignment of the floor.
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3.3.5. Command System

The command system includes the machine’s control panel, the electrical panel, and
the solenoid valve boxes. The machine’s control panel enables the operator-machine
interaction. It contains a human-machine interface (HMI) console that provides information
about the systems to the operator and allows the operator to trigger the systems. The HMI
communicates with a programmable logic controller (PLC) that controls the electronic and
pneumatic components of the entire system. The PLC, signal input and output terminals,
power supplies, electrical components, and auxiliary components are fundamental to the
operation of the machine. The activation of the pneumatic components in the machine is
done by solenoid valves. These components transform an electrical signal into a mechanical
response. Design of the control system is not presented, since this task will be accomplished
by a specialized company, so it is not part of this work’s objectives.

3.3.6. Safety

The double-spiral-cutting machine contains mechanisms that can be dangerous for
operators. Thus, it is necessary to create systems capable of guaranteeing the safety
of people who circulate in the vicinity of the machine. The operation of the machine
must also comply with safety instructions. Aiming to prevent people and objects from
approaching the machine mechanisms and protect the machine, a safety barrier was
installed (Figure 22).
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The barrier is built by pillars that guarantee its fixation to the factory floor and by a
mesh that seals the system. The mesh must, however, allow the spirals to enter and exit the
machine and, therefore, the entrances and exits represented in Figure 22 were opened. Four
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doors were added to enable access to the interior of the machine, for maintenance, repairs,
or changing the cutting disk. In this way, the safety barrier can be closer to the machine
and, thus, allow the machine to occupy as little space as possible in the factory, without
preventing access to the machine when necessary.

The access doors installed in the barrier are equipped with safety latches that prevent
the door from opening when the machine is in operation. As a result, access to the inside
of the protection is only possible when there is no danger to the user. The safety latch is
bolted to the structural pillar of the safety barrier, and a trigger is applied to the door, as
shown in Figure 23a. When the door is closed, the sensor’s safety latch locks the trigger,
and machine operation is allowed. Once in operation, the safety latch does not allow the
door to be opened until it receives information that the machine has stopped.

Machines 2022, 10, x FOR PEER REVIEW 20 of 23 
 

 

The barrier is built by pillars that guarantee its fixation to the factory floor and by a 
mesh that seals the system. The mesh must, however, allow the spirals to enter and exit 
the machine and, therefore, the entrances and exits represented in Figure 22 were opened. 
Four doors were added to enable access to the interior of the machine, for maintenance, 
repairs, or changing the cutting disk. In this way, the safety barrier can be closer to the 
machine and, thus, allow the machine to occupy as little space as possible in the factory, 
without preventing access to the machine when necessary. 

The access doors installed in the barrier are equipped with safety latches that prevent 
the door from opening when the machine is in operation. As a result, access to the inside 
of the protection is only possible when there is no danger to the user. The safety latch is 
bolted to the structural pillar of the safety barrier, and a trigger is applied to the door, as 
shown in Figure 23a. When the door is closed, the sensor’s safety latch locks the trigger, 
and machine operation is allowed. Once in operation, the safety latch does not allow the 
door to be opened until it receives information that the machine has stopped. 

(a) (b) 

Figure 23. Safety latch for the machine access doors (a) and cutting disk housing’s safety latch (b). 

The cutting disk housing has the function of protecting the user during operation. 
This element is the most dangerous component of the machine, and, therefore, its security 
system must be studied with greater care. Considering the negligence that may exist by 
any user of the machine, there is no safety system that prevents the machine from starting 
when someone is inside. In this sense, it is important to implement an improved safety 
system for the cutting machine. Thus, the cutting disk housing was also equipped with a 
safety latch similar to the barrier. This latch prevents the housing from opening when the 
cutting machine is in operation and the machine from starting while the door is open. Its 
installation is shown in Figure 23b. The safety latch is fixed to the housing structure and 
is equipped with an actuator, fixed to the door. The hypothesis of an accident that, for 
whatever reason, the safety systems have not prevented should also be considered. In this 
case, there is an emergency button that forces the machine to stop immediately in a con-
trolled manner and as quickly as possible. The emergency button can be deactivated, but 
the machine is only restarted when the ‘START’ button is pressed. The emergency button 
must only be used in case of imminent danger to people or equipment. This should never 
be activated to turn off the machine. 

To prevent accidents from occurring, these safety instructions must be followed. 
• The electrical panel must remain closed and prevent access to its interior while the 

machine is on. 
• Components that show movement must not be moved while the machine is on. 
• The machine must only be operated by users who are familiar with its operation. 
• Safety components must not be removed. 
• The functioning of safety components must be checked regularly. 
• Maintenance actions must be performed with the machine turned off. 

Figure 23. Safety latch for the machine access doors (a) and cutting disk housing’s safety latch (b).

The cutting disk housing has the function of protecting the user during operation.
This element is the most dangerous component of the machine, and, therefore, its security
system must be studied with greater care. Considering the negligence that may exist by
any user of the machine, there is no safety system that prevents the machine from starting
when someone is inside. In this sense, it is important to implement an improved safety
system for the cutting machine. Thus, the cutting disk housing was also equipped with
a safety latch similar to the barrier. This latch prevents the housing from opening when
the cutting machine is in operation and the machine from starting while the door is open.
Its installation is shown in Figure 23b. The safety latch is fixed to the housing structure
and is equipped with an actuator, fixed to the door. The hypothesis of an accident that,
for whatever reason, the safety systems have not prevented should also be considered. In
this case, there is an emergency button that forces the machine to stop immediately in a
controlled manner and as quickly as possible. The emergency button can be deactivated,
but the machine is only restarted when the ‘START’ button is pressed. The emergency
button must only be used in case of imminent danger to people or equipment. This should
never be activated to turn off the machine.

To prevent accidents from occurring, these safety instructions must be followed.

• The electrical panel must remain closed and prevent access to its interior while the
machine is on.

• Components that show movement must not be moved while the machine is on.
• The machine must only be operated by users who are familiar with its operation.
• Safety components must not be removed.
• The functioning of safety components must be checked regularly.
• Maintenance actions must be performed with the machine turned off.

4. Discussion and Conclusions

The search for automatic solutions in industrial equipment is associated with increases
in productivity and reduction in production costs, which also favors an increase in product
quality. Within this scope, this work used the DSR methodology to propose a new machine
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design that can be easily integrated in the production line to increase the rate of spiral
cutting in a control cable assembly line, by cutting and cleaning two spiral cables simultane-
ously and automatically, thus doubling the productivity associated to this production stage.
The machine developed in this paper included different engineering fields to produce a
unique and complex system that meets the defined objectives and requirements. When
comparing the initial and final machines, and within the scope of stage 6 (conclusions)
of the DSR methodology, a significant simplification can be observed, essentially in the
preparation and cleaning system, where all unnecessary components were removed, so
the required quality output is assured due to the designed mechanism. The preparation
and cleaning system, spiral feed from the spool, and cutting length adjustment system are
now automatic. At the structural level, simplifications were also made due to the use of
aluminum profiles, which facilitate the assembly of the machine; a smaller machine was
also proposed, promoting the efficient use of space and simplified construction. Fabrication
costs of the new machine were calculated by the company, including all stages from design
to assembly, leading to an estimation of EUR 64,000, which gives a 28% reduction in cost
compared to the initial design. Operating costs of the machine diminished, since, in terms
of cooling, compressed air was replaced by cooling with a fan, and the dedicated operator
used in the initial machine for spiral handling is no longer necessary. Still, downtimes for
any industrial equipment represent production losses, and, therefore, interruptions for
small maintenance actions are to be avoided. In this aspect, the stops made to clean the
cutting debris were eliminated due to the implementation of the manipulator. It is, thus,
possible to verify that all the imposed requirements were fulfilled.

As a summary of the accomplished work and degree of novelty, a new and original
solution, compared to the current state-of-the-art cutting processes, is proposed to improve
the productivity of spiral manipulation, cutting, and cleaning, which can be applied to
other companies that work in the same field as well as to other fields of engineering
in which similar operations such as feeding, cutting, and cleaning are required. As a
results, companies can improve their processes and increase competitiveness. It should be
mentioned that, for future works, it is still necessary to design the control system, which
was out of the scope of the present work, to be executed by a specialized company, as is
the common practice in the company. As for future research directions, aiming for the
continuous improvement that is essential in the industry for a company to keep competitive,
it would be relevant to perform a detailed line balancing analysis, considering the full
production process of control cables, to assess the bottlenecks arising from the production
rate increase in the spiral-cutting process, to maximize output. Within this topic, the
company would also benefit from moving the automatic component between production
stages by an integrated pick-and-place transfer system along the assembly line and a
respective automatic artificial vision quality inspection station at its end, leading to quality
improvement and labor reduction, with a respective cost advantage. On the other hand, in
the advent of the mass production of the proposed machine, it would become increasingly
relevant to apply the design toward the manufacturing or assembly concepts intended to
reduce the fabrication costs of the assembly times. Finally, a complete validation of the
solution is only accomplished through prototype construction and physical validation.
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Abstract: The automotive industry demands high quality at very low prices. To this end, it is
necessary to constantly innovate, making processes increasingly competitive, while continuing to
ensure high levels of quality. Model diversification has forced the automotive industry to make
its manufacturing processes more flexible, without losing competitiveness. This has been the case
for car seats, where the quantities to be produced per batch are significantly lowering due to the
diversity of existing models. The objective of this work was to increase the production rate of bent
wires used in car seat cushions and increase the flexibility of changing wire types in production.
After benchmarking the existing solutions so far, it was verified that none are capable of complying
with the required production rate, while also offering the desired flexibility. Thus, it is necessary to
start with a new concept of conformation of the wires used in these seat cushions. The new concept
developed and integrated some of the previously known solutions, developing other systems capable
of providing the desired response in terms of productivity and flexibility. To this end, new mechanical
solutions and automated systems were developed, which, together with other existing ones, made
it possible to design equipment that complies with all the necessary requirements. The developed
concept is innovative and can be employed to other types of products in which it can be applied.
The new concept developed yields a production rate of 950 parts/hour (initial goal: 800 parts/hour),
features a setup time of around 30 min, ensuring the desired flexibility, and the tool costs about 90%
less than traditional tools. The payback period is around 5 months, given that the equipment cost
was EUR 122.000 in terms of construction and assembly, and generated a gain of EUR 280.000 in the
first year of service.

Keywords: full-automated solutions; competitiveness; high productivity; high flexibility; bent wires;
cushions; car seats; automotive industry; automation; novel mechanical concepts

1. Introduction

The automotive industry (AI) is one of the most innovative, competitive and economi-
cally important sectors worldwide [1]. In the last decade, it has experience constant growth,
producing around 91.8 million vehicles during the year 2019 [2]. In the decade between
2010–2019, it showed constant growth, stabilizing in 2020 and showing a downward trend
in the last two years [3]. This drop is related to the lack of definition in terms of vehicle
motorization, as well as the pandemic situation experienced between 2020 and 2022 and
the Russia–Ukraine conflict in 2022–2023, situations that induced a sudden rise in inflation,
with a particular focus on fossil fuels and energy. Moreover, environmental concerns also
affect this sector [4]. These data are particularly important to put into perspective the
coming years, which are approaching as challenging ones [5]. However, AI has always
shown the ability to reinvent itself, and this is, effectively, a transition situation [6].
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The most competitive companies have two fundamental characteristics in their pro-
duction processes, namely flexibility and agility, which allow them to be prepared for
constant changes that the market is currently undergoing [7–10]. Industrial flexibility is
the ability of a company to deal with variations in the components or products within
its manufacturing processes, such as changes in raw materials, product size and weight,
geometry and changes in product complexity [11–13]. Flexibility, in addition to allowing
the system to absorb product variations, also possesses the ability to minimize interruptions
in production changeovers [14–16]. These systems can produce different types of parts or,
when they become obsolete, be easily converted, covering new needs [17–19]. Industrial
agility reflects the ability of companies to react quickly to market needs or to new levels of
quality and innovation presented by competitors, maintaining their capacity to follow new
market trends without losing competitiveness [19].

Studies on wire bending mainly focus on phenomena related to fatigue [20–29]. As in
other types of mechanical analyses, the simulation was also applied to wires to predict their
behavior in certain loading cases, both in the form of wire and steel cables [30–32]. There
are still studies on the manipulation of steel bent wires, both in the manipulation of wires
to feed plastic injection equipment [33] and in the organization of wires in wire-bending
equipment [34]. Moreover, the damping of the oscillation effect in the wire-bending process
has also been studied [35]. However, research on wire and steel cable bending is very
scarce, making this subject more attractive in terms of research due to the market’s need to
solve numerous problems related to this area of the industry. In addition, the automotive
industry uses numerous products that base their working principle on steel cables or bent
wires, such as Bowden cables and comfort systems related to the support of motor vehicle
seats [36,37].

Indeed, cars are is made up of several components that complement each other. One
of these components is the seat, which is one of the key elements of the safety and comfort
of occupants. This makes it possible to ensure that the occupants remain solid with the
structure of the car in the event of accidents or sudden movements. In addition to all the
safety requirements that a seat must guarantee, it must ensure the comfort of its occupants,
for both short and long trips, reducing the maximum the vibrations caused by the track, as
well as by the various components that make up the seat.

Figure 1 illustrates the main components that make up a car seat:

1. Covers/lips;
2. Foam;
3. Headrest;
4. Suspension structure: cushion and suspension mat;
5. Plastic structure;
6. Interface structure between vehicle and mechanisms.

Figure 1. Components of a car seat (adapted from [38]).
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In the cushion/suspension mat manufacturing industry, a significant loss of competi-
tiveness was identified in the wire-bending process, as it had very flexible equipment with
little productivity and equipment with high productivity, in which the implementation of
new projects is quite expensive, i.e., they had poor flexibility. There exists equipment on the
market that is flexible and has good productivity but has some limitations in terms of the
manufacturing of wires for car seat comfort systems, namely in the minimum dimension
between folds in the central part of the cushions/suspension mats. This equipment usually
has two bending tools controlled by CNC and a wire rotation system positioned between
the tools [39–41]. These rotation systems usually limit the size of the wire in the central part.
This identified the literature gap in the development of automatic wire-bending systems
for the automotive industry and justifies the development of this work. It then became
necessary to think of a new system from scratch, while taking advantage of some of the
existing concepts. To this end, the subsystems presenting characteristics that fit the new
wire-bending philosophy to be implemented were firstly identified. Thus, the strengths and
weaknesses of the equipment on the market and in the industry were dissected through a
benchmark that included the systems that fit the development to be carried out, as well
as the typical characteristics of cushions/suspension mats. After selecting these subsys-
tems, they were integrated into an innovative concept that yields levels of flexibility and
productivity not achieved so far.

A new concept was then developed following design science research (DSR) [42–45],
which integrated some existing subsystems with others developed from scratch, form-
ing a set that responds to the intended requirements. DSR is a methodology used to
develop new products from existing ones and can also be applied in other types of situa-
tions. Teixeira et al. [46] refers to DRS as a useful methodology due to its “technological
background and its focus on developing models and methods that address complex and
ill-defined problems”. Siedhoff [47] developed a new sequence of nominal processes for
DSR based on the work of Devitt and Robbins [48] to be implemented after general problem
identification, combining design thinking with pre-existing DSR phases, including research
activities and the cycle principle. The process was divided into exploration (problem
clarification/definition and solution establishment) and prescriptive investigation, which,
as shown by Peffers et al. [49] and Lepenioti et al. [50], are solution recommendations that
lead to optimal decision making ahead of time. For the development of the new concept
of wire bending used in the cushion manufacturing industry, the DSR methodology used
by Siedhoff [46], as well as by Tojal et al. [51], was realized as the best option. It was
intended to design an evolution of the previous equipment, creating a new concept while
incorporating some knowledge previously acquired.

This work also wants to show that it is possible to develop equipment with high
flexibility and high productivity following the right methodology because the product is
properly known.

2. Benchmarking: Concepts Existing on the Market

The market presents several solutions to bending metallic wire, ranging from the
most generic equipment, which customers have to adapt themselves to the features of
the equipment and create products based on their limitations, to the most personalized
equipment that seeks to satisfy some of the most particular needs of customers, being
much more flexible. Because this flexibility is sufficient for almost all applications, these
devices do not always have the necessary productivity. The continuous use of this type of
equipment and deeper knowledge of the products and techniques needed to make them
translate into knowledge that can be used to develop even more flexible and productive
equipment. Thus, benchmarking is then carried out on the existing equipment on the
market with a qualitative evaluation of the same, showing the capabilities and limitations.

The wire-bending machines shown in Figure 2 are the most versatile and intuitive
machines on the market (Robomac concept). They consist of the following features: (a) a
motorized unwinder; (b) a two-plane roller straightener; (c) a drag system with four drive
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wheels; (d) an encoder; and (e) a cutting system and two folding heads. The wire is pulled
by the drag system, straightening the wire on the roller straightener, thus arriving perfectly
straight at the bending tools. The machine is only capable of performing a single bend at
each step; thus, the subproduct remains suspended under its weight during the last bends.
These machines have a very intuitive and accessible interface for the user, allowing a 3D
perspective of the wire (Figure 3) and adjustment based on the dimensions of the wire,
rather than the positional reference of the bending tools.

Figure 2. Common Robomac CNC wire-bending machine concept.

Figure 3. 3D view of the wire in the equipment console.

Wire-bending machines equipped with two CNC heads (Latour brand type) (Figure 4)
maintain some of the sequence described in the previous example: unwinder, straightener
and drag system. However, after dragging, the machine has a folding device that makes
the hook and pre-folding (folds that most cushions need to have). Immediately afterwards,
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the cutting device is located, which is only actuated after the wire is in the CNC bending
heads. Finally, the wire is transported by a transfer system to a stamping tool, where the
wire is finished.

Figure 4. CNC double-head wire-bending machines.

There are also specific machines for bending wires, mainly for U-shaped bending
(Inovmaq brand, for example), as shown in Figure 5. In this machine, the unwinder is
not motorized, unlike the previous ones. After the unwinder, there is a two-plane roll
straightener, a drag system with an encoder, a roll straightener, and a cutting device. After
cutting, the wire is held by one of eight grippers that are on a rotating plate. The rotating
plate moves the wire to the CNC bending stations, where the wire is formed. There are
normally four CNC wire-bending stations, with the first station responsible for making the
hooks and pre-bends and the last station responsible for making the two central bends.
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Figure 5. Specific wire-bending machine (U-shaped wires).

There are also specific wire-bending machines equipped with a transfer system (TEC,
for example) shown in Figure 6, in which the wire placed in the buffer is supplied to
the transfer clamps. On average, each rig has twenty clamps. The transfer, in its work
cycle, places the wire at the bending stations and, on average, each machine has twenty of
these stations. The bending stations have the particularity of being actuated by pneumatic
cylinders, the adjustment of the bends being carried out by mechanical end-of-course stops.
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Figure 6. Specific wire-bending machine with transfer.

In the DH4012 VGP (BLM Group, Cantù, Italy) type bending equipment shown in
Figure 7, the wire is used in a coil. The equipment consists of a roller straightener, a drag
system, a CNC cutting system, two CNC bending heads and a rotating central gripper.

Figure 7. Wire-bending equipment DH4012 VGP (BLM Group).

The rotary gripper makes it possible to perform the different wire planes that need to
be produced. Figure 8 details the configuration of the gripper with the bending heads. As
the gripper is quite wide, it limits the central dimensions of the wire. This one has upward
and downward vertical movement. When the gripper descends, it allows the bending
heads to move closer together and shortens the central dimensions. However, in order to
keep the wire fixed, these have clamps that are activated when the gripper is lowered.
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Figure 8. Central part of the equipment DH4012 VGP (BLM Group).

In the TWF-C07AD bending equipment shown in Figure 9, the concept is similar to the
previous one, but wire fixation is promoted by a clamp provided with rotation movement.
The system has two rotation axes, both with support at both ends of the machine. One has
the center of the bending tools as a reference, while the other supports the gripper at the
end in order to be able to supply and extract the wire.
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Figure 9. Wire-bending equipment TWF-C07 A D.

The BT5.2 bending equipment shown in Figure 10 presents a different approach. In this
equipment, the bending heads are fixed, which is done in two different bending axes. The
manipulators can move in X to change the folding position. In addition to this movement,
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they have two more rotation axes, one on the bending tool axis and another on the bottom
to move between bending, feeding and extraction stations.

Figure 10. Wire-bending equipment BT5.2.

The BT5.2 equipment has a rotary straightener, whose approach is also different in
relation to the previous ones, as can be seen in Figure 11. As it has two bending stations on
different axes, the wire is forced to be fixed alternately by each one of the handlers. The
manipulators have clamping systems, as well as folding stations, to ensure better transition
between stations.

Figure 11. Details of the BT5.2 equipment.

The Gemini 7 equipment shown in Figure 12 has a central clamping system, and the
bending heads rotate around the bending axis and move along the X axis, making the
equipment more versatile.
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Figure 12. Wire-bending equipment Gemini 7.

The positioning and extraction of the wire are performed through two upper transfers,
as can be seen in Figure 13. It has independent movement, thus not limiting the movement
of the bending heads.

Figure 13. Upper transfers of Gemini 7.

The 3D-CN-8-M bending equipment shown in Figure 14 presents a different concept,
in which the bending head is fixed and the manipulator is responsible for the displacement
in X. However, it presents the particularity of having only a rotation axis in the manipulator
and a very compact clamping system.
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Figure 14. Wire-bending equipment 3D-CN-8-M [36].

Table 1 intends to summarize the main characteristics of the different concepts pre-
viously described in the perspective of the top management of any company. Thus, the
main characteristics evaluated are flexibility, productivity and cost. This table does not
intend to serve as a reference to further purchase decisions; thus, it is qualitative. Moreover,
only some specific technical aspects are important to take them into consideration during
the development of a new concept, taking the best ideas and trying to find solutions to
overcome other ideas that do not work as well as expected regarding the requirements
initially proposed.

Table 1. Some of the main features of the analyzed equipment.

Equipment Flexibility Productivity Cost

Robomac concept Very high Low/Average Average
Latour concept High Low Expensive

Inovmaq concept High Low Expensive
TEC concept High Low Expensive

DH4012 VGP (BLM Group) Average Average Expensive
TWF-C07AD concept Average Average Average

BT5.2 concept Average Average Expensive
Gemini 7 concept High Average Average

3D-CN-8-M concept Average Average Average

Through a summary description of the main characteristics of the equipment already
on the market, it can be inferred that they have very particular advantages. However, they
also have some limitations that are restrictive to combining a very high productive capacity
and sufficient flexibility, in the same equipment, for any company to be able to easily change
the type of wire produced without significantly interfering with its productivity, which
would have obvious implications for the competitiveness of the manufactured products.
This justifies the need to create a new equipment concept capable of combining flexibility
with high productivity.
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3. Methodology: Drawing the Formability Concept

The suspension system of a vehicle seat (Figure 15) has foam and flexible structures
in wire following a spring shape, which have the capacity to filter vibrations. The level
of vibration isolation varies depending on the type of vehicle. In sports cars, drivers seek
to have a more direct connection with the car, with the aim of feeling the sensations that
the car transmits better. As a result, more rigid seats are designed, that is, with a lower
damping rate. Luxury cars have exactly the opposite requirements in that, in addition to
elementary suspension systems, they have additional systems that allow adaptation to
different occupants [52].

Figure 15. Car seat suspension system: cushion (own image).

Taking into account the components of the suspension system of a vehicle seat, in
Figure 2, the marked component is the one that corresponds to the scope of this work. This
is the cushion (also pointed out in Figure 1), which is conceived from the over-injection of
plastic in previously formed wires. The plastic used is usually polypropylene and the wire
is made from spring steel.

In the process of folding the cushions, as well as the suspension mats whose structure
is very similar, equipment existing until now had a significant gap as the most flexible ones
have low productivity, not being indicated for projects with a large production volume. On
the other hand, there is also equipment that shows high productivity but is not flexible.
Being more suitable for large-volume projects, that is, they follow the principle of fixed
automation. For this reason, the modification of high-productivity equipment for new
projects entails high costs, which customers are increasingly unwilling to pay, affecting the
competitiveness of companies in the field.

In order to make the equipment more flexible, and after the wire class has been
established, it is necessary to identify and characterize the wires produced. To this end, a
survey about the following features of the wires needs to be performed:

• Wire diameter;
• Number of folds;
• Number of different radii per wire;
• Number of bending planes per wire;
• Wire length;
• Number of hooks;
• Minimum radius able to avoid crack induction on the wires.

A typical wire used in cushions is shown in Figure 16, which can be used as an example
for the development of the concept. In this cushion, four wire references are used, in which
the wire diameter is 3.4 mm, the wire class is SH (high tensile strength, following the EN
10270-1 standard), it has fourteen bends, two different radii, three planes of folding, two
hooks and is 583 mm in length. The references are two symmetrical pairs.
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Figure 16. Typical cushion wire.

In Figure 16, folds 1 and 14 are commonly referred to as hooks, and at a minimum,
each pad has a hook. Based on a company producing this type of components for seats of
motor vehicles, a typification study of its main characteristics was carried out to guide the
design of the new equipment. Table 2 shows a summary from which it can be concluded
that the wire diameter varies between 3 and 4 mm, the number of bending planes varies
between two and five, the number of hooks varies between one and two, the number of
radii used in each wire cushion range varies between two and four, the length of the wire
fluctuates between 400 mm and 1120 mm, the number of bends varies from thirteen to
twenty-five and the wire grade is SH or SM.

Table 2. Characteristics of the wires used in cushions production.

Reference Diameter Wire Class No. of Wire Bends No. of Wire Rays No. of Wire
Plans

Length
(mm)

No. of
Hooks

1 3 SH 25 2 2 1115.8 2
2 4 SH 12 2 3 563.2 1
3 3.5 SM 12 2 5 465.4 1
4 3.5 SM 11 2 2 432.3 1

SH: high tensile strength (following the EN 10270-1 standard). SM: medium tensile strength (following the EN
10270-1 standard).

4. The New Concept

Thus, a new equipment concept was conceived and designed using Catia V6 software
(Dassault Systèmes), which is schematically represented in Figure 17. In this new concept,
it was understood that the wire was pulled by the drag system, being subsequently taken to
the straight position through a two-plane roller straightener. After dragging, the wire is cut
by the cutting device, which has movement capacity to perform various cut lengths, thus
meeting the intended flexibility requirement. The wire piece is fixed in a system of clamps,
ready to be picked up by the manipulator. The manipulator, in addition to transporting
the wire between stations, has a rotation system, which yields several planes in the wire-
bending process. The manipulator will take the wire to the cutting system, moving it to the
CNC bending stations and to the final bending stations. For increased cadence, the center
post has a hook fold and pre-fold station, similar to what Latour equipment uses. After
the CNC folding stations, it has a folding station that makes the last two central folds. It is
similar to the last station usually used by Latour and Inovmaq (Figure 17).
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Figure 17. New concept of high-productivity/high-flexibility wires bending machine.

What makes this concept more innovative are the stations used to make the hooks and
the final folds, as shown in Figure 18. The station used to make the hook, in addition to
allowing the overlapping of operations as allowed by the Latour concept, also increases
flexibility as its position is given by a servomotor, together with the cutting device.

Figure 18. Wire-bending station added to the concept.

Like most of the concepts already presented, this equipment has an unwinder, roll
straightener and drag, as can be seen in Figure 19. In this concept, the equipment can be
divided into three large groups of subsets, as it is possible to observe in Figure 20. These
groups are the following:

• Central post;
• Left post;
• Right post.
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Figure 19. An overview of the entire concept developed as it can be installed on the shopfloor.
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Figure 20. Wire-bending equipment, new concept.

At the central station, which can be seen in Figure 21, the raw material is fed into coils,
thus avoiding the use of cutting equipment and the existence of intermediate stocks, as in
the TEC concept (Figure 8). At the central station, the coil is placed in the unwinder where
it is unwound, maintaining constant tension. The wire is pulled by the drag system, forcing
it to unwind and straighten. Wire alignment is carried out when passing through the
two-plane roller straightener. After dragging, the wire passes through the cutting system
and reaches the hook tool, where hook bending and pre-bending takes place. With these
operations carried out, more wire is fed until it reaches its cutting position. Once in the
cutting position, the support claws are activated, and then the cut is performed. Finally, the
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device that performs the Hook + Pre-bend + Cut set withdraws, and the wire is available
for the subsequent operations. The devices that make up the central station are as follows:

• Device that performs the Hook + Pre-fold + Cut;
• Support claws.

Figure 21. Central station.

The wire available at the central station is picked up by the left or right handler
(Figure 22). Afterwards, it moves to the CNC bending devices. Here, several bends are
performed, always with the wire fixed to the manipulator. With the bends completed, it
moves to the middle fixation device. The wire is fixed in this device and the central bends
of the wire are performed. Finally, the extraction system removes the shaped wire and
drop-off it onto the equipment’s exit ramps.
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Figure 22. Left and right station.

The devices that make up the left and right stations are as follows:
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• CNC bending device;
• Middle fixing device;
• Handler;
• Extraction.

The equipment is capable of bending wire from 3 to 4 mm, with a maximum length of
1100 mm. The wire is dispensed on both sides of the equipment, as shown in Figure 23.

Figure 23. Wire-bending output machine.

In terms of productivity, and considering only five of several references produced by
the company used as target for the implementation of this concept and considering the
concept now developed face to face with the TEC and the Robomac concepts previously
described, a comparative study is presented in Table 3, yielding an understanding of
the differences.

In addition to productivity gains, this concept yields the implementation of new wire
references, changing only the tool kit, as can be seen from the different references already
implemented. Therefore, this concept is proven to be much more flexible and productive
than any of the concepts already existing on the market. The flexibility of this concept is
also verified in the ability to produce two symmetrical references simultaneously, or even
different references on each side of the equipment, a situation that is also innovative, as
there is currently no equipment that uses this concept and is capable of allowing different
programming for each side of the machine. This point is extremely important for the
manufacture of bent wires for car seats, as it is extremely common for each component on
one side to have a corresponding one on the other side (symmetrical). However, in certain
situations, there are differences in detail (no symmetry), which can be easily managed
by this new equipment, producing equivalent parts, although with specific formats. This
possibility significantly facilitates the management of stocks and setups, as production is
flexible, allowing the perfect adjustment of the quantity to be produced to the quantity
ordered by the customer and, when it comes to symmetrical components, the quantity
obtained from one side of the equipment is exactly equal to that obtained from the other
(imposed by the cadence of the equipment), which makes it possible to complete the
amount of shaped wires necessary so that the cushions or suspension mats can be produced
immediately (the next product where the bent wires are applied), with a shorter lead
time. Thus, the advantages presented by this innovative concept are clear, both in terms
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of productivity and flexibility, as well as the advantages in terms of internal logistics that
it provides.

Table 3. Productivity analysis regarding the different considered concepts.

Type of Wire Output Robomac Output TEC Output of the New Concept

270 800 900

260 780 880

250 765 875

240 Never produced 860

220 Never produced 850

The cost of this new concept is 3% lower than that of the TEC concept because the last
one uses a high number of mechanical parts. Taking into account the Robomac concept,
it is 19% higher. However, the productivity gain is around 230%, largely offsetting any
disadvantage in the initial investment. With regard to the necessary investment in tools,
there are significant differences in terms of their cost. The cost of the tools for the new
equipment is about the double that of the Robomac tools cost, which is compensated by
increased productivity. On the other hand, the tools of the new concept are 87% lower than
the cost of new tools for the TEC concept. It is easy to understand that, although some
differences exist, the increased productivity provided by the new concept overlaps the
small costs of the tools and allows a flexibility level completely incomparably higher.

5. Discussion

This work was developed with the aim of solving the need for concrete of companies
that produce components for car seats, whose products have a relatively low added value,
and where any increase in productivity without deteriorating the quality is extremely
welcome. Analyzing existing equipment on the market (benchmarking), it was possible
to detect an opportunity to develop a new concept that would significantly increase pro-
ductivity, without jeopardizing flexibility. The concept aims to take advantage of the dead
time that the wire feeding system has in relation to bending systems, which are necessarily
slower. A concept was then conceived that aimed to achieve double production, doubling
the bending systems around a common wire feeding system.

Given that vehicle customization led to an increase in the model variants available
to customers, setup time has become a problem that needs to be resolved quickly as
tool changes and process fine-tuning heavily penalizes productivity [13]. It also became
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necessary to create an agile system for changing tools, which were not excessively expensive,
but which fully complied with what was intended, i.e., to switch production from one
model to another in an extremely expeditious manner [14–16].

In addition to this, it was possible to establish two ways in the same equipment, pro-
grammable in a different way, which allow two different references or mirrored references,
to be carried out simultaneously. In terms of bending-wire operations with this complexity,
this is a novel concept.

In addition to extremely significant gains in terms of productivity and flexibility, it was
also found that, in terms of internal logistics, there are significant advantages. In fact, two
symmetrical models can be produced simultaneously, producing exactly the same amount
of both products at the same time, which allows these wires to move simultaneously to
the next production step (manufacturing cushions or suspension mats) simultaneously,
which allows a much more organized production management. In case there is a need to
produce different products, lead time is also greatly reduced, as it is not necessary to finish
the production of a model to start the production of another. Thus, industrial management
is much more agile, allowing different combinations of products as necessary to respond
to demand.

Thus, it can be said that this work is in line with some work that has already been
carried out in this area [7,33,34,52], where an attempt was made to increase productivity,
also significantly improving the logistics around these processes that normally have low
added value. Management techniques, in many cases, solve serious problems in terms
of lack of competitiveness in products of this nature [16,36,37], but sometimes it is even
necessary to promote necessary changes in terms of the equipment involved. Automation
plays an extremely relevant role in this regard, mainly flexible automation, but it is necessary
to select the best set of devices so that the desired results can be obtained [4]. In addition, a
high critical state of mind is necessary, so that truly innovative solutions can be obtained,
disruptive with what has been conducted so far, in order to achieve new standards of
productivity and flexibility [4,19].

Figure 24 intends to illustrate the implementation of the previously described con-
cept, which only became viable through a full demonstration of the advantages that it
would entail for an increase in flexibility and productivity. The equipment is based on
1400 different parts and devices, comprising electrical actuators, pneumatic actuators,
sensors, electrical components, standard parts and several mechanical parts specifically
designed to this equipment, especially conceived to be easily replaced through planned
maintenance operations.

Figure 24. Image of the real equipment after assembling.
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6. Conclusions

Given the characteristics of the wires and the volumes of the projects, budgetary
restrictions and production objectives are usually imposed. An innovative solution for
wire-bending equipment is developed, requiring a low budget and complying with the
requirements and constraints initially pointed out. The concept consists of equipment
provided with three stations, a central one where the wire is unwound from the coil,
straightened, shaped (double bends are made) and cut. In the lateral stations, left and right,
the wire, after being picked up by the manipulator at the central station, is shaped in CNC
bending devices with the wire always fixed in the manipulator. At the end, it is placed by
the manipulator at the final bending station to finish shaping the wire. After forming, the
wire is extracted onto material exit guides.

The implementation of this new concept yielded an output in productivity of around
230% in relation to flexible equipment previously existing, and a gain of 12.5% in relation
to high-cadence equipment on the market. In addition to productivity gains, this con-
cept yields the implementation of new wire references by changing only the tool kit. The
flexibility of this concept is also verified in the ability to produce two symmetrical refer-
ences simultaneously, or even different references (albeit similar). This point is extremely
important in the management of stocks and setups.

The cost of this new concept is 3% lower than the TEC concept and 19% higher, relative
to the Robomac concept, but with the previously described productivity gain.

The cost of new tools is double that of the Robomac concept, which is 87% cheaper
than the cost of new tools for the TEC concept. It is thus verified that this concept is
much more competitive in the implementation of new projects. The new concept was also
thought to be easier to repair. Knowing the main drawbacks of the other equipment, some
solutions were developed, taking into account forecasted problems. Moreover, because all
development is made “in house” mode, the domain of all devices and mechanical parts are
easier to deal with. A maintenance guide is provided to the maintenance department with
all care needed in the different zones of the equipment, identifying and solving the most
common problems.

Table 4 intends to summarize the main advantages and limitations of the devel-
oped concept.

Table 4. Advantages and limitations of the new concept concepts.

Advantages Limitations

New concept

Lower budget needed
Feeding system feds two bending stations

Production time optimized
Higher production than flexible equipment (+230%)

Higher production than high pace equipment on the market (+12.5%)
Possibility of producing simultaneously different product references

Setup: tool kit change
Tool kit cheaper than TEC concept

Easier maintenance

Cost 19% higher than Robomac concept
Tool kit costs the double of the

Robomac concept

A video of the equipment working in its initial phase can be observed in Supplemen-
tary Materials S1 attached to this work.

This work followed the design search research methodology, taking solutions already
implemented in the market as a starting point and promoting an evolution of knowledge
from these initial ideas, reaching a level of knowledge that can be shared and expanded
to other business areas, equally successfully. In fact, the knowledge produced can be
used in other industries linked to the same sector, or even to different sectors, yielding
the development of new concepts with greater efficiency. Indeed, the DSR methodology
structured the thought and achieved the desired results, thus verifying that it is extremely
useful in the study of upgrading production systems.
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Supplementary Materials: The following supporting information can be downloaded at: https://
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Abstract: Machine vision has been studied for measurements of workpiece form deviations due to its
ease of automation. However, the measurement accuracy limits its wide implementation in industrial
applications. In this study, a method based on machine vision for measurement of straightness,
roundness, and cylindricity of a workpiece is presented. A subsumed line search algorithm and
an improved particle swarm optimization algorithm are proposed to evaluate the straightness and
roundness deviations of the workpiece. Moreover, an image evaluation method of cylindricity
deviation by the least-square fitting of the circle’s center coordinates is investigated. An image
acquisition system incorporating image correction and sub-pixel edge positioning technology is
developed. The performance of the developed system is evaluated against the measurement results of
the standard cylindricity measuring instrument. The differences in the measurement of straightness,
roundness, and cylindricity are −4.69 µm, 3.87 µm, and 8.51 µm, respectively. The proposed method
would provide a viable industrial solution for the measurement of workpiece form deviations.

Keywords: machine vision; form deviation; evaluation algorithm; image-based process; edge detection

1. Introduction

Shafts are one of the most important machinery parts for a wide range of industrial
applications. Geometric deviations of a shaft will affect its functional performance. Conven-
tionally, manual inspection and measurement are usually conducted for the measurement
of straightness and roundness, which has the disadvantage of larger errors and lower
efficiency [1]. Machine vision technology has been employed to measure industrial parts
of different sizes with high efficiency and accuracy, which is widely used in automatic
measuring [2–4]. Many researchers have conducted research on measurements based on
machine vision technology. Lu et al. [5] developed a straightness measurement system
based on the combination of a laser and machine vision, where multiple groups of vi-
sion sensors were adopted to realize on-line detection of seamless steel pipe straightness.
Cho et al. [6] explored a new method of support vector regression to detect roundness to
improve the accuracy and speed of the fitting algorithm, and it was proved to be more
robust to noises, including measurement deviations for the tested problems. Liu et al. [7]
proposed a binocular-vision-based deviation detection system and an identification algo-
rithm to achieve deviation detection with three-dimensional measurement capability and to
simplify the complex error identification formulations of position-independent geometric
deviations in the rotary axis. Xiao et al. [1] proposed an on-line dimensional accuracy
measurement method by machine vision, where three surface sources were placed in the
positions of left, middle, and right to ensure uniform illumination, which realized the
real-time measurement of the straightness and roundness on the conical spun workpiece.
Tan et al. [8] studied the measurement of shaft diameter with the structured light system
composed of a laser linear light source and a camera. The test results show that when
the shaft diameter was 36.162 mm, the speed was 1250 r/min, and the maximum average
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measurement deviation was 0.019 mm. Li. [9] developed a geometric measurement system
for shaft parts by machine vision, and an improved single-pixel edge detection method
was proposed by the Canny detection algorithm. The experimental results show that the
repeatability deviation of the system was less than 0.01 mm. Luo et al. [10] proposed an
improved differential evolution algorithm (IoCoDE) for the accurate evaluation of mini-
mum zone axis straightness deviation. The results indicate that the evaluation accuracy of
IoCoDE was better than linking ends, the least-square method (LSM), and other common
evaluation algorithms, and it was basically around 1 s. Hao et al. [11] suggested a coded
references and geometric-constraints-based method to solve the inconsistency problem
of measurement range and accuracy for slender shafts. The systematic deviation of the
experimental system was 0.01754 mm. Min et al. [12] measured the high-precision geo-
metric deviation of thread with machine vision and optical enlargement. The geometric
deviations of thread were calculated by using the thread cross-sectional image. The linear
precision of this system was less than 10µm. Chai et al. [13] proposed a non-contact optical
measurement scheme to measure the co-axiality of a composite gear shaft; the least-square
circle (LSC) and the particle swarm optimization (PSO) were used, and the measurement
deviation range was less than 0.065 mm.

In the literature mentioned above, the machine vision measurement is more precise and
efficient as compared with the traditional measurements. However, there is a lack of standard
vision detection instrument for form deviations measurement in industry. Therefore, the
structure of vision measurement and related algorithms need to be further studied.

In this study, a new method is presented for measuring the form accuracy of a shaft
workpiece. In order to obtain images of the shaft, an image acquisition system is designed.
The image pre-processing method and form deviations evaluation algorithm are studied.
By integrating the computer control and calculation algorithm, form deviations, such
as straightness, roundness, and cylindricity deviation of the shaft part, are calculated
automatically and efficiently.

2. Image Acquisition System and Camera Calibration
2.1. Composition of the Image Acquisition System

The composition of the form deviation measurement system is depicted in Figures 1 and 2.
It is mainly composed of the X, Y, Z linear electrokinetic displacement platform, rotating
electric platform, CMOS camera, optical lens, LED light source, three-jaw chuck, tailstock,
motion control card, and computer. Information on the main hardware models of the
system is provided in Table 1. The parameters of the motion stages are listed in Table 2.
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Table 1. Main hardware of the system.

Computer CMOS Camera Lens Light Source

ADLINK
IPC-610

DAHENG
MER-2000-19U3C

Computer
V1228-MPY

KOMA
JS-LT-180-32
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Table 2. Specification of motion stages.

Motorized Stage
Parameters

Travel Range (mm) Resolution (µm) Repeatability Positioning (µm)

X KXL06200-C2-F 200 0.2 ±1
Y, Z KXG06030-C 30 0.1 ±1

Rotating KS401-40 360◦ 0.003◦ ±0.05◦

2.2. Camera Calibration

In the process of two-dimensional images, there is nonlinear deformation in different
degrees, which is usually called geometric distortion. In addition, there are other factors,
such as the instability of the camera imaging process and the quantization deviation caused
by the low image resolution. Thus, there is a complex nonlinear relationship between the
object points in the image and the corresponding points in the World Coordinate System.
Because of the existence of these distortions, the calibration coefficients of different image
zones even in one direction are different [14,15].

Figure 3 shows the relationship between the camera coordinate system and the World
Coordinate System. Let p be a point in the field of camera view. The homogeneous
coordinates of point p in the camera coordinate system and the World Coordinate System
are (XC, YC, ZC, 1) and (XW, YW, ZW, 1), respectively. The homogeneous transformation
relationship between the World Coordinate System and pixel image coordinate system is
as follows:
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where R is a 3 × 3 rotation matrix, t is a 3 × 1 translation matrix, M1 is the inner camera
parameter matrix, M2 is the outer camera parameter matrix, fu and fv are the equivalent focal
lengths in x and y directions, (u0, v0) represents the coordinate of the main point on the camera.
The space point p in the camera coordinate system is set as p(XC, YC, ZC). Suppose that the
projected coordinates of point p normalized are p(xn, yn), and the projected coordinates of
point p after adding distortion are p(xd, yd) [16]; then, the relationship is as follows:

xd = xn(1 + k1(x2
n + y2

n) + k2(x2
n + y2

n)
2
) (2)

yd = yn(1 + k1(x2
n + y2

n) + k2(x2
n + y2

n)
2
) (3)

where k1, k2 are radial distortion coefficients.
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In order to make vision measurement more accurate, the ceramic calibration board
with 1 µm possession precision is selected in this experiment. The sum of the calibration
grid is 20 × 16, and the side lengths are 4 mm. The process for camera calibration includes,
firstly, the collection of a calibration board image under the same condition on the form
deviation measurement, such as focal length, object distance, lighting strength, and then, the
collection of nine different orientation board images. The flow chart for camera calibration
is shown in Figure 4.
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3. Main Algorithms
3.1. Image Correction

Due to deviations of camera installation and equipment assembly, the acquired part
image may have a small tilt angle. When evaluating form deviations, it is necessary to
obtain the element line coordinates in 360 measuring images, whose coordinate results
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are affected by the small tilt angle. This increases the detection deviation and detection
complexity. In order to improve the detection accuracy and efficiency, it is necessary
to rectify the measured part images. We propose an image correction algorithm based
on the centerline slope. Firstly, the distorted image is eliminated by camera calibration
data, and then, the coordinates of the top and bottom edges on the workpiece image are
obtained by the Canny algorithm [17]. The average data are computed as a centerline
by the corresponding addition algorithm. The slope of the centerline is obtained by the
least-square fitting, by which the rotation angle θ is obtained. Finally, the measured part
image is revised by θ. Suppose that the point P0(x0, y0) rotated anticlockwise by θ is
P0(x, y), the coordinate point matrix expression after rotation is as follows:




x
y
1


 =




cos θ − sin θ 0
sin θ cos θ 0

0 0 1






x0
y0
1


 (4)

3.2. Sub-Pixel Edge Detection Algorithm

The conventional sub-pixel edge detection methods include: sub-pixel edge detection
by moment, sub-pixel edge detection by fitting, sub-pixel edge detection by interpolation,
etc. [18,19]. The measured workpiece in this experiment is an axis, so it is assumed there
will be no burrs, roughness, etc., in the edge area of the image. The top and bottom edges
of the sampling image are in accordance with the image characteristics of a polynomial
function. In order to realize the sub-pixel edge position, the parameters describing the edge
features in the image can be obtained by establishing equations of polynomial parameters
and using the principle of the least-square method [20,21].

The method used is to filter and denoise gray images and use the Otsu method to
complete threshold segmentation [22]. The Canny algorithm is used to obtain the rough
edges of the part image, selecting rough edges in order to turn them into a single row. An
appropriate zoom is chosen, and then, the fine edges are accurately obtained by using the
polynomial fitting algorithm. The edge point formula fitted by polynomial y(x) can be
expressed as Equation (5):

y(x) = a0 + a1x + a2x2 + . . . + amxm =
m

∑
j=0

ajxj (5)

By calculating the quadratic sum of the least squares and making partial derivatives
of am equal to 0, the result is obtained.

F(a0, a1, . . . , am) =
n

∑
i=1

[y(xi)− yi]
2 (6)

∂F
∂aj

= 2
n

∑
i=1

[y(xi)− yi]x
j
i = 0 (j = 0, 1, . . . , m) (7)

By solving the above equations, the fitting polynomial coefficients can be determined.

3.3. Calculation of Straightness Deviation
3.3.1. Axis of workpiece fitting

By extracting the middle line on the top pixel edges and the corresponding bottom
pixel edges of a workpiece image as the central axis, the calculation is rendered simple and
easy. However, if the workpiece in the image has a tilted angle or straightness deviation,
the upper and the corresponding lower edge pixel edges are asymmetric, which leads to a
large straightness deviation of the central axis. In order to reduce this deviation, the radial
local zone search method is used to determine the position of the shaft axis.
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In order to determine the coordinates of the top and bottom edges, the top edge point
(xj, yj) closest to the bottom edge point (xi, yi) is shown in Figure 5.

√
(yi − yj)

2 + (xi − xj)
2 = min{H} (8)Machines 2022, 10, x FOR PEER REVIEW 7 of 17 
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The geometric center coordinates of the workpiece axis are as follows.
{

x =
xi+xj

2
y =

yi+yj
2

(9)

To decrease computing time, extract each n point on the left and right of the bottom
edges corresponding relatively to the abscission of the top edge point, which is a total of 2n
points. According to Equations (8) and (9), the geometric coordinates of a workpiece axis
are obtained. Then, the axis of the part is estimated.

3.3.2. Straightness deviation algorithm

The straightness deviation according to ISO 1101 is the difference between the largest
and smallest distances between the workpiece line and the reference line. According to
ISO 1101, the form tolerance zone has the direction of the minimum [23,24]. The minimum
zone method [25] is needed to search for the minimum value of the distance between
two parallel lines containing the measured contours according to the minimum condition
principle. So, an enveloped line searching algorithm is proposed to obtain the straightness
deviation. The algorithm is discussed below.

The least-square method is used to obtain the baseline L1, as shown in Figure 6, and
the linear equation is set as

y = k1x + m (10)
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Figure 6. Graphical demonstration of enveloped line search algorithm.

Regarding baseline L2 as the boundary, all sampling points are divided into two category
points, i.e., high points and low points, from which the farthest point P1 is found. Serving P1
as the base point, a line L2 is generated with the slope k1. By changing the slope of line L2, the
sampling points are located below or on the line, and the critical point P2 is determined.

ki = k1 + a (11)
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where a is the minimum value. Calculate the corresponding intercept based on ki using the
expression below.

mi = −kixP1 + yP1 (12)

In order to calculate P2, let

W = kix + mi − y (13)

All coordinates of the measured points, except P1, are substituted into Equation (13),
and the sampling points are calculated when ki varies. In theory, when W is zero, P2 is
obtained. However, in an actual situation, by setting small step size a, P2 appears between
two scanning lines. In this case, the following requirement should be met:

min{kix + mi − y} < 0 (14)

The enveloped line y = ki x + m1 is confirmed by two points, P1 and P2, and then, the
minimum enveloped line y = ki x + m2 is parallel to the line through the farthest point P3.
At this point, the three points, P1, P2, and P3, are satisfied with the ‘high-low-high’ rule
criterion of the minimum zone. The straightness deviation is calculated by the distance
between the two enveloped lines.

d3 = |m1 −m2|/
√

k2 + 1 (15)

In the same way, search for the bottom line and three points of the ‘low-high-low’
criterion to satisfy the minimum zone. The distance of a pair of enveloped lines is also
obtained after calculation, according to the similar steps above. The minimum distance
value of the two results obtained will be used as the straightness deviation.

3.4. Calculation of Roundness Deviation
3.4.1. Three-Dimensional Reconstruction by Monocular Camera

The workpiece three-dimensional coordinate system xoyz is seen in Figure 7. Let the
initial position angle be 0◦; the point coordinates on the workpiece contour surface collected
by the camera are (x1, y1, z1), and the rotating β point A on the workpiece is moved to point
B, whose coordinate is (x2, y2, z2). According to the geometric relationship, as shown in
Figures 7 and 8, the relationship is as follows:

y1 = AO · cos 0◦ (16)

z1 = AO · sin 0◦ (17)

y2 = BO · cos β (18)

z2 = BO · sin β (19)

x1 = x2 (20)
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Figure 8. Graphical demonstration of the axis section acquisition point.

Among them, AO is distance between point A and the workpiece axis. The workpiece
contour information is collected by the camera through the workpiece rotation, and the 3D
contour model of the workpiece surface is established by the camera.

Due to the installation eccentricity of the workpiece, the circle center of a certain section
workpiece is changed. In order to eliminate the eccentricity deviation, the half distance
between the top and bottom edge is used as a radius value, that is, AO = |y1

′−y1|/2,
so the radius of the corresponding positions under other rotation angles can be obtained.
The radius under every x position can be determined on the corresponding circle, so as to
realize the three-dimensional reconstruction of the workpiece contour.

3.4.2. Roundness Deviation Algorithm

The roundness deviation according to ISO 1101 is the difference between the largest
and smallest radial distance of the workpiece circumference from the reference circle [23,24].
There are four commonly used methods for evaluating roundness deviation, which are the
minimum zone circle method, the minimum circumscribed circle method, the maximum in-
ner circumscribed circle method, and the least-square circle method [26,27]. The minimum
zone method is an evaluation method in accordance with the definition, but it is difficult
to solve directly because it is a nonlinear problem, and it is complicated to calculate the
collected data [28].

As shown in Figure 9, assuming that (xi, yi) are the measured coordinates on the actual
contour of the workpiece, and (xk, yk) are the center coordinates of the minimum zone
method to be solved, then the distance Hik from the measured point to the center is

Hik =

√
(xi − xk)

2 + (yi − yk)
2 (21)
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Figure 9. Schematic of roundness deviation evaluation.

The objective function F to be optimized is

F = max(Hik)−min(Hik) (22)

What needs to be solved is how to determine the value of (xk, yk), so that F is the
minimum. When F = f, f is the roundness deviation.

Particle swarm optimization (PSO) is an intelligent optimization algorithm proposed by
Kennedy and Eberhart in 1995, inspired by the movement of flock birds [29]. In this paper,
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the PSO algorithm of synchronously changing learning factors is used to solve roundness.
This algorithm has clear advantages in optimization accuracy and convergence speed.

The synchronous learning factor refers to setting the range of learning factors c1 and c2
as [cmin, cmax], and the value formula of the learning factor in the t-th iteration is as follows:

c1 = c2 = cmax −
cmax − cmax

tmax
· t (23)

The algorithm flow chart is shown in Figure 10 as follows.

Machines 2022, 10, x FOR PEER REVIEW 10 of 17 
 

 

The algorithm flow chart is shown in Figure 10 as follows. 

 
Figure 10. Improved PSO flow chart. 

3.4.3. Cylindricity deviation algorithm 
The cylindricity deviation according to ISO 1101 is the difference between the largest 

and smallest radial distances of the workpiece surface from the reference [23,24]. Ac-
cording to the form deviation evaluation principle, when the actual cylindrical surface is 
compared with the ideal surface, the minimum enveloped zone should be determined 
according to the actual cylindrical surface. When the actual surface is tightly contained 
by two identical co-axial cylindrical surfaces, between which the radius difference is the 
minimum, it is the minimum enveloped zone. 

In this paper, a method of spatial cylindricity deviation detection is proposed based 
on the PSO and the least-square algorithm. Suppose that the circle center coordinate of 
each cross-section in Figure 11 is obtained by the improved particle swarm algorithm. 
According to the circle center coordinates, the space axis is fitted by the least-square al-
gorithm. Assume that E1 and E2 are the points with the largest and smallest distances, 
respectively, from the measured contour points on the fitted straight line. The cylin-
dricity deviation d2 can be expressed as the difference between the maximum distance 
and the minimum distance from the measured contour points to the spatial axis. 

minmax2 ddd −= (24)

 
Figure 11. Schematic of the space axis fitting. 

  

Figure 10. Improved PSO flow chart.

3.4.3. Cylindricity Deviation Algorithm

The cylindricity deviation according to ISO 1101 is the difference between the largest
and smallest radial distances of the workpiece surface from the reference [23,24]. According
to the form deviation evaluation principle, when the actual cylindrical surface is compared
with the ideal surface, the minimum enveloped zone should be determined according to
the actual cylindrical surface. When the actual surface is tightly contained by two identical
co-axial cylindrical surfaces, between which the radius difference is the minimum, it is the
minimum enveloped zone.

In this paper, a method of spatial cylindricity deviation detection is proposed based on
the PSO and the least-square algorithm. Suppose that the circle center coordinate of each
cross-section in Figure 11 is obtained by the improved particle swarm algorithm. According
to the circle center coordinates, the space axis is fitted by the least-square algorithm. Assume
that E1 and E2 are the points with the largest and smallest distances, respectively, from the
measured contour points on the fitted straight line. The cylindricity deviation d2 can be
expressed as the difference between the maximum distance and the minimum distance
from the measured contour points to the spatial axis.

d2 = dmax − dmin (24)
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4. Experiment and Results Analysis
4.1. Calibration Results

Camera calibration is performed before image collection. A total of nine images
are collected, as shown in Figure 12, for calibration. The corner detection result of the
calibration plate is as shown in Figure 13.
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Figure 13. Corner detection of the calibration plate.

The camera is calibrated according to the flow chart in Figure 4, and the inner parame-
ters and distortion matrix are obtained as follows:

[k1 k2] = [−0.0868 0.0127]

M1 =

∣∣∣∣∣∣

5395.86 0 2749.23
0 5394.83 1809.22
0 0 1

∣∣∣∣∣∣

Extract subpixel image corrected angular coordinates,. The pixel distance between the
adjacent corner point is obtained as h. Internal and external calibration parameters are used
to calculate the sub-pixel corner coordinates in the image. Assume the distance between
the adjacent corner points is M, according to the pixel distance, the ratio of the proportion

59



Machines 2022, 10, 718

relation coefficient k is calculated out, which is shown in Equation (25). The values k in the
horizontal direction and vertical direction are 30.32 µm and 30.44 µm, respectively.

k =
M
h

(25)

After calibration, the measured workpiece is clamped by the three-jaw chuck, and the
other end of the part is held by the tail. The X, Y-direction linear electrokinetic displace-
ment stages are moved to the initial position of the camera, and the measured workpiece
is moved to the focal plane of the camera lens by controlling the Z-direction linear elec-
trokinetic displacement stage. When the workpiece is rotated by 1◦, an image of the
workpiece is acquired by the camera. A total of 360 images are obtained and stored in the
computer. Before image pre-processing, the image is corrected by the methods described
in Section 3.1. Figure 14 is the collected original workpiece image, and Figure 15 is the
corrected workpiece image.
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4.2. Image Pre-Processing

Since the measurement of the form deviation is only related to the edges, the complex
background and noise are present in the collected images. It is necessary to carry out pre-
processing, such as region of interest (ROI) extraction, filtering, and image enhancement, to
eliminate additional interference in order to precisely measure the workpiece form. When
collecting the image, the workpiece, three-jaw chuck, and tailstock part are photographed,
so a rectangular area is used for ROI extraction. According to the requirements of form
deviation and characteristics of the workpiece image, various filters are used to deal with
the same image. After comparison, Gaussian filtering is more suitable for image pre-
processing for our study. The processed images are shown in Figure 16. The original
workpiece image is obtained by machine vision, as shown in Figure 16a. ROI extraction
is performed by a rectangular area, as shown in Figure 16b. Threshold segmentation is
completed by the Otsu method, as shown in Figure 16c. Rough edges of the part image are
extracted by the Canny algorithm, as shown in Figure 16d. Parts of the upper-edge sub-
pixel-position fine edges are accurately obtained by using the polynomial fitting algorithm,
as shown in Figure 16e.
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4.3. Straightness Deviation Results

According to the vision measurement algorithm of straightness deviation, several mea-
suring experiments are completed on the ϕ 20 mm × 100 mm shaft workpiece. Results of
the containment line search algorithm at the rotation angle of 0◦ are shown in Figure 17. All
fitting axis points are successfully contained by the two containment lines. The straightness
deviation is the distance between the two lines multiplied by the calibration coefficient k.
The results of 360 straightness measurement are shown in Figure 18, where the maximum
straightness deviation is 30.18 µm, the minimum value is 4.71 µm, and the average value is
11.12 µm, respectively.
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In Figure 18, the variation in straightness deviation is somewhat large. There are two
possible reasons. Firstly, it takes about 3 min to collect 360 images from different angles,
during which the image quality may be affected by an unstable illumination. Secondly, the
workpiece axis is not the center of rotation. These factors affect the measured results.
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4.4. Roundness Deviation Results

Since the images of the entire axis are not detected in the roundness measurement,
several cross-sections in the same distance are used to calculate roundness deviation, so
that the ROI region required for roundness deviation measurement is smaller than that of
straightness deviation. Seven equidistance cross-section positions are selected in group A
with 2000 pixels and group B with 1100 pixels in the diameter direction, and the comparison
results are shown in Table 3 by using methods described in Section 3.3. Figure 19 shows
the graph of the improved particle optimization algorithm (PSO) calculation results for
position 1 in group A (the first position).

Table 3. Roundness deviation results.

Section Position Roundness Deviation of Group A/µm Roundness Deviation of Group B/µm

1 15.89 14.53
2 14.90 14.91
3 13.83 13.77
4 13.24 13.68
5 12.82 13.25
6 13.05 12.86
7 12.36 13.71

Average value 13.73 13.82
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4.5. Cylindricity Deviation Results

The number of cross-sections usually used in the measuring cylinder should be no
less than 5. In this study, by the rotation angle interval of 1◦, 10 cylindricity sections and
20 cylindricity sections of the parts are acquired to calculate cylindricity deviation. This
calculation process is the same as the roundness deviation calculation. Data fitting results
are shown in Figure 20; the cylindricity deviations are 26.91 µm and 29.81 µm, respectively.

62



Machines 2022, 10, 718

The cylindricity deviation of the workpiece changes slightly with the different number of
sections under the same experimental conditions.
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Figure 20. Graph fitting of workpiece axis and measured points.

4.6. Verification of Measurement Results

In order to judge whether the measurement proposed is correct, a commercial instru-
ment, RD602 cylindricity measuring instrument, is used to measure the same workpiece,
as shown in Figure 21. RD602 cylindricity measuring instrument has a high precision,
with the deviation of less than 0.5 µm at full working motion, which is used to verify the
accuracy of the on-line measurement system. The repeatability of this instrument is 0.2 µm.
The comparison results of form deviation are shown in Table 4.
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Table 4. Comparison of deviation results.

Average Value by RD602/µm Average Value by the Designed Instrument/µm Error/µm

Straightness 15.80 11.11 −4.69
Roundness 9.95 13.82 3.87
Cylindricity 21.30 29.81 8.51

Through some experiments, the standard deviations of straightness, roundness, and
cylindricity measured by this instrument are 0.52, 0.31, and 1.56, respectively. From the
comparison results shown in Table 4, it can be concluded that the straightness, roundness,
and cylindricity deviations of the form deviation measurement system are −4.69 µm,
3.87 µm, and 8.51 µm, respectively. The various form deviation values were measured
accurately, which can reach the measurement accuracy of commonly used three-coordinate
measuring machine and provides a reference for testing form deviation in production.
When calculating the straightness deviation, in order to use less time, it is not necessary to
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calculate the 360 data values. Instead, the rotation angle can be appropriately increased
to reduce the calculation. When calculating cylindricity, about 20 sections can be selected,
which can be time saving and efficient, satisfying the accuracy requirements.

5. Conclusions

In this paper, a new workpiece form deviation measurement method based on machine
vision is presented for the measurement of straightness, roundness, and cylindricity of
a workpiece. An image acquisition system for obtaining images of shaft workpiece is
developed. Edge detection technology and sub-pixel edge positioning technology are
used to extract the edge information. A subsumed line search algorithm and an improved
particle swarm optimization algorithm are proposed to evaluate the straightness and
roundness deviations of the workpiece. Moreover, a method of spatial cylindricity deviation
solution based on an improved synchronous PSO algorithm is proposed. The results of
straightness, roundness, and cylindricity deviations of the workpiece are obtained by
the above algorithms. Their standard deviations are 0.52, 0.31, and 1.56, respectively,
implying consistency in the measurement. From the contrast experiments, the differences
of straightness, roundness, and cylindricity deviations of the form deviation measurement
system are −4.69 µm, 3.87 µm, and 8.51 µm, respectively, which are comparable to the
traditional measurement methods. Therefore, the proposed method meets the precision
requirements and is applicable for non-contact measurement, which has the advantages
in measuring vulnerably scratched workpieces and in quickly obtaining form outlines of
the workpieces. The proposed method would provide a viable industrial solution for the
measurement of form deviations.
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Abstract: Microdrills are specific cutting tools widely used to drill microholes and microvias. For
certain microdrill manufacturers, a conventional sampling inspection procedure is still manually
operated for carrying out the destructive and visual measurements of two essential cross-sectional
geometric parameters (CSGPs), called the cross-sectional web thickness (CSWT) and the cross-
sectional outer diameter (CSOD), of their straight (ST) and undercut (UC) type microdrill products.
In order to comprehensively automate the conventional sampling inspection procedure, a destructive
and visual measuring system improved from an existing vision-aided automation system, for both
the hardware and the automated measuring process (AMP), is presented in this paper. The major
improvement of the hardware is characterized by a machine vision module consisting of several
conventional machine vision components in combination with an innovative and lower cost optical
subset formed by a set of plano-concave achromatic (PCA) lenses and a reflection mirror, so that
the essential functions of visually positioning the drilltip and visually measuring the CSGPs can
both be achieved via the use of merely one machine vision module. The major improvement of
the AMP is characterized by the establishment of specific image processing operations for an auto-
focusing (AF) sub-process based on two-dimensional discrete Fourier transform (2D-DFT), for a web
thickness measuring (WTM) sub-process based on an iterative least-square (LS) circle-fitting approach,
and for an outer diameter measuring (ODM) sub-process based on integrated applications of an
iterative LS circle-fitting approach and an LS line-fitting-based group-dividing approach, respectively.
Experiments for measuring the CSGPs of microdrill samples were conducted to evaluate the actual
effectiveness of the developed system. It showed that the developed system could achieve good
repeatability and accuracy for the measurements of the CSWTs and CSODs of both ST and UC type
microdrills. Therefore, the developed system could effectively and comprehensively automate the
conventional sampling inspection procedure.

Keywords: microdrill; cross-sectional geometric parameter (CSGP); cross-sectional web thickness
(CSWT); cross-sectional outer diameter (CSOD); automation system; image processing operations;
destructive and visual measurement

1. Introduction

Microdrilling processes, based on mechanical and laser microdrilling techniques, have
been widely adopted by printed circuit board (PCB) industries for the mass production of
microholes and microvias in single- and multi-layer PCBs [1–3]. Mechanical microdrilling
is based on the fundamentals of conventional cutting processes [4–16] and the use of
specific cutting tools called microdrills to drill microholes and microvias. As compared
with laser microdrilling, higher hole quality and lower equipment cost are the advantages
of mechanical microdrilling, although such a conventional cutting process may also lead
to slightly lower positioning accuracy and drilling efficiency. Therefore, microdrills are
necessary and high-demand consumables for PCB industries, and superior design, rapid
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and precision manufacture, and reliable inspection techniques must be involved for their
mass production.

Nowadays, commercially available microdrill products can be classified into the
straight (ST) and undercut (UC) type microdrills, as shown by the illustrations depicted
in Figure 1. Each type of microdrill can be functionally divided into two main portions:
the drill body and the shank. (Note that for the purpose of clarity of illustration, the drill
body of each microdrill depicted in Figure 1 is exaggerated.) The drill body, usually with a
nominal diameter under 0.5 mm, can be further functionally divided into two sub-portions:
the drill point and the helical flutes. The drill point, with the geomety of a so-called four-
facet chisel point [2,4,5], is designed to produce cutting action inside the PCB (i.e., the
workpiece). The helical flutes are designed to provide screw-shaped passageways for chip
removal. The main difference between the ST and UC type microdrills is that the drill
body of an ST type one has a diametral continuity along its axial direction, but that of a
UC type one has a diametral discontinuity occurring at a certain axial location. The drill
body of a UC type microdrill, besides its front portion adjacent to the drill point, is further
ground to yield a smaller outer diameter, called an undercut diameter. The design of an
undercut diameter is to largely reduce the extent of friction and heat generation caused by
the surfaces of the drill body rubbing against the hole walls, which is especially suitable for
producing microholes and microvias, with diameters under 0.25 mm, in multi-layer PCBs.

Machines 2023, 11, x FOR PEER REVIEW 2 of 34 
 

 

also lead to slightly lower positioning accuracy and drilling efficiency. Therefore, micro-
drills are necessary and high-demand consumables for PCB industries, and superior de-
sign, rapid and precision manufacture, and reliable inspection techniques must be in-
volved for their mass production. 

Nowadays, commercially available microdrill products can be classified into the 
straight (ST) and undercut (UC) type microdrills, as shown by the illustrations depicted 
in Figure 1. Each type of microdrill can be functionally divided into two main portions: 
the drill body and the shank. (Note that for the purpose of clarity of illustration, the drill 
body of each microdrill depicted in Figure 1 is exaggerated.) The drill body, usually with 
a nominal diameter under 0.5 mm, can be further functionally divided into two sub-
portions: the drill point and the helical flutes. The drill point, with the geomety of a so-
called four-facet chisel point [2,4,5], is designed to produce cu ing action inside the PCB 
(i.e., the workpiece). The helical flutes are designed to provide screw-shaped passageways 
for chip removal. The main difference between the ST and UC type microdrills is that the 
drill body of an ST type one has a diametral continuity along its axial direction, but that 
of a UC type one has a diametral discontinuity occurring at a certain axial location. The 
drill body of a UC type microdrill, besides its front portion adjacent to the drill point, is 
further ground to yield a smaller outer diameter, called an undercut diameter. The design 
of an undercut diameter is to largely reduce the extent of friction and heat generation 
caused by the surfaces of the drill body rubbing against the hole walls, which is especially 
suitable for producing microholes and microvias, with diameters under 0.25 mm, in multi-
layer PCBs. 

 
Figure 1. Illustrations and ground cross-sections of ST and UC type microdrills. 

Furthermore, as shown in the real photographs of the ground cross-sections of the 
drill bodies shown in Figure 1, the exterior contours of the cross-sections of an ST type 
microdrill are theoretically formed by six piecewise curves (i.e., Sections A-A and B-B). 
However, those of a UC type microdrill are theoretically formed by six and four piecewise 
curves at the front portion (i.e., Section C-C) and the undercut portion (i.e., Section D-D) 
of the drill body, respectively. For the cross-section of the ST type microdrill depicted in 
Figure 2, two important cross-sectional geometric parameters (CSGPs) called the cross-
sectional web thickness (CSWT, denoted by w) and the cross-sectional outer diameter 
(CSOD, denoted by D) are highlighted and must be considered. The centroid of the cross-
section is located at point Oa, where the rotational axis of the microdrill passes through. 
Two concentric circles Ct and Cb centered at point Oa and of diameters Dt and Db, 
respectively, are indicated in Figure 2. The circle Ct is mathematically a circle common 
tangent to the pair of cross-sectional flute contours (the concave contours denoted by ФF) 

Figure 1. Illustrations and ground cross-sections of ST and UC type microdrills.

Furthermore, as shown in the real photographs of the ground cross-sections of the
drill bodies shown in Figure 1, the exterior contours of the cross-sections of an ST type
microdrill are theoretically formed by six piecewise curves (i.e., Sections A-A and B-B).
However, those of a UC type microdrill are theoretically formed by six and four piecewise
curves at the front portion (i.e., Section C-C) and the undercut portion (i.e., Section D-D)
of the drill body, respectively. For the cross-section of the ST type microdrill depicted in
Figure 2, two important cross-sectional geometric parameters (CSGPs) called the cross-
sectional web thickness (CSWT, denoted by w) and the cross-sectional outer diameter
(CSOD, denoted by D) are highlighted and must be considered. The centroid of the
cross-section is located at point Oa, where the rotational axis of the microdrill passes
through. Two concentric circles Ct and Cb centered at point Oa and of diameters Dt and
Db, respectively, are indicated in Figure 2. The circle Ct is mathematically a circle common
tangent to the pair of cross-sectional flute contours (the concave contours denoted by ΦF)
at points Pt1 and Pt2, respectively, and the CSWT w is theoretically equal to its diameter Dt
and the distance Pt1Pt2. The circle Cb is mathematically the minimum bounding circle of
the entire cross-section that overlaps the pair of cross-sectional margin contours (denoted
by ΦM), and the CSOD D is theoretically equal to its diameter Db. For the cross-section of a
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UC type microdrill, whether formed by six or four piecewise curves (and characterized by
a pair of nonconcave flute contours), its CSWT and CSOD can both be defined in the same
manner. The trade-off of the magnitude of CSWT will influence both the chip removal
ability and rigidity of the drill body, while the accuracy and stability of the CSOD will
influence the hole quality. For microdrill manufacturers, the cross-sectional geometry
measurements (for both the CSWTs and CSODs of the drill body), as well as the drill point
defect inspections, are essential quality control tasks that can benefit the mass production
of their microdrill products.
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In the last two decades, optical-based nondestructive methods and systems for dealing
with the defect inspections and geometry measurements of certain types of microdrills
have been developed by a variety of researchers [17–26]. In order to inspect some types of
drill point defects and flank wear, visual measuring methods based on dedicated image
processing procedures in combination with specific machine vision devices have been
developed and applied [17–21]. Tien et al. [17,18] have proposed two specific image pro-
cessing algorithms for detecting some types of drill point defects from captured drill point
images. Huang et al. [19] have developed an automated visual inspection system and also
an image processing procedure for automatically capturing the drill point images and iden-
tifying the drill point defects. Su et al. [20] have proposed a machine vision-based approach
for carrying out the flank wear measurement. Duan et al. [21] have proposed a specific
image processing procedure for optically measuring the flank wear. As for the geometry
measurements, some industrial measuring devices with excellent precision (repeatability)
and accuracy, such as laser micro-gauges (LMGs), laser confocal displacement meters
(LCDMs), and optical micrometers, have been applied to develop some nondestructive
measuring systems [22–25]. Huang et al. [22] have adopted an LMG to measure the CSODs
and runout amounts of microdrills. For the measurement of the CSWT, a laser-based
inspection system and method have been developed by Chuang et al. [23] via applying
an LMG and a conventional LCDM. Chang et al. [24] have applied an optical micrometer
and a surface-scanning LCDM for measuring the CSWT with runout compensation. Chang
and Wu [25] have applied a rotatable optical micrometer-based design for measuring the
CSWT with an innovative optical-based method. The methods developed by Chuang
et al. [23] and by Chang et al. [24], respectively, are suitable for measuring the CSWTs of
ST type microdrills, while that developed by Chang and Wu [25] can be applicable to both
ST and UC type ones. However, some of the above-mentioned nondestructive geometry
measuring systems may not be easily universalized because of the higher hardware cost
and/or lower availability (due to the import/export control on strategic commodities) of
some of their key measuring devices. Besides the measurement of CSGPs, Jaini et al. [26]
have developed a specific computer vision algorithm for measuring the axial straightness
errors and radial runout amounts of microdrills. Without the use of optical-based devices,
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Beruvides et al. [27] have studied the runout detection in microdrilling via online measured
force signals and a neural network-based model.

In addition, a conventional procedure for carrying out the cross-sectional geome-
try measurements (for the purpose of sampling inspection) is still employed by certain
microdrill manufacturers. In the conventional sampling inspection procedure, the drill
body of a microdrill sample is ground off by a microdrill grinder to yield certain ground
cross-sections (similar to those shown in Figure 1), while their corresponding CSWTs (and
also CSODs) are measured by a measuring microscope. Such a destructive measuring
procedure is completely manually operated by experienced inspectors and may not have
good efficiency and accuracy. In order to automate and improve the manually operated
procedure, Chang et al. [28] have proposed a vision-aided automation system, character-
ized by the integration of a grinding module and two specific machine vision modules, for
carrying out the destructive web thickness measurement via a dedicated automation pro-
cess. As compared with the nondestructive measuring systems [23–25], such a vision-aided
automation system could have benefits of lower hardware cost and higher availability
of key devices, although the arrangement of its two machine vision modules could be
disadvantageous to achieve a compact design. It should also be noted that the automated
measuring process (AMP) developed in Chang et al.’s work [28] is suitable for measuring
the CSWTs of ST type microdrills, but not the CSWTs of UC type ones nor the CSODs of
ST or UC type ones. In this process, two approaches called the shortest-distance (SD) and
the minimum common-tangent-circle (MCTC) approaches are developed to calculate the
CSWTs of ST type microdrills. However, both the SD and MCTC approaches cannot be
applied to calculate the CSWTs of UC type microdrills, since they theoretically cannot be
applied to cross-sections characterized by a pair of nonconcave flute contours. In addition,
the approach for measuring the CSODs of ST or UC type microdrills was not developed
in their study. Hence, further improvements on hardware design and AMP are still re-
quired to develop a more comprehensive system for carrying out the destructive and visual
measurements of the CSWTs and CSODs of both ST and UC type microdrills.

According to the literature review, it can be understood that the destructive and visual
measuring system and method for the essential CSGPs of microdrills still need to be im-
proved for comprehensively automating the conventional sampling inspection procedure.
To this end, an automation system improved from the one proposed by Chang et al. [28], for
both the hardware and the AMP, is presented in this study for carrying out the destructive
and visual measurements of the CSWTs and CSODs of both ST and UC type microdrills.
Experiments for measuring the CSWTs and CSODs of certain microdrill samples were
conducted to evaluate the actual effectiveness of the developed system.

2. Hardware Design and Construction of the Improved Automation System

In order to automate the conventional sampling inspection procedure, the hardware
of the automation system proposed by Chang et al. [28] primarily consists of a dual-axis
motion module, a grinding module, and two machine vision modules. Its dual-axis motion
module is applied to move (or feed) and position a microdrill sample to be measured, and
its grinding module is applied to grind off the drill body of that sample. One of its machine
vision modules is applied to visually position the drilltip of that sample (relative to the
grinding wheel of the grinding module) before the grinding off operation, and the other
machine vision module is applied to visually measure the CSWTs of ground cross-sections
of that sample. The essential functions of such an automation system must be equally
realized by the improved one developed in this study.

The hardware of an improved automation system was innovatively developed ac-
cording to the essential functions and was then constructed. In concept, the improved
hardware primarily consists of a dual-axis motion module, a grinding module, and merely
one machine vision module that can be innovatively applied to position the drilltip and
to measure the CSGPs. As merely one innovative machine vision module is required, a
more compact and lower cost hardware design, as compared with that of the previous
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system [28], can be achieved. The setup of the constructed hardware of the improved
automation system is shown in Figures 3 and 4, and its hardware modules and system
integration are described in the following sections.
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2.1. Hardware Modules

As indicated in Figure 3, the foundation of the constructed hardware was a cabinet-
type base with high rigidity, and a dual-axis motion module, a grinding module, and a
machine vision module were all mounted on the top of the cabinet-type base. The dual-
axis motion module primarily consisted of an X-axis linear motion table (LMT) serially
combined with a Y-axis LMT, while a microdrill fixture was installed on the moving stage of
the Y-axis LMT. The driving mechanism of the X-axis LMT consisted of a Misumi BSX1505
C3 class ballscrew unit (with a nominal lead of 5 mm) coupled to an Oriental Motor
(OM) VEXTA RK566BAE 5-phase stepping motor, while that of the Y-axis LMT consisted
of Misumi BSX1202 C3 class ballscrew unit (with a nominal lead of 2 mm) coupled to
an OM VEXTA PK545BW 5-phase stepping motor. In addition, two sets of Renishaw
RGH41X/RGS40S optical linear encoders (with a fine resolution of 1 µm) were installed
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in the X- and Y-axis LMTs, respectively, as their positioning sensors. According to the
orthogonal traveling directions of X- and Y-axis LMTs, the X-, Y-, and Z-directions of the
entire machine could thus be defined, as indicated in Figures 3 and 4a. As indicated in
Figure 4, the microdrill fixture, designed for holding the shank of a microdrill sample, was
characterized by a simple and reliable three-point clamping formed by a V-grooved bracket,
a hinged pressing plate, and an extension spring used for a pre-loading purpose. The central
axis (i.e., the rotational axis) of a held microdrill sample would be parallel to the Y-direction.
As a result, the setup of the dual-axis motion module could enable a held microdrill sample
to be precisely moved (or fed) and positioned along the X- and/or Y-directions.
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As shown in Figure 3a, the grinding module primarily consisted of a customized
grinder unit driven by an OM 5IK90A-BW2 induction motor. The grinder unit primarily
consisted of a GMN Paul Müller Industrie TSA-50x160-6004 grinding spindle (with its
radial and axial runouts within 3 and 1 µm, respectively) with an installed Asahi Diamond
Industry SD1000-600P100B3.0 grinding wheel. The end face of the installed grinding wheel
is specially formed by an inner annular portion (the ocher-colored portion with a code
of SD600P100B3.0) and an outer annular portion (the dark-green-colored portion with a
code of SD1000P100B3.0); the inner and outer annular portions were applied for roughly
grinding off the drill body and finishing the ground cross-sections, respectively, via the
surface grinding process. The rotational axes of the grinding unit and the induction motor
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were both parallel to the Y-direction. The induction motor was set to rotate at a constant
rotary speed of 3200 rpm, and a belt-pulley mechanism with a velocity ratio of 2 was used
to connect the induction motor and the grinding spindle. As a result, the setup of the
grinding module could enable the grinding wheel to be driven at a constant rotary speed
of 6400 rpm for the grinding off operation.

As shown in Figure 4a, the machine vision module primarily consisted of an Imaging
Source DMK72AUC02 complementary metal-oxide-semiconductor (CMOS) camera, a
Moritex MML8-ST65S telecentric lens (with a nominal magnification of 8) coupled with
a Moritex ML-Z2X rear converter lens (with a nominal magnification of 2), a Moritex
MDRL-CW16-NS diffuse ring illuminator, a Moritex MCBP-CW3430 collimated backlight
illuminator, and a specially designed optical subset. The rear converter lens, the telecentric
lens, and the ring illuminator were sequentially and coaxially mounted on the CMOS
camera to form a camera-lens subassembly, while the CMOS camera itself was installed on
an X-Y-Z manual linear stage for fine positioning and focusing purposes. The camera-lens
subassembly could achieve an overall magnification of 16 due to the combined effects of the
telecentric and rear converter lenses, and its optical axis was set parallel to the rotational
axis of the grinding unit (i.e., along the Y-direction). The backlight illuminator was fixed
to one side of the supporting structure (block) of the grinder unit, so that the grinding
wheel could be placed between it and the camera-lens subassembly and its collimated
(parallel) light beam could be projected along the X-direction (toward the grinding wheel
and the camera-lens subassembly). As shown in Figure 4b, the optical subset, consisting of
a set of Newport BAC21AR.14 plano-concave achromatic (PCA) lenses (a set of achromatic
doublets) and a Newport 05D20ER.2 broadband silver-coated reflection mirror, was fixed to
one side of the base of the Y-axis LMT and could be precisely moved and positioned by the
X-axis LMT. That is, the optical subset and the microdrill fixture (and the held microdrill
sample) could have no relative movement along the X-direction.

Figure 5a,b show the closeup view photographs of the machine vision module under its
two actual usage conditions, while their corresponding working principles are illustrated in
Figure 6a,b, respectively. As shown in Figures 5a and 6a, when the machine vision module
is applied to visually position the drilltip of an original microdrill sample (relative to the
end face of the grinding wheel) before the grinding off operation, the microdrill sample is
moved to a prescribed position where its drilltip (and its central axis) would align with
the outer boundary edge of the grinding wheel end-face (GWEF), i.e., the edge point G,
but also keep a very small distance along the Y-direction. Meanwhile, the optical subset is
synchronously moved to the front of the telecentric lens, where the X-directional distance
between point G and the primary principle point L of the set of the PCA lenses would
equal the effective focal length f of the PCA lenses (whose nominal value is 50 mm). That
is, the ideal condition of GL = f = 50 mm would exist. When an object is placed at a Y-Z
plane where the effective focal point of the PCA lenses (i.e., point G at that ideal condition)
is located, a half-size virtual image of that object would be exactly formed at another Y-Z
plane where point V is located, for which the ideal condition of VL = f /2 = 25 mm would
exist. When the parallel light beam is projected from the backlight illuminator, it would be
reflected by the reflection mirror (set at an inclination angle of 45◦) and would then reach
the telecentric lens and finally be sensed by the CMOS camera. A ray passing through
points G, V, and L would reach a reference point R on the reflection mirror and would
then be perpendicularly reflected to reach a reference point T on the telecentric lens. The
ideal condition of this optical design is that the sum of the three distances VL, LR (denoted
by dLR), and RT (denoted by dRT) would equal the working distance of the telecentric
lens (denoted by dw with a nominal value of 64.9 mm), that is, the ideal condition of
VL + LR + RT = f /2 + dLR + dRT = dw = 64.9 mm or LR + RT = dLR + dRT = 39.9 mm would
exist. Therefore, when the ring illuminator is not switched on, a half-size virtual image
of the dark shadows of the drilltip of the microdrill sample and of part of the grinding
wheel would be sensed and captured by the CMOS camera. Such a virtual image of dark
shadows (called a side-viewed image hereinafter) would be captured under a resultant
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magnification of 8, because of the optical effect of the PCA lenses, and would further be
used to position the drilltip (i.e., to measure the axial distance between the drilltip and
the GWEF). Due to a lower magnification, the area of the resultant field of view (FOV) of
this optical design would be four times that of the camera-lens subassembly itself; such a
larger FOV should be more appropriate for the application of positioning the drilltip. In
other words, a larger FOV means that a larger axial distance between the drilltip and the
grinding wheel could be maintained when capturing their side-viewed images, so that the
interference between the two objects could be more easily avoided.
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Figure 5. Closeup views of the machine vision module under its actual usage conditions: (a) the
application for positioning the drilltip; (b) the application for measuring the CSGPs.

As shown in Figures 5b and 6b, when the machine vision module is applied to visually
measure the CSGPs of a ground microdrill sample, the microdrill sample would be moved
to another prescribed position where its ground cross-section would be located at the
front of the telecentric lens and be focused properly; for which, the axial (Y-directional)
distance between the ground cross-section and the telecentric lens would ideally equal
the nominal working distance of the telecentric lens (i.e., dw = 64.9 mm). Meanwhile, the
optical subset would be synchronously moved to keep a proper distance from the front
of the telecentric lens. When the ring illuminator is switched on, part of the diffused light
beams projected from it would reach the ground cross-section and would then be reflected
into the telecentric lens and finally be sensed by the CMOS camera. Therefore, a bright
surface image of the ground cross-section (called an axial-viewed image hereinafter) would
be sensed and captured by the CMOS camera under a magnification of 16. Such a high
magnification would lead to a tiny FOV and a fine resolution, which should be appropriate
for the application of measuring the CSGPs. In addition, the parallel light beam projected
from the backlight illuminator would not influence the measurement, since it would not
illuminate the ground cross-section and not be reflected into the telecentric lens by the
optical subset. Thereby, the backlight illuminator would not need to be switched off under
this usage condition. As a result, the setup of the machine vision module, characterized by
several conventional machine vision components in combination with the innovative and
lower cost optical subset, could enable the drilltip to be visually positioned and the CSGPs
to be visually measured via captured side- and axial-viewed images, respectively.
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Figure 6. Illustrations of the working principles of the machine vision module: (a) the application for
positioning the drilltip; (b) the application for measuring the CSGPs.

2.2. System Integration

The entire functional block diagram of the developed system is depicted in Figure 7.
For accomplishing the system integration, a host personal computer (PC) was prepared
to control, manipulate, and monitor the hardware modules of the entire machine. The
functional connections between the host PC and the hardware modules were divided into
three subsets: the motion control subset, the switching subset, and the image acquisition
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subset. The motion control subset was applied to manipulate the stepping motors of the
dual-axis motion module via a National Instruments (NI) PCI-7340 motion control card
installed on the motherboard of the host PC. The motion control card was electrically
connected to the drivers of the two stepping motors. The stepping motor of the X-axis LMT
was driven via an OM VEXTA RKD514L-A stepping motor driver, and that of the Y-axis
LMT via an OM VEXTA RKD507-A stepping motor driver, while their angular resolutions
were set to 5000 and 2000 step/rev, respectively. Thereby, the X- and Y-axis LMTs could
both achieve a fine positioning resolution of 1 µm/step according to the nominal leads
of their ballscrew units. The signals of the installed optical linear encoders were fed back
to the motion control card for sensing the reference positions of both LMTs as well as for
executing closed-loop control, and the extreme positions of both LMTs were detected by
Renishaw A-9531-0251 limit switches (magnets) installed in them.
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Figure 7. Functional block diagram of the improved automation system.

The switching subset was applied to switch on/off the induction motor and the ring
illuminator via an NI PCI-6221 data acquisition (DAQ) card installed on the motherboard of
the host PC. The DAQ card was electrically connected to a relay unit attached to the induc-
tion motor and the light source regulator of the ring illuminator. (Two customized Fadracer
Technology VR-ML1505 type light source regulators were used to power and adjust the
ring and backlight illuminators, respectively; that of the backlight illuminator did not need
to be connected to and manipulated by the switching subset.) Two independent analog
voltage signals were generated and outputted by the DAQ card for triggering/untriggering
the relay unit and the light source regulator, respectively, thereby the induction motor and
the ring illuminator were accordingly switched on/off.

The image acquisition subset was applied to manipulate the CMOS camera for captur-
ing the required digital images and then storing them in the host PC, for which the CMOS
camera was electrically connected to the host PC via a universal serial bus (USB) port. Each
captured digital image (a side- or axial-viewed image) consisted of a 2592 × 1944 array of
pixels with 8-bit grayscale values ranging from 0 (black) to 255 (white). For a captured side-
viewed image, its conversion factor corresponding to the physical dimension was found to
be 0.323 µm/pixel by means of spatial calibration for computer vision [29,30]; that for a cap-
tured axial-viewed image was found to be 0.165 µm/pixel. Thereby, real-world FOV areas of
the captured side- or axial-viewed images were approximately 837 × 628 or 428 × 321 µm2,
respectively. Additionally, by means of the sub-pixel localization algorithm [29,30], the-

75



Machines 2023, 11, 581

oretically estimated resolutions of 1/25 pixel for the side- and axial-viewed images (i.e.,
0.0129 and 0.0066 µm, respectively) could be achieved. Two captured side-viewed images
are shown in Figure 8a,b, in which dark shadows of part of the grinding wheel and of
the drilltip of an original or ground microdrill sample with a bright background can be
clearly observed. Two captured axial-viewed images are shown in Figure 8c,d, in which
ground cross-sections of a UC or ST type microdrill sample (the bright objects) with a dark
background can be clearly observed.
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Figure 8. Digital images captured by the machine vision module: (a) a side-viewed image of an
original microdrill sample; (b) another side-viewed image of a ground microdrill sample; (c) an axial-
viewed image of a ground cross-section; (d) an axial-viewed image of another ground cross-section.

After the three subsets had been successfully set up, the required human-machine in-
terface software and key programs (for motion control, logic control, and image processing)
were developed, integrated, and tested in the NI LabVIEW environment, which enabled
the constructed hardware system to be applied to execute an AMP that is introduced in
Section 3.

3. The Automated Measuring Process (AMP)

In order to establish an AMP that is suitable for measuring the CSWTs and CSODs
of both ST and UC type microdrills with the use of the improved automation system, the
AMP proposed by Chang et al. [28] is extended and improved in this work. As a result,
a more comprehensive AMP with specific image processing operations, which primarily
consists of five essential sub-processes, is established, and its main flowchart is shown in
Figure 9. The main steps in this flowchart are described as follows:
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Step 1. Start the AMP, and let the moving stages of both the X- and Y-axis LMTs return to
their prescribed home positions, respectively. Subsequently, go to the next step.

Step 2. Put a microdrill sample into the microdrill fixture to hold its shank (which should
be manually operated). Subsequently, go to the next step.

Step 3. Input Nc specified axial positions of the drill body of the microdrill sample to
be measured, for which an axial position, denoted by lc = lc(i) for a counting
index i = 1, 2, . . . , Nc, is defined as the axial distance from the drilltip to a cross-
section to be ground off and measured. Subsequently, let the counting index i = 1,
and go to the next step.

Step 4. Move the microdrill sample to the first prescribed position, where its drilltip (or
a certain ground cross-section) would keep a small distance from the GWEF, as
illustrated in Figure 6a. Subsequently, go to the next step.

Step 5. Execute a drilltip positioning (DP) sub-process (described in Section 3.1), so that
the drilltip (or a certain ground cross-section) of the microdrill sample would be
precisely positioned to keep a small axial distance dp from the GWEF (via the
cooperation of the Y-axis LMT and the machine vision module). Subsequently, go
to the next step.

Step 6. Switch on the induction motor for activating the grinding wheel. Subsequently,
go to the next step.

Step 7. Execute a grind-off (GO) sub-process (described in Section 3.2), so that the drill
body of the microdrill sample would be ground off to the ith specified axial
position (via the cooperation of the dual-axis motion and grinding modules).
Subsequently, go to the next step.

Step 8. Switch off the induction motor to stop the grinding wheel. Subsequently, move
the ground microdrill sample to the second prescribed position where its ground
cross-section would be located in front of the telecentric lens at a distance close to
the nominal working distance, as illustrated in Figure 6b, and go to the next step.

Step 9. Switch on the ring illuminator, and execute an auto-focusing (AF) sub-process
(described in Section 3.3), so that the ground cross-section of the microdrill sample
would be clearly focused and its axial-viewed image would be captured (via the
cooperation of the Y-axis LMT and the machine vision module). Subsequently, go
to the next step.

Step 10. Execute a web thickness measuring (WTM) sub-process (described in Section 3.4),
so that the CSWT would be visually measured via the axial-viewed image cap-
tured in Step 9. Subsequently, go to the next step.

Step 11. Execute an outer diameter measuring (ODM) sub-process (described in Section 3.5),
so that the CSOD would be visually measured via the axial-viewed image cap-
tured in Step 9. Subsequently, go to the next step.

Step 12. Switch off the ring illuminator. Subsequently, let the counting index i = i + 1, and
check if i > Nc. If so, go to the next step. Else, go to Step 4.

Step 13. Output all the measured values (and related data) of the CSWTs and CSODs.
Subsequently, go to the next step.

Step 14. Once again let the moving stages of both the X- and Y-axis LMTs return to their
prescribed home positions. Subsequently, remove the destructivelly measured mi-
crodrill sample from the microdrill fixture (which should be manually operated),
and stop the AMP.

As can be seen, the DP, GO, AF, WTM, and ODM sub-processes must be included
in the established AMP. Although the DP, GO, and WTM sub-processes are adopted in
Chang et al.’s AMP [28], the AF and ODM sub-processes are newly added ones, while the
WTM sub-process presented in this work is an improved one with better applicability.
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Figure 9. Main flowchart of the established AMP.

3.1. Drilltip Positioning (DP) Sub-Process

This sub-process is basically identical to that adopted by Chang et al. [28]. When
the microdrill sample has been moved to the first prescribed position (during Step 4), it
is then moved a small axial distance (whose value was set to 50 µm (≈154.80 pixels in a
side-viewed image)) toward the GWEF (via the Y-axis LMT) and a side-viewed image is
captured and stored as a temporary file. The two captured images shown in Figure 8a,b
correspond to the counting index i = 1 and i > 1, respectively.

Subsequently, edge detection for the captured side-viewed image is performed, as
shown in Figure 10a or Figure 10b; a rectangular region of interest (ROI), numbered ROI #1,
is assigned to appropriately cover the shadows of the two objects appearing in the FOV. The
concept of one-dimensional (1D) edge detection [25,28–34] (described in Appendix A) is
applied for performing a bilateral edge detection. To this end, multiple horizontal grayscale
profiles (with an equal vertical interval of 1 pixel) are scanned along the axial direction (i.e.,
the Y-direction) with their search directions being bilaterally outward from the middle of
ROI #1. According to the detected locations where sudden changes of grayscale values
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occur, two groups of edge points (i.e., the left and right edges indicated in the figures)
with a Y-directional sub-pixel resolution can thus be obtained. Furthermore, as shown
in Figure 10c or Figure 10d, the rightmost edge point among the left group (denoted by
G) and the leftmost edge point among the right group (denoted by D) are extracted to
calculate their horizontal distance, dp. The visually measured distance dp is regarded as the
positioning distance between the drilltip (or a certain ground cross-section) and the GWEF
at that moment.
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Figure 10. Illustrative examples of the image processing procedure for the DP sub-process: (a) edge
detection for a side-viewed image; (b) edge detection for another side-viewed image; (c) measuring
the positioning distance between the drilltip and the GWEF; (d) measuring the positioning distance
between a certain ground cross-section and the GWEF.

The criterion for stopping this sub-process is dp being less than or equal to a prescribed
positioning distance (the condition of dp ≤ 500 µm (≈1547.98 pixels in a side-viewed image)
was given). If not, the cycle of moving the microdrill sample forward a small axial distance,
capturing and storing a side-viewed image, and performing the bilateral edge detection
is repeated until the given criterion can be achieved. The actual positioning distance dp
obtained in the final cycle is stored for further usage (in the GO sub-process).

3.2. Grind-Off (GO) Sub-Process

This sub-process is similar to that adopted by Chang et al. [28]. Two situations
corresponding to the counting index i = 1 (for grinding off an original microdrill) and i > 1
(for regrinding off a ground microdrill) both exist in this sub-process and their schematic
diagrams are depicted in Figure 11a,b, respectively.
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Figure 11. Schematic diagrams of the GO sub-process: (a) grinding off an original microdrill;
(b) regrinding off a ground microdrill.

For the situation of i = 1, the axial distance between the cross-section of the original
microdrill sample to be ground off and the GWEF is (dp + lc(1)), as shown in Figure 11a;
the actual positioning distance dp has been obtained in the DP sub-process, and lc(1) is
the specified axial distance from the drilltip to the reference point O of the 1st specified
axial position. The microdrill sample is moved a prescribed transverse distance along the
negative X-direction (via the X-axis LMT) and is then moved an axial distance of (dp + lc(1))
along the positive Y-direction (via the Y-axis LMT), so that the drill body to be ground off
can be moved to a specific location with a small transverse distance (of several millimeters)
from the inner annular portion of the grinding wheel, where the reference point O can be
aligned with the GWEF. Subsequently, the microdrill sample is fed transversely along the
positive X-direction (via the X-axis LMT) to perform the grinding off operation, that is, to
roughly grind off the drill body and finish the ground cross-section.

For the situation of i > 1, the axial distance between the cross-section of the ground
microdrill sample to be reground off and the GWEF is (dp + ∆c(i)), as shown in Figure 11b;
the actual positioning distance dp has been obtained in the DP sub-process, and ∆c(i) is an
increment amount calculated by

∆c(i) = lc(i) − lc(i−1) (1)

which is the axial distance from the previously ground cross-section to the reference point
O of the ith specified axial position. Similar to the situation of i = 1, the microdrill sample
is moved a prescribed transverse distance along the negtive X-direction (via the X-axis
LMT) and is then moved an axial distance of (dp + ∆c(1)) along the positive Y-direction (via
the Y-axis LMT), so that the remaining drill body to be reground off can also be moved
to a specific location with a small transverse distance (of several millimeters) from the
inner annular portion of the grinding wheel, where the reference point O can be aligned
with the GWEF. Subsequently, the microdrill sample is fed transversely along the positive
X-direction (via the X-axis LMT) to perform the grinding off operation, i.e., to roughly
regrind off the remaining drill body and finish the reground cross-section.

The feed rate for performing the grinding off operations was set to 0.1 mm/s. When
the microdrill sample has been fed to a specific position leaving a small transverse distance
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(of several millimeters) from the outer boundary of the GWEF, this sub-process is stopped.
The ground microdrill sample is then transversely moved to the front of the telecentric
lens (during Step 8), as shown by the ends of the moving trajectories of point O shown
in Figure 11.

3.3. Auto-Focusing (AF) Sub-Process

This sub-process is based on the application of two-dimensional discrete Fourier
transform (2D-DFT) [29,31–33]. When the microdrill sample has been moved to the second
prescribed position (during Step 8), an axial-viewed image of its ground cross-section is
then captured and stored as a temporary file. For a digital grayscale image g(x, y) consisting
of an N ×M matrix of grayscale values, its 2D-DFT can be computed by [29,31–33]

EF(u, v) =
1

MN

M−1

∑
x=0

N−1

∑
y=0

g(x, y)e−j2π( ux
M +

vy
N ) (2)

in which u and v are the 2D frequency variables and j =
√
−1. For the captured axial-

viewed image (with N = 1944 and M = 2592), its Fourier spectrum can thus be computed
and depicted.

In Figure 12a, four axial-viewed images captured from an unfocused condition to
a clearly focused condition are presented, while their corresponding centered (shifted)
Fourier spectra are depicted in Figure 12b. (Note that the four Fourier spectra are all
depicted from u = 0 to u = 0.35M and from v = 0 to v = 0.35N, and the origin (i.e., u = 0
and v = 0) is located at the center of each 2D spectral plot.) As can be observed, higher
spectrum intensities (with brighter colors) are concentrated in the low-frequency domains
of the 2D spectral plots, especially the clearly focused one. Therefore, a weighted sum of
squares of the spectrum intensities in the low-frequency domain (from u = 0 to u = 0.25M
and from v = 0 to v = 0.25N), denoted by Swl, can be obtained by

Swl =
(M/4)−1

∑
u=0

(N/4)−1

∑
v=0

(u2 + v2)|EF(u, v)|2 (3)

which can be used to evaluate the focusing condition. By specifying a focusing search range
according to the reference position of the Y-axis LMT being increased from Y = Yf(b) to
Y = Yf(f), the value of the weighted sum of squares, Swl, is a function of the Y-axial position,
i.e., Swl = Swl(Y). Thereby, a relative focusing index, Γ, can defined as

Γ(Y) =
Swl(Y)

Swl(max)
for Y f (b) ≤ Y ≤ Y f (f) (4)

in which Swl(max) is the global maximum value of Swl(Y) within the specified focusing
search range. Figure 13 shows an illustrative example of the variation curve of the relative
focusing index Γ with respect to the Y-axial relative position (within a range of 880 µm),
for which 89 axial-viewed images were captured sequentially with a positional increment
of 10 µm. As can be observed, when the condition of Γ(Y) = 1 (i.e., Swl(Y) = Swl(max)) is
achieved, the axial-viewed image captured at that Y-axial position can be regarded as an
optimally focused one. Nevertheless, obtaining the variation curve of Γ(Y) for each ground
cross-section is quite time-consuming.
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In order to efficiently search for the optimal focusing position within the specified
focusing search range, the bisection method [35] is applied in this sub-process. To this end,
three axial-viewed images corresponding to the backmost, middle, and frontmost Y-axial
positions (within the search range) are captured and stored, and their yielded values of Swl
are calculated and ordered (denoted by Swl(BS,min), Swl(BS,mid), and Swl(BS,max) in ascending
order). For evaluating the focusing condition, a relative difference ratio, rf, can be defined as

r f =
Swl(BS,max) − Swl(BS,mid)

Swl(BS,max)
(5)

The criterion for stopping this sub-process is rf being less than or equal to a prescribed
small value (the condition of rf ≤ 0.05 was given). If not, the search range is updated
(according to the range between the two Y-axial positions where Swl(BS,mid) and Swl(BS,max)
occur, respectively), and the cycle of capturing and storing the three axial-viewed images
within the updated search range and then calculating and ordering their yielded values
of Swl is repeated until the given criterion can be achieved. Among the three axial-viewed
images captured in the final cycle, the one yielding a value of Swl(BS,max) can meet the
condition of Γ(Y) ≈ 1 (i.e., Swl(BS,max) ≈ Swl(max)) and is stored as an optimally focused one
for further usage (in the WTM and ODM sub-processes).

Machines 2023, 11, x FOR PEER REVIEW 18 of 34 
 

 

𝑟 =
𝑆 (BS,max) − 𝑆 (BS,mid)

𝑆 (BS,max)
 (5)

The criterion for stopping this sub-process is rf being less than or equal to a prescribed 
small value (the condition of rf ≤ 0.05 was given). If not, the search range is updated (ac-
cording to the range between the two Y-axial positions where Swl(BS,mid) and Swl(BS,max) occur, 
respectively), and the cycle of capturing and storing the three axial-viewed images within 
the updated search range and then calculating and ordering their yielded values of Swl is 
repeated until the given criterion can be achieved. Among the three axial-viewed images 
captured in the final cycle, the one yielding a value of Swl(BS,max) can meet the condition of 
Γ(Y) ≈ 1 (i.e., Swl(BS,max) ≈ Swl(max)) and is stored as an optimally focused one for further usage 
(in the WTM and ODM sub-processes). 

 
Figure 13. Illustrative example of the variation curve of the relative focusing index Γ with respect to 
the Y-axial relative position. 

3.4. Web Thickness Measuring (WTM) Sub-Process 
This sub-process is improved from that adopted by Chang et al. [28]. An illustrative 

example of this sub-process is presented in Figure 14. As the sequential image processing 
operations shown in Figure 14a–k are basically identical to those used by Chang et al. [28], 
their concepts are described briefly. The sequential operations shown in Figure 14l–o re-
gard a specific approach called the best-fit circle (BFC) approach, whose fundamental has 
been preliminarily studied by the authors [34] and is explained in this section. 

Figure 14a shows an original axial-viewed image obtained at the end of Step 9, and a 
global coordinate system o-xy is consistently set on the image. This original grayscale im-
age is enhanced via a grayscale transformation function [28] for adjusting its brightness, 
contrast, and gamma values, so that the ground cross-section can be highlighted relative 
to the background. The enhanced grayscale image, shown in Figure 14b, is stored as a 
temporary file and is transformed into a binary image (consisting of pixels with 1-bit bi-
nary values of zeros (black) and ones (white)) via a thresholding approach [29,30]. The 
transformed binary image, shown in Figure 14c, is dealt with by specific morphological 
operations [29–31] to fill holes (black pixels) within the cross-section and to eliminate thin 
protrusions and isolated particles (white pixels) around the cross-section, as shown by the 

Figure 13. Illustrative example of the variation curve of the relative focusing index Γ with respect to
the Y-axial relative position.

3.4. Web Thickness Measuring (WTM) Sub-Process

This sub-process is improved from that adopted by Chang et al. [28]. An illustrative
example of this sub-process is presented in Figure 14. As the sequential image processing
operations shown in Figure 14a–k are basically identical to those used by Chang et al. [28],
their concepts are described briefly. The sequential operations shown in Figure 14l–o regard
a specific approach called the best-fit circle (BFC) approach, whose fundamental has been
preliminarily studied by the authors [34] and is explained in this section.
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𝐎 ( ) =
𝑥 ( )

𝑦 ( )
=

−𝑎 ( )/2

−𝑏 ( )/2
 (9)

𝐷 ( ) = 𝑎 ( ) + 𝑏 ( ) − 4𝑐 ( ) (10)

The root-sum-square (RSS) error of the LS circle-fi ing for the kth iteration is defined as 

𝜀 ( ) = (𝑥 + 𝑦 + 𝑎 ( )𝑥 + 𝑏 ( )𝑦 + 𝑐 ( ))  (11)

 

 

Machines 2023, 11, x FOR PEER REVIEW 21 of 34 
 

 

 

 

 
Figure 14. Illustration of the sequential operations of the WTM sub-process. 

Figure 14l shows the fi ed circle CF(1) for the 1st iteration. Obviously, the major parts of 
theoretical points on contours ФP1 and ФP2 (i.e., all points of {F}1) are enclosed by circle CF(1). 
That is, circle CF(1) is too large to be a representative common tangent circle for measuring 
the CSWT. Therefore, partial points of {F}1 that are outside circle CF(1) are excluded for 
performing the next circle-fi ing iteration. For the kth iteration, the group of theoretical 
points {F}k is thus updated by 

{𝐅} = {𝐅} ∖ (𝑥 , 𝑦 ) 𝑥 + 𝑦 − (𝐷 ( )/4) > 0  (12)

Thereby, the updated group {F}2 is within circle CF(1), as shown in Figure 14m. Subse-
quently, an updated fi ed circle CF(2) can be obtained by using Equations (8)–(10) with all 
points of {F}2 being involved, as shown in Figure 14n. It can be observed that circle CF(2) is 
smaller than circle CF(1). Expectedly, the following circle-fi ing iterations would lead to 
the fi ed circles being gradually closer to a representative common tangent circle for 
measuring the CSWT. The iterative procedure is terminated if one of the following condi-
tions is satisfied: (i) the RSS error εF(k) is less than 0.5 pixels (or 0.1 µm) or (ii) the number 
of all points of {F}k is less than 4. When the iterative procedure is terminated at the kth 
iteration, as shown in Figure 14o, the fi ed circle CF(k) is regarded as the resultant best-fit 
circle (denoted by Ct(BF)), i.e., the representative common tangent circle for measuring the 
CSWT. As a result, the visually measured CSWT w can be obtained by 

Figure 14. Illustration of the sequential operations of the WTM sub-process.

84



Machines 2023, 11, 581

Figure 14a shows an original axial-viewed image obtained at the end of Step 9, and
a global coordinate system o-xy is consistently set on the image. This original grayscale
image is enhanced via a grayscale transformation function [28] for adjusting its brightness,
contrast, and gamma values, so that the ground cross-section can be highlighted relative
to the background. The enhanced grayscale image, shown in Figure 14b, is stored as
a temporary file and is transformed into a binary image (consisting of pixels with 1-bit
binary values of zeros (black) and ones (white)) via a thresholding approach [29,30]. The
transformed binary image, shown in Figure 14c, is dealt with by specific morphological
operations [29–31] to fill holes (black pixels) within the cross-section and to eliminate thin
protrusions and isolated particles (white pixels) around the cross-section, as shown by
the modified binary image shown in Figure 14d. The exterior contour of the cross-section
(formed by a group of white pixel points) in this modified binary image (denoted by Φ) is
extracted via a boundary extraction operation [31], as shown in Figure 14e, and the centroid
(i.e., the average position of all pixel points) of contour Φ (denoted by Oc) is calculated,
as indicated in Figure 14f. As shown in Figure 14g, a certain pixel point E1 on contour
Φ is extracted as a reference point by finding a pixel point having the shortest Euclidean
distance among those between all pixel points on contour Φ and centroid Oc. Thereby,
another reference point E2 can be determined by finding a point satisfying the condition
of OcE1 + OcE2 = 0 (see Figure 14h), which may not exactly coincide with (but is quite
close to) contour Φ. Points E1 and E2 are regarded as two reference points for the pair of
flute contours of the cross-section (as shown by contour ΦF of Figure 2). Subsequently,
two rectangular ROIs centered at points E1 and E2 with their orientations dependent on
vector ±E1E2, numbered ROI #2 and ROI #3, respectively, are assigned to appropriately
cover parts of the pair of flute contours, as shown by the operation shown in Figure 14i.
In addition, the length of each ROI (vertical to vector ±E1E2) can be 80 to 95 percent of
the Euclidean distance between points E1 and E2, and the width of each ROI (parallel
to vector ±E1E2) is approximately 80 percent of that Euclidean distance. The determined
ROI #2 and ROI #3 are then assigned to the enhanced grayscale image (see Figure 14j) for
performing unidirectional edge detections within the two ROIs, as shown by the operation
shown in Figure 14k. The inward direction parallel to vector ±E1E2 is defined as the
unitary search direction (USD) of each ROI, and the concept of 1D edge detection [25,28–34]
(described in Appendix A) is applied for the unidirectional edge detection. To this end,
multiple USD-parallel grayscale profiles (with an equal interval of 1 pixel vertical to the
USD) are scanned along the USD of each ROI. Two groups (sets) of detected edge points on
the pair of flute contours (denoted by {P1} and {P2}, respectively) with a sub-pixel resolution
(along their USDs) can be obtained. Furthermore, two planar curves fitted from {P1} and
{P2}, respectively, can be obtained, as shown by the two fitted flute contours ΦP1 and ΦP2
shown in Figure 14l, while their parametric vector equations can be expressed as

ΦP1 = ΦP1(w1) =

{
xΦP1(w1)
yΦP1(w1)

}
=

{
aP1xw3

1 + bP1xw2
1 + cP1xw1 + dP1x

aP1yw3
1 + bP1yw2

1 + cP1yw1 + dP1y

}
(6)

ΦP2 = ΦP2(w2) =

{
xΦP2(w2)
yΦP2(w2)

}
=

{
aP2xw3

2 + bP2xw2
2 + cP2xw2 + dP2x

aP2yw3
2 + bP2yw2

2 + cP2yw2 + dP2y

}
(7)

in which w1 and w2 are two independent variables regarding the order of points for each
fitted contour, and the x- and y-components of each fitted contour are represented as cubic
polynomials of w1 or w2 with their coefficients being solved by using the least-squares (LS)
polynomial-fitting approach [35].

The BFC approach, illustrated in Figure 14l–o, is based on the application of the LS
circle-fitting approach [36–38] in combination with a specific iterative procedure [34]. An
initial group (set) of theoretical points on both fitted contours (denoted by {F}k = {ΦP1, ΦP2}k
for k = 1) can be calculated via Equations (6) and (7). The coordinate of each theoretical
point can be represented as Fm = {xFm yFm}T for m = 1, 2, . . . , nFk, and nFk is the number of
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all points of {F}k. The LS circle-fitting approach is repeatedly executed with all points of
{F}k being involved and updated in every iteration. For the kth iteration, three coefficients
aF(k), bF(k), and cF(k) of the equation of a fitted circle CF(k) can be solved by [38]
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The center and diameter of the fitted circle CF(k), denoted by OF(k) and DF(k), respectively,
can thus be determined by [38]

OF(k) =

{
xOF(k)
yOF(k)

}
=

{−aF(k)/2
−bF(k)/2

}
(9)

DF(k) =
√

a2
F(k) + b2

F(k) − 4cF(k) (10)

The root-sum-square (RSS) error of the LS circle-fitting for the kth iteration is defined as

εF(k) =

√√√√
nFk

∑
m=1

(x2
Fm + y2

Fm + aF(k)xFm + bF(k)yFm + cF(k))
2 (11)

Figure 14l shows the fitted circle CF(1) for the 1st iteration. Obviously, the major
parts of theoretical points on contours ΦP1 and ΦP2 (i.e., all points of {F}1) are enclosed by
circle CF(1). That is, circle CF(1) is too large to be a representative common tangent circle
for measuring the CSWT. Therefore, partial points of {F}1 that are outside circle CF(1) are
excluded for performing the next circle-fitting iteration. For the kth iteration, the group of
theoretical points {F}k is thus updated by

{F}k+1 = {F}k\
{
(xFm, yFm)

∣∣∣x2
Fm + y2

Fm − (D2
F(k)/4) > 0

}
(12)

Thereby, the updated group {F}2 is within circle CF(1), as shown in Figure 14m. Subsequently,
an updated fitted circle CF(2) can be obtained by using Equations (8)–(10) with all points of
{F}2 being involved, as shown in Figure 14n. It can be observed that circle CF(2) is smaller
than circle CF(1). Expectedly, the following circle-fitting iterations would lead to the fitted
circles being gradually closer to a representative common tangent circle for measuring the
CSWT. The iterative procedure is terminated if one of the following conditions is satisfied:
(i) the RSS error εF(k) is less than 0.5 pixels (or 0.1 µm) or (ii) the number of all points of {F}k
is less than 4. When the iterative procedure is terminated at the kth iteration, as shown
in Figure 14o, the fitted circle CF(k) is regarded as the resultant best-fit circle (denoted by
Ct(BF)), i.e., the representative common tangent circle for measuring the CSWT. As a result,
the visually measured CSWT w can be obtained by

w = Dt(BF) = DF(k) (13)

in which Dt(BF) is the diameter of the best-fit circle Ct(BF). In addition, the center of the
best-fit circle Ct(BF), denoted by Ot(BF), is equal to OF(k). When the data of obtained Dt(BF)
and Ot(BF) are stored, this sub-process is stopped. The presented WTM sub-process with the
BFC approach can be applied to measure the CSWTs of both ST and UC type microdrills.
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3.5. Outer Diameter Measuring (ODM) Sub-Process

This sub-process is based on sequential image processing operations, similar to those
in the WTM sub-process. An illustrative example of this sub-process is presented in
Figure 15. As the sequential operations shown in Figure 15a–e are essentially identical to
those shown in Figure 14a–e, their concepts will not be described again. The sequential
operations shown in Figure 15f–h are also based on the BFC approach, and those shown
in Figure 15i–l regard a specific approach called the fitted dividing line (FDL) approach;
their fundamentals have been preliminarily studied by the authors [34] and are explained
in this section.

According to the sequential operations shown in Figure 15a–e, an original axial-viewed
image, obtained at the end of Step 9, is dealt with to obtain the exterior contour of the
cross-section, Φ, in its modified binary image. Subsequently, as shown by the operations
shown in Figure 15f–h, the BFC approach is again applied. That is, an initial group (set)
of pixel points on the exterior contour Φ (denoted by {Q}l for l = 1) is extracted, for which
the coordinate of each pixel point can be represented as Qm = {xRm yRm}T for m = 1, 2, . . . ,
nQl, and nQl is the number of all points of {Q}l. The LS circle-fitting approach is repeatedly
executed with all points of {Q}l being involved and updated in every iteration. For the lth
iteration, three coefficients aQ(l), bQ(l), and cQ(l) of the equation of a fitted circle CQ(l) can be
solved by [38]
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The center and diameter of the fitted circle CQ(l), denoted by OQ(l) and DQ(l), respectively,
can thus be determined by [38]

OQ(l) =

{
xOQ(l)
yOQ(l)

}
=

{−aQ(l)/2
−bQ(l)/2

}
(15)

DQ(l) =
√

a2
Q(l) + b2

Q(l) − 4cQ(l) (16)

Additionally, the RSS error of the LS circle-fitting for the lth iteration is defined as

εQ(l) =

√√√√
nQl

∑
m=1

(x2
Qm + y2

Qm + aQ(l)xQm + bQ(l)yQm + cQ(l))
2 (17)

The fitted circle CQ(1) for the 1st iteration is illustrated in Figure 15f. Obviously, the major
parts of pixel points on contour Φ (i.e., all points of {Q}1) are enclosed by circle CQ(1). In
other words, circle CQ(1) is too small to overlap the pair of margin contours of the cross-
section (as shown by contour ΦM of Figure 2). Therefore, partial points of {Q}1 that are
inside circle CQ(1) are excluded for performing the next circle-fitting iteration. For the lth
iteration, the group of pixel points {Q}l is thus updated by

{Q}l+1 = {Q}l\
{
(xQm, yQm)

∣∣∣x2
Qm + y2

Qm − (D2
Q(l)/4) < 0

}
(18)

Thereby, the updated group {Q}2 is out of circle CQ(1), and an updated fitted circle CQ(2) can
be accordingly obtained by using Equations (14)–(16) with all points of {Q}2 being involved,
as illustrated in Figure 15g. Expectedly, the following circle-fitting iterations would lead
to the fitted circles being gradually closer to the pair of margin contours. The iterative
procedure is terminated if one of the following conditions is satisfied: (i) the RSS error εQ(l)
is less than 0.5 pixels (or 0.2 µm) or (ii) the number of all points of {Q}l is less than 15. When
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the iterative procedure is terminated at the lth iteration, as shown in Figure 15h, the fitted
circle CQ(l) is regarded as the resultant best-fit circle (denoted by Cb(BF)) that overlaps the
pair of margin contours. The center and diameter of the best-fit circle Cb(BF), denoted by
Ob(BF) and Db(BF), can also be obtained.
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edly executed with all points of {Q}l being involved and updated in every iteration. For 
the lth iteration, three coefficients aQ(l), bQ(l), and cQ(l) of the equation of a fi ed circle CQ(l) 
can be solved by [38] 
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The FDL approach, illustrated in Figure 15i–l, is based on the following procedure.
Firstly, pixel points on the pair of margin contours are extracted from the exterior contour
Φ. To this end, the Euclidean distances between all points of {Q}1 and circular center Ob(BF),
denoted by lm for m = 1, 2, . . . , nQ1, are calculated by

lm =
∥∥∥Qm −Ob(BF)

∥∥∥ =

√(
xQm − xOb(BF)

)2
+
(

yQm−yOb(BF)

)2
(19)

A criterion to judge whether a pixel point is on the pair of margin contours is
∣∣∣lm − Db(BF)/2

∣∣∣≤ εM (20)

in which εM is a specified small constant which can be arbitrarily given as 3 pixels (or
0.5 µm). Thus, a pixel point is regarded as a margin contour point if its calculated distance
lm is quite close to the radius (Db(BF)/2) of the best-fit circle Cb(BF). As a result, a group
(set) of pixel points on the pair of margin contours (denoted by {M}) can be extracted from
the exterior contour Φ, as shown in Figure 15i; the coordinate of each pixel point can be
represented as Mm = {xMm yMm}T for m = 1, 2, . . . , nM, and nM is the number of all points
of {M}. Secondly, by using the LS line-fitting approach [35] (i.e., the well-known linear
regression) with all points of {M} being involved, a fitted line (denoted by LM) can be
obtained via solving its slope aM and intercept bM by

{
aM
bM

}
=




nM
∑

m=1
x2

Mm

nM
∑

m=1
xMm

nM
∑

m=1
xMm

nM
∑

m=1
1




−1


nM
∑

m=1
xMmyMm

nM
∑

m=1
yMm





(21)

or

aM =
nM∑nM

m=1 xMmyMm −∑nM
m=1 xMm∑nM

m=1 yMm

nM∑nM
m=1 x2

Mm −
(
∑nM

m=1 xMm
)2 (22)

bM =
∑nM

m=1 x2
Mm∑nM

m=1 yMm −∑nM
m=1 xMm∑nM

m=1 xMmyMm

nM∑nM
m=1 x2

Mm −
(
∑nM

m=1 xMm
)2 (23)

As shown in Figure 15j, the fitted line LM intersects with the pair of margin contours.
Thirdly, a line perpendicular to the fitted line LM and passing through circular center Ob(BF),
denoted by LD, can be obtained via calculating its slope aD and intercept bD by

aD = −1/aM (24)

bD = yOb(BF) − aDxOb(BF) = yOb(BF) + xOb(BF)/aM (25)

The obtained line LD is called a dividing line, which can be used to divide the group of
points {M} into two sub-groups {M1} and {M2}, as indicated in Figure 15k. The criteria for
judging whether the mth pixel point belongs to sub-group {M1} or {M2} are

Mm =

{
xMm
yMm

}
∈ {M1} if yMm − (aDxMm + bD) > 0 (26)

Mm =

{
xMm
yMm

}
∈ {M2} if yMm − (aDxMm + bD) < 0 (27)

Finally, the two centroids of {M1} and {M2} (i.e., the two average positions of all pixel points
in individual sub-groups, denoted by E3 and E4, respectively) are calculated, as indicated
in Figure 15k. Thereby, two rectangular ROIs centered at points E3 and E4 with their
orientations being dependent on vector ±E3E4, numbered ROI #4 and ROI #5, respectively,

89



Machines 2023, 11, 581

are assigned to appropriately cover major parts of the pair of margin contours, as shown
by the operation shown in Figure 15l. In addition, the length of each ROI (vertical to
vector ±E3E4) is approximately 90 percent of the chord length of the margin contour, which
can be estimated by the Euclidean distance between the first and last pixel points of {M1}
or {M2}, and the width of each ROI (parallel to vector ±E3E4) can be 50 to 90 percent of the
estimated chord length.

Furthermore, the determined ROI #4 and ROI #5 are assigned to the enhanced
grayscale image (see Figure 15m) for performing unidirectional edge detections within the
two ROIs, as shown by the operation shown in Figure 15n. The inward direction parallel
to vector ±E3E4 is defined as the USD of each ROI, and the concept of 1D edge detec-
tion [25,28–34] (described in Appendix A) is applied for the unidirectional edge detection.
That is, multiple USD-parallel grayscale profiles (with an equal interval of 1 pixel vertical to
the USD) are scanned along the USD of each ROI. Two groups (sets) of edge points on the
pair of margin contours (denoted by {S1} and {S2}, respectively) with a sub-pixel resolution
(along their USDs) can be obtained. Subsequently, the LS circle-fitting approach [36–38],
as shown in Equations (8)–(11) or Equations (14)–(17), is again executed once with all
points of {S1} and {S2} being involved, and a resultant LS circle (denoted by Cb(LS)), i.e., the
representative minimum bounding circle for measuring the CSOD, can be solved, as shown
in Figure 15o. As a result, the visually measured CSOD D can be obtained by

D = Db(LS) (28)

in which Db(LS) is the diameter of the LS circle Cb(LS). In addition, the center of the LS circle
Cb(LS), denoted by Ob(LS), is also obtained. When the data of obtained Db(LS) and Ob(LS) are
stored, this sub-process is stopped. The presented ODM sub-process with the BFC and FDL
approaches can be applied to measure the CSODs of both ST and UC type microdrills.

In addition, after the execution of both the WTM and ODM sub-processes, the con-
centricity of the representative common tangent and minimum bounding circles, Ct(BF)
and Cb(LS), of a ground cross-section (denoted by ∆C) can be evaluated via calculating the
eccentricity of circular centers Ot(BF) and Ob(LS), that is,

∆C =
∥∥∥Ot(BF) −Ob(LS)

∥∥∥ (29)

The amount of concentricity ∆C can be a rule of thumb to evaluate the radial symmetry of
the ground cross-section.

4. Experimental Results and Discussion

In order to evaluate the actual effectiveness of the developed system, two series of
experiments for measuring the CSWTs and CSODs of certain ST and UC type microdrill
samples produced by several companies were conducted. The nominal outer diameter
(denoted by Dn) and flute length (denoted by lf) of each measured ST type sample were
0.30 and 5.5 mm, respectively. The measured UC type samples were of two specifications:
(i) Dn = 0.25 mm and lf = 3.9 mm and (ii) Dn = 0.20 mm and lf = 3.0 mm. The nominal
overall length and shank diameter of each sample were 38.1 and 3.175 mm (i.e., 1.5 and
0.125 inches), respectively.

4.1. Measuring Uncertainty and Accuracy Tests

This series of experiments aimed at testing the measuring uncertainty and accuracy
that could be achieved by the developed system. A ST type microdrill sample (called
sample ST1) and two UC type ones (called samples UC1 (with Dn = 0.25 mm) and UC2
(with Dn = 0.20 mm)) were measured. For each sample, its drill body was ground off to
two specified axial positions of lc = 0.15lf and 0.45lf, while its two ground cross-sections
were repeatedly focused, captured, and measured 15 times. For performing the first
measurement of each ground cross-section, the established AMP was completely executed
(from Step 1 to Step 14) once. For performing the remaining 14 measurements of each
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ground cross-section, the established AMP was repeatedly executed with Step 4 to Step 7
(i.e., the DP and GO sub-processes) being skipped. As each measured sample was manually
removed from and put into the microdrill fixture again after each measurement (according
to Step 2 and Step 14), 15 axial-viewed images of each ground cross-section appearing in
the FOV with different orientations (angular positions) could be focused and captured
for measuring the CSGPs. In addition, for comparison purposes, a Sage Vision SG-1022
measuring microscope (in combination with RVS-250 metrology software), that can achieve
a resolution of 0.01 µm and an accuracy of ±3 µm, was manually operated to repeatedly
measure the CSGPs of each ground cross-section 15 times, as shown in Figure 16.
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The statistical results of this series of experiments are listed in Tables 1–3, in which
the CSWT, CSOD, and concentricity measured by the developed automation system are
denoted by w(A), D(A), and ∆C(A), respectively, and those measured by the measuring mi-
croscope are denoted by w(M), D(M), and ∆C(M), respectively. For each CSGP, the maximum
and minimum values, mean value (denoted by µ), standard deviation (denoted by σ),
uncertainty (denoted by ũ), and statistical upper and lower bounds (denoted by β(u) and
β(l), respectively) evaluated from its 15 measured values are presented. For each CSWT
(w(A) or w(M)) and CSOD (D(A) or D(M)), the uncertainty ũ is evaluated via the well-known
3σ-band approach [39], that is,

∼
u = 3σ (30)

for which the theoretical probability within the band of ±3σ is 99.73% for a Gaussian
distribution assumption. Thereby, its statistical upper and lower bounds are

β(u) = µ +
∼
u = µ + 3σ (31)

β(l) = µ− ∼
u = µ− 3σ (32)

The uncertainty range of ±ũ (or ±3σ) can be regarded as the measuring repeatability for
each CSWT and CSOD. However, the 3σ-band approach is not suitable for evaluating
the uncertainty of each concentricity (∆C(A) or ∆C(M)), since the resultant statistical lower
bound may be a negative value that violates the essence of ∆C ≥ 0 based on Equation (29).
Hence, a modified approach is used to evaluate the uncertainty of each concentricity. To
this end, its 15 measured values are further divided into two data groups by comparing
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their individual magnitudes with the mean value µ, and the mean values and standard
deviations of the group with smaller magnitudes (denoted by µS and σS) and of that with
larger magnitudes (denoted by µL and σL) can be obtained. The condition of 0 ≤ µS <
µL essentially exists. Therefore, the modified statistical upper and lower bounds for each
concentricity are estimated by

β(u) = µL + 1.6449σL (33)

β(l) = µS − 1.6449σS (34)

for which the theoretical probability within the band of ±1.6449σ is 90% for a Gaussian
distribution assumption. Accordingly, the modified uncertainty ũ for each concentricity, as
a rule of thumb, is defined as

∼
u = β(u) − β(l) = (µL − µS) + 1.6449(σL + σS) (35)

which is a conservatively estimated band based on the Gaussian distributions of the
two divided data groups.

As can be observed in Tables 1–3, the representative statistical values (i.e., the results
of µ ± ũ) of w(A) were 118.86 ± 0.538 and 169.11 ± 0.547 µm for sample ST1, 120.12 ± 0.619
and 149.86 ± 0.964 µm for sample UC1, and 125.74 ± 0.950 and 141.68 ± 0.701 µm for
sample UC2, respectively; those of w(M) were 118.21 ± 1.771 and 169.29 ± 1.646 µm for
sample ST1, 120.24 ± 2.196 and 149.01 ± 1.959 µm for sample UC1, and 126.02 ± 1.725
and 141.16 ± 1.829 µm for sample UC2, respectively. Thereby, the developed system could
achieve a worst uncertainty range of ±1 µm for measuring the CSWTs, while that achieved
by the measuring microscope was ±2.2 µm. It can also be found that, for each cross-section,
the absolute difference between the mean values of w(A) and w(M) was significantly less
than 1 µm. By calculating the maximum absolute differences between the two measured
extremes of w(A) and the two of w(M) for each cross-section, the obtained results were 2.11
and 1.35 µm for sample ST1, 2.03 and 2.05 µm for sample UC1, and 1.26 and 1.62 µm for
sample UC2. That is, for a conservative evaluation, the relative deviation between the
measured CSWTs obtained by the developed system and by the measuring microscope
could be less than 2.2 µm. As a result, based on the narrow uncertainty range of ±1 µm
and the small relative deviation of 2.2 µm, the developed system could achieve good
repeatability and accuracy for measuring the CSWTs.

Table 1. Statistical results for the measurements of sample ST1 (Dn = 0.30 mm and lf = 5.5 mm).

Axial Position lc = 0.15lf Axial Position lc = 0.45lf
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope

Statistical Term w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

Measured maximum 119.17 295.31 1.94 119.07 295.93 18.12 169.56 292.32 2.23 170.10 292.87 19.10
Measured minimum 118.51 294.62 0.70 117.06 294.13 1.35 168.75 291.59 1.32 168.33 290.85 3.98

Mean value µ 118.86 294.89 1.13 118.21 295.09 9.11 169.11 291.94 1.92 169.29 291.70 9.57
Standard deviation σ 0.179 0.195 0.395 0.590 0.690 6.196 0.182 0.175 0.244 0.549 0.565 5.043

Uncertainty ũ 0.538 0.584 1.314 1.771 2.069 18.173 0.547 0.525 0.871 1.646 1.694 16.991
Upper bound β(u) 119.40 295.47 1.94 119.98 297.16 18.79 169.65 292.46 2.28 170.94 293.40 20.15
Lower bound β(l) 118.32 294.30 0.63 116.44 293.02 0.61 168.56 291.41 1.41 167.65 290.01 3.16
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Table 2. Statistical results for the measurements of sample UC1 (Dn = 0.25 mm and lf = 3.9 mm).

Axial Position lc = 0.15lf Axial Position lc = 0.45lf
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope

Statistical Term w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

Measured maximum 120.61 222.97 1.72 121.91 223.36 17.86 150.29 225.14 1.85 150.44 225.88 17.16
Measured minimum 119.88 222.44 0.94 119.34 221.26 1.38 149.37 224.08 0.62 148.24 223.87 1.46

Mean value µ 120.12 222.67 1.37 120.24 222.58 8.32 149.86 224.52 1.33 149.01 224.62 7.84
Standard deviation σ 0.206 0.152 0.216 0.732 0.653 5.655 0.321 0.328 0.416 0.653 0.547 4.551

Uncertainty ũ 0.619 0.456 0.770 2.196 1.958 19.304 0.964 0.985 1.332 1.959 1.641 14.995
Upper bound β(u) 120.74 223.13 1.73 122.43 224.53 20.49 150.83 225.51 1.90 150.97 226.26 16.17
Lower bound β(l) 119.50 222.22 0.96 118.04 220.62 1.18 148.90 223.54 0.56 147.05 222.98 1.18

Table 3. Statistical results for the measurements of sample UC2 (Dn = 0.20 mm and lf = 3.0 mm).

Axial Position lc = 0.15lf Axial Position lc = 0.45lf
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope
CSGP Measured by

the Developed System
CSGP Measured by

Measuring Microscope

Statistical Term w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

w(A)
(µm)

D(A)
(µm)

∆C(A)
(µm)

w(M)
(µm)

D(M)
(µm)

∆C(M)
(µm)

Measured maximum 126.35 201.85 3.32 126.64 202.71 18.74 141.93 187.22 2.66 141.94 187.83 18.64
Measured minimum 125.38 201.23 2.31 125.14 201.11 1.37 141.30 186.60 1.24 140.31 185.86 3.43

Mean value µ 125.74 201.46 2.69 126.02 201.88 6.91 141.68 186.93 1.63 141.16 186.66 10.25
Standard deviation σ 0.317 0.226 0.350 0.575 0.594 4.962 0.234 0.215 0.374 0.610 0.581 5.575

Uncertainty ũ 0.950 0.679 1.201 1.725 1.782 16.651 0.701 0.646 1.481 1.829 1.744 17.946
Upper bound β(u) 126.69 202.14 3.42 127.74 203.66 17.10 142.38 187.57 2.72 142.99 188.40 20.17
Lower bound β(l) 124.79 200.78 2.22 124.29 200.10 0.45 140.98 186.28 1.24 139.34 184.91 2.23

Furthermore, the representative statistical values of D(A) were 294.89 ± 0.584 and
291.94 ± 0.525 µm for sample ST1, 222.67 ± 0.456 and 224.52 ± 0.985 µm for sample
UC1, and 201.46 ± 0.679 and 186.93 ± 0.646 µm for sample UC2, respectively; those of
D(M) were 295.09 ± 2.069 and 291.70 ± 1.694 µm for sample ST1, 222.58 ± 1.958 and
224.62 ± 1.641 µm for sample UC1, and 201.88 ± 1.782 and 186.66 ± 1.744 µm for sample
UC2, respectively. Thereby, the developed system could achieve a worst uncertainty range
of ±1 µm for measuring the CSODs, while that achieved by the measuring microscope was
±2.1 µm. Additionally, for each cross-section, the absolute difference between the mean
values of D(A) and D(M) was considerably less than 0.5 µm. By calculating the maximum
absolute differences between the two measured extremes of D(A) and the two of D(M) for
each cross-section, the obtained results were 1.31 and 1.47 µm for sample ST1, 1.71 and
1.80 µm for sample UC1, and 1.48 and 1.36 µm for sample UC2. In other words, the relative
deviation between the measured CSODs obtained by the developed system and by the
measuring microscope could be conservatively less than 2 µm. As a result, based on the
narrow uncertainty range of±1 µm and the small relative deviation of 2 µm, the developed
system could achieve good repeatability and accuracy for measuring the CSODs.

In addition, all of the six mean values of ∆C(A) ranged between 1.13 and 2.69 µm, but
those of ∆C(M) ranged between 6.91 and 10.25 µm; their corresponding absolute differences
notably ranged between 4.22 and 8.62 µm. In addition, all of the six estimated uncertainty
bands of ∆C(A) ranged between 0.770 and 1.481 µm, however, those of ∆C(M) ranged
between 14.995 and 19.304 µm. The unreasonably large absolute differences (greater than
4 µm) and uncertainty bands of ∆C(M) (greater than 14.5 µm) implied that the measuring
microscope was not an adequate device to measure the amount of concentricity. Since the
measuring microscope was manually operated to find the representative common tangent
and minimum bounding circles of a ground cross-section, the positional stabilities of their
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circular centers sensitively depended on the skill and dexterity of the operator, although
the uncertainty ranges of their diameters could be nonsensitively within ±2.2 µm. As
compared with the used measuring microscope, an estimated uncertainty band less than
1.5 µm indicated that the developed system could achieve a narrower uncertainty band
and a more confident measured value for the amount of concentricity.

In summary, from a conservative viewpoint, the developed system could achieve
an uncertainty range of ±1.5 µm and an accuracy of 2.5 µm for the measurements of the
CSWTs and CSODs of both ST and UC type microdrills. The developed system could
also achieve a conservatively estimated uncertainty band of 2 µm, as well as a confident
measured value, for the measurement of the concentricity, which could not be achieved by
the used measuring microscope.

4.2. Applicability Tests for Sampling Inspection

This series of experiments aimed at evaluating the applicability of the developed
system for automatically executing the sampling inspection procedure. An ST type mi-
crodrill sample (called sample ST2) and two UC type ones (called samples UC3 (with
Dn = 0.25 mm) and UC4 (with Dn = 0.20 mm)) were measured. For each sample, five axial
positions of lc = 0.15lf, 0.3lf, 0.45lf, 0.6lf, and 0.75lf were specified, and their corresponding
cross-sections were sequentially ground and measured by executing the established AMP
once; the measuring microscope (see Figure 16) was also employed to measure each ground
cross-section. To this end, when a sample had been ground off to a specified axial position
and measured, the AMP was immediately paused (at the end of Step 12), and the sample
was temporarily removed from the microdrill fixture and then manually measured once by
the use of the measuring microscope. Subsequently, the sample was thereupon put back
into and held by the microdrill fixture, and the paused AMP was resumed for the remaining
measuring cycles. Such operations were repeated until all the five axial positions of the
drill body had been ground and measured. In addition, the required time for sequentially
executing the DP and GO sub-processes (from Step 4 to Step 8) once was approximately
2.5 to 2.75 min, and that for sequentially executing the AF, WTM, and ODM sub-processes
(from Step 9 to Step 12) once was approximately 1.5 to 1.75 min. Therefore, the developed
system took approximately 4 to 4.5 min to destructively and visually measure the CSGPs at
each specified axial position of a microdrill sample.

The statistical results of this series of experiments are listed in Tables 4–6. Based on
the uncertainty and accuracy testing results presented in Section 4.1, the values of ∆C(M)
measured by the measuring microscope are not considered. For all the three samples, the
15 absolute differences between the measured values of w(A) and w(M) ranged between 0.37
and 1.83 µm, while those between the measured values of D(A) and D(M) ranged between
0.35 and 1.74 µm. In other words, for each cross-section, the developed system could
measure its CSWT and CSOD with a good accuracy of less than 2 µm. The measured values
of ∆C(A) also reasonably ranged between 0.80 and 3.37 µm. Therefore, the established AMP
could be executed successfully by the developed system.

Table 4. Statistical results for the measurements of sample ST2 (Dn = 0.30 mm and lf = 5.5 mm).

Normalized
Axial Position

CSGP Measured by
the Developed System

CSGP Measured by
Measuring Microscope Absolute Difference

lc/lf w(A) (µm) a D(A) (µm) ∆C(A) (µm) w(M) (µm) D(M) (µm) |w(A) − w(M)| (µm) |D(A) − D(M)| (µm)
0.15 117.97 294.78 1.82 117.23 295.85 0.74 1.07
0.30 144.53 293.36 3.37 145.46 294.95 0.93 1.59
0.45 169.38 291.33 1.43 170.60 290.55 1.22 0.78
0.60 191.54 291.40 2.22 191.17 293.14 0.37 1.74
0.75 214.24 289.95 0.80 213.79 288.60 0.45 1.35

a Fitted linear regression model: w(A) ≈ 159.700(lc/lf) + 95.666 µm (with a norm of residuals of 2.913 µm).
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Table 5. Statistical results for the measurements of sample UC3 (Dn = 0.25 mm and lf = 3.9 mm).

Normalized
Axial Position

CSGP Measured by
the Developed System

CSGP Measured by
Measuring Microscope Absolute Difference

lc/lf w(A) (µm) a D(A) (µm) ∆C(A) (µm) w(M) (µm) D(M) (µm) |w(A) − w(M)| (µm) |D(A) − D(M)| (µm)
0.15 120.37 223.85 2.46 119.55 222.73 0.82 1.12
0.30 132.45 221.72 2.22 130.96 221.37 1.49 0.35
0.45 145.28 223.50 1.91 146.18 224.39 0.90 0.89
0.60 156.95 223.88 2.04 158.78 223.14 1.83 0.74
0.75 168.49 224.67 1.31 169.16 226.08 0.67 1.41

a Fitted linear regression model: w(A) ≈ 80.490(lc/lf) + 108.490 µm (with a norm of residuals of 0.749 µm).

Table 6. Statistical results for the measurements of sample UC4 (Dn = 0.20 mm and lf = 3.0 mm).

Normalized
Axial Position

CSGP Measured by
the Developed System

CSGP Measured by
Measuring Microscope Absolute Difference

lc/lf w(A) (µm) a D(A) (µm) ∆C(A) (µm) w(M) (µm) D(M) (µm) |w(A) − w(M)| (µm) |D(A) − D(M)| (µm)
0.15 114.77 207.74 2.76 115.40 208.94 0.63 1.20
0.30 129.94 188.23 1.79 130.54 186.91 0.60 1.32
0.45 135.78 187.03 2.03 134.37 186.39 1.41 0.64
0.60 141.16 186.81 1.85 142.25 187.99 1.09 1.18
0.75 145.11 185.64 1.31 144.08 184.23 1.03 1.41

a Fitted second-order regression model: w(A) ≈ −72.724(lc/lf)2 + 113.384(lc/lf) + 100.330 µm (with a norm of
residuals of 2.761 µm).

In addition, the measured values of w(A) of each sample obviously appeared a progres-
sively increasing trend with the increased axial position, as shown in Figure 17, which can
be fitted and formulated via some regression models. By using the LS polynomial-fitting
approach [35], a first-order (linear) regression model for a set of measured values of w(A)
can be represented as [24,25,28]

w(A) ≈ a1

(
lc/l f

)
+ a0 (36)

and a second-order regression model for it can be represented as

w(A) ≈ a2

(
lc/l f

)2
+ a1

(
lc/l f

)
+ a0 (37)

As can be observed in Figure 17, the measured values of w(A) of samples ST2 and UC3
both had a linearly increasing trend and are fitted by using Equation (36), while those
of sample UC4 had a nonlinearly increasing trend and are fitted by using Equation (37).
The resultant regression models are listed in the last rows (footnotes) of Tables 4–6, and
the norm of residuals of each regression model was significantly less than 3 µm. The
well-fitted regression models implied that the helical flutes of these samples were properly
machined according to the web taper design of microdrills [5,23–25,28]. The measured val-
ues and fitted regression models of the CSWTs could be further used to compare with their
corresponding theoretical designs, which should benefit the practical quality control tasks.

Accordingly, the applicability of the developed system for automating the sampling
inspection procedure could be verified by the presented experimental results. Therefore,
the actual effectiveness of the developed system for carrying out the destructive and
visual measurements of the CSWTs and CSODs of both ST and UC type microdrills could
be validated.
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5. Conclusions

An automation system improved from the one proposed by Chang et al. [28], for
carrying out the destructive and visual measurements of the CSGPs of both ST and UC
type microdrills, has been presented in this paper. The primary conclusions are as follows:

(1) The major improvement of the hardware is characterized by the machine vision
module consisting of several conventional machine vision components in combination
with an innovative and lower cost optical subset formed by a set of PCA lenses and
a reflection mirror. As a result, the essential functions of visually positioning the
drilltip and visually measuring the CSGPs can both be achieved via the use of merely
one machine vision module. As compared with the hardware design proposed by
Chang et al. [28], a more compact and lower cost one can be realized.

(2) The major improvement of the AMP is characterized by the establishment of specific
image processing operations for the AF sub-process based on 2D-DFT, for the WTM
sub-process based on the BFC approach, and for the ODM sub-process based on
integrated applications of the BFC and FDL approaches, respectively. As compared
with the AMP proposed by Chang et al. [28] that can merely measure the CSWTs of
ST type microdrills and does not have the functions of auto-focusing and measuring
the CSODs, the execution of the AF sub-process enables the ground cross-sections of
a microdrill to be automatically and clearly focused, and the execution of the WTM
and ODM sub-processes enables the CSWTs and CSODs of the ground cross-sections
of both ST and UC type microdrills to be automatically and visually measured.

(3) The hardware of the improved automation system had been constructed. Two series
of experiments for measuring the CSGPs of certain microdrill samples had been
conducted. The measuring uncertainty and accuracy of the developed system, as well
as its applicability for automatically executing the sampling inspection procedure, had
been tested and evaluated. It was found that the established AMP could be executed
successfully by the developed system to yield stable and reliable measurement results.

(4) The experimental results showed that, from a conservative viewpoint, the developed
system could achieve an uncertainty range of ±1.5 µm and an accuracy of 2.5 µm for
the measurements of the CSWTs and CSODs of both ST and UC type microdrills. The
developed system could also achieve a confident value for the measurement of the
concentricity, which could not be achieved by the used measuring microscope.

Accordingly, the actual effectiveness of the developed system had been validated, since
it could actually provide good repeatability and accuracy for carrying out the destructive
and visual measurements of the CSGPs of both ST and UC type microdrills. Therefore,
the developed system could effectively and comprehensively automate the conventional
sampling inspection procedure.
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Appendix A

The fundamental of the 1D edge detection used in the DP, WTM, and ODM sub-
processes, which is based on the concept of 1D grayscale profile scanning [29–33] and
has also been adopted by several studies [25,28,34], is described here. By setting a local
coordinate system or-xryr on an assigned rectangular ROI with its xr-axis parallel to one
of the two pairs of opposite sides of the ROI (i.e., parallel to the search direction) and its
origin or coinciding with a corner of the ROI, an arbitrary 1D grayscale profile within the
ROI, denoted by gp, can be represented as

gp = gp

(
xr, yr(S)

)
(A1)

in which xr is a positional variable (that is, xr = 0, 1, . . . , nrx (in unit of pixels) with nrx
being the total number of pixels of the xr-directional side of the ROI), and yr(S) is a specified
yr-directional position (a constant in unit of pixels). The criterion applied to evaluate
whether an edge point (xr(E), yr(S)) exists is given as follows:

max
xr(E)∈(0,nrx)

∆gp

(
xr(E), yr(S)

)
≥ CE (A2)

in which CE is a given contrast grayscale value [29], and the criterion value ∆gp is defined as

∆gp

(
xr(E), yr(S)

)
=

∣∣∣∣∑
xr(E)−SE/2

xr=xr(E)−(WE+SE/2) gp(xr ,yr(S))−∑
xr(E)+(WE+SE/2)

xr=xr(E)+SE/2 gp(xr ,yr(S))
∣∣∣∣

WE

for





WE + SE/2 ≤ xr(E) ≤ nrx − (WE + SE/2)
2WE + SE < nrx
0 < SE ≤WE

(A3)

where WE and SE are given filter width and steepness values (both in pixels) [29], re-
spectively. As referred to Equations (A2) and (A3), an edge point would be located at
(xr(E), yr(S)) when the absolute difference between the two average grayscale values cal-
culated from xr = xr(E) − (WE + SE/2) to xr = xr(E) − SE/2 and from xr = xr(E) + SE/2 to
xr = xr(E) + (WE + SE/2), respectively, is greater than or equal to the given contrast grayscale
value CE. The location of (xr(E), yr(S)) can be determined via Equation (A2) to find a local
maximum of ∆gp, and a fitted 1D grayscale profile, denoted by ĝp, can be further obtained as

ĝp = ĝp

(
xr, yr(S)

)
for xr(E) − SE/2 ≤ xr ≤ xr(E) + SE/2 (A4)

To this end, curve-fitting approaches [35,40,41] with cubic polynomials or spline curves
can be applied. Subsequently, a refined edge point

(
x∗r(E), yr(S)

)
can be determined by

numerically solving the following equation:

ĝp

(
x∗r(E), yr(S)

)
− CE = 0 (A5)
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The refined edge point
(

x∗r(E), yr(S)

)
can achieve a sub-pixel resolution along the search

direction (i.e., the xr-direction). As a result, multiple refined edge points with an equal
yr-directional interval of 1 pixel (within the ROI) can all be detected.

Finally, each refined edge point is represented in a global coordinate system o-xy
(that is consistently set on the captured digital image) via the well-known homogeneous
transformation matrix [42], that is,





x(E)
y(E)

1



 =




cos ∆θ −sin ∆θ ∆x
sin ∆θ cos ∆θ ∆y

0 0 1








x∗r(E)
yr(S)

1





(A6)

in which ∆x and ∆y are the x- and y-components of a vector from origin O to origin Or,
respectively, and ∆θ is the angle of the positive xr-axis counterclockwise measured from
the positive x-axis. The transformed edge coordinate (x(E), y(E)) is the refined edge point
represented in the global coordinate system o-xy. Multiple transformed edge coordinates
can therefore be obtained and stored for further usage.
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Abstract: Positioning accuracy in robotics is a key issue for the manufacturing process. One of the
possible ways to achieve high accuracy is the implementation of machine learning (ML), which allows
robots to learn from their own practical experience and find the best way to perform the prescribed
operation. Usually, accuracy improvement methods cover the generation of a positioning error map
for the whole robot workspace, providing corresponding correction models. However, most practical
cases require extremely high positioning accuracy only at a few essential points on the trajectory. This
paper provides a methodology for the online deep Q-learning-based approach intended to increase
positioning accuracy at key points by analyzing experimentally predetermined robot properties and
their impact on overall accuracy. Using the KUKA-YouBot robot as a test system, we perform accuracy
measurement experiments in the following three axes: (i) after a long operational break, (ii) using
different loads, and (iii) at different speeds. To use this data for ML, the relationships between the
robot’s operating time from switching on, load, and positioning accuracy are defined. In addition,
the gripper vibrations are evaluated when the robot arm moves at various speeds in vertical and
horizontal planes. It is found that the robot’s degrees of freedom (DOFs) clearances are significantly
influenced by operational heat, which affects its static and dynamic accuracy. Implementation of the
proposed ML-based compensation method resulted in a positioning error decrease at the trajectory
key points by more than 30%.

Keywords: online machine learning; deep-q learning; positioning accuracy; industrial robot; vibrations

1. Introduction

Robots are used in various processes, including manufacturing, entertainment, ser-
vices, and scientific research. To maintain a technical edge and thereby remain competitive,
more and more businesses are applying advanced technology and programming solutions
to their operational processes [1]. Such a wide application encourages the development of uni-
versal robotic systems and requires research of their capabilities and performance characteristics.

In general, industrial robots provide high-level static and dynamic positioning ac-
curacy. Nevertheless, they must be maintained to ensure that they continue to meet the
conditions for which they have been programmed and in which they operate [2]. Therefore,
for each specific task, it is important to determine the following: (i) positioning accuracy
(positioning error between stated and the real position of arm end effector); (ii) repeata-
bility (positioning error between real positions of arm end effector performing repeating
movements); (iii) other parameters, which are considered to be unique characteristics of
the particular machine [3]. Positioning accuracy depends on a number of actions including,
but not restricted to the following: (i) the parameters of the drives guiding the robot’s
movements; (ii) tolerances in manufacturing parts of the machinery; (iii) tolerances due to
the articulation of the robot’s chains [4]; (iv) control algorithms [5,6]; (v) dynamic properties
of the mobile platform [7,8], and (vi) robot arm properties [9,10]. Each of the factors may
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become important for the accuracy of the robot, depending on its type, lifting capacity,
and operational conditions [4]. Due to the complex nature of robots, the increasing po-
sitioning accuracy of robotic installations develops challenging tasks. The positioning
errors in offline mode can be determined using special algorithms [11] and mathematical
models [12–15]. Common positioning accuracy problems in path and trajectory planning
can be resolved by improving offline programming software when the code for a robot is
generated automatically or by implementing online feedback [16–20]. However, typical
compensation methods are limited by the chaotic nature of the positioning errors. There-
fore, more adaptive methods, such as machine learning (ML), can increase positioning
accuracy by compensating for positioning errors in particular cases [21,22]. Advances in
ML with respect to simple error compensation are in the accountancy of feature-chaotic
robot error distribution about positioning points. ML ensures respect for robot fluctuation
and fits into the prescribed tolerance field. There are a few cases [23–26] of ML approaches
compensating for the positioning errors. Chen and Zhang developed an ML kinematics-
based positioning error compensation method for high-precision mechanical machining
operations [26]. This positioning error compensation method provided good results, but it
contains sophisticated procedures due to its complexity and use of excessive data. More
to say, it combines the following: analytical modeling; extended Kalman filtering; spatial
interpolation algorithm; an adaptive mesh division algorithm, and an inverse distance
weighted interpolation algorithm. To use it at a few trajectory points, this method becomes
too costly.

Moreover, ML could be implemented to improve the trajectory-planning process [27–29]
or reduce vibrations [30,31].

The main aim of our research is to create a methodology to increase industrial robot
positioning accuracy and minimize robot end-of-arm vibrations by applying ML in online
mode. This methodology will be used to compensate for positioning errors by shifting the
destination point or altering the moving velocity of the end-of-arm reference point before
defining the forward kinematic task. The method is focused on destination point approach
accuracy in defined arbitrary robot positions. Moreover, our proposed approach suits well
for industrial robots with typically closed controllers since position correction is performed
externally with respect to the robot controller; thus, modified motion commands to target
coordinates are processed in a standard way.

2. Concept of Research

This paper focused on creating a universal methodology for most types of industrial
robots, which can increase positioning accuracy at the robot trajectory endpoints. One of
the pillars of ML is mathematical optimization, which involves the numerical computation
of parameters for a system designed to make decisions based on unseen data [32–34]. While
the ML procedure is based on existing data collection, such a method all the time remains
retrospective and reflects errors in previous applications with corresponding load cases.
The use of the robot for precise machining or assembly operations requires data about
the vibration level and settling time. This will be critically important in addition to static
positioning error values and directions. The ML procedure enables a decrease in positioning
error values, and end-of-arm vibration influences the resulting accuracy. Nevertheless, the
robot workspace mapping procedure, which provides error values and direction at any
point of the workspace, all the time remains inaccurate for each particular case.

It is possible to calculate optimal parameters for a given learning problem using
currently available data [35]. The collection of data required for ML is a complex process,
defined by the robot design, its characteristics, and the aim of ML implementation.

The procedure of implementing our proposed ML method is divided into the following
three phases: (i) initial preparation, (ii) positioning task formulation, and (iii) optimization
(Figure 1).
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Figure 1. Simplified block diagram of positioning accuracy increase procedure by implementing ML
method. RF—reference point.

The success of the ML procedure depends on the quantity and quality of data gen-
erated during initial preparation. This phase includes experiments for the definition of
the main robot’s characteristics, such as positioning accuracy, reference point vibration
level, statistical evaluation, and analysis of obtained data. The initial preparation procedure
should be performed for all robot trajectory points of interest. This procedure must be
repeated in cases of mechanical wear, change of tool configuration, or essential variation of
environmental conditions.

The obtained data shows the technical conditions of the robot since these data consist of
a set of dependencies between positioning errors, vibration level, reference point position,
operating time, robot speed, and load. In the general case, these dependencies can be
expressed as follows: {

∆x,y,z = F
(
x, y, z, V, M, top

)

εx,y,z = F(x, y, z, V, M)
(1)

where: ∆x,y,z is the overall positioning error, εx,y,z is the overall level of reference point
vibrations, x y z are coordinates of robot reference point, V is the speed of reference point,
M is load, top is the time from the moment when a robot was switched on.

The second phase of our proposed ML method is the Formulation of the positioning
task. In this phase, it is necessary to define the required position and speed of the reference
point (x y z, V) and load (M). Moreover, it is necessary to specify the following limitations:
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acceptable overall positioning error ∆min, and overall vibration level of reference point εmin.
In general, case limitations can be identified as follows:

{
∆x,y,z ≤ ∆min
εx,y,z ≤ εmin

(2)

Moreover, to ensure stable operation of the ML algorithm and avoid looping in the
algorithm (when the desired accuracy cannot be achieved), it is necessary to include a
parameter specifying the maximum number of iterations kmax.

The third phase is the Optimization procedure, which contains the cycle during which
the optimization algorithm is used to obtain the most suitable compensation parameters
in order to achieve the required positioning accuracy and an acceptable level of reference
point vibrations.

The ML algorithm runs with each new positioning task; ML selects compensation
parameters and predicts the expected positioning error ∆x,y,z, and reference point vibration
level. This prediction is based on experimentally defined data obtained during the Initial
preparation phase. After defining the expected positioning error ∆x,y,z and reference point
vibration level εx,y,z, their values are compared with the limitations. If positioning error
and reference point vibration level correspond to the limitations of Equation (2), then
modified coordinates of the required reference point position and speed are transferred to
the robot controller. In case if results do not correspond to the limitations, the data is saved
and checked if the maximum number of iterations kmax are reached. The optimization of
compensation parameters is performed many times until the limit of iterations is reached.
In case if the maximum number of iterations is not achieved, the program selects the best
result from all previous iterations.

Deep q-Learning Algorithm

The deep Q-learning algorithm was implemented to realize the mentioned ML pro-
cedure. The advantage of this algorithm in comparison to others is emphasized due to
its efficiency in similar problems and its relatively simple implementation [36–38]. The
deep Q-learning algorithm combines the Q-learning algorithm and a deep artificial neural
network. The idea of Q-learning is based on the perception of the environment and state to
take respective actions in order to achieve the maximum reward. A neural network enables
the algorithm to operate in a much larger environment and optimize calculations proce-
dure by enabling approximation features. It allows the algorithm to observe the pattern
in the environment and discover the optimal sequences of actions instead of calculating
and evaluating each state and the value of each action at each point in the environment.
The same principle was used to optimize the definition of the algorithm loss function.
We used the stochastic gradient descent method (SGD) [35] to define the function by the
theoretical gradient calculated from randomly selected data points instead of calculating
the actual gradient from the entire dataset. Such an approach diminishes the dependency
of obtained data from strong dataset influence on functional distribution. Other parameters
of the implemented algorithm were selected experimentally by evaluating their impact
on positioning accuracy after many trials in a separate study. The configuration of the
algorithm used in this study is provided in Table 1.

Table 1. Parameters of the implemented algorithm.

Parameter Activation Function Optimizer Hidden Neurons Hidden Layers Replay Memory Temperature

Value Softsign SGD 37 1 100,000 70

The parameters within Table 1 were defined through the experimental running of the
algorithm. Process activation through the Softsign procedure corresponds to the robot
learning mode, while there are possibilities for other functions. The activation margin
(sensitivity to the activation condition) needs redefinition; the ML process converges
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correctly and, within 1000 iterations, achieves learning process influence saturation. The
implemented optimizer—SGD—corresponds to our purposes and achieves the prescribed
result. A number of neurons is chosen according to the desired process parameter resolution,
and the number of hidden layers is naturally chosen as one according to the dimensionality
of the ML process. The amount of replay memory is defined by the experimental test, and
it occurs outside our paper scope as well as the temperature parameter.

Furthermore, this paper provides a detailed methodology for experimental research
and data collection for ML.

3. Experimental Research
3.1. Experimental Setup

The experiments were performed using the KUKA-YouBot robot (KUKA, Augsburg,
Germany) as an industrial robot testbench; it was fixed to a special stable base. The robot’s
geometric parameters and main characteristics are provided in Table 2 [39]. Positions of
the robot’s gripper were detected using two USB cameras with a resolution of 1920 × 1080,
a checkerboard matrix of 4 × 8 mm size, and a user-defined function, implementing the
detect Checkerboard Points procedure in MatLab (Figure 2). According to [40], the use of
such a measurement method can ensure an average measurement deviation better than
0.0004 mm.

Table 2. General characteristics KUKA-YoubBot arm [39].

General Information Axes Motion Range, Speed

Serial kinematics 5 axes Axis 0 (A0) +/−169◦, 90◦/s

Height 655 mm Axis 1 (A1) +90◦/−65◦, 90◦/s

Work envelope 0.513 m3 Axis 2 (A2) +146◦/−151◦, 90◦/s

Weight 6.3 kg Axis 3 (A3) +/−102◦, 90◦/s

Payload 0.5 kg Axis 4 (A4) +/−167◦, 90◦/s
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Figure 2. Experimental setup for measurements of positioning accuracy: (a) general view; (b) position
of the cameras; (c) accelerometers mounted on robot gripper. 1—base; 2—robot; 3—USB cameras;
4—based on which are mounted cameras; 5—personal computer; 6—optical checkerboard matrix;
7—holder for cameras; 8—accelerometers.

The cameras were fixed by a special holder positioned at a 90◦ angle relative to each
other to resolve spatial coordinates of the end-of-arm reference point (Figure 2b). The
holder with attached cameras was screwed to the same base as the robot. Two special
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checkerboard patterns (identification marks for cameras) were attached to the gripper
(Figure 2b,c).

Absolute vibration accelerations of the end-of-arm reference point were measured
using industrial accelerometers Ini 603C01 (PCB Piezotronics, Depew, NY, USA) with a
measurement range of 0.5~10,000 Hz and an acceleration limit of 51 g. Accelerometers were
attached to the gripper in three perpendicular directions, as shown in Figure 2c. Signals
from accelerometers were collected using the data acquisition system USB-4432 (National
Instruments, Austin, TX, USA).

Ambient temperature was measured using a digital thermometer MWF-DT-616CT
(CEM Corporation, Matthews, NC, USA), with a resolution of 0.1 C. Loads were weighted
using Silver crest HG01025 (Silvercrest, Corona, CA, USA) scales, with a resolution of
0.001 kg. For the determination of the required warm-up time, the unloaded robot moves at
50% of the max joint speed (which is 90◦/s for all axes) to the trajectory endpoint (Figure 3),
rotating joints by the following angles: ϕ0—90◦, ϕ1—15.2◦, ϕ2—45.7◦, ϕ3—44.2◦, ϕ4—20◦,
and backward. Then the robot returns to the start position, waits for 3 s, and the image of
the checkerboard matrix is captured. The experiment trials took place after long operation
breaks of 12, 2, and 1 h. In the case of a 2- and 1-h operation break, the warming procedure
was applied before the experiment. Firstly, the robot was warmed up using a 30 min
warming program and 2- and 1-h operation breaks afterward, correspondingly.
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Figure 3. Position of the end-of-arm reference point: (a) start (measuring) position; (b) endpoint of
the trajectory.

The positioning accuracy measurements were performed in the same conditions, but
in this case, experiments were carried out with 10%, 50%, and 100% of the maximum joint
speed, without load, and loaded by 0.250 kg and 0.500 kg weights. Each measurement was
repeated 20 times.

The proposed methodology for the online ML procedure was tested for 2 different
robot configurations, imitating the pick-and-place task. In each individual case, using
our online ML method, the procedure can be performed at any chosen position in the
robot workspace.

3.2. Evaluation of the End-of-Arm Reference Point Vibrations

The dynamic parameters of the robot—the end-of-arm reference point vibration level
and settling time when the robot stops at the desired positions—were evaluated using
accelerometers (Figure 2c). There are the following three parameters for measuring vibra-
tions: displacement, velocity, and acceleration. The evaluation of vibration acceleration
provides the best sensitivity in higher frequencies and suits well for evaluating impacts
caused by bearing damage, abnormal gears, and noise. Moreover, this method is recom-
mended when it is necessary to evaluate forces and stresses acting on or rotating parts.
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Moreover, measurements of acceleration do not require reference points. Therefore, it is
more convenient for industrial robots.

The measurements were carried out at the following three different speeds of the joints
of the robot: at 10%, 50%, and 100% of the maximum (90◦/s) speed of the joint, using the
same robot movement trajectory as shown in Figure 3. The measurement was repeated
three times.

The separate DOF effect on the robot end-of-arm vibrations was evaluated by rotating
each robot joint separately. For this purpose, joints I-V at coordinates ϕ0–ϕ4 were rotated
clockwise by a 60◦ angle at maximum (90◦/s) speed from the start position Figure 4. The
end-of-arm reference point vibrations were measured after the movement of each joint
by 60◦ at a maximum (90◦/s) speed. After 10 s, the joints were rotated back to the start
position. Measurements were performed when the robot moved in forward and backward
directions, and the procedure was repeated three times.
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Figure 4. The start position of the robot for the measurements of separate joint impact to robot vibrations.

To define the impact of joint I (coordinate ϕ0, Figure 5) on robot end-of-arm vibrations,
joint I was rotated at 60◦ from the start position, and the vibrations were measured. The
vibrations at the following two start positions were evaluated: (i) fully extended position
(Figure 5a); (ii) compacted position (Figure 5b).
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Figure 5. Start positions of the robot used for the measurements of gripper vibrations: (a) maximum
peripheral reach on extended position, (b) compacted position. In both cases, the reference point was
distanced from the z-axis origin by 200 mm.

In a fully extended position robot’s own weight fully loads joint I. Other joints remain
unloaded and stay in a singularity position. The compacted robot position is represented
by the situation when joint I is loaded by half of the own weight of other links.

All vibration measurements were performed according to the flowchart provided in
Figure 6.
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Figure 6. Flowchart of the vibration measurement process.

Signals from three accelerometers were recorded continuously during robot move-
ment between the endpoints of the trajectory. Later acquired data were processed offline
(Figure 7), defining transient processes due to robot stops at the trajectory endpoints.
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Figure 7. Definition of vibration parameters from experimental data.

Main parameters (end-of-arm reference point maximum peak-to-peak vibration ampli-
tude, settling time) were extracted from raw data, processed statistically, grouped according
to testing conditions, and represented in graphical form.

3.3. Calculations

Overall positioning accuracy from measurements in separate axes was evaluated
according to the methodology provided by ISO 9283:1998 [41]. It defines positioning
accuracy APp as the deviation between a reference position and the mean of attained
positions while approaching reference positions from the same direction as follows:

APp =

√
(x− xc)

2 + (y− yc)
2 + (z− zc)

2, (3)

where xc yc zc are coordinates of the prescribed end-of-arm reference point position, and x,
y, z are mean values of the resulting position.

General robot positioning error consists of accumulated values from all errors, and it
is an object of ML-obtained compensation. General error from three-axis measurements
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for the experiments in 1, 2, and 12 h evaluated using the simplified equation, since target
position defined as xc = 0, yc = 0 and zc = 0 as follows:

APp =

√
(x)2 + (y)2 + (z)2. (4)

where x y z are calculated from experimental data as follows:

x =
1
n ∑n

j−1 xj , y =
1
n ∑n

j−1 yj , z =
1
n ∑n

j−1 zj, (5)

where: xj yj zj are coordinates of the resulting position, and n is the measurement cy-
cle number.

Robot positioning repeatability RPl, also was evaluated using the methodology pro-
posed in ISO 9283:1998. According to it, RPl value is the radius of the sphere that defines
the closeness of an attained position after n attempts to achieve the same position from the
same direction as follows:

RPl = l + 3Sl , (6)

here:

l =
1
n ∑n

j=1 lj; lj =
√
(x− xj)

2 + (y− yj)
2 + (z− zj)

2; Sl =

√√√√∑n
j−1 (lj − l)

2

n− 1
. (7)

Robot positioning repeatability was evaluated using the same experimental data as
used for the positioning accuracy measurement; values obtained after the 14th minute of
the experiment were used.

3.4. Statistical Evaluation of Research Data

The confidence of results for robot gripper vibration level and settling time mea-
surements were evaluated by statistical parameters. Measurement data was assessed
by correlation-regression analysis. Arithmetic averages, their standard deviations, and
confidence intervals at a 0.95 probability level were calculated according to [42].

In correlation-regression analysis, the difference between the measured result mv and
real measured parameter value rv is defined as absolute measurement error as follows [42]:

∆mv = mv − rv. (8)

The measured parameter mv have a prescribed probability, representing the real
value of positioning error if the exact measurements are repeated n times. From several
measurements, we calculated the arithmetic mean mv as follows:

mv =
1
n ∑n

i=1 mvi =
mv1 + mv2 + . . . mvn

n
(9)

Absolute measurement error consists of systematic, random, and random errors of
deduction. Using correlation-regression analysis, only random errors were estimated in
statistical data evaluations. In our case, we evaluated only random errors, as if the method-
ology and measurement devices are far more accurate than expected error, systematic and
accidental deduction errors are not significant and therefore cannot be considered [42]. To
evaluate random error, it is necessary to calculate the experimental standard deviation σ of
each individual measurement as follows:

σ =

√
∑n

i=1(mv −mv)
2

n− 1
. (10)
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The experimental standard mean deviation Smd is calculated by the following:

Smd =
σ√
n

. (11)

The random error of the measured parameter is calculated by the following:

∆mv,n,P = Sc·Smd. (12)

where: Sc—the value of the Student Criterion selected according to the number of experi-
ment variables (n − 1) and the probability level (α = 0.95).

The final result of the measured (n times) value mv is expressed as the sum of the
arithmetic mean mv and the random error ∆mv,n,P as follows:

mv ± ∆mv,n,P. (13)

4. Results
4.1. Robot’s Accuracy after a Long Operation Break

The robot’s accuracy after a long operation break degenerates because of the temper-
ature regime change and lubricant film disappearance from joint clearances. Thus, the
measurement of the positioning error of the robot after a long operation break is important
for determining the accuracy of restoring to operating time. To determine the robot’s
positioning accuracy in time, the positioning error measurement was performed in the x,
y, and z-axes when the robot starts to operate after a 12-h break (Figure 8a). In all axes,
positioning error increases in the first 14 min of operation time. Positioning errors in the x
and y-axes are almost identical as follows: after 14 min, errors are 0.09 mm in both the x
and y-axis, while in the z-axis, the error is 0.12 mm.

Regression approximation parameters are provided in Table 3.
Results of experiments performed after a 1-h and 12-h operation break showed that

the required warm-up period is 14 min (Figure 8b). However, with a 1-h break, positioning
errors decreased compared to a 12-h break, causing the following errors: 0.05 mm in the
x-axis, 0.06 mm in the y-axis, and 0.09 mm in the z-axis. This phenomenon can be explained
by the fact that 1 h is not enough for all joints to cool down to the initial temperature and
to sediment the lubricant layer. The uneven distribution of positioning errors in the x and
y axes requires an increase in the operational break. To check this assumption, the same
experiments were performed after a 2 h break (Figure 8c).

It was observed that the time until positioning errors become stable is 12.5 min for the
y and z-axes and 11.2 min for the x-axis. The stable positioning error in the x-axis is 0.07 mm,
0.08 mm in the y-axis, and 0.12 mm in the z-axis. This situation is quite similar to the case
when the robot starts operating after a 12-h break. Small differences can be explained by
assuming that after a 2-h break, the robot almost cools down, but some elements in separate
joints may still have higher temperatures.

From the dependencies between positioning error fluctuations over time, we can
define the minimum required warm-up period for the robot or predict the positioning
accuracy in respect of operating time. Moreover, the obtained data allow us to define the
robot’s overall positioning accuracy and repeatability.

Results presented in Figure 8d correspond to results presented in Figure 8a–c where it
is seen that after a lengthy break (12 h), overall positioning precision depends upon time.
In the first 13 min of operation after the 1-h break, positioning error slightly increases up
to 0.12 mm. After a 2-h break, the error reaches 0.16 mm, and finally 0.17 mm after a 12-h
break. This allows us to state that the minimum warm-up time required for the robot to
reach stable positioning accuracy values is more than 14 min.

The repeatability error of the robot was specified using experimental data provided in
Figure 8d. The overall evaluation of repeatability error after data processing is
0.0146 ± 0.00526 mm (Equations (6) and (7)).
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Figure 8. Positioning error dependency on time after: (a) 12 h operation break; (b) 1-h operation
break; (c) 2-h operation break; (d) general positioning errors APp, calculated by Equation (4) after 1, 2,
and 12 h breaks. Trend lines—regression approximation.

Table 3. Coefficients for the regression estimated robot positioning error.

Operation Break Axis a0 a1 a2 a3

1-h x 2.8464 × 10−4 5.5500 × 10−3 −1.9554 × 10−4 2.1655 × 10−6

y 1.6700 × 10−3 7.7700 × 10−3 −3.3957 × 10−4 4.9016 × 10−6

z −4.6000 × 10−3 1.3590 × 10−2 −6.3174 × 10−4 9.5758 × 10−6

APp 8.5400 × 10−3 2.2560 × 10−2 −1.0000 × 10−3 1.4723 × 10−5

2-h x −7.3200 × 10−3 1.2260 × 10−2 −6.1872 × 10−4 9.9370 × 10−6

y −5.8300 × 10−3 1.1690 × 10−2 −5.0854 × 10−4 7.0670 × 10−6

z −9.7000 × 10−3 1.8300 × 10−2 −8.2850 × 10−4 1.2126 × 10−6

APp −1.1120 × 10−2 2.4470 × 10−2 −1.1200 × 10−3 1.6540 × 10−5

12-h x 8.0000 × 10−3 1.2340 × 10−2 −6.1009 × 10−4 9.8658 × 10−6

y 7.5200 × 10−3 1.1750 × 10−2 −5.5304 × 10−4 8.5685 × 10−6

z −2.7500 × 10−3 1.5180 × 10−2 −6.0424 × 10−4 7.8195 × 10−6

APp 4.5125 × 10−4 1.5930 × 10−2 −6.9624 × 10−4 9.9989 × 10−6

The collected data suggest that, if the robot stays idle for an hour or more, in order
to achieve a higher level of accuracy and repeatability, it is recommended that within the
first 14 min after the break, do not perform any operational action, but rather use some
warm-up programs. In other cases, we can provide coordinates of the prescribed position,
which should be adjusted according to the dependencies obtained during this research.
The value and direction of defined positioning error become important parameters for
compensation used in ML-based robot trajectory correction. The ML process will use the
value and direction of the defined positioning error as parameters and use them as the
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target line for further process of ML. The orientation of the error vector also has meaning
for error compensation. In the case of a simulation procedure rather than an experimental
ML approach, there is a chance to significantly decrease learning time. Obtained data will
have a value not only as an absolute achieved point but also as a beacon for further learning,
especially when another loading configuration or load occurs.

We observed the positioning error dependencies over time and after a long operation
break. These dependencies can be included in ML algorithms to compensate for positioning
errors at different periods of the warming process operating times.

4.2. Definition of Robot Positioning Accuracy

The accuracy of robot positioning was examined when the robot was moved at various
speeds with different loads. Positioning errors were measured in the following three
perpendicular directions: x, y, and z (Figure 9). The average distribution of positioning
errors was calculated using Equation (12) when the robot moves at the speed values of
10%, 50%, and 100% of maximum speed for every joint being unloaded or with 0.25 kg and
0.50 kg loads.
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Figure 9. Positioning errors of the robot when it operates at various speeds and loads.

It was defined that in all researched cases, the highest positioning error value appears
along the z-axis operating at maximum speed (90◦/s). When the robot moves in unloaded
mode, the average positioning error in the z-axis is 0.0014 mm. When the robot moves
with a 0.50 kg load, this error increases up to 0.02 mm. A similar tendency is noticed
when analyzing the accuracy of the x and y-axis, but in those cases, when the values of
positioning errors are lower compared with values of the z-axis as follows: 0.001 mm when
the robot moves unloaded and 0.005 mm when the robot moves with a 0.50 kg load.

The results of the measurements allow us to state that if the robot is warmed up,
positioning accuracy of ±0.03 mm can be achieved with a maximum (0.50 kg) weight at
the highest speed (90◦/s). At lower loads or at lower speeds, it is possible to achieve a
positioning accuracy of up to ±0.01 mm (Figure 9).

Results obtained from accuracy and repeatability measurements show that at desired
conditions, the robot achieves better parameters compared to the ones declared by the
manufacturer [39]. The achieved values of positioning error with prescribed load and
speed let us compensate key-point coordinates through ML procedure and achieve actual
positioning accuracy higher than guaranteed by the robot producer.

Moreover, ML can compensate for the dynamic error of the robot, but for this purpose,
it is necessary to analyze the actual vibrations during the robot’s movement. Measurements
of robot vibrations allow us to fulfill information about positioning accuracy by evaluating
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such parameters as maximum vibration level and settling time when the robot stops at the
desired position. The results of these researches are presented in the next subchapter. The
error values are derived from experimental research as error ranges, and the direction of
error known as well; therefore, the compensation is performed in advance for defined load
and robot configuration.

4.3. Measurement of the Robot Vibrations

Data obtained from robot vibration measurements allowed us to define the average
vibration level of the end-of-arm reference point and settling time. These characteristics
describe the robot’s dynamics and have a great influence on its accuracy and operating
speed. In addition, these characteristics allow indirect evaluation of position overshoots
and show the minimum required time to reach a stable position after movement. This is
extremely important in robotics for the assembly of precise objects and the cooperation of
several robots.

Statistically evaluated results show the average level of the reference point absolute
vibration acceleration values (Figure 10).
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Figure 10. Peak-to-peak vibrations amplitudes: (a) at the start (measuring) position (Figure 3a),
(b) at the endpoint of the trajectory (Figure 3b). Statistical evaluation was performed according to
Equations (8)–(13).

From Figure 10a, it is seen that the average amplitude of the vibrations increases when
the speed of the robot increases practically on all measured axes. The highest values of
vibration levels were recorded at the highest speed. Comparing vibration levels in separate
axes, we noticed that the highest values (0.75 g at speed 10% and 1.6 g at speed 100%) were
defined on the y-axis.

Results presented in Figure 10b show the following inverse tendency: here, the highest
values of vibration level occur when the robot moves at 10% speed. By analyzing the
vibration level in the z-axis direction, it was 0.87 g at 10% speed, 0.6 g at 50% speed, and
0.75 g at 100% speed. A similar tendency was also defined by analyzing the x and y-axes.

Controversial results regarding Figure 10a,b can be explained by the fact that when
the robot moves up from the start position, the gravitational force acts as an additional
load; when the robot moves down from the endpoint of the trajectory, gravity acts in the
same direction as robot displacement (Figure 2). This analysis was useful to evaluate the
settling time of vibrations (Figure 11).

Settling time for all axes increases with movement speed; however, the resulting
settling time of the x-axis at 50% speed does not follow this tendency (Figure 11a). At the
ends of the trajectory (Figure 3), the lowest defined settling time is 0.1 s, whilst the highest
value is equal to 0.5 s. Comparing the results presented in Figure 11a,b, the impact of the
direction of gravity on the direction of the robot’s movement is demonstrated. Settling
time in the case when the robot moves from its starting point is about 0.07 s. If the robot
moves from its trajectory endpoint, it does not exceed 0.2 s. Results presented in Figures 10
and 11 allow us to state that the vibration level when the robot stops depends not only on
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the movement speed but also on the movement direction. The results of all experimental
research revealed the settling time did not exceed 0.5 s.
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Figure 11. Settling time: (a) at the start (measuring) position (Figure 3a) and (b)—at the endpoint of
the trajectory (Figure 3b). Statistical evaluation processed according to Equations (8)–(13).

4.4. Separate Joint Vibrations Evaluation

To evaluate the behavior of each joint, we performed a separate experiment, which
allows defining the influence of each joint on the general vibrations of the entire robot
(Figure 12).
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Figure 12. Peak-to-peak vibrations amplitudes evaluated after rotation of separate joints in (a)
clockwise direction; (b) anti-clockwise direction. Statistical evaluation processed according to Equa-
tions (8)–(13). Robot start position marked in Figure 3a.

Peak-to-peak vibration amplitudes were evaluated after the rotation of separate joints
(Figure 4). The largest measured vibration amplitude was recorded at the x and y axes. The
largest amplitude of all measurements was recorded when rotating joint II in a clockwise
direction (0.6 g), and the smallest amplitude was recorded when rotating joint V (in a coun-
terclockwise direction, 0.05 g). Probably some variations in clockwise and counterclockwise
directions were produced by gravity, which was affecting the robot’s movement. Results of
measured settling time when separate joints were moved are presented in Figure 13.

From Figure 13a, it is seen that settling time had the greatest value in the x and y
directions when joint II was rotated. When the robot joints move clockwise (Figure 13b), the
longest settling time was recorded when rotating the second and third joints. The shortest
settling time was detected while moving joint I and joint V in both cases. Results obtained
from this experiment show that dynamic robot characteristics are mostly affected by the
characteristics of the second and third joints, and the settling time at various positions can
be more than 0.5 s.

113



Machines 2022, 10, 940

Machines 2022, 10, x FOR PEER REVIEW 15 of 21 
 

 

on the movement speed but also on the movement direction. The results of all 
experimental research revealed the settling time did not exceed 0.5 s. 

4.4. Separate Joint Vibrations Evaluation 
To evaluate the behavior of each joint, we performed a separate experiment, which 

allows defining the influence of each joint on the general vibrations of the entire robot 
(Figure 12). 

  

Figure 12. Peak-to-peak vibrations amplitudes evaluated after rotation of separate joints in (a) 
clockwise direction; (b) anti-clockwise direction. Statistical evaluation processed according to 
Equations (8)–(13). Robot start position marked in Figure 3a. 

Peak-to-peak vibration amplitudes were evaluated after the rotation of separate 
joints (Figure 4). The largest measured vibration amplitude was recorded at the x and y 
axes. The largest amplitude of all measurements was recorded when rotating joint II in a 
clockwise direction (0.6 g), and the smallest amplitude was recorded when rotating joint 
V (in a counterclockwise direction, 0.05 g). Probably some variations in clockwise and 
counterclockwise directions were produced by gravity, which was affecting the robot’s 
movement. Results of measured settling time when separate joints were moved are 
presented in Figure 13. 

  

Figure 13. Settling time evaluated after rotation of separate joints in: (a) clockwise direction; (b) 
counterclockwise direction. Statistical evaluation was performed by Equations (8)–(13). Robots start 
position is shown in Figure 3a. 

From Figure 13a, it is seen that settling time had the greatest value in the x and y 
directions when joint II was rotated. When the robot joints move clockwise (Figure 13b), 
the longest settling time was recorded when rotating the second and third joints. The 
shortest settling time was detected while moving joint I and joint V in both cases. Results 
obtained from this experiment show that dynamic robot characteristics are mostly affected 

(b) 

(b) 

(a) 

(a) 

Figure 13. Settling time evaluated after rotation of separate joints in: (a) clockwise direction; (b) coun-
terclockwise direction. Statistical evaluation was performed by Equations (8)–(13). Robots start
position is shown in Figure 3a.

4.5. Extended Position Vibration Measurement

The impact of the first joint characteristics on the robot vibrations when this joint is
loaded by maximum force due to an extended robot arm was evaluated (Figure 5). Under
such conditions, the maximum vibration level is expected to be influenced by the gravity
force direction.

From Figure 14, the highest level of vibration, 0.46 g, was detected in the x-axis when
the robot is at an extended position; in the compact position case, this value was 0.27 g.
The lower levels of vibrations were detected in the y and z-axes. The moderately high level
of vibrations in the z-axis allows us to state that during the movement of the first joint,
the whole structure of the robot is kinematically excited. In the extended position, the
longest settling time of 0.56 s was defined in the z-axis, while in the compact position, the
longest settling time of 0.44 s was detected in the y-axis. This can be explained by the fact
that in various configurations, due to the distribution of mass centers, the variable loads
and inertia forces in all joints can be detected. Thus, it could be concluded that in most
uncomfortable configurations, settling time will not exceed 0.6 s.
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4.6. Experiment with Implemented Correction

The correction was applied to the real (Kuka YouBot) robot using processed experi-
mental data. The flowchart of the performed procedure is presented in Figure 15. During
the first run, algorithms take experimentally defined data representing robot characteristics
and previous compensation values as input parameters and provide an output as a natural
number that is later transformed into a new compensation value.
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Figure 15. Flowchart of machine learning based positioning errors compensation procedure.

The compensation parameters were applied by shifting the stated start and endpoint
positions of the trajectory provided in Figure 3. The efficiency of the proposed methodology
was evaluated by measuring positioning accuracy at the start and endpoint of the robot
trajectory (Figure 16). During the experiment, the robot was loaded with a 0.5 kg payload
and moved at maximum velocity.
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Figure 16. Comparison of robot positioning accuracy before applying correction procedure and after.
(a) Experiment at the start point (Figure 3a); (b) experiment at the endpoint (Figure 3b).

The machine learning process was terminated after 780 iterations by the program
because the general positioning error stops to decrease. The ML process has different
progress for overall positioning error in the start (Figure 3a) and endpoints (Figure 3b) of
the trajectory. The learning process at the start point of the trajectory progresses at the 180th
iteration, while the process at the endpoint of the trajectory starts approaching the learning
target at the 180th iteration and ends at the 240th iteration. Differences in the learning
process are influenced by the gravity force depending on the robot links’ configuration.
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From the obtained results, we defined the following: the overall positioning error at
the start point decreases by 40%: from 0.021 mm to 0.0125 mm; the overall positioning error
at the endpoint decreases by 34%: from 0.028 mm to 0.0185 mm.

The proposed method deals with the complex improvement of robot accuracy in com-
parison with classic methods. Comparison of the proposed method to the existing classic
ML methodologies has some scale problems. The online ML process, as proposed in the
paper, can minimize robot positioning errors at the interesting point by compensating them
in the operation online. Available offline learning procedures are focused on preparatory
modes of robot’s implementation. Offline methods, as well as statistical ones (workspace
mapping), are not sensitive to the fluctuations of the robot operating process. In such a
case, robot installation in the production enterprise begs for readjusting for the time being,
while the proposed procedure is valid for active robot operation. The complexity of the
evaluated and compensated errors is hidden behind the process—we achieve a goal as a
diminishing of robot error regardless of the actual coordinate position and configuration of
the robot in the target point position. The distribution of the task components along the
axes as it is performed for some methods here is not applicable. The disadvantage of the
proposed method is some operational time for the ML procedure to set up compensation
values, so actual disturbances of the robotic system can cause some periods of increased
error values. The good point of the proposed method—initial data collection is possible to
optimize. There are available synthetic (simulated) data implementations into the learning
process and the use of advanced technical equipment for automated data collection.

5. Conclusions

The dynamic behavior of a robot is to a large extent affected by the robot’s warming-
up time, the load, the speed of movement, and the trajectory in the working space. The
experimental research on warming-up time showed that the highest positioning error was
0.12 mm if the robot operated without warm-up. The optimal time for warming up is
14–15 min. The completed research allowed a conclusion that when the manipulator stays
idle for 1 h or more, it is recommended to allow the manipulator to operate initially without
performing any work. Where the use of a warm-up program is inconvenient, higher
positioning accuracy can be achieved by adjusting the prescribed positions according
to experimentally defined dependencies between positioning errors and operating time.
Implementing ML here could compensate for positioning errors during the robot warming
period if the learning procedure can be taken for many operation breaks. Robot repeatability
measured after the warming-up process was 0.0146 ± 0.00526 mm.

Research performed when the robot moves at various speeds with various loads
showed that the highest 0.019 mm positioning error appeared in the z-axis when the robot
moves at its highest speed with a 0.50 kg load. The obtained results significantly exceed
the tolerance of ±1.0 mm declared by the manufacturer. This allows us to state that ML
can improve the accuracy of industrial robots with known operating and environmental
conditions. ML is suitable for positioning static and dynamic error compensation for
steady-state trajectory and fast accuracy improvement during initial or test operation. The
obtained accuracy error value is better than that declared by the manufacturer, and it can
even be improved for precision operations; the manufacturer could also implement this
option using ML procedures.

Results obtained from vibration measurements show that gripper vibration amplitude
mostly depends on the movement trajectory, speed, and direction; the highest measured
peak-to-peak vibration amplitude, 1.6 g, was observed at maximum (90◦/s) speed. Ad-
ditional research performed with separate joints showed that the highest impact on the
overall vibration level is on joint II and joint III if the robot operates in common configura-
tions. When the robot operates in the closed position, overall vibration levels are mostly
affected by joint I.

The results of the settling time measurements, in most cases, correspond to the results
of vibration measurements. It was noticed that settling time in most of the tests depends
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on movement speed, while vibration amplitude is additionally affected by movement
direction. The longest settling time was defined as 0.55 s at maximum speed. Therefore,
this allows us to state that when operating at maximum speed, the settling time for the
robot can last up to 0.6 s.

The set of results obtained from our research allows us to predict the behavior of the
analyzed robot and to define its characteristics under various conditions. These results
can be used to improve robot parameters for precise operations. Moreover, this result and
methodology can be used as a basic database for creating and implementing in practice
various ML algorithms. To compensate for positioning errors, the data about the current
robot operation must be collected and processed in a way suitable to further use in ML.
First, positioning accuracy and vibrations under various conditions in positions that are
important for the performing task and in which the accuracy is diminished (for example,
near the singularity) should be determined experimentally. Second, the measurements of
vibrations on the end-of-arm reference point, including measurements of separate joint
impact to general vibration level, should be performed. Then the collected data can be
processed using ML algorithms.
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Nomenclature

g Gravitational acceleration equivalent to ~9.81 m/s2

ϕ Actual joint rotation angle, deg
APp Overall positioning accuracy
RPi Robot positioning repeatability
mv Measured result
rv The real measured parameter value
4mv Absolute measurement error
σ Experimental standard deviation
Smd Experimental standard mean deviation
∆mv,n,P The random error of the measured parameter
∆x,y,z Overall positioning error
V Speed of reference point
M Load
top Time from the moment when the robot was switched on
kmax Maximum number of iterations
εx,y,z The overall level of reference point vibrations
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Abstract: Existing machine vision-based roughness measurement methods cannot accurately measure
the roughness of free-form surfaces (with large curvature variations). To overcome this problem, this
paper proposes a roughness measurement method based on a generative adversarial network (GAN)
and a BP neural network. Firstly, this method takes images and curvature of free-form surfaces as
training samples. Then, GAN is trained for roughness measurement through each game between
generator and discriminant network by using real samples and pseudosamples (from generator).
Finally, the BP neural network maps the image discriminant value of GAN and radius of curvature
into roughness value (Ra). Our proposed method automatically learns the features in the image by
GAN, omitting the independent feature extraction step, and improves the measurement accuracy by
BP neural network. The experiments show that the accuracy of the proposed roughness measurement
method can measure free-form surfaces with a minimum roughness of 0.2 µm, and measurement
results have a margin of 10%.

Keywords: robotic belt grinding; surface roughness measurement; generative adversarial network

1. Introduction

Grinding is a widespread but essential process in manufacturing products. It is
widely used in aerospace, automobile manufacturing, rail transit and other industries [1].
Traditionally, grinding is done by manual operation or multi-axis CNC machine tools. The
former is time-consuming and labor-intensive, while the latter is limited by operating space.
Recently, robotic belt grinding has become an alternative due to its low cost, efficiency and
large operating space [2]. For small workpiece, the robot generally uses appropriate contact
force to ensure the stability of the workpiece [3]. The robot holds the workpiece to complete
the grinding operation and uses its dexterity to move to the best inspection position on
the surface of the workpiece [4]. Multiple sampling points are planned according to the
curvature of the workpiece surface, and the robot moves to each sampling point in turn to
complete the surface image sampling.

As an important indicator of the quality of machined surfaces, surface roughness
has a significant impact on product life and reliability [5]. The traditional probe-based
measurement method [6–9] uses a probe that slides over the surface of the workpiece for
measurement. This method has been proven to be highly reliable and highly accurate.
However, it has several limitations, such as long measurement times, high environmental
requirements and complex steps.

With the development of optical technology, a variety of noncontact measurement
methods has been developed to address the limitations of the contact measurement method.
For example, optical microscopy, confocal laser scanning microscopy and white light
interferometry are used to measure surface roughness, but these methods are mainly used
in laboratories, because their high cost and complicated operation are not suitable for
real industrial production. Currently, the most popular noncontact measurement method
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is based on machine vision for roughness measurements of the machined workpiece
surface [10–15]; this is widely used because of its advantages, which include unrestricted
size of the measured object, low cost, high speed, and easy factory automation deployment.

Usually, vision-based measurement methods can be divided into four stages: image
acquisition, image processing, feature extraction and prediction strategy [16]. Most vision-
based methods for surface roughness assessments rely on feature extraction. Suganandha
et al. [17] used a single-point laser to irradiate the surface of an object and analyzed the
gray-level covariance matrix (GLCM) features of the scatter pattern, such as contrast,
correlation, energy, entropy homogeneity and maximum probability, in order to investigate
the correlation between 3D surface roughness and scatter images. Shanta et al. [18] obtained
roughness measures by using a singular value decomposition method to analyze contrast,
as well as light and dark pixels of binarized scatter patterns. Samie et al. [19] proposed a
method to transform the image of a surface into an unweighted and undirected network
graph. The graph-theoretic invariants and Fiedler number were estimated for use as
discriminative factors for the surface roughness of the workpiece, avoiding the filtering
and segmentation of complex images. Liu et al. [20] proposed an improved method
based on microscopic vision to detect the surface roughness of R surfaces in valves. The
method analyzed the surface morphology images of R surfaces by the gray-level covariance
matrix (GLCM) method and used a support vector machine (SVM) model to describe the
relationship between GLCM features and the actual surface roughness. Huaian et al. [21]
used a specific of color light source to illuminate the surface and measured the surface
roughness of the object based on the color distribution statistical matrix for features such as
texture in the image.

Vision-based surface roughness assessment methods have been proven to be reliable
and accurate, but there are still some limitations, especially in the feature extraction process.
Visual assessment methods that rely on feature extraction are difficult to reapply to different
datasets. Feature extraction is a highly intensive process that requires a high degree of
computation and expert decision making in selecting the appropriate surface features. As a
result, the process can lead to long processing times, which are not conducive to the rapid
diffusion of the technique.

Some researchers had accomplished roughness measurement by using intelligent
algorithms for the self-learning of image features. For example, Du-Ming [22] used the
two-dimensional Fourier transform to extract quantitative measures of surface roughness
in the spatial frequency domain. The roughness features were used as input to build an
artificial neural network to determine the surface roughness. Gürcan [23] converted the
surface image into a binary image as input data. The log-sigmoid function was chosen as
the transfer function and the neural network model was trained using the scaled conjugate
gradient algorithm. Kaixuan et al. [24] proposed a roughness classification method. The
method expanded and preprocessed the images, and then trained an AlexNet-based surface
roughness classification model for milled samples.

Jamal et al. [25] proposed that a convolutional neural network (CNN) is used as a
regressor in order to obtain steel surface roughness, and that a CNN based on spatial
pooling pyramid is applied for roughness classification. Achmad et al. [26] proposed a
deep learning model containing convolutional layer, ReLU, pooling layer and two FC
layers to automatically learn image features using a gradient descent method to optimize
hyperparameters in the model.

GAN is an emerging self-supervised learning technique that provides a method to
learn deep representations without the use of extensively labeled training data [27,28].

In this paper, we design a surface roughness prediction model based on GAN +
BP neural network. Firstly, we consider the difference in surface images with different
curvatures and use the images and curvatures as training samples. Then, the GAN network
performs model training in such a way that the generative network and the discriminative
network play with each other to automatically learn the features in the images, omitting the
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feature extraction step. Finally, the BP neural network represents the correlation between
the GAN discriminant value and the roughness (Ra).

2. Generative Adversarial Network

A GAN consists of two parts: the generative and discriminative networks, which use
an adversarial game between generators and discriminators to achieve self-supervised
learning. The main difference from the traditional network model is that the data training
process contains both consistent and adversarial data. The generators and discriminators
each optimize in different directions and form a competitive relationship with each other,
but they also depend on each other to form a unified whole. In the adversarial training
mode, the generator no longer learns directly from the training dataset, but learns itera-
tively in an indirect way through the optimization directions output by the discriminator,
generating pseudosamples to mix the spurious with the genuine. A GAN computes faster
and has greater expansion flexibility than a traditional network. In this paper, we propose
using a GAN to discriminate the roughness of the surface of workpieces using the structure
shown in Figure 1.
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pz(z) represented a prior on input noise variables, G(z) was generator of GAN, and
D(x) represented the probability that x comes from real images. GAN’s goal is training D(x)
to maximize the probability of assigning the correct label to both training real samples and
pseudosamples from G(z), at the same time training G(z) to minimize log(1− D(G(z))).
In other words, the loss function of GAN is as follows:

min
G

max
D

V(D, G) = Ex∼pdata(x)[log D(x)] + Ez∼pz(z)[log(1− D(G(z)))] (1)

The disadvantages of GAN:
(1) GAN training is unstable, and the training degree of generator and discriminator

should be carefully balanced.
(2) When the generator learns that some features of the real data successfully deceive

the discriminator, it will not update. As a result, the generated samples lack diversity, and
a collapse mode occurs in GAN.

(3) When the overlap between the real and generated distributions is negligible, the JS
divergence between the real and generated distributions is minimized to a constant log2.
When the discriminator is optimal, the loss of the minimized generator is also closer to
log2, and G is no longer updated, resulting in the disappearance of the generator gradient.

In order to overcome the above shortcomings, the generator and discriminator network
structures of the original GAN network are redesigned. In this paper, a deep convolutional
neural network is used as the network structure of the generator and discriminator:

The structure of the generative network is shown in Figure 2, and the corresponding
discriminator network structure is shown in Figure 3.
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From Equation (1), it can be seen that the objective of the discriminator is to obtain the
maximum value of V(G, D). Then, it is necessary to maximize D(x), which means maxi-
mizing the probability that real samples and generated samples will be assigned the correct
label. At the same time, the generator G is trained to minimize log(1− D(G(z))), which
means minimizing the difference between the generated samples and the true samples.

Therefore, the value function of GAN can be decomposed into two optimization problems:
(1) Fix the generator G, train the discriminator D, so that it can maximize the correct

determination of whether the sample is from the real sample or from the sample generated
by G. The objective function of D is,

max
D

V(D, G) = Ex∼pdata [log D(x)] + Ex∼pg [log(1− D(x))] (2)

Finding the derivative of Equation (2) with respect to D(x), such that its derivative 0 gives,

Pdata(x)
D(x)

− Pg(x)
1− D(x)

= 0 (3)

Rewriting Equation (3), the optimal discriminator is obtained as follows:

D∗(x) =
Pdata(x)

Pdata(x) + Pg(x)
(4)

(2) Fix the discriminator D and train the generator G, such that L = max
D

V(D, G)

minimizes the difference between the generated samples and the real samples. The objective
function of G is given by,

min
G

L = Ex∼pdata [log D∗(x)] + Ex∼pg [log(1− D∗(x))] (5)

Substituting Equation (4) into Equations (2) and (5), we obtain,

min
G

L = Ex∼pdata

[
log

Pdata(x)
Pdata(x) + Pg(x)

]
+ Ex∼pg

[
log
(

Pg(x)
Pdata(x) + Pg(x)

)]
(6)
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Introducing two important similarity metrics KL divergence (Kullback–Leibler diver-
gence) and JS divergence (Jensen–Shannon divergence), Equation (6) is rewritten as,

min
G

L = KL
(

Pdata ‖ Pdata+Pg
2

)
+ KL

(
Pz ‖ Pdata+Pg

2

)
− 2· log 2

= 2·JSD
(

Pdata ‖ Pg
)
− 2· log 2

(7)

From Equation (7), it can be seen that fixing the discriminator, the goal of training the
generator is to have a JS dispersion of 0 between Pg and Pdata, i.e., Pg = Pdata. At this point,
the discriminator D∗(G) = 1

2 . Thus, the equilibrium between generator and discriminator
is realized by reciprocally training the GAN.

3. Measurement of Surface Roughness of Workpieces

In this method, a neural network is used to discriminate the surface roughness of a
grinded workpiece. A small number of data images are used to train a generative adversar-
ial network (GAN) to generate the required large dataset for training the discriminative
network, which outputs the surface roughness measurements of the workpiece.

3.1. Image Acquisition and Data Preprocessing Methods Subsection

The radius of the curvature and roughness of the workpiece surface directly determine
the refractive index of light, a factor which affects the imaging effect of the workpiece
surface.

Therefore, 72 images of workpieces with different curvature radii and roughness were
collected in this study. The 12 images with the roughest and smoothest surfaces were
selected as the original training dataset for the GAN generator, with 6 smooth and 6 rough
images, as shown in Figure 4. However, the amount of data in the original dataset of
12 images was too small to be used directly for training the GAN discriminator, which
would lead to severe overfitting of the discriminator. Therefore, the original images were
first rotated and panned to generate a sufficient number of derived images (32,000 images
were generated in the experiment).
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the surface).

3.2. GAN-Based Surface Roughness Discrimination Method

The generative network attempts to create images that the discriminant network
cannot distinguish from real images during the training process, while the discriminant
network is equivalent to a binary classification network to distinguish between the real
training images and the images created by the generator. In this way, the model parameters
are continuously optimized by the adversarial training between the two networks. Over
multiple iterations, the images created by the generative network become closer to the
real images, and the discriminant network increasingly understands the meaning of the
roughness represented by the images, and finally gives the roughness value.

The process of training the GAN is shown in Figure 5.
Step 1: The original datasets (surface roughness images) are classified in a binary

fashion and labeled as “smooth” and “rough” according to a certain threshold.
Step 2: Real surface roughness images marked by the classification in step 1 are rotated

and panned to expand datasets.
Step 3: The GAN is trained using the “rough” category data in the dataset in Step 2.
Step 4: The GAN is trained using the “smooth” category data in the dataset in Step 2.
Step 5: The image data is generated from the generation network trained in steps 3

and 4 to complete the data set expansion.
Step 6: The discriminative network is retrained for the expanded smooth and rough

datasets generated by the generative network in step 5 to obtain the final roughness
recognition network model.
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3.3. Training Results

To teach the GAN the meaning of “rough,” real smooth images are added as fake data
to train the discriminator along with the output of the generator, as shown in Figure 6a.
Figure 6b shows examples of the surface roughness of workpieces generated by the GAN.
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Figure 6. (a) Training method for the discriminator in the GAN used to generate rough images
(b) Data generated by the GAN.

The GAN is trained using the expanded datasets, and then the GAN is able to generate
a series of smooth and rough images as the training set. The problem is treated as a binary
classification problem using the sigmoid function as the output activation function and the
binary cross-entropy as the loss function for training, with the rough images labeled ‘1’ and
the smooth images labeled ‘0’. In this method, the same network structure of the classifier
with the discriminator of the GAN is used, as shown in Table 1.
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Table 1. The network structure of the generator and the discriminator.

Generator Discriminator

Input (32) Input (80, 80, 1)
Dense (102400) Conv2D (40, 40, 64)

BatchNormalization (102400) LeakyReLU (40, 40, 64)
Activation-ReLU (102400) Dropout (40, 40, 64)

Reshape (20, 20, 256) Conv2D (20, 20, 128)
Dropout (20, 20, 256) LeakyReLU (20, 20, 128)

UpSampling2D (40, 40, 256) Dropout (20, 20, 128)
Conv2DTranspose (40, 40, 128) Conv2D (10, 10, 256)

BatchNormalization (40, 40, 128) LeakyReLU (10, 10, 256)
Activation-ReLU (40, 40, 128) Dropout (10, 10, 256)
UpSampling2D (80, 80, 128) Conv2D (10, 10, 512)

Conv2DTranspose (80, 80, 64) LeakyReLU (10, 10, 512)
BatchNormalization (80, 80, 64) Dropout (10, 10, 512)

Activation-ReLU (80, 80, 64) Flatten (51200)
Conv2DTranspose (80, 80, 32) Dense (1)

BatchNormalization (80, 80, 32) Activation-Sigmoid (1)
Activation-ReLU (80, 80, 32)

Conv2DTranspose (80, 80, 1)
Activation-Sigmoid (80, 80, 1)

In the method described above, a dataset with only roughness Ra of 0.2, 0.4, 3.2, 6.3
and radius of curvature R of 50, 1000, and infinity are used as the training set. However,
the dataset in the actual test contains more cases of roughness and radius of curvatures.
A qualified classifier should be able to accurately distinguish the cases which are not
encountered in the training set. Some of the actual test results are shown in Table 2, which
visually reflects the classifier’s scoring of images with different roughness levels. The
smaller score means the smoother surface. The test results show that the method can
accurately determine the untrained intermediate roughness (0.8 and 1.6 are the untrained
cases), which indicates that the network can understand the concept of “roughness.”

Table 2. Surface roughness prediction based on GAN.

Radius of Curvature (mm) Roughness Ra (µm) Predictive Value

150

0.2 −22.61
0.4 −8.75
0.8 9.86
1.6 12.40
3.2 28.27
6.3 30.37

700

0.2 −27.65
0.4 −14.10
0.8 9.75
1.6 19.65
3.2 39.47
6.3 41.16

∞

0.2 −48.25
0.4 −31.05
0.8 37.82
1.6 45.70
3.2 54.27
6.3 62.00

4. Discriminating Method of Workpiece Surface Roughness

Roughness (Ra) is a small-distance (usually less than 1 mm) peak–valley that forms
from a microgeometric shape error of the surface of the part. As shown above, the real
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surface image can obtain a discriminant value, nonlinearly related to roughness Ra through
the trained GAN. In order to establish a mapping relationship between the discrimination
value of GAN and surface roughness Ra, this paper proposes a surface roughness Ra
discrimination method based on the BP neural network, which is shown in Figure 7.
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Figure 7. Back-propagation neural network structure to evaluate grinding roughness, according to
discriminant value.

The input layer of the BP neural network for image discriminant value and radius of
curvature is denoted as xi(i = 1, 2), and the output surface roughness is denoted as z. The
number of neurons in the hidden layer is s, denoted as yi(1, 2, · · · , s). The bias value of the
hidden layer is γ, and the bias of the output layer is θ. w denotes the connection weights
from the input layer to the hidden layer, v denotes the connection weights from the hidden
layer to the output layer, while fy and fz are the activation functions of the hidden and
output layers, respectively. The forward propagation process of the BP neural network is
expressed as:

yi = fy

(
2
∑

i=1
wxi − γ

)

z = fz

(
s
∑

j=1
vyj − θ

) (8)

Equation (8) completes the mapping from xi(i = 1, 2) to z. α denotes the target value
of the output, and the error of the BP neural network is:

minδ = z− α (9)

The error back-propagation process of the BP neural network is implemented by
minimizing the objective function by Equation (9). The weights and biases of each layer are
adjusted for each propagation as follows:

v̂ = v− η
∂δ(v,θ)

∂v
θ̂ = θ − η

∂δ(v,θ)
∂θ

,
ŵ = w− η

∂δ(w,γ)
∂w

γ′ = γ− η
∂δ(w,γ)

∂γ

(10)

From Equation (8), it can be seen that the data transfer process between the layers
is transformed and connected by the activation function. Meanwhile, in the error back-
propagation process in the BP neural network in Equation (10), the derivatives of the
activation function adjust the connection weights of each layer to reduce the error to the
desired range. Considering the requirement that the activation function be continuously
differentiable, the sigmoid function is chosen as the output layer activation function, and
the tanh function is chosen as the output layer activation function.

fy =
1

1 + e−x , fz =
ex−e−x

ex+e−x (11)
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To ensure accuracy of roughness estimation, this study determines the number of
neurons in the hidden layer according to the Hecht–Nelson method [29] because the hidden
layer affects the stability of the network. The number of input layer neurons is n, while the
number of hidden layer neurons is 2n + 1. That is, the number of hidden layer neurons in
the network is 5. Networks with different numbers of neurons have also been tested, as
shown in Table 3.

Table 3. BP neural network errors for different network structures.

Structure of the BP Neural
Network

Average Error (%)

Roughness

2-3-1 12.42
2-5-1 6.24
2-7-1 8.79
2-9-1 14.63

After determining that there should be one hidden layer for the BP neural network
model, the number of neurons in the hidden layer must be determined. For each neural
network model in Table 3, the average error between the actual and predicted values were
recorded in 10 training sessions. It is clear from Table 3 that as the number of neurons in
the hidden layer increases, the accuracy does not necessarily follow. When the number
of hidden layer neurons increases from 3 to 5, the average error decreases from 12.42% to
6.24%. However, as the number of hidden layer neurons continues to increase to 7, the
average error increases from 6.24% to 14.63%. The 2-5-1 neural network structure has the
smallest error, and so this network structure is used in the real-time surface roughness
model in this study.

5. Experiments

In this study, a robot is used to hold the workpiece while grinding a complex, curved
item. The robotic grinding platform is built as shown in Figure 8, consisting of a belt
grinder, a lightweight robot with seven degrees of freedom and a camera.
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Surface roughness is a key feature of the surface texture of a workpiece because it has
a significant impact on the service life and reliability of a mechanical product. This paper
proposes a vision-based roughness measurement method for comprehensively considering
the cost, usability, and efficiency. This method consists of three stages: image acquisition,
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self-supervised learning and result discrimination. A narrow-angle industrial camera is
used to build a vision-based surface roughness measurement system, as shown in Figure 9.
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Figure 9. Surface roughness measurement system based on vision.

The narrow-angle Balser ace 2 industrial camera meets the needs of this method for
surface roughness measurement of curved workpieces. Its detailed parameters are shown
in Table 4.

Table 4. Parameters of Balser ace 2 narrow angle camera.

Parameters

Resolution ratio 2.3 MP
Chip IMX392

Frame rate 51.0 fps
Port GigE

Noise 2.6e−

Dynamic range 71.7 dB
Signal-to-noise ratio 40.2 dB

Photosensitive chip type CMOS
Photosensitive chip size 6.6 mm × 4.1 mm

Balser ACE 2 samples images of standard grinding surface roughness contrasts as
shown in Figure 10a, and images of standard milled surface roughness contrasts as shown
in Figure 10b. There is no significant difference between images Ra 0.2 and Ra 0.1. The
camera can distinguish surfaces with surface roughness Ra greater than 0.2. The image
samples in Figure 10 are added to the training set of the proposed GAN to enrich the
samples and increase the measurement accuracy of the model.
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the roughness standard grinding surface roughness contrasts; (b) Images of the roughness standard
milled surface roughness contrasts.

The blade-grinding process is divided into three processing stages according to the
requirements of the grinding process: rough grinding, semi-finishing grinding and finishing
grinding. The rough grinding stage removes a large amount of the material using the
grinding parameters belt line speed 5 m/s, feed speed 3 mm/s, belt mesh 120 and contact
force 15 N. The semi-finishing stage removes a small amount of material with the grinding
parameters of belt line speed 5 m/s, feed speed 3 mm/s, belt mesh 320 and contact force
10 N. The finishing stage is mainly for finishing the surface of the workpiece with the
grinding parameters belt line speed 5 m/s, feed speed 3 mm/s, belt mesh 320, and contact
force 5 N. After each grinding stage, the surface roughness is measured and analyzed.

In this study, an industrial camera was used to take pictures of the workpiece surface
under a specific light environment to measure the surface roughness conditions, as shown in
Figure 11. In order to compare the measurement accuracy of different learning algorithms,
ANN and CNN are added to train the surface roughness measurement model in this
paper. The GAN-BPNN, ANN, CNN were used to judge the smoothness of the polished
processing surface in Figure 11, as shown in Table 5. The proposed GAN-BPNN has a
margin of error of 10%. However, the prediction error of ANN and CNN were more
than 10%.

Table 5. Identify workpiece surface roughness with GAN-BPNN, ANN, CNN.

Real Ra
(µm)

GAN-BPNN
(µm) Error (%) ANN

(µm) Error (%) CNN
(µm) Error (%)

Before grinding 1.75 1.65 6.1 1.61 8.0 1.9 8.6
Rough grinding stage 1.29 1.36 5.1 1.49 15.5 1.45 12.4
Semi-finishing stage 0.93 0.87 6.9 0.84 9.7 1.03 10.8

Finishing stage 0.59 0.64 7.8 0.5 15.2 0.66 11.9
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Figure 11. Roughness measurement based on machine vision.

In order to measure blade surface roughness more accurately, this paper designs a
sampling point distribution method based on constant chord height. The method realizes a
dense distribution of sampling points in the region with a large curvature variation and a
sparse distribution in the region with a small curvature variation, as shown in Figure 12.
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(1) Set a chord height ε.
(2) The baseline AE was obtained by connecting the end points of the curve.

(3) Determine whether there exists a point on the curve
_

AE whose distance to the

datum line is greater than ε. If there is a point on
_

AE, whose distance from the datum line
AE is the farthest point is n0, then delete the original datum line AE.

(4) Set n0 to B and connect the AB and BE as the new datum line.
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(5) Determine whether there exists a point on the curve
_

AB whose distance to the

datum line is greater than ε, and if there is a point on
_

AB whose distance from the datum

line AB is the farthest point is n1. Similarly, point n2 on curve
_

AB is obtained. Rewrite A,
n1, B, n2, E as A, B, C, D, E.

Repeat the above process until all points on the curve to the datum line position are
less than the threshold ε. In this paper, five sampling points (A, . . . , E) marked in the
figure were taken as examples to compare the roughness changes of blades before and
after grinding, as shown in Figure 13. The robot planed the motion trajectory according to
the position and curvature of the sampling points (20 mm × 20 mm area centered on this
point), collecting images of the five sampling points in turn at the best angle, as shown in
Figure 14.
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Figure 13. Distribution of sampling points for blade surface roughness.

The image data of the sampling points before and after polishing can obtain the
corresponding predicted value by the roughness discrimination model of the GAN + BP
neural network, as shown in Table 6. It can be seen that the relative error between the
predicted roughness and the real roughness (measured by SJ-210) has a margin of error of
10%, which meets the needs of industrial detection.

Table 6. The relative error between the roughness value predicted by GAN + BP and the
real roughness.

Compressor Blade Roughness Ra (µm)

Before
Real Ra 1.64 1.59 1.65 1.68 1.62
GAN Ra 1.75 1.69 1.79 1.74 1.72
Error (%) 6.7 6.2 8.5 3.5 6.2

After
Real Ra 0.67 0.64 0.65 0.68 0.61
GAN Ra 0.72 0.67 0.71 0.74 0.66
Error (%) 7.4 4.6 9.2 8.8 8.2
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6. Conclusions

In this paper, we propose a roughness evaluation method combining generative an
adversarial network (GAN) and a BP neural network, which avoids the influence of surface
image differences with different curvatures on the accuracy of roughness measurements.
The method automatically learns features in the image by generators playing with discrimi-
nators, eliminating the independent feature extraction step. This does not merely shorten
the prediction time but reduces the complexity of model training as well. Experiments show
that the proposed method can measure a free-form surface with a minimum roughness
of 0.2 µm, and measurement results have a margin of error of 10%. Since the proposed
method does not require the operator to have the field knowledge of feature recognition,
the method is easier to apply in a factory. However, the proposed roughness evaluation
method using GAN takes a long time for model training due to its convolution process
and depth structure characteristics. To overcome this problem, the adaptive model can be
considered in future research to automatically adjust the hyperparameters.
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Abstract: The calibration of articulated arms presents a substantial challenge within the manu-
facturing domain, necessitating sophisticated calibration systems often reliant on the integration
of costly metrology equipment for ensuring high precision. However, the logistical complexities
and financial burden associated with deploying these devices across diverse systems hinder their
widespread adoption. In response, Industry 4.0 emerges as a transformative paradigm by enabling
the integration of manufacturing devices into networked environments, thereby providing access
through cloud-based infrastructure. Nonetheless, this transition introduces a significant concern in
the form of network-induced delays, which can significantly impact realtime calibration procedures.
To address this pivotal challenge, the present study introduces an innovative framework that adeptly
manages and mitigates network-induced delays. This framework leverages two key components:
controller and optimiser, specifically the MPC (Model Predictive Controller) in conjunction with
the Extended Kalman Filter (EKF), and a Predictor, characterised as the Dead Reckoning Model
(DRM). Collectively, these methodologies are strategically integrated to address and ameliorate the
temporal delays experienced during the calibration process. Significantly expanding upon antecedent
investigations, the study transcends prior boundaries by implementing an advanced realtime error
correction system across networked environments, with particular emphasis on the intricate man-
agement of delays originating from network traffic dynamics. The fundamental aim of this research
extension is twofold: firstly, it aims to enhance realtime system performance on open networks,
while concurrently achieving an impressive level of error correction precision at 0.02 mm. The
employment of the proposed methodologies is anticipated to effectively surmount the intricacies and
challenges associated with network-induced delays. Subsequently, this endeavour serves to catalyse
accurate and efficient calibration procedures in the context of realtime manufacturing scenarios.
This research significantly advances the landscape of error correction systems and lays a robust
groundwork for the optimised utilisation of networked manufacturing devices within the dynamic
realm of Industry 4.0 applications.

Keywords: robotics calibration; network delays management; resource sharing; temporal delays;
realtime calibration; realtime application over the network

1. Introduction

Large-scale, complex, and low-volume manufacturing systems, particularly in the
aerospace industry, rely heavily on robotics for automation. The precision required for tasks
like position accuracy, module assembly, inspection, and fastening poses unique challenges
due to robot kinematics and environmental factors. Existing packages provid-ed by robot
manufacturers for error correction and compensation suffer from cost and lack of realtime
capabilities, resulting in static correction and dedicated resources. The research addressed
these challenges by developing a dynamic and realtime error correction system, achieving
error correction in the range of 0.02 mm. [1] The study extends the existing re-search by
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implementing the proposed system over the network and addressing the chal-lenge of
managing delays caused by network traffic.

Considering the implications of connecting the tracker or measurement device to a
singular network switch, its utility is limited to a specific robotic cell as a result. In such a
scenario, the tracker’s functionality would be exclusive to that particular cell, rendering
it inaccessible to other cells that might require its services. The tracker’s mobility, which
allows it to orient itself towards different cells as needed, would be compromised. The
cost-effectiveness also comes into play when optimizing resource utilisation. Employing
a single tracker for multiple cells, numbering around 10 or more, and coordinating this
shared resource via a resource management system, emerges as a strategic approach. This
allows the tracker’s capabilities to be harnessed across multiple cells while minimizing
redundant costs. The paper could further emphasise these considerations to underscore
the rationale behind the chosen network configuration.

The issue of delay represents a prominent challenge within Network Control Systems
(NCS) and other systems reliant on network infrastructure. This delay stems from two pri-
mary factors: network traffic and the limited bandwidth of the communication channel. The
use of Kalman filter [2,3] and MPC for NCS can help to eliminate the noise and both types
of delays but still there is a need to implement a strategy to handle network delays to obtain
a realtime effect in the system [4,5]. The system in question is the distributed application.

There are lots of techniques available to handle network delays for distributed Interactive
applications (DIAs) [6]. Some of the techniques can be benchmarked; for example, the DRM [7]
is a popular technique in positioning systems. DRM is widely used in DIA for the predictive
contract agreement mechanism in managing network latencies [8]. A study shows that the
use of DRM can enhance the Network speed and optimise the performance [9].

The same DRM technique can be used for NCS to predict the information about the
position of the robot arm using extrapolation and the smoothing function can help to
smooth the extrapolated position and real position [9,10].

MPC has also been used to deal with variable data losses and time delays in a realtime
environment [4], which proves itself the most suitable method to be induced in realtime
error compensation over the network. To handle delays in the NCS, the observer algorithm
was proposed [11]. It proposed the two feedback loops one for the control system the
other for the observer. They further used two more controllers for the anticipated and
non-anticipated data. The Kalman filter [2] was proven to be useful for the environment in
which data losses are common, and data are received intermittently [12]. This approach is
particularly useful for a chaotic (where multiple cells are running at the same time on the
network) and realtime sensitive environment (where time is crucial).

To make the system extendable, configurable, manageable, and distributed, some
techniques need to be used, for example, Service Oriented Architecture (SOA) on the
application level [13]. SOA is becoming popular for developing distributed and manageable
manufacturing systems [14,15].

The gap here is to combine the realtime error correction with the network so the re-
sources can be shared amongst other operations, significantly reducing cost and increasing
flexibility. This study will need to deal with network issues while using the robot and
measurement device connected to the network. The study will be more gelled with Indus-
try 4.0 [16], which will be automating the error correction procedure and also allowing the
resources to be shared and available over the network. The data about the resources, their
scheduling, and their programs will be stored in the databases [17] which can be used as a
knowledge base in the future [18].

Another study addresses compliance modeling and error compensation for an indus-
trial robot’s application in ship hull welding [19]. The Cartesian stiffness matrix is obtained
through the virtual-spring approach, a method that considers factors like actuation and
structural stiffness, arm gravity, and external loads. While this approach enhances accuracy,
it’s important to note that it doesn’t operate in real-time error correction on the network.
The derived stiffness model offers the foundation for error compensation. This compensa-
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tion method is demonstrated using an industrial robot executing a welding trajectory. The
outcomes reveal that this compensation approach effectively enhances the robot’s opera-
tional accuracy. It aligns the robot’s actual trajectory, even when influenced by auxiliary
loads, to closely match the intended trajectory.

In precision-demanding industrial robotic applications, a novel hybrid computational
method is introduced for error compensation [20]. Combining Local POE calibration and
Gaussian Process Regression, it reduces positioning errors by up to 37.2% compared to
existing methods. While it proposes an innovative hybrid method for error compensation
in precision industrial robotic tasks, it doesn’t address network integration or real-time
adjustments, which are crucial aspects in modern manufacturing environments.

The novelty of the present study lies in addressing the intricate calibration challenges
faced by articulated arms within the manufacturing domain. Traditionally, calibrating
these arms necessitates costly and physically attached metrology equipment, impeding
a widespread adoption due to cost and practical limitations. Leveraging Industry 4.0
principles, this study introduces an innovative approach by incorporating manufacturing
devices into a networked ecosystem, thereby enabling cloud accessibility. However, the
subsequent issue of network delays emerges as a significant hurdle, particularly concerning
realtime calibration procedures.

To surmount this predicament, this study introduces a pioneering solution. It in-
tegrates an optimiser, the EKF, in tandem with a Predictor, the DRM. These techniques
collectively combat and resolve network-induced delays encountered during calibration
processes. A significant aspect of novelty lies in the integration of the DRM into the realm of
robotics, with a specific focus on estimating position and error. This innovative application
of DRM directly addresses the challenge associated with managing delays linked to the
reception of measurements from a tracking device. By incorporating DRM, the system
ensures realtime compensation by predicting and adapting to potential errors, thus en-
hancing the accuracy and efficiency of the compensation process. Furthermore, building
upon earlier research efforts [1], this study extends the boundaries by implementing a
realtime error correction system across a network. Notably, it homes in on mitigating delays
stemming from network congestion.

The choice to adopt a realtime approach stems from catering to sectors characterised
by a demand for substantial variability, such as shipbuilding and aircraft manufacturing.
In these industries, the imperative for precision, quality, and efficiency is paramount. The
offline provision of information and training, while potentially time-consuming, could lead
to inefficiencies in meeting the stringent requirements of these sectors. Considering the
inherent variability in components and robot paths, opting for realtime solutions becomes
a pragmatic choice. The realtime approach aligns well with the need to swiftly adapt to
diverse scenarios and ensure the precision demanded by these industries, making it a
viable solution within this context.

This paper employs a three-section structure to systematically present its content.
Section 2 comprehensively elucidates the methodology behind Realtime Error Correction
over the network, encompassing aspects such as error prediction and estimation, the man-
agement of network delays, system development, and resource allocation. In Section 3,
a thorough exploration of results and discussions unfolds, offering insights into the con-
ducted tests aimed at assessing the system’s capabilities. Finally, Section 4 delves into a
meticulous analysis of these findings, fostering a detailed discourse that culminates in the
paper’s conclusive remarks.

2. Realtime Error Correction over the Network—Problem Realisation

The field of static Error Correction encompasses various technologies and systems, as
highlighted in the Introduction. However, an unexplored area of research lies in addressing
realtime error correction over regular or open networks. While the preceding section
discussed systems that have been developed for realtime error correction, they lack the
suitability to operate effectively over standard networks due to their stringent feedback
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requirements, which cannot be met within the required realtime constraints. The problem
at hand encompasses several dimensions, including Realtime Error Correction on the
Network, Handling Network Traffic and delays and making the resources sharable.

Figure 1 illustrates the resolution of the issues pertaining to static calibration and
resource wastage through the implementation of a realtime networked control system,
dynamic calibration techniques, and flexible resource management. The diagram visually
depicts the problem area encapsulated within a red rectangle, while the corresponding
solution is represented by the green region. The green arrows superimposed on the black
arrows symbolise the specific approaches and algorithms employed to address the problem.
The final rectangle, distinguished by a white background and a green outline, signifies the
complete resolution of the problem.
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The problem depicted in Figure 1 originates from the conventional static approach of
Robot Calibration utilizing a metrology device. In this static approach, the error correction
occurs through the Stop and Correct Approach, where the metrology device measures the
position, and the system performs calculations based on these measurements. However,
during this calculation period, both the system and the robot remain idle, leading to
suboptimal resource utilisation and increased overall process time.

To address this issue, a feedback control system and realtime infrastructure can be
employed. The realtime infrastructure encompasses hardware that supports realtime
processing and the implementation of appropriate algorithms. This transforms the sys-
tem into a continuous realtime error correction and compensation framework. However,
this approach introduces the challenge of dedicated resources, particularly the expensive
metrology equipment, which may be required by other processes on the factory shop floor.

This challenge can be overcome by incorporating a network and connecting the robot,
metrology device, and other equipment to a Networked Control System, integrated with
realtime infrastructure. This solution results in a Networked Resource with Realtime Error
Correction and Compensation, allowing for resource sharing within this setup. Nonetheless,
this approach gives rise to the problem of network delays, as the resources are intercon-
nected over a network shared with other systems that also transmit communication data.

To mitigate network delays, various techniques can be applied, such as Filtration tech-
niques to eliminate noise, Delay Handling Algorithms, Error Prediction (Anticipation), and
Network Traffic Prediction utilising realtime infrastructure. The resulting system would be a
Realtime Networked Control System for Error Correction and Compensation. However, such
a system may suffer from the drawback of un-configurable and non-flexible cells.
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To address the management and scheduling of resources when multiple systems and
cells require the metrology device simultaneously, the Flexa Control Approach [17] can
be applied. This approach integrates the Flexa Cell Controller into the system, ensuring
effective resource management and scheduling.

One of the key objectives of the study is to facilitate resource sharing. In the context of
automation, resources can be effectively shared through the utilisation of a network. DIA
enable users to connect to the network using the same application and seamlessly share the
application’s state in realtime. This synchronous sharing allows for collaborative activities
such as shared whiteboarding, collaborative editing of files, joint editing of files, shared
meeting rooms, and multiplayer games. Through DIA, users can interact and collaborate
over a computer network, engaging in interactive work on a single application.

A fundamental characteristic of all DIAs is the shared user space and concurrent
manipulation of the same data. However, the effective synchronisation and management
of resources pose significant challenges for distributed applications. The issue of synchro-
nisation becomes more complex in networked environments due to the presence of other
concurrent data communications on the network. In larger networks, the system for sharing
the status of each user can become time-consuming, potentially causing delays throughout
the entire network. To mitigate this issue, an estimation and filtering approach can be
employed to minimise the frequency of updates transmitted over the network. The DRM
serves as a foundational protocol within the IEEE Standard for DIAs, particularly in the
context of estimation techniques [6].

The Dead Reckoning algorithm is widely utilised in distributed network games, where
the delivery of realtime experiences to users is crucial, and factors such as speed and timing
play significant roles. This algorithm is derived from deduced reckoning principles and
serves as an effective approach in such gaming environments.

The Dead Reckoning Algorithm utilises previous packet information, performs ex-
trapolation to estimate future positions, and employs pre-reckoning to anticipate positions
before official reckoning, reducing network packet frequency.

By employing the Dead Reckoning algorithm, fewer packets need to be transmitted
over the network, leading to reduced network traffic while simultaneously improving
latency. This approach enables efficient utilisation of network resources and enhances the
realtime experience for users in distributed network games.

The term “dead reckoning” has a historical origin and was documented in the Oxford
Dictionary in 1613. This concept involves the estimation or prediction of a future position
based on knowledge of the initial starting position. When considering the concept in
terms of speed, it becomes straightforward to illustrate. For instance, let us consider a
hypothetical scenario where a ship sets sail at 0900 with a constant speed of 7 mph. The
question then arises: Where will the ship be located along its designated course at 1100?

By applying the distance equation, the distance covered by the boat after a duration of
2 h can be calculated as 14 units. This calculation provides an estimation or reckoning of
the distance travelled by the object at the specified time.

The concept of DIA has been prevalent for many years, and one of its notable examples
is network games, which enable realtime gameplay over a network. DIA aims to achieve
realtime interaction while maintaining robustness, reliability, security, scalability, and
consistency, among other qualities. However, latency poses a significant challenge for DIA
applications. Although increased bandwidth and processor speed have a positive impact
on latency control, latencies still exist due to network congestion. In realtime DIAs, these
latencies are deemed unacceptable. To address this, the DRM has emerged as a popular
technique in positioning systems, aiding in mitigating the impact of latency [3].

The DRM has gained widespread adoption as a predictive contract agreement mecha-
nism within DIA to effectively manage network delays [4]. A study conducted on optimis-
ing network performance utilizing DRM provides evidence that this approach can enhance
overall network performance and significantly reduce latencies. The findings of the study
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highlight the effectiveness of DRM in addressing the challenges posed by network delays
and its potential to improve the performance of DIA systems [5].

In the current problem scenario, the application of the DRM technique, in conjunction
with a smoothing function, can be utilised to extrapolate and predict data and positions.
DRM enables the prediction of positions between data updates. However, a potential issue
arises when the predicted position does not align with the actual position obtained from
the arrived data. To address this problem, a smoothing function, as suggested by [6], is
employed. The smoothing function aims to reduce discontinuities by considering time
compensation to compensate for packet latency. This approach helps to ensure a more
seamless and accurate representation of positions within the system.

2.1. Error Prediction and Estimations for Compensating Network Delays

The fundamental principle of the system is to operate on an open network, allowing for
the sharing of resources. In this context, the critical resource to be shared is the Laser Tracker,
which carries a significant cost of at least £150 k. However, this requirement of the system to
operate on a network introduces the challenge of managing variable network traffic.

Direct connectivity between a resource, such as a Laser Tracker, and a robot in isolation
enables fast and efficient communication. However, this approach limits the resource’s
usage exclusively to that particular system. The objective is to share the resource across the
network, allowing other cells or systems to benefit from the error correction capabilities.
Introducing the system to the network introduces the challenge of handling delays due to
the presence of normal network traffic. While this may not pose a problem for static error
correction, the goal is to perform a dynamic error correction [21]. In this dynamic scenario,
the error correction system cannot afford to wait for measurements from the laser tracker;
instead, it must ensure timely delivery to meet the realtime and dynamic demands of the
system. This situation is visually depicted in Figure 2.
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2.2. Dead Reckoning—Modelling (DRM)

In order to achieve realtime correction in the calibration system, it is crucial to have
regular and uninterrupted feedback from the measurement system. The Dead Reckoning
approach, described in previous section, provides a solution by estimating the current error
using past observations. By extrapolating or predicting data values between two updates,
Dead Reckoning enables the system to accommodate more connected stations and enhance
the reliability of receiving measurements from the tracker. This approach improves the
overall performance and robustness of the calibration system.
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The calibration system is represented as a player within the overall system, operating
independently from the tracker system. The term “players” is borrowed from online gaming,
where Dead Reckoning is commonly used to address network delays [4,16]. Player 1 repre-
sents the tracker system, which sends updates at unpredictable intervals over the network.
Player 2 represents the calibration system, which receives measurement information from
the laser tracker system. The system model, depicted in Figure 3, illustrates the independent
movement of the players and their periodic transmission of robot position updates.
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In the system, Player 1 (Laser Tracker System) transmits the measured position of the
robot, while Player 2 reports the number of the last received position. DRM is employed by
Player 2 (system performing the calibration) to estimate the subsequent measured position
provided by Player 1. Additionally, Player 1 utilises Dead Reckoning to track the updates it
has sent and confirms that they have been properly incorporated into Player 2’s system.
The network model accounts for latency, acknowledging that it takes time for updated
measurements to be delivered to the other system.

2.3. System Development

System development serves as the final stage of the research, encompassing various
aspects such as software modules and kinematics, which are essential for the development
of the system [17]. In order to undertake this development, the following equipment
was utilised: the Comau NM45 C4G robot, Leica Tracker AT901-MR along with a 3D
reflector (SMR) and T-MAC for 6D measurements, the NI CRIO-9024 Realtime Controller,
C# for interface development, C++ for realtime error correction and compensation module
development, and LabVIEW for running the system on CRIO. These components were
instrumental in facilitating the implementation and functionality of the developed system.

The interconnections between the equipment utilised in the research are depicted in
Figure 4. The Comau NM45 robot is linked to the Comau C4G Controller, which serves
as its controlling unit. The C4G Controller is connected to the Network Switch, with its
management being handled by the NRTEC Software 600 v1.20.
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The TMAC, an integral part of the robot’s End-Effector, is connected to the Leica Tracker,
which tracks its position and performs measurements. The Leica Tracker is also linked to the
Network Switch, enabling its management through the NRTEC Software 600 v1.20.

To enable realtime management and execution within the cell, the NRTEC Software
600 v1.20 operates on the Compact RIO realtime controller. The Compact RIO is connected
to the Network Switch, facilitating access to the equipment and management by the FLEXA
Cell Coordinator.

Steeplechase VLC, a software PLC employed by FLEXA, is responsible for controlling
and managing the cells and their resources. It is installed on a PC and connected to the
Network Switch.

For analysing the kinematics of the Comau NM45 robot and verifying the results,
Spatial Analyzer software was utilised in the research.

2.4. Resource Management System—Flexa Cell Coordinator

The Flexa Cell Coordinator (FCC) is an automated system that efficiently manages
the allocation and removal of resources within a Flexa Cell. It coordinates the execution
of received programs on the required resources in a non-conflicting manner. Multiple
cell coordinators can be run simultaneously by utilizing software Programmable Logic
Controller (Soft PLC), eliminating the need for the hardwired binding of resources. The
FCC receives programs in the form of recipes through web services, schedules them based
on resource availability, and activates sub coordinators equipped with SoftPLC controllers
to manage program execution and resource control. Data exchange between the FCC and
resources is facilitated, with the FCC acting as the application manager to handle data flow.
This bidirectional communication enables the FCC to accept recipe data and send back
processed data.

2.5. Integration of NRTEC with FCC

The integration involves several components, including the startup of the FCC and
the receipt of recipes, the generation and transmission of status reports, the scheduling and
execution of scheduled recipes, and the receipt of recipes from the FCC Database (FDB).
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The data flow within the FCC Architecture is depicted in Figure 5, which illustrates the
flow of information and interactions between the different components.
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Figure 5. Data Flow—Context Level.

Figure 5 provides a context-level or level 0 diagram of the data flow within the FCC
system. It illustrates how the FCC interacts with external entities and manages the flow
of data between them. On the other hand, Figure 6 presents a detailed level 1 Data Flow
Diagram, showcasing the internal components of the FCC and their respective data flows.
Notably, the programs executed on the NRTEC robot are overseen and managed by the
FCC Sub-Coordinator within the system [12].
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2.6. Dead Reckoning Model

The DRM has been employed in this research to forecast the robot’s error when mea-
surement data are unavailable. DRM is a widely utilised technique in various applications
such as positioning systems, online gaming, and navigation. It estimates the robot’s next po-
sition by considering the previous position data. However, it is important to note that DRM
is susceptible to errors since it relies on the accuracy of the measurement data obtained
from sensors.

Figure 7 illustrates the design and implementation of the DRM, which incorporates a
mechanism to trigger a network update if the error exceeds a predefined threshold. This
approach ensures that the system responds to significant errors by requesting an update
from the network, allowing for more accurate position estimation and error correction.

145



Machines 2023, 11, 863
Machines 2023, 11, x FOR PEER REVIEW 11 of 27 
 

 

 
Figure 7. Dead Reckoning Model Object Error Implementation. 

The changes in position are determined through the application of dead reckoning, 
as outlined by the equations provided below. This methodology involves estimating al-
terations in position based on the robot’s prior position and movement data. The equa-
tions encapsulate the relationships between the robot’s orientation and the alterations in 
its x, y, and z coordinates, facilitating the prediction of its updated position in response to 
incremental movements. 

𝛥𝑥 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 × 𝑐𝑜𝑠(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑧) 

𝛥𝑦 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 × 𝑠𝑖𝑛(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑧) 

𝛥𝑧 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 × 𝑠𝑖𝑛(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑥) × 𝑐𝑜𝑠(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑧) 

The predicted position error is initialised randomly and computed through the utili-
sation of previous data and acquired error insights. Subsequently, the positions are up-
dated by employing the predicted position error, as demonstrated by the equations pro-
vided below. This process involves integrating the anticipated error into the calculations, 
thereby refining the accuracy of the position updates. 

𝛥𝑥 _ = 1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 × 𝛥𝑥 

𝛥𝑦 _ = 1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 × 𝛥𝑦 

𝛥𝑧 _ = 1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 × 𝛥𝑧 

Subsequently, the robot’s position requires adjustment, accounting for the intro-
duced error. Likewise, the alteration in orientation can be computed employing dead reck-
oning principles, delineated by the equations presented below: 

𝛥𝑅𝑥 = 𝑎𝑛𝑔𝑙𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 × 𝑐𝑜𝑠(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑦) × 𝑐𝑜𝑠(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑧) 

𝛥𝑅𝑦 = 𝑎𝑛𝑔𝑙𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 × 𝑐𝑜𝑠(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑧) × 𝑠𝑖𝑛(𝑟𝑜𝑏𝑜𝑡_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. 𝑅𝑥) 

𝛥𝑅𝑧 = 𝑎𝑛𝑔𝑙𝑒_𝑝𝑒𝑟_𝑠𝑡𝑒𝑝 

Similar to the positional error, the rotational error is initialised randomly, drawing 
from previous data and acquired error insights. Subsequently, the rotations are refined 
through the incorporation of the predicted position error, as depicted by the equations 
provided below: 

𝛥𝑅𝑥 _ = (1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑒𝑟𝑟𝑜𝑟_𝑅𝑥) × 𝛥𝑅𝑥 

𝛥𝑅𝑦 _ = (1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑒𝑟𝑟𝑜𝑟_𝑅𝑦) × 𝛥𝑅𝑦 

𝛥𝑅𝑧 _ = (1 + 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑒𝑟𝑟𝑜𝑟_𝑅𝑧) × 𝛥𝑅𝑧 

Figure 7. Dead Reckoning Model Object Error Implementation.

The changes in position are determined through the application of dead reckoning, as
outlined by the equations provided below. This methodology involves estimating alter-
ations in position based on the robot’s prior position and movement data. The equations
encapsulate the relationships between the robot’s orientation and the alterations in its
x, y, and z coordinates, facilitating the prediction of its updated position in response to
incremental movements.

∆x = distance_per_step× cos(robot_orientation.Rz)

∆y = distance_per_step× sin(robot_orientation.Rz)

∆z = distance_per_step× sin(robot_orientation.Rx)× cos(robot_orientation.Rz)

The predicted position error is initialised randomly and computed through the utilisa-
tion of previous data and acquired error insights. Subsequently, the positions are updated
by employing the predicted position error, as demonstrated by the equations provided
below. This process involves integrating the anticipated error into the calculations, thereby
refining the accuracy of the position updates.

∆x with_error =
(
1 + predictedpositionerror

)
× ∆x

∆y with_error =
(
1 + predictedpositionerror

)
× ∆y

∆z with_error =
(
1 + predictedpositionerror

)
× ∆z

Subsequently, the robot’s position requires adjustment, accounting for the introduced
error. Likewise, the alteration in orientation can be computed employing dead reckoning
principles, delineated by the equations presented below:

∆Rx = angle_per_step× cos(robot_orientation.Ry)× cos(robot_orientation.Rz)

∆Ry = angle_per_step× cos(robot_orientation.Rz)× sin(robot_orientation.Rx)

∆Rz = angle_per_step

Similar to the positional error, the rotational error is initialised randomly, drawing
from previous data and acquired error insights. Subsequently, the rotations are refined
through the incorporation of the predicted position error, as depicted by the equations
provided below:

∆Rxwith_error = (1 + predicted_orientation_error_Rx)× ∆Rx

∆Rywith_error = (1 + predicted_orientation_error_Ry)× ∆Ry

∆Rzwith_error = (1 + predicted_orientation_error_Rz)× ∆Rz
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Figure 8 presents flowcharts that calculates the disparity between the predicted mea-
surement and the actual measurement by using the set of above equations. The details
of the pseudocode are presented in Appendix A. This enables a quantitative evaluation
of the variance between the anticipated and observed values. By comparing these val-
ues, the system can assess the accuracy and precision of the prediction generated by the
DRM. This evaluation is crucial for validating the effectiveness of the error correction and
compensation processes within the system.
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Figure 8. Flowchart for DRM—Estimation of Error in Prediction.

Figure 9 depicts the variation between the projected error and the actual error over the
system’s progression. The graph illustrates the performance improvement of the system as
it advances in time or through successive iterations. As the system evolves, the variance
between the anticipated and real errors diminishes, indicating the enhanced accuracy and
effectiveness of the error prediction and correction mechanisms. This graph serves as a
visual representation of the system’s ability to refine its error estimation and compensation
capabilities over time.

In the presented graph Figure 9, the red line represents the actual error, while the
blue line represents the predicted error. Initially, the real error is observed to be around
0 and −0.1. As the system progresses through approximately 15 cycles, the predicted
error gradually converges with the real error. This convergence indicates that the system
successfully achieves a close alignment between the predicted error and the actual error.
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2.7. EKF and MPC for the Identification of Errors

To mitigate the impact of noise and for the identification of errors, the system incorpo-
rates the use of an MPC in conjunction with an EKF. These control and filtering techniques
work together to minimise the influence of noise on the error estimation and correction
process. By employing the MPC and EKF, the system enhances its ability to accurately
predict and compensate for errors, resulting in an improved overall performance and
noise reduction.

Designing an EKF for a serial manipulator (NM45) involves defining the state vector,
measurement vector, process models, noise parameters, and the overall estimation process.
The state vector ‘x’ represents the robot’s pose in terms of position and orientation. For
NM45, the state vector includes:

x = [x, y, z, Rx, Ry, Rz]′

The measurement vector ‘z’ includes the tracker’s measurements of the robot’s pose.
The measurement vector is similar to the state vector:

z = [xmeasured, ymeasured, zmeasured, Rxmeasured, Rymeasured, Rzmeasured]
′

The state transition function, ‘f (x, u)’, or the process model, illustrates how the robot’s
condition changes over time with the influence of control inputs u. These inputs are the
joint velocities obtained through Jacobians that steer the robot’s movements. The specific
behaviour of this function is tied to the Comau NM45 robot’s forward kinematics [3]
and the merging of joint motions to modify its position. The Jacobian matrices ‘F’ and
‘H’ represent the partial derivatives of the state transition and measurement functions,
respectively. These matrices are crucial for predicting how changes in the state affect the
predicted state and the tracker measurements.

The covariance matrices ‘Q’ and ‘R’ represent process noise and measurement noise,
respectively. These matrices capture the uncertainty and noise associated with the system’s
dynamics and sensor measurements. Both metrices are tuned and initialised with 10−4 I6×6.
The state is predicted (predicted state vector (xpred) as below:
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xpred = f (x, u)

and the covariance prediction as:

Ppred = F · P · FT + Q

The equations below describe the essential steps of the Kalman filter update phase,
where the predicted state and covariance are adjusted based on measurements and the
calculated Kalman Gain. The Kalman gain equation (K) includes the covariance matrix
(PPred), measurement matrix (H) and the noise covariance matrix (R)

K = Ppred · HT ·
(

H · Ppred · HT + R
)−1

The innovation or residual (y) is determined:

y = z− h
(

xpred

)

The update state vector (x) is obtained by using the Kalman Gain (K), residual (y) and
predicted state vector (xpred)

x = xpred + K · y
Finally, the updated covariance matrix (P) is determined by subtracting the product of

the Kalman Gain matrix (K) and the measurement matrix (H) from the predicted covariance
matrix (PPred):

P = (I − K · H) · Ppred

The DRM and EKF seamlessly combine within the MPC optimisation loop for each
time step. The DRM is applied first to predict the state based on the current state and
control inputs. Then, the EKF is applied to estimate the state using the predicted state and
measurements. The estimated state is used in the MPC optimisation to find optimal control
inputs. The control inputs are applied to the robot, and the state is propagated using the
DRM. The covariance matrix P is updated based on the prediction error using the Q matrix.

3. Results and Discussion
3.1. Network Load Testing Using iPerf3

During the network load testing, iPerf3 was utilised on two systems to generate
network traffic, with a total of 30 packets sent and received within a duration of 90 s. The
network performance was monitored using the Capsa Network Analyzer. Despite the
visible activity observed in the monitoring windows, the performance of the calibration
system was not negatively affected.

Capsa Network Analyzer provided comprehensive insights into the network perfor-
mance during the iPerf3 test. It confirmed that all network links were properly connected
and operational throughout the test. The live communication between the sender and
receiver links was highlighted, indicating the successful data transmission. Despite the
network being fully occupied (as indicated by the 100% occupancy in the top right pane),
no link failures or disruptions were detected, as illustrated by the graph in the middle of
the screen illustrated in Figures 10 and 11.

The test was conducted with the robot operating at a speed of 0.1 m/s (100 mm/s).
This speed setting was used during the test to assess the system’s performance under
realistic operational conditions.
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3.2. Black Box Testing—Independent System Verification

Independent systems were employed to validate the effectiveness of the NRTEC sys-
tem and its claimed error correction capabilities. These independent systems were distinct
from the equipment and software utilised in developing the NRTEC system. They provided
the means to conduct tests independently by leveraging their software development kits
(SDKs). These SDKs were further enhanced as part of the testing phase to enable error
correction functionalities. Acting as impartial observers, these independent systems served
as neutral umpires, facilitating the analysis of the NRTEC system’s ability to execute er-
ror correction and compensation. Employing these diverse systems, such as the Nikon
K-Robot [22], ART Track System [23], and Leica Tracker AT960 [24], ensured a wider range
of test results that would not have been attainable solely through the use of the NRTEC
Software 600 v1.20 and equipment. The following sections provide comprehensive details
of the conducted tests.

3.3. System Verification Using Nikon K-Robot

The K-Robot is a robotic scanning and inspection technology primarily designed for
scanning applications. However, for the purpose of testing the NRTEC system’s error
correction capabilities, the scanning mode of the K-Robot was not utilised. Instead, the
K-Robot was employed in a camera capacity to measure the position of the robot. This
setup allowed for the collection of relevant data and facilitated the evaluation of the
NRTEC system’s ability to correct errors. Figure 12 provides a visual representation of the
configuration used, showcasing the integration of the K-Robot and the robot for position
measurement purposes.
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Figure 12. System setup for the verification by Nikon K-Robot.

Due to health and safety considerations, the laser of the Nikon Scanner used in
the testing process was masked. Despite this precaution, the positional accuracy of the
Nikon Scanner remains at an impressive 5 microns. On the other hand, the Leica Tracker
(AT901) offers a positional accuracy of 5 microns plus an additional 5 microns per meter.
These accuracy specifications highlight the precision and reliability of the measurement
capabilities of both the Nikon Scanner and the Leica Tracker, making them suitable choices
for verifying and assessing the performance of the NRTEC system.

Figure 13 provides a visual representation of the verifications conducted using the
K-Robot system. The top two graphs illustrate the results of error correction compiled
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by the NRTEC system and verified by the K-Robot. While the K-Robot graph aligns with
the trend of residual error observed in the NRTEC system, there are discrepancies in the
actual values. For instance, at point 16, NRTEC claims a residual error of only 0.02 mm,
whereas K-Robot verifies it to be up to 0.03 mm. This difference in values can be attributed
to the physical location and characteristics of the two systems, as they may provide varying
measurements for the same point due to their distinct positions and properties.
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Figure 13. Verification of correction of points by K-Robot.

The bottom graphs display the original 3D points along the X, Y, and Z axes. It is
important to note that the measurements of these points differ between the NRTEC and
K-Robot systems due to their physical separation. The physical distance between the
two systems is depicted in Figure 13. Additionally, the distance between the two lines on
the bottom graphs represents the achieved calibration after completing 15 cycles. The red
lines indicate the data collected after the calibration process, while the blue lines represent
the desired positions for the robot’s path.

NRTEC’s graph (bottom left) suggests that the error has been reduced to 0.02 mm,
supporting the claim of error correction. Conversely, K-Robot’s graph (bottom right)
verifies the accomplishment of correction up to 0.03 mm. These results demonstrate the
effectiveness of the NRTEC system in reducing error and achieving the desired level of
accuracy, as validated by the independent verification performed by the K-Robot system.

The verification of the NRTEC system was primarily focused on 3D positional accuracy.
It was confirmed by Nikon, the manufacturer of the equipment, that the achieved accuracy
of the system was up to 0.03 mm. The verification process specifically utilised the 3D (XYZ)
data captured by the Nikon Camera.

In order to perform a comprehensive verification, additional add-ons and the Software
Development Kit (SDK) provided by Nikon were employed. These add-ons facilitated the
integration of the specific numerical data into the NRTEC system, allowing for a thorough
assessment of its performance and accuracy. By utilizing the Nikon SDK, the system was
able to process and analyse the 3D positional information obtained from the Nikon Camera,
enabling the verification of the NRTEC system’s capabilities in relation to the desired
accuracy levels.
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3.4. System Verification Using Advance Realtime System

Advanced Realtime Tracking (ART) Trackpack, a camera-based measurement system,
was employed to perform verifications on the corrections achieved by the NRTEC system.
The ART Trackpack utilises four cameras to monitor the movements and positions of three
target markers.

To conduct the verifications, a physical setup was arranged within the cell, as illus-
trated in Figure 14. In this setup, the NRTEC system, equipped with the Leica Tracker
AT901, and the test system developed with ART were simultaneously operated. This paral-
lel operation allowed for the collection of data from both systems at the exact same time,
enabling a direct and accurate comparison of their performance and correction capabilities.
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Figure 14. ART setup for NRTEC System Verification.

The following is the result. Figure 15 is the plot of two points of corrected and
uncorrected data in the Leica Tracker frame and in the ART Coordinate System. The
verifications are performed in 6DoF. The graphs on the left side are the data taken by
NRTEC. The graphs on the right side display the data taken by using the ART system. The
left and right side has two graphs each. The top one shows the 3D points in the space of
2D. The bottom ones show the original 3D points in an X, Y, Z axis. The points are different
for both NRTEC and ART systems, as the systems are physically on different locations and
give different value for the same point because of that reason. The physical distance can be
observed in Figure 15. The distance between two lines is displayed on the bottom graphs.
The blue lines on the graph show the desired position which is planned for the robot path,
and the red lines on the graph show the data collected after performing the calibration
process. The distance between the desired and measured points’ data is displayed on the
bottom 3D graphs.
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Figure 15. Verification of correction of points by ART.

The results obtained from the analysis of the bottom 3D graphs indicate that there is
a difference between the desired position and the measured position after the calibration
process. For the NRTEC system (graph on the bottom-left), the distance between these
two lines is calculated to be 0.023206, while for the ART system (graph on the bottom-right),
the distance is measured to be 0.0030978.

Based on these results, the NRTEC system claims to have achieved a correction of
approximately 0.02 mm, whereas the ART system verifies the correction to be around
0.03 mm. Therefore, the ART system’s verification supports the claim that the NRTEC
system has achieved an accuracy level of up to 0.03 mm.

3.5. System Verification Using AT960

The AT960 Leica Tracker system was utilised to verify the corrections made by the
NRTEC system. The AT960 system offers an accuracy of +/−15 µm when used in conjunction
with the TMAC, and it has a high measurement capacity of 210,000 points per second.

To obtain the 3D points, the AT960 Leica Tracker was used in the experimental setup.
The physical configuration of the cell where the testing took place is illustrated in Figure 16.
Both the NRTEC system with AT901 and the test system developed with AT960 were
simultaneously operated to ensure the collection of data for accurate comparison.

A system was developed to retrieve the points using the AT960 SDK (Software De-
velopment Kit). The obtained results are presented below Figure 17. illustrates the plot of
two points, depicting both corrected and uncorrected data in the Leica Tracker frame and
the AT960 Coordinate System. The verifications were conducted using three degrees of
freedom (3DoF) on the AT960 system.
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Due to the physical attachment of the TMAC to the AT901 using a wire, it acts as a
3D reflector for the AT960 system. Therefore, the data cannot be collected in six degrees
of freedom (6DoF) format from the AT960. The left side of the graphs represents the data
collected using the Leica Tracker AT901, while the right side displays the data collected
using the AT960 system. Each side consists of two graphs: the top graph shows the 3D
points in a 2D space, while the bottom graph illustrates the original 3D points in the X, Y,
and Z axes.

The points obtained by both the NRTEC and AT960 systems differ since the trackers
are physically located in different positions, resulting in varying values for the same
point. The physical distance between the two systems can be observed in Figure 17. The
distance between the lines depicted in the bottom graphs indicates the difference between
the corrected and uncorrected data. The green lines represent the data collected prior to
initiating the calibration process, while the blue lines represent the data collected after
performing the calibration process. The discrepancy between the corrected and uncorrected
data is displayed in the bottom 3D graphs.

The distance between the desired positions and measured positions for NRTEC is
0.024659, while the distance between those lines using the AT960 system is 0.024869.
This indicates that the AT960 system aligns with the correction measurements of NRTEC,
validating its accuracy.

The graph below in Figure 18 represents the difference between corrected and uncor-
rected points using both trackers. It illustrates the error correction captured by both the
AT960 and NRTEC trackers. The graph displays 6 points in the X, Y, and Z axes in both
positive and negative directions. The difference between the corrected and uncorrected
points, as measured by the AT960 and NRTEC systems, is indicated by the red error bars.
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The error bars have been drawn to depict the delta range between ±0.000015 and
±0.001029. The error bars are very small, indicating that the difference in the correction
measurements performed by both systems is negligible. The data displayed by the error
bars demonstrate the reliability of the NRTEC system in comparison to the AT960 system.

Based on the verifications and comparisons with independent systems such as K-
Robot, ARTTRACK, and AT960, it has been confirmed that the NRTEC system achieves
an accuracy of up to 0.02 mm. The results obtained from these independent systems align
with the claimed error correction capabilities of NRTEC, further validating its accuracy
and performance.

3.6. Verification Results

The NRTEC system has undergone verification by three independent systems: AT960
Laser Tracker, ART, and K-Robot Camera. Figure 19 showcases the verification of error
correction performed by these systems on the NRTEC system. The ART and K-Robot
systems validate the correction achieved by NRTEC to be around 0.03 mm. However, the
AT960 system, which closely resembles NRTEC’s measurement device AT901, confirms the
correction claimed by NRTEC to be around 0.02 mm.
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It should be noted that there are certain limitations associated with K-Robot, as it
was used in a camera capacity, and only 3D data could be retrieved from the screen. On
the other hand, the ART system utilises four cameras and provides data in 6D. The ART
system verifies NRTEC’s claim up to 0.030978 mm. While the ART system’s accuracy in
2D is reported to be 0.04 pixels, which is equivalent to 0.0105 mm (10 µm) according to
UnitConverters.net (2008), there is no available reference or technical information regarding
its accuracy in 3D or 6D. In contrast, the AT960 system has an accuracy of 15 µm in 3D
according to Metrology (2015).

Based on the available accuracy information for the ART and AT960 systems, it can be
concluded that NRTEC is capable of achieving the claimed accuracy of around 0.02 mm.

4. Discussion and Conclusions

The interactions between the robot’s position, orientation, control inputs, and mea-
surements involve non-linear relationships due to the complex nature of robotic motion
and sensor readings. The incorporation of the DRM further adds to the non-linearity as it
involves predicting positions and compensating for errors in a dynamic environment. As a
result, the overall system is best described as non-linear due to the complex interactions
and relationships between various variables and components.

Testing conducted with 100% network load demonstrated that the system operated
without delays. Dead Reckoning addresses network latency by replicating the environment
on the other side/node of the network, effectively hiding the latency issue. The system
aims to achieve realtime error correction by utilizing a network-based control system,
enabling continuous correction without the need for a measure, stop, and correct approach.
A Neural Network and Kalman Filter are utilised to improve the correction process, while
the Realtime Control System (NI CRIO) provides a suitable platform for network control.
Additionally, the cost-effectiveness of the metrology device is achieved by utilizing the Flexa
system, allowing multiple machines or robots to use the device through network setup.
The implementation of DRM compensates for potential disruptions caused by network
traffic, ensuring accurate error correction by predicting and compensating for inaccuracies.

Figure 20 illustrates the data collected at different robot positions during the testing
process. Each set of robot positions includes variations in the X, Y, Z axes, as well as
rotations in the RX, RY, and RZ axes. The data reveals that after a certain number of
correction cycles, the rate of error reduction reaches a plateau. Specific data points have
been highlighted to evaluate the differences.
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Figure 20. Number of Cycles’ Evaluation.

In the first graph (top-left), it can be observed that at cycle 15, the achieved error reduction
was 0.0254 mm. Comparatively, at cycle 29, the error reduction was 0.02535 mm, indicating
a very minor difference of 0.00005 mm. Continuing the correction cycles beyond cycle 15
only impacts the error reduction in nanometres. Similarly, in the fourth graph (middle-right),
where 34 cycles of correction were performed, the difference in error reduction between
cycle 17 and cycle 30 is only 10 nanometres. The remaining four data sets exhibit a similar
trend. The optimal number of cycles depends on the nature of the application and its accuracy
requirements. For this particular study, the cycles were stopped at the point where the
improvement in error reduction was in the micrometre range. Based on the graphs below, the
optimal number of cycles was determined to be between 15 and 17.

The system achieves the correction threshold of 0.02 mm after 15 cycles, with no
further improvement observed. Each cycle takes 225 min, and the overall experimentation
and data compilation require approximately 6 weeks. The system demonstrates its learning
capability as the accuracy improves with repeated robot path execution. This enhance-
ment is achieved through Neural Network based MPC, enabling the system to learn and
correct errors at each path point. After completing the 15 cycles, the Leica Tracker can be
disconnected and utilised by other systems as needed.

The system has made significant progress in achieving error correction of 0.02 mm
after 15 iterations. This precision has been accomplished by effectively handling network
delays through the innovative use of DRM, which leverages gaming technology algorithms.
Notably, the system has been rigorously tested and proven to deliver a reliable performance
even in busy network environments.

The decision to transition from PID (Proportional-Integral-Derivative) control to MPC
was primarily driven by the system’s evolving requirements related to multiple inputs and
outputs. During the initial stage of the research, PID control sufficed as it provided a simple
and straightforward approach for static positional calculations in the three-dimensional space.

However, as the research progressed, the system encountered the need to operate
within a normal open network, specifically the university campus network. This posed
challenges due to significant packet delays experienced before and after the application of
DRM. To address these issues and enhance the system’s performance and adaptability, the
decision was made to introduce the DRM.
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By incorporating MPC into the control architecture, the system gained several advan-
tages. Firstly, MPC enabled simultaneous optimisation of control actions for all inputs
and outputs, accommodating the system’s multiple requirements more comprehensively.
Secondly, MPC’s predictive control capabilities allowed for the proactive handling of time-
varying dynamics and consideration of network delays, ensuring optimal control decisions
based on the anticipated future behaviour. Moreover, MPC’s ability to handle constraints
facilitated the effective management of system limitations and boundaries on parameters
such as position and speed.

The utilisation of MPC reflects the system’s commitment to achieving high perfor-
mance and robustness. It offers the flexibility to integrate advanced algorithms and strate-
gies, enabling adaptation to changing network conditions. Furthermore, the adoption of
MPC ensures future adaptability and flexibility, facilitating the incorporation of additional
variables, constraints, and objectives as the research progresses.

The adoption of MPC was motivated by the system’s evolving needs, including
multiple inputs and outputs, time-varying dynamics, and the management of constraints.
The system’s impressive error correction results, coupled with the ability to handle network
delays through DRM, highlight the effectiveness and suitability of MPC in enhancing
performance and adaptability within this complex environment.

Figure 21 presents the average completion time in seconds for moves within each
cycle. The orange line represents data from the system’s stage 1, where PID control was
implemented without DRM. The highest average time occurred during the 3rd cycle
at stage 1, taking 1498 ms to complete a move. The graph illustrates the performance
improvement in terms of time after the implementation of DRM and MPC. Despite some
remaining delays, DRM allows for local predicted error calculations using players. The
average move time reduced from 1401.467 ms in 15 cycles at stage 1 to an average of
758.8667 ms, which is a 46% decrease after DRM and MPC implementation. The change in
robot manipulators between stages 1 and 2 has a minimal impact, since the same equipment
is utilised.
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Notably, the graph reveals the trend of move completion times as cycles progress
within each stage. In stage 1, the average time to complete a point remains consistent across
cycles. However, in stage 2, there is a significant reduction from 895 s in the first cycle
to 663 s, indicating the system’s learning capability and improved error prediction with
repeated path executions.

In summary, the system successfully handles network delays and achieves realtime
error correction. Utilising advanced algorithms and techniques, the system improves its
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performance and accuracy over multiple cycles. The cost-effectiveness of the metrology
device is achieved through a flexible setup that allows its use by multiple machines. By
predicting and compensating for inaccuracies, the system ensures accurate error correction
even in the presence of network traffic disruptions. The analysis of data collected at
different robot positions reveals that the optimal number of correction cycles falls between
15 and 17. The system demonstrates its learning capability, as accuracy improves with
repeated execution of the robot’s path. The transition from a previous control approach
to the current system was driven by the evolving requirements and challenges posed by
the network environment. The system’s current approach offers improved optimisation,
control prediction, and constraint handling, resulting in high performance and adaptability.
The system’s adoption of these techniques highlights its commitment to achieving accurate
and reliable performance, even in challenging network conditions.
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Appendix A

A1: Pseudocode Details for the Dead Reckoning Model:
Initialise:
robot_position = starting_position //Initial position (x, y, z)
robot_orientation = initial_orientation //Initial orientation (Rx, Ry, Rz)
time_step = 0.1 //Time interval between updates
distance_per_step = 0.05 //Distance the robot’s end effector moves per time step
angle_per_step = 0.01 //Angle the robot’s orientation changes per time step
error_factor_position = 0.02 //Factor to simulate error in position estimation
error_factor_orientation = 0.01 //Factor to simulate error in orientation estimation
While path_not_complete:
//Calculate change in position using dead reckoning
delta_x = distance_per_step * cos(robot_orientation.Rz)
delta_y = distance_per_step * sin(robot_orientation.Rz)
delta_z = distance_per_step * sin(robot_orientation.Rx) * cos(robot_orientation.Rz)

//Example z update
//Apply error prediction to position estimation
predicted_position_error = calculate_predicted_position_error()
delta_x_with_error = (1 + predicted_position_error) * delta_x
delta_y_with_error = (1 + predicted_position_error) * delta_y
delta_z_with_error = (1 + predicted_position_error) * delta_z
//Update robot position with error
robot_position.x = robot_position.x + delta_x_with_error
robot_position.y = robot_position.y + delta_y_with_error
robot_position.z = robot_position.z + delta_z_with_error
//Calculate change in orientation using dead reckoning
delta_orientation_Rx = angle_per_step * cos(robot_orientation.Ry) * cos(robot_

orientation.Rz)
delta_orientation_Ry = angle_per_step * cos(robot_orientation.Rz) * sin(robot_

orientation.Rx)
delta_orientation_Rz = angle_per_step
//Apply error prediction to orientation changes
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predicted_orientation_error_Rx = calculate_predicted_orientation_error_Rx()
predicted_orientation_error_Ry = calculate_predicted_orientation_error_Ry()
predicted_orientation_error_Rz = calculate_predicted_orientation_error_Rz()
delta_orientation_with_error_Rx = (1 + predicted_orientation_error_Rx) * delta_

orientation_Rx
delta_orientation_with_error_Ry = (1 + predicted_orientation_error_Ry) * delta_

orientation_Ry
delta_orientation_with_error_Rz = (1 + predicted_orientation_error_Rz) * delta_

orientation_Rz
//Update robot orientation with error
robot_orientation.Rx = robot_orientation.Rx + delta_orientation_with_error_Rx
robot_orientation.Ry = robot_orientation.Ry + delta_orientation_with_error_Ry
robot_orientation.Rz = robot_orientation.Rz + delta_orientation_with_error_Rz
//Update time
time_step = time_step + 1
//Check whether the robot has reached the target position
if distance (robot_position, target_position) < threshold_distance:
path_not_complete = false
//Pause for a short time to simulate real-world movement
Wait (time_step)
End While
//Robot has reached the target position
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Abstract: For the welding cell in the manufacturing process of large excavation motor arm workpieces,
a system framework, based on a digital twin welding robot cell, is proposed and constructed in order
to optimize the robotic collaboration process of the welding workstation with digital twin technology.
For the automated welding cell, combined with the actual robotic welding process, the physical
entity was digitally modeled in 3D, and the twin welding robot operating posture process beats and
other data were updated in real time, through real-time interactive data drive, to achieve real-time
synchronization and faithful mapping of the virtual twin as well as 3D visualization and monitoring
of the system. For the robot welding process in the arc welding operation process, a mathematical
model of the kinematics of the welding robot was established, and an optimization method for the
placement planning of the initial welding position of the robot base was proposed, with the goal of
smooth operation of the robot arm joints, which assist in the process simulation verification of the
welding process through the virtual twin scenario. The implementation and validation process of
welding process optimization, based on this digital twin framework, is introduced with a moving
arm robot welding example.

Keywords: arc welding robot; digital twin; welding workstation; placement planning; process
optimization

1. Introduction

As the manufacturing industry continues to develop towards intelligence and flex-
ibility, industrial robots are becoming increasingly mature in terms of development and
application technologies [1], and are now used as specialized equipment in different spe-
cialized fields, such as welding, grinding, handling, and painting, and in specialized
application scenarios, such as assembly [2]. As welding is an essential production process,
welding robots are widely used in the field of welding. However, traditional welding robots
are generally programmed to optimize the path according to manual experience, and it is
difficult to ensure the welding quality and welding efficiency. With the new generation
of industrial Internet of Things technology [3], ubiquitous perception is becoming a new
driver to promote the development of welding processes. The drive for ubiquitous percep-
tion is integral in the research and development of new welding systems with digitalization
and automation as the main features, so that welding equipment and processes can operate
in three-dimensional space and time, providing multi-dimensional ubiquitous perception
and transparency [4], which is important to improve product performance quality and
production efficiency.

This paper is a study of the arc welding workstation system in the moving arm digital
welding system, which consists of a robot system, welding system, welding auxiliary sys-
tem, sensing system and control system. With the widespread use of welding robots, there
are still several problems in the process of welding line applications, such as the following:
(1) Programming of complex weldments. Existing robotic welding programming occurs
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mainly by means of teach-in programming. For the robotic welding of complex weldments,
the number of welds is usually large, so it takes a lot of time to teach programming, and it
is difficult to achieve the best welding process, due to the lack of holistic grasp of the entire
space and welding process operation in manual teaching. Once the relative position of the
welded parts and the robot changes, the welding procedure needs to be reprogrammed,
which takes longer. (2) The problem of long robot position-seeking time. Since the initial
welding of the workpiece by the teaming tool cannot meet the requirements of direct robot
welding, it is generally necessary to perform position-seeking operations on the weld seam
before robot welding is performed. Usually, a weld requires at least four position finding
points, and the actual position of the weld is determined and corrected by the contact
between the welding wire and the workpiece weld, on the basis of the shape characteristics
of the weld. Once the welded part is relatively complex, the corresponding position-finding
work takes longer, thus affecting the overall speed of the robot welding. (3) Long auxiliary
time for wire shear gun cleaning. For arc welding robots, a crucial step in the welding
operation is the cleaning of the gun nozzle after a certain amount and time of welding.
Generally, the gun cleaning device is placed away from the workpiece. The welding robot
needs to go back and forth frequently between the welding seam and the gun cleaning
station, and if the robot does not choose the gun cleaning position properly, the robot
becomes empty, which seriously affects the robot’s welding efficiency [5].

In recent years, digital twin (DT) technology has been explored and applied in tra-
ditional manufacturing industries [6]. The intersection of multiple disciplines is used to
achieve real-time synchronization and faithful mapping of the physical and digital worlds,
paving the way for the integration of physical and information spaces [7,8]. Digital twin
technology uses data interaction, information fusion, iterative computing, and command
optimization to form a real-time intelligent closed-loop system of “data perception—real-
time analysis—intelligent decision—precise execution”. It uses high-fidelity digital models
and sensor data to do the following: reflect the functions of the corresponding physical
entities; construct the correlation between physical entities and virtual models; compre-
hensively interact with, and deeply fuse, physical real-time data, such as operation status,
environmental changes and sudden disturbances with information space data, such as
simulation prediction, statistical analysis and domain knowledge; enhance the synchro-
nization and consistency between the physical world and the information world; provide
more real-time, efficient and intelligent information for product life cycle; provide more
real-time, efficient and intelligent services.

The robot’s base position is closely related to the robot’s structure and the task it
is required to perform. Different optimization methods were given by Xue Y et al. [9]
and Yang et al. [10] using robot accessibility as the only criterion. Franceschi P et al.
proposed a cascade connected two-level optimizer to improve robot maneuverability as
a way to optimize robot work cell design [11]. Gadaleta M et al.. in order to reduce the
energy consumption of the robot cell, designed a layout optimization tool to optimize the
placement of industrial robots relative to a specific task [12]. In addition many existing
methods are mainly aimed at improving the performance of the robot, and the relevant
criteria include maneuverability or flexibility [13,14], speed performance [15], singularity
avoidance [16], collision avoidance [17], etc. Optimization of the base position has now
attracted the attention of many researchers, because it can effectively improve the efficiency
and quality of task completion.

There are fewer existing studies on the digital twin aspect regarding welding robots.
Liu et al. proposed a digital twin-based process knowledge reuse and evaluation method by
constructing a digital twin model of process knowledge containing geometric information
and real-time states of process equipment, and proposed the use of the model similarity
calculation method to filter process knowledge, as well as the real-time processing state
and process reusability evaluation method [18]. Li et al. studied the prediction and control
of ship assembly and welding process quality using a digital twin approach, established a
twin model, connected physical entities to the twin model through twin data, and used
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artificial neural network algorithms to achieve quality prediction, which, in turn, fed
back to physical entities to control welding quality [19]. Wang et al. proposed the use of
digital twin technology to analyze welding and welder behavior using human–computer
interaction and data-driven methods to improve the operational efficiency and comfort of
human users [20].

In response to the above problem analysis, this paper presents a digital simulation-
based digital twin framework for welding robot cells to support welding process visualiza-
tion, welding process optimization and other functions for the low efficiency of welding
operations and unreasonable welding process beats in the welding process of large moving
arm workpieces. The impact of the robot’s initial welding position on the welding process
is investigated, and a particle swarm optimization algorithm is used to find the optimal
initial welding position under collision-free interference constraints. The integration and
mapping of the process and digital simulation is achieved through real-time acquisition
and transfer of welding process data. Finally, the feasibility of the method was verified
through an example in the digital twin system of a moving arm welding workstation.

The main contributions of this paper are summarized as follows.

1. By analyzing the process of the arc welding robot workstation, a five-dimensional
framework, based on the digital twin of the arc welding robot cell, is proposed,
including the physical layer, network layer, data layer, model layer and service layer.

2. The impact of the initial welding position of the robot on the welding process is
investigated, and a particle swarm algorithm is proposed to optimize the initial
welding position with the best operational smoothness under the constraints, which
improves the overall welding efficiency.

3. In the service layer of the established digital twin five-dimensional model, real-
time data interaction is performed through the data management module for data
visualization and optimization of the welding process.

The rest of the paper is organized as follows: Section 2 analyzes the arc welding work-
station process architecture and provides a detailed description of the main components of
a digital twin system. Section 3 proposes a digital twin-based optimization method for the
initial welding position of the welding robot and describes the corresponding methodol-
ogy. Section 4 uses a case study of an arc welding workstation for research analysis and
experiments. Finally, Section 5 presents its conclusions and an outlook for the future.

2. Framework
2.1. Welding Workstation Digital Twin Robot Architecture
2.1.1. Excavator Arm Welding Process Analysis

The structure of the large excavator arm is shown in Figure 1. As shown, the bearing
supports at 1, 3, 4, 6, etc. were machined and shaped by turning, and then transferred to
the robotic welding workstation after the upper top plate, lower bottom plate, and left
and right-side plates were initially spot welded and fixed by the group pairing tool. As
the structure of the movable arm was not complicated, but the size was large and the
weld seam mostly a space curve, the welding workload was large. When considering
the welding process, it is usually necessary to weld the seam between the side plates and
the upper and lower panels symmetrically in sections to prevent excessive welding stress
and deformation.

The welding process of the excavator arm mainly includes the basic processes of arm
loading, displacement machine clamping and positioning, robot welding, and arm discharg-
ing. In the welding process, the robot end-effector is welded along the workpiece seam, and
the workpiece is fixed and rotated to the corresponding attitude by the positioner so that the
welding robot can complete the welding task well. Current industrial production mainly
relies on the experience of workers to determine the layout of the welding workstation
and robot welding movement. The quality and efficiency of welding are affected by the
welding operations, welding process, robot base position, and welding sequence, such as
unreasonable situation.
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In summary, the welding robot workstation can be optimized in the following three
aspects: (1) through the process of welding parts and position constraints, the establishment
of the kinematic model of the welding robot to optimize the trajectory of the welding robot
and the displacement machine; (2) through the analysis of the actual production line
welding beat to find the unreasonable places for the beat optimization; (3) the welding
robot welding process needs to find the position, welding, wire cutting and other operations
with the best global operability of the initial welding position, and optimizing the welding
beat can also reduce the distance of the robot empty walk during the wire cutting operation,
to further improve welding efficiency.

2.1.2. Robot Welding Workstation Cell with Twin Frame

The robot welding cell is the most important component of the welding production
line. A typical arc welding robot workstation consists of a robot system, gantry system,
positioner system, welding system, etc. According to the process requirements of the
welded workpiece, the robot is equipped with the corresponding end-effector welding
torch for welding. Figure 2 is a schematic diagram of the structure of a basic welding
robot workstation cell, in which the loading table holds the workpiece to be welded, the
feed buffer is used to store the finished welded parts, the welding table is used by the
displacer to hold the workpiece to be welded, and the robot is used to weld the workpiece.
The motion of the welding workstation cell is cyclic, and the welding cycle consists of
the delivery of the parts to be welded from the loading buffer to the welding work area,
and then the delivery of the finished welded parts to the lower material buffer. After the
welding condition is triggered, the workpiece is delivered to the welding operation area,
the position changer clamps and fixes it, and the robot motion completes the welding
operation through the steps of position finding, welding and gun clearing, etc. After the
welding is completed, the finished part flows to the lower material buffer area and the next
part to be welded flows to the welding operation area, and the robot returns to the initial
position after each weld or welding of the complete workpiece.

Due to the complexity of welding operations and the harsh welding environment,
the robot welding workstation in the layout planning, motion control, offline simulation,
debugging and verification of the process, there is a long cycle time, and iterative and other
characteristics. The use of data interaction, information fusion, iterative computing and
decision analysis and optimization methods to build a virtual simulation environment with
high-fidelity mapping of the real physical behavior, and to construct a modular, universal,
digital twin welding workstation system to realize the integration of the welding process
in various aspects, such as model, control and digital services, are key to achieving a
breakthrough in the existing technological bottleneck. This paper presents a block diagram
of the digital twin welding workstation, as shown in Figure 3, including the physical
welding workstation unit, the virtual welding workstation unit, twin data, and service
system 4 parts.
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Figure 3. Block diagram of digital twin welding workstation.

(1) The physical unit is an actual welding production system consisting of a welding
robot and related production equipment, specifically including physical entities,
such as welding robots, welding guns, position changers, controllers, moving arm
workpieces, sensors, guide mechanisms, wire shearing and gun clearing devices,
etc. It also includes specific welding information associated with robot position
changer movement, such as workpiece welding process, welding current, position
finding status, welding arc status detection, space planning, size, position, and other
data information.

(2) The virtual cell is composed of a virtual digital model of the welding robot workstation,
which mainly contains the construction of the model at three levels: elements (such as
workstation layout, physical equipment, environment and other production elements),
behaviors (such as welding process, linkage and other behavioral characteristics), and
rules (such as welding process optimization and other evolutionary rules) to achieve
the mapping of digital space to physical space.

(3) The service system is driven by the twin data as the core, providing services such
as logic driving and motion control of the digital twin, analyzing and optimizing
the welding process, such as welding process, time beat, and robot welding path of
the physical entity cell, and mapping it to the virtual entity cell in order to perform
motion simulation of the welding process.
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(4) The twin data is composed of physical unit data, virtual unit data and service system
data, and provides corresponding analysis, verification, and decision information for
the service system through data transfer, interaction, and update between each layer.

2.2. Welding Workstation Physical Unit

The physical unit is a collection of all physical entities involved in the welding process,
including hardware devices, such as welding robots, shifters, welding guns, welding parts,
auxiliary devices, such as controllers, manual demonstrators, gun clearing stations, and
different functional areas such as loading and unloading areas. In addition, the physical
entity of the welding workstation contains various types of physical sensing equipment
(current sensors, displacement sensors) supporting the collection and transmission of
information, such as the position of the welding robot and the displacement machine, the
position finding signal, displacement signal, and wire shearing and gun clearing. The
welding workstation operating system has functions for data and information upload
and execution according to data commands, which can provide support for real-time
interconnection of virtual and real interactions.

The welding cell for large welded parts mainly includes a six-axis robot, electric
control cabinet, positioners, RGV trolley, truss, and other equipment. Each welded part is
transferred from the loading area to the welding station, where the robot and the positioner
and other equipment work together to complete the corresponding welding task, and the
part is then transferred to the lower material area via an RGV trolley.

In this paper, the operational logic of the welding workstation welding operation was
clarified to plan the trajectory of the robot operation and realize synergistic cooperation
among the devices, so as to avoid problems, such as interference and collision in the
welding process of the welding workstation. As the welding process of each weld welding
process is the same, one of the selected welding seams (the right-side plate and the top
plate between the welding seam) process is shown in Table 1.

Table 1. Workpiece welding process.

Serial No. Process Content Rhythm

1 RGV transports the parts to be soldered 5 min
2 Positioner Positioning 50 s
3 Robot Position Finding 1 min 30 s
4 Robot welding seam 7 min
5 Robot wire cutting and clearing gun 1 min
6 Robot returns to initial position 30 s
7 RGV delivery weldments 3 min

In order for the welding robot to complete the welding operation, it is necessary to
combine the actual moving arm welding process and path planning. The main purpose of
the path planning is to find a reasonable motion path and the best initial welding position
under the constraints of environmental and operational tasks, so that the welding robot
welding process does not interfere and collide with related equipment in the workstation,
and, thereby, improve the efficiency of the welding operation.

2.3. Welding Workstation Virtual Unit

The key to the implementation of a digital twin system for welding workstations lies
in the creation of a digital twin model that is equivalent to the actual physical unit. Through
digital modeling of virtual scenes, the working environment of the physical welding line
can be realistically presented and information decisions can be made for the operation and
maintenance of the actual line, etc.
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2.3.1. Digital Modeling

The virtual twin model is the core of the realization of the digital twin, and not only
requires one-way mapping of physical entities but also needs to have the ability to guide
physical entities. The digital modeling object of this paper was the welding robot welding
workstation, and digital modeling using a multidimensional model fusion approach, mainly
divided into four aspects of geometric modeling, physical modeling, behavioral modeling
and rule modeling. The detailed process is shown Figure 4 below.
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According to the above multidimensional modeling method, for the geometric di-
mension, based on the geometric characteristics and parameters of the equipment in the
movable arm welding workstation, SolidWorks industrial modeling software was used
to construct 3D models of the welding robot, the displacement machine, workpiece, truss
and other equipment. For the physical dimensions, based on the material properties and
physical parameters of the equipment, 3D Max was used to render the model. For the
behavioral dimension, based on the geometric model, the kinematic and kinetic equations
of the robot model were defined, the robot joint motion relations were calculated, and the
construction was carried out according to the behavioral coupling between the devices. For
the rule dimension, XML language was used to describe the operation and evolution rules
of the devices, according to the actual welding process and welding procedures. By fusing
the 3D visualization model, physical model, behavioral model, and rule model, the virtual
model of the welding workstation built in the virtual engine Unity3D software was able to
portray the actual operation state and realistically map its physical entities.

2.3.2. Behavior Mapping

The virtual simulation of the twin welding workstation was performed by collecting
data from hardware devices, such as on-site robot controllers and sensors, for real-time
transmission of the welding process and operational information from the physical shop,
using the actual welding data information as the driving source. The virtual twin system
has relatively complex model subordination relationships between the welding robot, the
welding robot, and the displacement machine, and between the displacement machine and
the welded workpiece.

The virtual twin model of the welding workstation can be divided into static and
dynamic models, depending on the different states of the equipment in the physical unit.
Static models usually consist of different subtypes of models that can be equated as a single
whole to establish the hierarchy of models, such as trusses, barrels, storage tables, etc.
Dynamic models are divided into two categories according to the operational logic. The

169



Machines 2023, 11, 53

first category is for models with the same operational logic, e.g., welding robot, welding
gun, etc. and the second category is for models with different operational logic, e.g.,
workpieces, displacement machines, etc. For the dynamic models, the first category takes
the welding robot as an example and establishes the subordination relationship through
the parent–child motion relationship between the joints of the robot. The specific structure
is shown in Figure 5. For example, the parent–child relationship between the movable arm
workpiece and the positioner can be linked by weldment. Transform, parent = positioner.
The robot cell in the welding workstation has two states of motion: translation and rotation,
and the virtual model is driven by the translate and rotate functions in the virtual scene.
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In the virtual simulation process, the welding robot may collide with itself or inter-
fere with other devices in the scene when performing welding operations, and in this
process collision detection can issue an alert signal in time. Collision detection technology
determines whether two convex bodies intersect, and the collision detection algorithm
for polyhedral intersection detection has high detection accuracy [21]. Unity 3D software
supports a variety of collision detection methods. Due to the high accuracy requirements of
the virtual welding process, this paper used the orientation bracketing box (OBB) detection
method [22] for the collision detection of the model. The OBB wrapping box can wrap the
collision body model completely, its direction is determined by the structure of the enclosed
model, and collision is detected by the intersection of the wrapping box, which is simple to
implement and can effectively reduce the task of collision detection in the virtual system.

2.4. Welding Workstation Twin Data Management System

The twin data is the basic element of the virtual twin system, and the data management
system enables data collection, transfer, analysis, and calculation. The physical welding
unit and the virtual welding unit interact with each other through the data management
system. The welding workstation data management system provides intelligent decision-
making and services for the welding operations of the constructed digital twin welding
system, based on the integrated management of data and information.

2.4.1. Digital Twin Data for Welding Workstations

The welding robot workstation digital twin system is a dynamically updated and
changing virtual system, in which the welding robot and its displacement machine dig-
ital twin are process models that continuously generate and update data following the
movement of the workpiece welding process. The data of the digital twin is divided into
static data and dynamic data. Static data includes data such as geometric characteristics
of the equipment, materials, scene location layout, etc., which is used to establish the
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virtual welding workstation system and realize the transfer mapping of information, such
as model data, scene layout, and materials of the real workshop. Dynamic data include
data collected by various types of sensors in the robot welding process as well as real-time
production data and other data. Dynamic visualization data, as shown in Figure 6, is used
to carry out real-time action simulation of the virtual welding robot and to realize the
transfer mapping of process data, simulation and service optimization of the workshop.
The data of the digital twin of the welding robot workstation mainly includes four kinds of
basic data, namely design data, process data, welding process data, and production data,
details of which are given below.
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(1) Design data is mainly divided into global and local design data. Global design data
includes environmental layout, scene rendering, lighting, and other data. Local design
data includes unit 3D model data, specifically geometric information, coordinate
information, dimensions, materials, parent–child linkage and other data.

(2) Process data mainly includes welding methods for welded parts, specifically process
information, welding seam sequence, welding process characteristics, and
other parameters.

(3) Welding process data refers mainly to various types of sensor detection data, equip-
ment process information, such as data on the angle of each joint of the welding
robot, data on the rotation angle of the translator, and data on the position of the
robot base, etc. It also includes automation information, such as data on the position
finding status, welding current, wire feeding speed, gun clearing status, running
status information, etc. and simulation data, such as virtual welding workstation
simulation operation data. Finally, optimization analysis data generated by the service
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system data, such as robot kinematic equations, particle swarm optimization (PSO)
algorithms, and other data also fall into this category.

(4) Production data includes mainly the total production plan of the workshop, the
current number of completed products, product production efficiency and production
quality, and other real-time dynamic data.

2.4.2. Data Communication

The robot welding operation process involves the collection of equipment data, re-
source data, welding material information, and other data, with multiple hardware and
software systems, a wide range of data collection methods and interface types, and data
showing multiple sources of heterogeneity. The twin system realizes the continuous update
and optimization of the unit twin through the interaction of data, and is able to realize the
matching articulation of workshop data through the transmission relationship and interface
exchange mode between data. The basic flow of data communication in the virtual system
of welding workstations is shown in Figure 7.

Machines 2023, 11, x FOR PEER REVIEW 11 of 23 

 

 

 
Figure 7. Data communication flow. 

The digital twin system for welding workstations built in this paper achieved 
accurate and complete data collection and integrated management of the welding process 
through the data communication flow shown above. The collected data was uploaded to 
the IOT platform for storage via fieldbus, User Datagram Protocol (UDP), Ethernet, Ether 
CAT and other communication protocols. The API function was used to read PLC 
information and pass the data to the digital twin workshop system in the form of JSON 
data strings, and the virtual system achieved virtual real synchronization by sample value 
and interpolation processing of real-time data. The data processing flow is illustrated in 
Figure 8. 
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The digital twin system for welding workstations built in this paper achieved accurate
and complete data collection and integrated management of the welding process through
the data communication flow shown above. The collected data was uploaded to the IOT
platform for storage via fieldbus, User Datagram Protocol (UDP), Ethernet, Ether CAT and
other communication protocols. The API function was used to read PLC information and
pass the data to the digital twin workshop system in the form of JSON data strings, and
the virtual system achieved virtual real synchronization by sample value and interpolation
processing of real-time data. The data processing flow is illustrated in Figure 8.
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2.5. Welding Workstation Service System

The function of the welding workstation service system is to monitor, predict, and
optimize the welding operation process in the workshop. The welding system consists
of automated equipment arc welding robots, and shifters working together to complete
the welding operation. In order to avoid the impact of the initial welding position set by
the robot cell and the welding running trajectory on the overall operational stability of
the workstation, the actual welding operation is simulated and optimized in the service
system using the twin data transfer between them. Before the actual welding of the physical
cell, the service system can use the production line history data to simulate and evaluate
the process and production plan through internal algorithms, so that adjustments and
optimizations can be made.

The constantly updated physical cell operation status and virtual cell simulation data
in the data management system adjusts the production schedule in real time. The welding
workstation service system contains mathematical algorithms for robot kinematics, changer
kinematics, robot particle swarm path placement optimization algorithms, and man-hour
calculations, and the system uses these algorithms for continuous iterative optimization of
the digital twin.

3. Methodology
3.1. Robot Kinematics Analysis

The core of the faithful mapping of the moving arm welding workstation is to achieve
accurate control of the arc welding robot model. The robot model initially constructed in
the twin system is a static model, and the parent–child linkage between the joints was not
established, so it was not possible to drive the robot motion through the data. A 6-axis
industrial robot has a linkage mechanism with six rotating joints and six links, each joint
and corresponding linkage has its corresponding coordinate system, as seen in Figure 9.
A simplified diagram of the robot D-H linkage coordinate system is shown. In this paper,
we use the D-H parametric method to establish the kinematic model of the robot. Firstly,
we use the flush transformation matrix to describe and establish the relative position and
orientation relationships between these linkage coordinate systems, and then transform
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the four matrix elements of linkage length, linkage rotation angle, linkage offset and joint
angle to construct the kinematic equations of the robot.
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In this paper, the FANUC 6-axis robot was used as an example, and the D–H parame-
ters of this robot are provided in Table 2, where ai is the length of the link i, di is the distance
between link i and link i + 1, αi is the i the angle of twist of the connecting rod and θi is the
angle between the connecting rod i and i + 1.

Table 2. Six-axis robot D–H parameter table.

Rods i ai (mm) di (mm) ai (◦) θi (◦)

1 150 525 −π/2 0
2 790 0 π −π/2
3 150 0 π/2 0
4 0 860 −π/2 0
5 0 0 π/2 0
6 0 100 0 0

The robot kinematic equations are divided into forward kinematics and inverse kine-
matics. Forward kinematics is obtained from the known joint angle by the flush transfor-
mation of the adjacent linkage coordinate system to obtain the robot end position and pose.
The inverse kinematics is determined from the known end-effector position and pose to
determine the robot joint angle. According to the known D–H parameters, to establish
the flush transformation equation between each linkage, the transformation matrix j−1

j T is
generalized as follows:

j−1
j T =




cos θj
sin θj

0
0

− sin θj cos αj
cos θj cos αj

sin αj
0

sin θj sin αj
− cos θj sin αj

cos αj
0

aj cos θj
aj sin θj

dj
1


, j = 1, 2, 3, 4, 5, 6 (1)
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The transformation matrix of each linkage of the six-axis robot can be obtained accord-
ing to Equation (1).

0
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cθ1
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0
0

0
0
−1
0

−sθ1
cθ1
0
0
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0
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3
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0
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,

5
6T =




cθ6
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0
0

−sθ6
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0
0

0
0

1
0

0
0

d6
1




(2)

In Equation (2) above, s denotes sin θ, and c denotes cos θ. The positive kinematic
equation of the robot is obtained by the concatenated multiplication operation of the linkage
transformation matrix.

0
6T = 0

1T1
2T2

3T3
4T4

5T5
6T =




nx ox ex
ny oy ey
nz
0

oz
0

ez
0

px
py
pz
1


 (3)

In Equation (3).
[
n o e

]
denotes the end-effector pose vector, and [p] denotes

the end-effector position vector. The robot inverse kinematics solution process uses an
analytical solution to find the angle of each joint of the robot by stepwise backpropagation
of the total transformation matrix of Equation (3) with known end poses.

3.2. Arc Welding Robot Base Position Optimization Problem

Robot base position optimization is a complex nonlinear optimization problem with
multiple variables and constraints. The goal is to optimize the process beat during work-
piece welding by minimizing the overall robot movement during weld seam welding while
maintaining robot kinematic performance. In this section, the problem discussed above
is described more clearly in Figure 10. The scenario shown in the following section is
illustrated in detail.

The application scenario of a welding robot system with external extension axes in
the welding process is shown in the Figure 10. Some of the main coordinate systems in the
system are given along with the corresponding coordinate transformation relationships,
which are described below.
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The value {W} is the world coordinate system, also known as the reference coor-
dinate system, {Tcp} is the tool TCP coordinate system and {6} is the robot end joint
coordinate system.

The value {Pi} is the coordinate system of weld points on the weld seam, the posi-
tion vector of discrete points of any weld seam can be obtained by offline programming
software pi = [xi, yi, zi]T , and the attitude vector Ri = [ni, oi, ai] and the weld joint coordi-
nate system can be obtained according to the coordinate transformation relationship {Pi}

transformation matrix with respect to the world coordinate system W
Pi

T =

[
ni oi ai
0 0 0

pi
1

]
.

The transformation matrix of the weld point coordinate system with respect to the world
coordinate system can be obtained from the coordinate transformation relationship.

The value {B} is the robot base coordinate system. Since in practice the first joint
rotation axis of the robot is perpendicular to the fixed plane of the robot or the guideway
moving plane, and the first three joints of the robot affect the position of the end-effector and
the last three joints affect the attitude of the end-effector, it is not necessary to consider the
direction of the guideway moving plane in the optimization. This gives the transformation
matrix of the robot-based coordinate system with respect to the world coordinate system
W
B T =

[
I3×3 bp

0 1

]
, where bp = [x, y, z]T is the number of unknown quantities varies,

according to the base placement. For example, the base position is searched in a certain
horizontal plane, and z is a known quantity z0, determined by the height of the robot
placement platform. The base position is searched on a horizontal rail, and x, z or y, z are
known quantities. In this paper, the robot was suspended on a horizontal rail, so the base
position could be expressed as bp = [x, y0, z0]

T .
Similarly, the transformation matrix of the robot-based coordinate system, with respect

to the world coordinate system, can be obtained from the transformation relationship
between the coordinate systems in the Figure 10 W

B T = W
Pi

T ·Pi
T T ·6TT−1·B6 T−1.

For a given welding task, i.e., the determined welding path, process parameters,
robot, and welding gun, the corresponding coordinate transformation matrix are W

Pi
T , and

Pi
T T , and 6

TT . This implies that the robot base position determines the joint angle of the
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robot. Therefore, considering that the joint angle of the robot determines its kinematics,
the problem of optimizing the base position of the mobile robot arm can be defined as
follows: under the condition that the welding path, the process parameters, the robot,
and the welding gun are determined, an effective optimization method is established to
accurately find the most suitable welding position on the rail, i.e., the optimal base position
of the robot.

3.3. Optimization of Path Placement Based on Particle Swarm Optimization Algorithm

In this paper, the particle swarm algorithm was used for optimal control of the ex-
tended axis joint variables for robot placement. According to the above analysis, each
weld is in the optimal welding position during the welding process, the robot end torch is
limited to the weld position along the spatial weld movement, and the robot base is placed
and moved by satisfying certain constraints and rules, so that the trajectory of each joint
of the robot is smoothest during the whole weld, and, finally, the welding operation time
is optimized.

The Particle Swarm Optimization (PSO) algorithm was proposed by Kennedy and
Eberhart in 1995, inspired by the movement of flocks of birds. The basic concept of the PSO
algorithm is to perform a search based on a population of particles, where each particle
represents a potential solution and is accelerated towards a better or more optimal solution
by constant updating [23]. The original algorithm is described in detail as follows.

In the D-dimensional space, there are N particles, each representing a potential solution
to the optimization problem, having both position and velocity properties, and orienting
themselves according to their own best solution and with reference to the best solution of
the whole population. The current position vector of the first particle Xi as a candidate
solution to the optimization problem, i.e., xi =

(
xi

1, xi
2, . . . , xi

D
)
, and the current velocity

is denoted as Vi =
(
vi

1, vi
2, . . . , vi

D
)
. The optimal solution of the current individual search

by the first i is denoted as the individual extremum pi
best =

(
pi

1, pi
2, . . . , pi

D
)
, and the

optimal solution of current particle group searched by the first particles i is denoted as the
global extreme value gi

best =
(

gi
1, gi

2, . . . , gi
D
)
. The velocity and position of the particles are

updated by the iterative process, and the kth iteration updates the formula as follows:

vi
d(k + 1) = ω0vi

d(k) + c1r1

[
pi

d(k)− xi
d(k)

]
+ c2r2

[
gbestd(k)− xi

d(k)
]

(4)

xi
d(k + 1) = xi

d(k) + vi
d(k + 1) (5)

In the formula, i = 1, 2, . . . , N; d = 1, 2, . . . , D;. ω0 are the inertia factors, c1 and c2
are the learning factors for the individual and global optimal particles, all of which are
positive constants and r1 and r2 are random numbers uniformly distributed on the interval
of [0, 1]. The individual extremes and global extremes are obtained by the above particle
update formula continuously iterated until the optimal solution, satisfying the termination
condition, is obtained.

The optimization of the robot’s initial welding position must take into account the
speed of each joint, acceleration and other motion attributes, as well as various performance
indicators related to robot welding operations. The particle swarm optimization fitness
function is shown in the following equation:

min{f = 1
n
×

∑n
i=1(∑

6
j=1 kj × |θi

j − θi−1
j |)

∑6
j=1 kj

} (6)

s.t. θjmin < θj< θjmax, j = 1, 2, . . . , 6; d(R, B) >0 (7)

Equation (6) is the objective function, where θi
j denotes the angle of the jth joint at

the ith weld point, and kj denotes the weight of the degree of influence of the jth joint on
the robot motion performance. Equation (7) is the constraint function, where θjmin is the
lower limit of the jth joint, and θjmax is upper limit of the jth joint. Furthermore, d is the
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collision avoidance condition, and R represents the robot and the truss, and B represents
the obstacle.

4. Experimental Results and Analysis

To verify the usefulness of the virtual simulation platform for robotic welding work-
stations, virtual experiments were conducted for robot welding path placement planning
and computational analysis of its process beats, followed by digital twin experiments
by combining the virtual system with the actual system. The virtual system simulation
required interference collision analysis of the robot motion during the welding process, as
well as robot reachability testing.

In the arc welding robot path placement planning experiment, the initial robot welding
position test and the interference collision test during the welding process were performed.
The optimal initial welding position not only reduces the robot’s empty walking distance
but also optimizes the operating tempo. Collision detection identifies possible collisions and
optimizes the robot’s operating trajectory and the layout of the corresponding equipment.
A collision between the robot and the surrounding equipment can result in downtime or
damage to the welding equipment, reducing productivity. Robot accessibility testing is
used to test whether the robot can reach the workpiece weld joint at the optimal initial
welding position, allowing for maximum motion maneuverability throughout the welding
operation, and further determining the optimal placement of the robot with equipment,
such as shifters.

4.1. Welding Robot Base Placement Planning and Process Optimization Virtual Experiments

Before the actual welding operation, the welding process was simulated in the virtual
simulation environment built using a digital twin, and the initial welding position sim-
ulation and trajectory planning of the robot were performed in the virtual environment
to verify the rationality of the optimization scheme. As this paper was optimized for
welding efficiency, the appropriate welding parameters determined the quality of welding.
Ignoring the premise affecting the quality of welding, according to the existing welding
process, the appropriate welding parameters were selected, including welding current,
welding voltage, welding speed and wire feed speed. The specific parameters are shown in
Table 3 below.

Table 3. Welding parameter setting.

Welding
Parameters

Welding
Current (A)

Welding
Voltage (V)

Welding Speed
(mm/s)

Wire Feeding
Speed (mm/s)

Value 370 32 7.5 108

In this paper, by interpolating the robot trajectory, the initial welding position of the
robot was optimized iteratively using an optimization algorithm, taking into account the
robot joint angle, process requirements and other constraints, and the movement of the
base when the artificial potential field method was used for the welding seam. According
to the algorithm results, shown in Figure 11 below, the optimal initial welding position was
obtained as 1501.03 mm. By placing the robot, the robot base was controlled to move to the
optimized position to complete the welding task.

Based on this method, in this study, to develop the welding robot cell simulation
system for multiple path planning, the simulation of the welding process under the original
welding process, according to the optimization results, enabled a comparison of the welding
work beat results, shown in Table 4.
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Table 4. Experimental results of different initial welding positions of the robot.

Initial Welding Position Welding Operation Time

0 mm 510.44 s
1501.03 mm 489.89 s

As can be seen from the table, after optimizing the initial welding position, the overall
welding operation time reduced by 20.55 s, the robot empty walking distance reduced
by 15,010.03 mm, and the process optimization efficiency increased by 7.809%. After
optimization of the robot base position to obtain the robot joint angle, as shown in Figure 12
below, the joint angle fluctuated slowly during the welding process, which showed that
the optimal initial welding position could not only ensure the smooth operation of the
robot arm, but also optimized the welding time and achieved the effect of enhancing
process optimization.
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Figure 13 Virtual welding experiment screenshot shown is a screenshot of the arc
welding robot for welding operations and virtual experiments, through the virtual simu-
lation of the welding workstation welding operations, the ability of real-time calculation
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of the robot motion path, process visualization, and real-time analysis of the weld point
accessibility. The experiment proved that the welding robot workstation digital twin system
could realize the robot welding operations and process optimization in the virtual system.
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4.2. Digital Twin Experiment

The digital twin system of the robotic welding workstation drives the twin model
motion through data scripting and realizes the virtual real mapping between physical space
and virtual space through twin data interaction. To further validate the usefulness of the
digital twin system, the virtual real system was connected, the initial welding position
obtained from the virtual simulation optimization, the path planning transmitted to the
physical space, and the data tracking of the welding cell realized through the twin data
management system, which provided a comprehensive view of the entire operation. During
the creation of the welding workstation arc welding robot twin, the welding process joint
data, external axis data, and process data were reflected in the digital twin in real time, thus
achieving real-time monitoring of the robot welding process.

Physical space and virtual space reality mapping, as shown in Figure 14, in the welded
parts welding solution experiments, first initialized the state of the production line model
in the virtual system, so that the virtual cell body of the workpiece, robot, changer and
all other components, and the initial state of the physical cell body. This was necessary
to ensure that the physical cell and virtual cell data connection achieved virtual–physical
space state synchronization, and then the physical and virtual system could be run for
welding operations. The experimental results are shown in the table, and the kinematic
and path placement optimization algorithms in the welding workstation service system
were used to optimize the robot base placement and drive the robot motion through the
control system. From Table 5 it can be seen that the global operability of the robot welding
operation in the physical welding workstation at the optimal initial welding position, as
well as the weld reachability, achieved better production results, along with the normal
twin data acquisition and sending.

Table 5. Experimental results.

Unit Reachability % Whether Data Is Sent

Physical Robot 100 Yes
Virtual Robot 100 Yes

Figure 15 shows the single-station digital twin system for robotic welding. This
paper realized the data interaction between physical space and virtual space through HTTP
protocol, completed the real-time synchronization and faithful mapping between the virtual
and real systems, and visualized the welding process and process data through the system’s
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UI interface in real time. Compared with the traditional process beat spreadsheet statistics,
the digital twin was real-time and effective in delivering and displaying welding operation
process data.
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5. Conclusions

In this paper, an arc welding robot cell process optimization, based on digital twin,
was studied. First, a virtual simulation system of the welding robot cell, based on the digital
twin, was proposed and then it was constructed. By establishing a digital twin, a digital
virtual simulation platform of the welding process and welding environment of the welding
robot was created. Secondly, the optimal initial welding position was optimized, based
on the welding process, using the particle swarm seeking algorithm to find the optimal
initial welding position, and the kinematic analysis calculation and path optimization of
the robot. Finally, the mapping relationship between the virtual system and the physical
system model was established by using various types of sensor data transmission, and data
communication was carried out using a socket network to achieve a faithful mapping of
the virtual welding workstation to the actual welding workstation and to realize real-time
monitoring of the welding process.

In this paper, we completed the simulation of welding motion, visualization of real-
time operation data, monitoring of the welding process and optimization of the robot
welding process in the digital environment for the large movable arm welding process,
realized efficient collaboration between the robot and the positioner during the welding
process, optimized the robot idle time, improved the efficiency of the welding operation,
and laid the data foundation for subsequent robot research and automation of the arc
welding process.

At present, the research is still in its infancy and a lot of work needs to be done.
Subsequent research will focus on the following aspects in greater depth: (1) the use of a
digital twin service system, improving the dynamic arm welding process database, from the
welding process of welded parts (weld quality, weld welding sequence) and other aspects of
process optimization; (2) for the real-time welding process, network communication caused
by real-time data delays needs to be further explored; (3) the use of data visualization
to achieve health management of production equipment, fault warning and continuous
iterative optimization of the operating state.
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Abstract: This study focuses on discerning how economics, as it pertains to work psychology, is
lent a new perspective by the compatibility of humans and robots cooperating in the manufacturing
sector. The stability of production plans, flexibility of the organizations, and the management of
production constitute the basis for such analysis. In this context, initial findings revealed that steady
performance by an individual was significantly influenced by a production plan, while the cycle and
lead times in place fundamentally affected the behaviour of employees. Observations were made
over five years of 200 workers at 100 manufacturers. Times given over to operations and cycles, and
throughput, were primarily defined by the technical cycle of the robot. The secondary element of
production planning was the employee, whose operator cycle time was informed by that of the robot.
The authors set out to deduce which key factors altered the work psychology in situ in manufacturing
environments where collaboration occurred between humans and robots. Prerequisites for optimal
psychological conditions were identified (the cooperating human, production planner, collaborative
workplace, standardized durations of complete tasks, distance between the worker and robot, and
data analytics of production flow). Ensuring circumstances are optimal in terms of work psychology
is essential to raising productivity and employee performance. Results showed that the operator
was directly dependent on the robot in relation to mutual, continuous production flow. A model
of production plan stability was devised, informed by the dependence of specific parameters of
the planning model. Research was conducted on the reliance of selected parameters, leading to
establishment of prerequisites for an optimal work psychology setting in enterprises with such a
collaborative structure.

Keywords: Industry 4.0; human–cobot interaction; job; psychology; process

1. Introduction

Fundamental to the matter is ensuring the psychological balance of a person in this kind
of collaborative workplace. Production planners make a series of trade-offs in schedules
every day in the pursuit of maximum production capacity. A robot intended for such an
environment must be highly efficient in regards to productivity with minimal risk of failure.
In this context, determining an optimal production schedule requires taking the physical and
psychological capabilities of the worker collaborating with the robot into consideration.

A key prerequisite for optimal manufacturing performance is having a stable production
process, integrated with Operator 4.0. Operator 4.0 is a smart and skilled operator who
performs not only ‘cooperative work’ with robots, but also ‘work aided’ by machines as
and if needed, using human cyber physical systems, advanced human–machine interaction
technologies, and adaptive automation towards ‘human-automation symbiosis work systems’.
Within the setting of a human and a robot being directly part of the collaborative workplace,
a paradigm shift occurs in how such a collaborative environment is set up. A traditional
approach functions in line with the derived arrangement of machine and human operations,
while a digitally controlled system is scheduled according to the cycle time of the robot and
the managed technology. However, intelligent production demands a significant alteration
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be made in terms of the psychology of the worker, since human–human and robot–human
relationships change when a robot possesses an equal collegial position as a worker.

Thorvald et al. [1] identify a ‘collaborative operator’ as a human cooperating with
collaborative robots (cobots). This cooperation is based on coexistence in a shared physical
space between two agents: human and cobot. The Cognitive Operator 4.0 represents
knowledge and cognitive interactions in which it exchanges process information with the
help of technologies to symbiotically perform a task. It is an important part of process
management by collaborative workplace the relationship between workload and workers’
situation awareness [2]. Artkin [3] defines situation awareness as the ability of smart
agents (both humans and artificial) to understand what is happening in the surrounding
environment. Based on the Endsley definition [4], the human-decision-making process
depends on comprehension of a human meaning and the projection of their status in the
near future. Our research, conducted in 100 manufacturing companies, confirmed that as
long as a person has experience in a given workplace, it is important to transform this into
the operational standards of the workplace, and, at the same time, share his experience
in the team of colleagues (cobot is the colleague, robot process, and operation standard
improvement). This significantly helps reduce stress before and during the implementation
of collaborative cooperation. We called this moment ‘predictive response ability’ and the
core content will be analysed in the upcoming months.

The process of production planning and scheduling requires flexibility from a human
perspective, in addition to which adhering to a plan must constitute a priority and the general
approach remain flexible [5]. When production flows smoothly and in accordance with the
plan, the psychological burden on the employee is normal. This balance is upset by any
outages that affect a work shift. A serious issue arises if a robot has to wait for the input or
output of a human, heightening the psychological demands placed on the latter. A number
of system-oriented connections pertain to maximal cooperation between a human and cobot
(a “collaborative robot”) within a collaborative work environment [6], as currently being
investigated by more than 100 SMEs (in the automotive sector); further description of the
matter is given in this paper.

Production planning and scheduling based on digitally controlled processes have
affected the psychology of human labour. Procedures governed electronically are man-
aged by software (“SW”, by a “digital manager”, as defined later); hence, people react
exclusively to the prompts provided by the controlling SW. Industrial enterprises have
been endeavouring to find a suitable method of combining such technology with lean
production activities, and the introduction of Industry 4.0 has innovated manufactur-
ing processes and the use of equipment [7]. In fact, smart technologies have brought
about improvement in production-related performance by affording real-time assessment
of it [8]. The basis for electronic management of planning and scheduling in manufacturing
is knowledge of interrelationships between the parameters of procedures. Each activity
has its own specific variable and interval range, and it is important to collect data on
ongoing operations, with subsequent analysis revealing the dependencies of such variables
in processes. Performance in this context directly depends on the potential to achieve
full capacity by the human, robot, and given technology. Assessing the effectiveness of a
person is now possible in real time, as is the evaluation of that of the robot and, maybe,
the advanced production technology in place. Though it has been observed that a robot
performs work consistently at a planned rate, performance in this regard by an employee
will occasionally diminish for various reasons. The requirement to provide comfortable
conditions for them is crucial in relation to the aspect of work psychology, since workers
frequently experience stress and frustration stemming from their performance of tasks.
From this point of view, it is necessary to concentrate on planned and online data gathered
from the workplace, with analysis making it possible to predict how the worker shall
behave as per the manufacturing schedule. Statistical analysis of production processes
shows that the ability to manage data from smart processes permits transformation of them
into directives for correct management of employees.
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A workplace with collaborative production is typically one where workers are forced
to concentrate greatly in cooperation with robots. Practical experience and knowledge
of various operational situations that take place routinely are critical, because employees
undertake duties which they actively control and conduct repeatedly. In contrast, the robot
is subordinate to the lead time designated to it with precisely set cycle durations. The
psychological difficulty of human–robot cooperation could eventually result in frustration
amongst workers; for example, in the event of an involuntary delay in entering a production-
related request, or should the robot be ahead and receive work late, leading to it outpacing
the I/O of its human co-worker [9]. Disruptions in production flow on the part of the
worker might also occur. A way of avoiding issues like these would be to schedule defined
downtimes in the activity of workers, then adapt the cycle time of the robot accordingly.

2. Theoretical Review

Recently, there has been an increased interest in conducting research on work psy-
chology. Factors, such as frequent turnover of staff, instability in work positions, a rise
in the coefficient of absenteeism, and an increase in occupational diseases, are behind the
trend. One tool that facilitates data analysis of cooperation in a collaborative human–robot
environment is dubbed “process mapping”, which involves obtaining continuous infor-
mation on arguments affecting the psychological well-being of workers at a production
facility [10]. Investigation has focused on defining the performance of staff, i.e., parameters
for quantifying and qualifying human performance, though work psychology was consid-
ered by the given author as largely ignored [11]; results therein showed that efficient work
systems directly correlated with the psychological state of staff. Arefin [12] stated that a
psychologically positive manufacturing environment directly influenced the performance
of employees. The literature also reports that organization of work practices through
targeted psychological measures affects such performance, while Amor [13] wrote that the
latter could be managed by applying work psychology as a basic mechanism. Elsewhere,
proper orientation of work psychology brought about benefits in psychological capital and
job performance, with an associated reduction in reports of burnout [14].

The current recession, economic fluctuations and circumstances relating to the COVID-
19 pandemic have highlighted how important it is to consider the psychological aspects of
collaborative work, a constituent part of the rapidly growing trend of Industry 4.0 [15]. Two
key concepts exist in psychology, those of the “digital worker”, and the “digitally controlled
worker” (hereinafter referred to as “DW” and “DCW”, respectively). A digital worker is
a software-controlled robot or machine directed in its operations by elements of artificial
intelligence, whereas a digitally controlled worker is a person who does tasks strictly in
accordance with prompts given by software. Such an employee in an environment of
collaborative production becomes both an initiator of ethics and work standards, and a user
of them [16]. The digitization of work brings people and technology ever closer, enabling
staff to implement related operations and voice their opinions in the enterprise. Moreover,
it facilitates the management and control of duties performed remotely (e.g., at home), and
aids employees in pursuit of their jobs and responsibilities. In essence, the DW acts as the
primary support mechanism for the DCW. This advancement has encouraged investigation
of psychology of work with respect to improving manufacturing processes and innovating
associated technologies [17]. A stable process methodology is required to enable this, and
the ratio of the DW to DCW determines the foundation upon which the consequent work
psychology is based. An analysis of 100 industrial companies in the automotive sector
revealed that the more the DW prevails over the DCW, the greater the amount of attention
that has to be paid to the manual labour of staff and organization of their duties; thus,
consideration is necessary as to how compatible the competence of a person (know-how
and skills) relating to digital technologies is with the given production process [18].

The analysis and monitoring of humans integrated into collaborative workshop op-
erations brought information about the changes in workers that occur in a regular work
shift in a collaborative workplace (human–robot combination). Before the definition of
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the parameters was investigated, the analysis of the production shift plan by 200 selected
operators was performed (Figure 1).
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The parameters of ‘human–cobot collaboration’ were identified in collaborative as-
sembly workplaces. Based on the process and ergonomic analysis, the selected workplaces
were identified. The selection process was determined by the frequency of the operation,
the temporal stability of the operation in the given workload, and the workplace process
quality. Continuity with the robot was also important. Herein, information was gained
from conducting analysis and field research of people performing operations within a
collaborative environment, specifically those on a regular shift at a workplace shared by
humans and robots. The following parameters were under study: The following parameters
were investigated here:

• the physical load on a staff;
• the psychological stress of a person;
• the stability of a person’s workflow;
• the rotation of employees across various workplaces;
• technologically (digitized) assisted monitoring of the performance of individuals;
• the flexibility of workers with regard to downtime in production;
• the proportion of operations undertaken by digital technologies and employees.

The following process-oriented assumptions for optimal work psychology by collabo-
rative workplace were identified:

• flexibility of the employee (settings to ensure a suitable workplace and production
flow in real time);

• productivity of the employee (conflict-free, continuous performance of operations
with regard to the capacity of the robot);

• set, standardized inputs for processes and manufacturing operations to permit fulfil-
ment of duties by the employee;

• online monitoring of data to aid the organization and management of production;
• horizontal and vertical integration of process data, setting IDs for coded process actions

linked to the instigator of an action (employee, machine, robot,
information, etc.).

Subsequently, the mutual correlation of the parameters ‘human–cobot collaboration’
and assumptions oriented to the collaborative process was investigated (Table 1).
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Table 1. Mutual correlation of human–cobot collaboration parameters and collaborative process-
oriented assumptions (source: own research).

Process Oriented Assumptions of Work Psychology

Human–Cobot Collaboration Parameters Man
Flexibility

Man Pro-
ductivity

Stable
Standard-

isation

Online
Data

Monitor-
ing

Process
Data

Integration

physical load on a person at work 27 M
12 W

120 M
12 W

56 M
9 W

137 M
63 W

7 M
12 W

psychological stress of a person 97 M
43 W

121 M
56 W

95 M
8 W

127 M
45 W

78 M
53 W

the stability of a person’s workflow 132 M
63 W

137 M
64 W

137 M
63 W

127 M
61 W

112 M
63 W

worker rotation across multiple workplaces 109 M
57 W

127 M
48 W

37 M
24 W

137 M
62 W

127 M
54 W

digitally set monitoring of a person’s work
performance

126 M
58 W

137 M
660 W

45 M
27 W

135 M
58 W

111 M
52 W

worker flexibility due to production process
downtime

137 M
58 W

110 M
57 W

127 M
56 W

135 M
57 W

97 M
46 W

share of digital and human-driven
production activities

116 M
35 W

87 M
54 W

12 M
16 W

35 M
23 W

7 M
13 W

Research was conducted on a sample of 200 operators. Of these, 137 were men (M)
and 63 women (W). Each operator was monitored 30 times to objectively assess the static
or dynamic load during the job execution. Each row contains the resulting value of the
number of operators who had a psychological/stress problem during dynamic changes
that were related to random situations at the given workplace and at the given moment of
the operation.

Overall, the employees of manufacturing companies became experts at new produc-
tion technologies and gained experience from digitally controlled production. Should
technical conflicts arise, they have the option to discuss and resolve the situation with a
colleague or a digital manager. Numerous companies are training employees to adopt a
suitable digital and technological perspective.

3. Materials and Methods—Research Limitations

Based on the stability model for the work shift schedule, identification was made as
to prerequisites for work psychology and standardized definitions of operations at the
collaborative workplace were determined.

With a digitized process at its core, the concept described herein encompasses the
aspects of the employee, robot, and digital technology; the flow of data is controlled by a SW
algorithm. Key support variables pertain to the extent of digital literacy on the part of the
employee and robot, although they obviously differ widely in actual content and procedure,
and in relation to applicable work psychology. Cobots are designed to be more akin to
co-workers than mere tools, and fluent interaction between operators and their robotic
counterparts is critical to the “task and high performance” of the former [19]. Important
facets include technological factors (e.g., occupational safety), appropriate configuration of
the cobot, employee-centred matters (e.g., fear of redundancy), and gaining an appropriate
level of trust with the robot [20]. In the context of work psychology, the link between
efficiency and employee satisfaction is crucial, since it represents a function of how much
control the worker has over their role in the human–cobot manufacturing team [21].

Based on rules for production planning and scheduling, the following pillars of a
collaborative environment were identified:

• human–cobot cooperation is directly dependent on there being sufficient standardized
processes in place;

• a production planner is able to identify key parameters for ethical human–cobot
cooperation;

• a standardized workplace ensures optimal ethical conditions to achieve the desired
level of performance from a human–cobot workforce;
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• compliance assessments adhere to the same regulations for humans and cobots, with
respect to the duties conducted;

• workplace processes and environment standards are governed by principles of elimi-
nating waste and benefiting from efficacy on the part of the robot (minimization of
e-waste);

• all crucial responsibilities of the employee and competences of the cobot are identified
and applied as a basis for standardization.

The author conducted interviews with production managers at selected industrial
enterprises, the primary topic being work psychology in collaborative workplaces. The
following parameters were specified in the production operator’s research: the operator
controls the communication options with the robot, the robot gives feedback to the human
about the performance at the workplace, and the human–cobot conflict resolution process
is standardized. As a part of empirical research, we focused on in-depth interviews with
assembly operators. Each operator had at least one year of job experience in the given
collaborative workplace. The age structure of the operators was between 35 and 52 years
old. Empirical research was conducted during 2021–2022. To evaluate the results, we used
qualitative research, where we identified and investigated the effects on work psychology
at the operator’s workplace. Subsequently, we defined significant parameters for the
human–cobot collaborative workplace through a comparative analysis from 2 operators,
at minimum, by workplace (shift change view on problem). Analysis revealed that up
to 86% of the respective employees were affected by psychological stress stemming from
the production process; a crucial finding in the opinion of the authors (Table 2). The
robot, acting as a colleague in the collaborative process, has the capacity to recognize
when an issue arises that impacts the psychological state of the worker during human–
cobot cooperation, and respond to it accordingly. The efficiency with which this kind of
relationship functions is reliant on the mental well-being of the human and their degree
of trust in cooperative endeavours with the robot. These two aspects were seen to be
decisive in the research conducted at industrial companies. Manufacturing productivity
and ergonomics issues brought extensive opportunities for cobot safety, workplace design,
and task scheduling [22].

Table 2. Analysis of the human–cobot collaborative workplace (source: own research).

Human–Cobot Workplace Analysis: Factors Affecting Work Psychology Relating to Planning and Scheduling Practices

Factor of Work
Psychology

Aspect of
Human–cobot
Cooperation
(Share in %
Labour
Undertaken by
Human and
Robot for a
Planned Task)

Number of
Collaborative
Workspaces
Monitored at
200 Selected
SMEs

Stability of the
Production Plan
in Collaborative
work (% of
Mutual, Planned
Tasks
Conducted)

Number of
Psychological
Conflicts That
Arose
between the
Human and
Robot

Acceptable
Lead Time of
Collaborative
Workplace (%
of Plan
Completed
during Actual
Lead Time)

Job definition

70/30 134 80 (1–3) (90–95)
40/60 27 60 (6–8) (80–85)
30/70 18 70 (2–3) (90–95)
20/80 17 70 (3–5) (80–85)
10/90 4 90 (2–6) (90–95)

Production inputs
(availability)

90/10 176 90 (8–10) (80–85)
80/20 23 75 (7–12) (85–90)
75/25 1 80 (0–1) (80–85)

Continuous production
flow before and after
collaborative
endeavours

80/20 147 80 (5–7) (80–85)
85/15 34 85 (4–6) (90–95)
90/10 17 85 (2–3) (80–85)
95/5 2 90 (0–1) (90–95)

Technological support
provided by staff

YES 170 95 (2–8) (85–90)
NO 27 80 (15–20) (75–80)
PARTIALL 3 85 (14–17) (80–85)

Comment: Total monitored, 200 SMEs—collaborative workplace; of this, 130 SMEs—standardised rules by hybrid
workplaces (balanced cooperation human-cobot); 180 SMEs—standardised human performance in a flexible
production time; 114 SMEs—production planning and scheduling of digitised processes in cooperation with
humans, and according to the reflection on the ethical rules based on actual shop floor conditions.
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Descriptive statistics were generated to determine correlations between the given
factors for work psychology. Analysis of the data showed that the primary issue affecting
production planning and scheduling in a collaborative environment was the availability
(i.e., readiness) of the workplace to perform tasks. When such circumstances are favourable,
a positive physiological state (satisfaction) prevails amongst staff. The lead time of the
employee is dependent on the frequency of continuous production flow, which corresponds
with performance per shift (in relation to lead time).

The analysis of the collaborative environment was conducted to verify the scientific
hypotheses below:

Hypothesis 1 (H1). The psychological well-being of a person directly relates to a defined work task.

Hypothesis 2 (H2). The production plan and associated schedule are conditioned by availability at
the collaborative workplace (in the context of achieving the desired level of performance).

Hypothesis 3 (H3). The time taken to react to an issue at a collaborative workplace is a controlled
process.

The following findings were arrived at from investigation of the 200 industrial enterprises:

H1: 183 SMEs (“yes”), 10 SMEs (“no”), and 7 SMEs (“partially”—conflicts arose through
changes in production priority).
H2: 165 SMEs (“yes”), 29 SMEs (“no”), and 6 SMEs (“partially”—conflicts arose from
production standards).
H3: 120 SMEs (“yes”), 22 SMEs (“no”), and 58 SMEs (“partially”—conflicts arose based on
the technologically related cause of unavailability at the collaborative workplace.

The robot performs and undertakes tasks according to precisely defined instructions. It
can continue in its duties with adherence to the given production schedule, and has exactly
determined functionality for jobs, in addition to which it is able to operate in flexible modes
to react to changes in arrangements. The employee represents the immediate co-worker
of the robot. Unforeseen circumstances may invoke stress in the worker through having
to adapt to alteration in production flow; hence, possessing a state mental readiness is
crucial in a collaborative environment. Since the concentration of the worker is affected by
the factor of availability (in connection with tasks), attention should be paid to how such
tasks are prioritized. The associated learning curve plays an important role, too, especially
regarding the application of skill sets of the worker for the performance of operations.

4. Results

Research was conducted in cohort comprising 100 industrial companies and
200 operators. Of these, 130 were men (65%) and 70 women (35%). Almost 85% of the
operators had a graduated from secondary school, while 15% possessed a university qualifica-
tion. The collaborative robots were primarily products by KUKA, FANUC, and ABB.

The correlation of human–cobot collaboration parameters and collaborative process ori-
ented assumptions (Table 1) showed that the key factors of work psychology are connected
with the stability of a person’s workflow/man productivity, worker rotation across multiple
workplaces/online data monitoring, digitally set monitoring of a person’s work perfor-
mance/man productivity, worker flexibility due to production process downtime/man
flexibility, and worker flexibility due to production process downtime/online data moni-
toring. A critical parameter of work psychology is the stability of the work process, which
is why the research of collaborative workplaces was first focused on the stability of the
production shift plan (Figure 1). Similar arguments are presented in various research
papers, such as [23], fluent interaction between the operators and their robotic counterparts;
by [24], ”resiliency” and “flexibility” capabilities of humans; or by [25], shared workspace
for human and robots. Flexibility, cognitive skills, and dynamic thinking by humans are
most important parameters of effective work psychology by collaborative workplaces.
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The main objective of research was to obtain data on work psychology in a collabora-
tive environment, with investigation of staff employed in such a facility in relation to the
following parameters (Figure 1):

1. Amount of production orders for the human–cobot collaborators per shift (POAhc).
2. Operation lead time per shift (OLTs).
3. Cycle time of the human (CTman).
4. Human-originated breakdowns (BDman).
5. Reaction time of the human–cobot arrangement (RThc).
6. Stability of the plan for modifying production (Ssp).
7. Overall availability (capacity) to process production tasks (OAC).

The structure of the proposed indicators corresponds to the production planning
indicators. Workload efficiency is based primarily on a stable production plan and a
technologically acceptable work schedule. The objective of the empirical research was
to determine the stability of the work process in the collaborative workplace. These
parameters were chosen as they are a constituent part of planning and scheduling. From
a human point of view, a technological acceptable work schedule dictates the stability
of a production plan, and such a schedule is a precondition for realizing optimal work
psychology in a collaborative environment. A total of 20 repeated observations were made
for each employee, the priority being to discern parameters crucial to their cooperation
with the robots, since data analytics revealed that the latter did not deviate from the given
schedule within the period of a month. Only two companies experienced variance in
performance by the robot through unexpected downtime, i.e., 3% of their planned lead
time (Table 3). On the contrary, the humans showed several deviations from the planned
production time. Therefore, we investigate deviations in work performance by humans,
which are related to work psychology.

Table 3. Production flow analysis in a collaborative workplace: sample analysis and calculation of
basic variables (selection) (source: author).

Amount of
Production
Orders Fulfilled
Collaboratively
per Shift

Lead Time of
Operations per Shift

Cycle
Time-Human

Human-
Originated
Breakdowns

Reaction
Times

Overall
Availability
for
Realization
of Production
Tasks

Stability
of Shift
Plans

POAhc [min] OLTs [min] CTma [min] BDman [min] RThc
[min] OAC [min] Ssp

420
420 12 21 3 1.00
OAC = OLTs − CTma − BDhum − RThc 384 0.91

410
420 9 10 6 0.98
OAC = OLTs − CTma − BDhum − RThc 395 0.96

400
420 4 12 2 0.95
OAC = OLTs − CTma − BDhum − RThc 402 1.01

420
420 3 5 5 1.00
OAC = OLTs − CTma − BDhum − RThc 407 0.97

395
420 7 9 6 0.94

OAC = OLTs − CTma − BDhum − RThc 1.01

The setting for volume of production crucially affects work psychology, as a prereq-
uisite for this to be optimal is workplace stability from the perspective of staff; after all,
they have all the inputs necessary for continuous performance during a shift. It was seen
that work psychology benefited from greater stability (consistency) in performance as per
workflow, and a higher level of quality in this respect was observed. Table 1 illustrates
how such stability in a collaborative environment was dependent on reactions given to
instances of downtime.

POAhc = 420 min OAC 384 min Ssp = 0.91
POAhc = 410 min OAC 395 min Ssp = 0.96
POAhc = 400 min OAC 402 min Ssp = 1.01
POAhc = 420 min OAC 407 min Ssp = 0.97
POAhc = 395 min OAC 398 min Ssp = 1.01
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Subsequent attention was paid to intervals of permitted limits for the parameter
Ssp for stability. Data on 200 collaborative employees revealed a dependence in the connec-
tion between productivity (OAC) and available performance (Ssp). The causes of instances
of downtime were also analysed, highlighting a correlation between the human and robot
as per the times required to fulfil tasks. The instant a mutual task commences is key,
and work psychology influences matters at this point within a sequence of collaborative,
connected stages (time for initiating a task + time taken to do a task + time for finalizing a
task). It is important for a person in such a collaborative team to be situated in front of the
robot or perform duties behind it within a clearly defined time frame.

The collaborative robot has the ability to spot when a problem will occur, and send a
pre-emptive signal to the operator, followed by a recommendation on rectifying it, thereby
lending psychological support to the person. Work psychology is affected by various
situations involving the operator:

- staff may intuitively react and decide to tackle an issue with regard to their physical
and psychological safety, potentially conflicting with process management;

- the operator follows recommendations given by the robot, diminishing their emotional
state, and increasing the chance of errors being made in decision-making and duties;

- the employee chooses to solve a matter in their way, based on personal experience,
rather than taking the advice of the cobot, and the human could feel a sense of
accomplishment or disappointment in subsequent performance.

In addition to planning and scheduling, achieving a state of work psychology is
reliant on solid preparation of all attributes involved in managerial processes (Figure 2).
Important elements relating to production flow that affect the psychological well-being
of staff include the types of components incorporated in products, assembly tolerances,
and time constraints for resetting machinery, and preparatory or final operations. These
fundamentally impact the productivity of staff and place emphasis on performance. In the
context of an assembly line, for example, the employee is expected to function with a high
degree of flexibility, prioritizing it over the aspect of time.
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and technological skill sets instead [28]. 

5. Discussions and Social Implications 
Working in front of a robot leads to a rise in the level of stress experienced by the 

human, making the situation less stable and altering readiness for performance. In effect, 
the person is psychologically drawn in to align with the actions of the robot, hence their 
immediate surroundings are crucial, and it is necessary to ensure all inputs are present 

Figure 2. Work psychology in the production process—basic pillars (source: author).

Optimizing working conditions in a collaborative environment for employees neces-
sitates that the latter are suitably qualified for their positions. Stabilizing the production
schedule during a shift (to fulfil quotas) around specific lead times is currently a major
issue in the industrial sector. In relation to this, significant stressors in a collaborative unit
comprise the mismanagement of material and insufficiency in the skill sets of workers. Staff
need to feel a sense of confidence about conducting duties and giving good performance,
and their mental state can be impacted in the event an issue arises and complicates matters.
Continuous control procedures determine the relevant actions to deal with incidents.
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The digital literacy that workers possess plays an important role in work psychology.
In the given context, it relates to the capacity to collaborate with the digitally controlled
machine and presupposes certain cognitive skills, abilities, and attitudes [26]. Reports in
the literature have highlighted that digitization exerts a knock-on effect on psychosocial
risk at work [27]. Tasks that require physical or manual skills and basic cognitive awareness
shall be automated first, whereas more demanding jobs necessitate social, emotional, and
technological skill sets instead [28].

5. Discussions and Social Implications

Working in front of a robot leads to a rise in the level of stress experienced by the
human, making the situation less stable and altering readiness for performance. In effect,
the person is psychologically drawn in to align with the actions of the robot, hence their
immediate surroundings are crucial, and it is necessary to ensure all inputs are present and
correct prior to the commencement of work. The stress level was investigated by empiri-
cal research. The core inputs were human–cobot cooperation and process collaboration.
According to the results presented in Table 1 and the results achieved by the research,
we distinguish by human factors, such as stability, rotation, and flexibility, as a princi-
pal stress factors. The level of risk associated with these factors increases proportionally
with the requirements on the digital process monitoring and the productivity index by
human working in a collaborative workplace. Therefore, the intentions (diagnostics) in
the field of the work psychology should lead to the optimisation of workload in given
lead time. The production plan for the work shift determines the optimal production
schedule. This fact is essential for a stable work environment and, at the same time, for
an optimal psychological adjustment of the human being. De Longis [29] refers to the
fact that burnout syndrome may affect the temporal dynamics of negative emotions at
work, making them more persistent over time and resistant to change. Due to the use of
ICT, workers can be accessible, even after standard working hours, preventing adequate
recovery and psychological detachment [30].

Collaborative workplace inputs are technological production sources (material, ma-
chine standards, job instructions, etc.), they are necessary components for the production
performance as an output. Eliminating stress by human and the improvement of the work
psychology setting by collaborative workplace is necessary before the performance. It
is conditioned by optimal setting of the parameter “Reaction time of the human–cobot
arrangement (RThc)”. This variable additionally encompasses the aspect of mental con-
centration applied by the operator to their labours. The less disorder they have around
them before undertaking duties, the more stable their resultant performance. The authors
intend to conduct further research on this matter. In our research, we investigated the
stress level using an indicator ‘Stability of the production change plan’ (see Table 3). The
presented stability value below 1.0 means an increased level in human stress. The value
under 1.0 represents the stability of the production planned tasks completion. In our next
empirical research, we want to give attention to the effective psychological collaboration
between artificial intelligence and human stress by process task realization in planned
throughput time in a collaborative workplace. Artkin [3] stats that the failure detection,
quality inspection, enhancing workplace safety, and people concentration on performance
are important elements of workplace optimization by a human. Therefore, our further
research in this area will focus on the analysis of the interruption parameter by the worker
before the robot (Table 4).
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Table 4. Work psychology process approach schema (source: author).

Work Psychology at the Collaborative Workplace: Key
Processes for Future Research Specification for Research Purposes

Structure of the planning and scheduling process

Detailed structure of production flow; controlled process
for enumerating customer orders; digitization of procedural
steps in the cycle of planning, scheduling, and production
flow.

Automatization of the production process
Lead-time coordination between production planning and
logistics processes, and actual workplace performance and
lead times.

Maintenance
Actual, relevant knowledge and skills pertaining to
processes and related issues involving technology and
workplace practices.

Organization of tasks and their realization

Competence and skill sets of collaborative staff pertaining
to actions for actual production and potential disruption,
application of KPIs for monitoring performance and
eliminating performance wastes.

The robot has the ability to identify technical circumstances that could give rise to
disruptions or other issues and respond immediately should the matter have been correctly
diagnosed by it. Nevertheless, staff single out processes and deal with problems by drawing
on their personal knowledge and experience. The decision-making process they apply
transpires differently from that of the robot, since the person finds a solution on the basis
of whether they had caused the disruption or not. Past research conducted revealed that
people usually relied on the robot to provide a suitable reaction, only seeking the best
solution afterwards. This aspect contributes to how arrangements are set for the worker,
primarily since the collaborative environment is managed by technology. The person
becomes, in essence, a component within the digitally controlled workplace, subordinate to
how processes are managed, and the responses of the robot.

In contrast, it is more comfortable to work behind the robot. Staff there are not
“feeding” the robot but take items from it. The associated work psychology differs from
having to feed it with input, as the primary concern is to keep up with the output rate of the
robot. The employee to the front of the robot is under pressure at the start of the operation,
whereas the emphasis for the one situated behind it is the duration of its output. This
means two different variables exist in relation to the setting of work psychology, and these
“push” and “pull” actions are crucial for an optimal work psychology setting; therefore, an
enumerated specified order is needed for proper scheduling of production.

In our research, we dealt with the concept of ‘push’ production (data analysis in Table 3),
which is connected with the production planning and scheduling system in the investigated
industrial companies. The reason of the push system preference was the human experience in
a mass repetitive production. The data from the workplaces provided us with relevant outputs
to understand the essence of the psychology of work in a collaborative workplace. The reason
for the reliability of the data was the volume and the repeatability of the production. Thus,
workers gain relevant experience and knowledge to manage and improve work psychology.
Based on this experience, we will start similar research in 2023 in companies oriented to the
pull production concept. It is characterized by the piece or small series production. We will
try to generalize the results of our research so far, and develop a methodology for managing
work psychology in pull production companies.

The goal of future research is to set parameters for “reaction times for productive work-
ers”, where the position the operator holds (in front of or behind the robot) is important
to analysis. The results of such research shall subsequently be linked with a methodology
for planning and scheduling production at the enterprises under study. Distinguishing
between planned and actual production capacity is crucial to implementing correct plan-
ning and management. As can displayed in Table 1, safeguarding processes are in place to
counteract as a stabilizing element of work psychology. Though stability is reduced, and
the psychological well-being of the operator is negatively affected, and the level of work
psychology diminished. Results prove that correctly enumerating orders for manufacturing
goods is crucial to projecting a sense of work psychology, since it represents the impulse for
setting the latter. The role of the planner in this is to make sure the production schedule of
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allotted time slots takes into consideration the capacity of staff for output. Any such plan
is informed by the activity of the robot, so it follows that the duties of the employee are
scheduled to align with the robot.

6. Conclusions and Recommendations for Future Study

The psychology of a workplace closely relates to a sense of having ownership over
human labour. Advances in collaborative environments and related procedures have em-
phasized the need to consider the staff employed in such a digitally controlled domain [9],
which presupposes aspects of hybrid research are applied in evaluation of such a site.
Problems stemming from reduced performance by a worker that collaborates with a robot
could give rise to psychological disorders [6].

Items for future research have been identified in relation to the limits of this study.
The first shall be to analyse to what extent agreement prevails in human–cobot feedback
in the event of an unforeseen issue in production. It will then be necessary to discern the
dependence of the consequent revision process in real time and psychological readiness
of staff for performance. Identifying psychological factors affecting employees in terms
of motivation for performance, or barriers that diminish it, would be the overarching
purpose of the investigation. Findings shall inform how a stable production plan is set up
in a collaborative environment. It is known that a correlation exists between production
planning and the effectiveness of human performance in this context. Hence, emphasis
shall be placed on the actual content of processes governing production planning and
scheduling. The following research questions have been formulated to this end:

- RQ 1: Tasks undertaken at a collaborative workplace are clearly defined in structure
and content at a system-wide level.

- RQ 2: The lead times in a collaborative workplace adhere to a flexible schedule and
stable plan for production.

- RQ 3: Work psychology is crucial to achieving the desired level of performance in a
collaborative environment.

A collaborative work environment creates prerequisites for integrating the employee
into a manufacturing line with digitized technology, within which they have the opportu-
nity to improve and refine the digitally controlled process, promoting a sense of positive
work psychology. Fruitful human–robot cooperation at sections of the manufacturing
facility benefits production, and settings of planning and scheduling processes [31].

Data analysis herein focussed on gaining a comprehensive understanding of the
human–cobot relationship, and results were applied to define parameters for optimizing
operations in hybrid workplaces. Standardization of the manufacturing environment, as
laid out in a production plan, and realized on human–cobot assembly lines, necessitates
relevant scheduling of procedures based on the capacities of the human and cobot, in turn
influencing the real-time schedule, which is primarily informed by the durations of cobot
activities [32].

The authors consider one of the greatest challenges of current research on work psy-
chology in a collaborative environment to be ensuring a process for stable production, the
flexibility, skill sets and rotation of workers, and the technical and technological compat-
ibility of the operator and robot. It is a realistic to assume that another year of research
shall increase comprehension of the tolerance of reaction time on the part of the operator to
restarting an interrupted process. Work psychology is primarily about the satisfaction of
employees, and, herein, about a sense of satisfaction stemming from good cooperation with
a cobot. In the future, knowledge of the requirements of human and robot colleagues will
constitute an important field of research for industrial engineers, especially with regard to
managing efficient and effective processes.
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Abstract: Collaborative robots (Cobots) are compact machines programmable for a wide variety of
tasks and able to ease operators’ working conditions. They can be therefore adopted in small and
medium enterprises, characterized by small production batches and a multitude of different and
complex tasks. To develop an actual collaborative application, a suitable task design and a suitable
interaction strategy between human and cobot are required. The achievement of an effective and
efficient communication strategy between human and cobot is one of the milestones of collaborative
approaches, which can be based on several communication technologies, possibly in a multimodal
way. In this work, we focus on a cooperative assembly task. A brain–computer interface (BCI) is
exploited to supply commands to the cobot, to allow the operator the possibility to switch, with
the desired timing, between independent and cooperative modality of assistance. The two kinds
of control can be activated based on the brain commands gathered when the operator looks at two
blinking screens corresponding to different commands, so that the operator does not need to have
his hands free to give command messages to the cobot, and the assembly process can be sped up.
The feasibility of the proposed approach is validated by developing and testing the interaction in
an assembly application. Cycle times for the same assembling task, carried out with and without
the cobot support, are compared in terms of average times, variability and learning trends. The
usability and effectiveness of the proposed interaction strategy are therefore evaluated, to assess the
advantages of the proposed solution in an actual industrial environment.

Keywords: collaborative robotics; brain–computer interface; hand guiding; haptic interface; multimodal
communication; assembly task

1. Introduction

Production in small and medium enterprises (SMEs) is usually characterized by high
variability and low volumes of batches, which makes flexibility and highly adaptable
production systems necessary requirements. Robotic installations easily fulfill these needs,
so that their usage is quickly increasing in industry [1,2].

In SMEs, where manufacturing often relies on manual production processes, collab-
orative robots (cobots) are potentially easy-to-use tools that can improve productivity
without loss of the advantages provided by a human-centered system [3]. Human work-
ers indeed have an innate ability to adapt to unexpected events and to maintain strong
decision-making skills, even in a dynamic and complex environment. They have flexibility
and adaptability for learning new tasks and intelligence, while the robots can guarantee
physical strength, repeatability, and accuracy. Human-Robot Collaboration (HRC) aims
at being complementary to conventional robotics, increasing the human participation in
terms of shared time and space [4]. With HRC, humans and robots can share their best
skills, provided that the involved devices are designed for both safety and interaction.

A safe, close interaction with human operators is only part of the technical issues to be
faced to exploit the advantages of a collaborative working station. Much effort is dedicated,
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still mainly at a research level, to enhance the design of human-aware robots, able to cope
with uncertainties due to human presence [5–7] and to get, at the same time, command
and guidance messages from them [8]. Several communication technologies are being
developed to reach a real Human-Robot Collaboration (HRC). Interaction modes, such
as gesture recognition [9], vocal commands [10], haptic controls [11], and brain-computer
interfaces [12] are some of the technologies exploitable to provide inputs to the robot,
allowing the operators to dynamically alter the robotic behavior during its functioning or
taking control of the ongoing task [8,13,14]. These technologies can also be grouped into a
multimodal communication strategy, enabling the possibility of programming a robot in a
more adaptive and unstructured way.

All of the above-mentioned techniques have been extensively discussed in [8], where
a metric for evaluating the performances and the type of information exchanged between
the human and the robot is proposed. The type of messages are classified as Command and
Guidance messages, achievable through different interfaces. The former (i.e., command
messages) communicates to the robot simple commands such as “next” or “stop”, not
requiring any kind of parameter to be exchanged. Guidance messages, on the other hand,
provide instructions regarding how the robot should move, thus requiring a continuous
flow of positional or force information. For this reason, command messages can be con-
sidered the simplest way of interaction, nevertheless requiring a suitable design of the
programmed task.

According to [7,15], assembly tasks are typical tasks, which well suit collaborative
robotic applications since the operator’s action influences the behavior of the robot and
vice versa. However, the most common use of collaborative robots for assembly tasks
in manufacturing lines consists of workstations suited for sequential assembly [13], in
which the robot performs the simpler operations and the most complex or variable ones
are left to the human. Whenever possible, the worker carries out the last manipulations
on the assembled product at the end of the assembly line so as to limit the need for
interaction with the robot. A more complex cooperative assembly, i.e., parallel assembly, is
characterized by human intervention taking place in parallel to robot activities, so that the
last assembly steps can also be carried out by the robot. In this second scenario, timing and
coordination between humans and robots are critical factors, which might severely affect
the collaboration, which therefore strengthens the need for a suitable interaction strategy.

Different collaborative strategies can be exploited according to the degree of task
interconnection and dependency [16,17]. When the possibility of a direct command mes-
sage from the operator to the robot is enabled through a suitable user-interface, human’s
intentions can be communicated to the robot. It is then possible to alternate between
Independent strategies– in which the operator and the robot work simultaneously and
independently on their own tasks– and Supportive strategy– in which the operator receives
assistance from the robot. The switch between Independent and Supportive phases can
be enabled based on the timing given by the operator, who works independently on his
own task until he gives a triggering signal to the robot [18]. This strategy can go under the
name of Collaboration On-Demand since the possibility of switching from independent
to supportive phase is left to the operator. Once a consent exchange is detected by the
machine, the operator can be assisted by the robot in a supportive manner.

Under specific circumstances, e.g., when the presence of environmental noise or poor
illumination occur, or when the operator’s hands must be engaged in the assembly process
and cannot be used to give commands, technologies like voice or gesture recognition
might result unsuitable, and therefore the possibility to exploit techniques based on Brain–
Computer Interface (BCI) is conveniently investigated. The potentiality of this techniques
in applications for Industry 4.0 has been pointed out [19], but, to the authors’ knowledge,
few industrial applications have been actually developed. BCI is extensively studied in
the neuroscience field [20–22]. Applications to robotics have been developed in different
contexts [23,24], other than industrial applications.
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In this work, we test the concept of collaboration on demand by setting up a Brain–
Computer Interface (BCI) to transfer command messages from the operator to the cobot,
thus enabling a supportive behavior in which the operator can use hand guiding control to
be assisted by the robot. The communication strategy and the collaboration on-demand are
deployed in a proof-of-concept assembly task developed on a TM5-700 cobot.

The BCI allows keeping the operators’ hands free for the assembling task and can
be adopted in noisy environments. Moreover, the possibility to insert few BCI sensors in
the personal protective equipment (i.e., helmets) would pave the way for application in
industrial environments.

The paper is organized as follows: Section 2 describes the overall framework of the
collaboration on-demand, which adopts the BCI and the hand guiding control. In Section 3,
the proof-of-concept assembly task is presented to validate the proposed solution. Results
are presented in Section 4 and conclusions are drawn in Section 5.

2. Collaboration On-Demand Strategy Exploiting BCI-SSVEP and Hand Guiding

The different phases of an assembly process can be classified based on their repetitivity
and complexity. The robot can take charge of the most repetitive and unskilled operations,
while the human operator can execute complex activities. Collaborative robots in assembly
tasks can also provide benefits in handling large and heavy objects [25], both thanks to
hand-guided operational mode and to the capability of reducing the apparent mass of
heavy work pieces by a factor of ten or more [26]. This means that the physical strain of the
workers is significantly reduced.

The cooperation between human and cobot relies on the synchronization between the
different phases and on a proper task assignment. In a collaboration on-demand strategy,
the workcell is human-centered, and the robot is intended as a supportive tool for the
worker. Figure 1 schematically represents the process by highlighting the alternating switch
between two different phases, namely independent and supportive phases. During the
independent phases, the robot and the operator work in a coexistence scenario, operating
on different workpieces and processes. As soon as the operator needs the robot’s assistance,
the supportive phase can be enabled: the operator and robot work on the same workpiece
interactively, and the robot must behave according to human intentions. This requires
the robot to be warned of human intention in advance through a command message [8],
which can be sent by a worker through a proper user-interface with the desired timing.
The operator can therefore use the robot as a flexible tool whose supportive behavior is
triggered at will, according to their needs and timing.

When the supportive function ends, the independent behavior can start again, and
robot and operator keep on carrying out their planned activities. Furthermore, the reverse
transition from supportive to independent phase can be controlled by the human through
another command message so that only two different messages are needed to deploy the
described interaction scheme.

Figure 1. Collaboration on-demand.
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In the particular industrial case proposed in this paper, the switch between indepen-
dent and supportive phases is controlled through a BCI, which allows sending a command
message without the use of hands. The BCI is used in a reactive mode with the Steady State
Visually Evoked Potentials (SSVEP) method [19]: the operator looks at an external monitor
with images blinking at two different frequencies corresponding to the two command
messages needed to switch between the two operating modes. During the supportive
phase, hand guiding control is exploited to position the objects in a co-manipulation mode.
Hand guiding control has been realized by means of a six-component load cell mounted on
the robot wrist, as described more in detail in the following paragraphs.

An exemplary assembly task has been considered as a test case consisting of pick and
place operations, relative positioning of objects, and joint connections with bolts and nuts.
The task can be therefore divided into simple, repetitive operations, such as pick and place,
and more complex ones, such as joint connections. The former are assigned to the robot,
whereas the more complex manipulations subtask can be left to the operator – as soon as the
cobot has picked up the assigned component, it positions itself in a stand-by pose, waiting
for the operator to take control of the process. As soon as it is ready, the operator switches
to supportive operational mode so that the intermediate step of positioning the object
relative to the previous one can be conducted in a cooperation mode through hand-guiding
control. The robot can then assist the operator by holding and moving large and heavy
objects according to its payload, leaving the operator the flexibility to properly position
the component with the desired timing and then join it to the other parts of the structure
being assembled.

Figure 2 shows the framework proposed, in which the operator can interact with the
robot manipulator through two different interfaces. The activities related to the Brain–
Computer Interface are described on the left side of the figure, whereas those related to load
cell and haptic control are reported on the right side of the scheme. Looking at the left-hand
side of the scheme in Figure 2, SSVEP signals are collected by electrodes, processed and
then referenced to suitable Command Messages to be sent to the robot controller. On the
right side of the scheme, the load cell provides a haptic interface featuring hand guiding
control, which introduces Guiding Messages to properly position the robot. The task flow
depends at the same time on the pre-programmed robotic subtasks and on the real-time
commands given by the human operator. The latter makes the decision about when the
robot must move independently and when to switch to a supportive phase.

Figure 2. BCI-SSVEP with Load Cell sensor Framework.

Each BCI-SSVEP signal is assigned to a pre-defined specific robotic function. When
the operator and the robot end their independent phases, the operator can activate the
hand guiding mode by providing the command “Haptic On”. The “Hold On” command
is given when the operator needs the robot to keep precisely the same position in which
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it has been placed through hand guiding control so that the assembly operation can take
place. The same SSVEP signal can be used for the two cases. When the operator finishes
connecting the two parts by screws and bolts, the “Next” command allows the robot to get
back to its independent phase. The logic applied therefore requires only two signals, hence,
two different stimuli: one associated with the “H” command message (which can have two
different states: “Haptic On” or “Hold On”), and another for the “N” (“Next”) command.

Figure 3 represents the same collaboration on-demand framework from the perspec-
tive of the human operator and the robot, which are seen as parallel players in the task.
Command and guidance messages are in charge of timing and controlling the task – when
the operator sends the “Haptic On” command the two branches of the independent phases
merge, starting the supportive phase (collaborative) [16], in which operations are headed
by the operator and supported by the robot. After the hand-guided phase, in which the
operator can place the component on hold by the robot relative to the structure being
assembled, the “Hold On” command allows keeping the component in place so that bolt-
ing operations can take place. Afterward, the “Next” command makes the operator and
robot get back to their independent phases. The former can continue to perform assembly
operations for which he does not need any support, the latter can pick the next component
to be handed to the operator. He will pick it up just when he needs it, and he will take
charge of the process through another “Haptic On” command.

The following subsections detail how BCI data are treated to manage the switching
between independent and supportive collaborative phases and how the hand guiding
control is deployed on the adopted Techman TM5-700 cobot.

Figure 3. Collaboration on-demand with BCI and hand guiding.

2.1. Brain–Computer Interface Based on SSVEP

Steady State Visually Evoked Potentials (SSVEP) response is a BCI reactive technique
based on Electroencephalogram (EEG) signals, having the highest potentiality for industrial
applications [19]. It allows interacting with the robot without the use of hands [27,28],
gestures, or voice commands, and it does not require much training sessions. When the
operator, wearing an headset, is subjected to a visual stimulus, the signals gathered from
the response of the visual cortex area, suitably processed and analyzed, allow to provide
inputs to the robot controller.

In the proposed work, EEG signals are acquired using a cap with electrodes located in
accordance with the international Ten-Twenty system [29], the representation of which is
reported in Figure 4. SSVEP signals are recognized when the retina is subjected to visual
stimuli blinking in the band of 3.5–75 Hz [22] even if, in common practice, the upper
bound of the frequency range of the stimuli can be limited to 20 Hz [20]. SSVEP signals
are characterized by a high Signal to Noise Ratio (SNR) [20,21]; hence, it is possible to
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recognize different stimuli with low processing effort and good precision. The visual cortex
area reflects the same frequency of the stimulus.

Two kinds of commercial electrodes can be exploited for the purpose: wet, with an
appropriate electrolyte gel applied on sensors, or dry [30]. Practical use of dry electrodes
would be easier in industrial environments, as it is not necessary to apply gel to allow
electrical contact.

Cz T4C4C3T3

Pz

Fz

T6

O2

T5

F7 F8

O1

Fp1 Fp2

F4F3

P3 P4

A1 A2

GND

REF

Figure 4. International ten-twenty system. The subset of exploited electrodes O1, O2, REF, and GND
is highlighted with dashed bold line.

In order to deploy a methodology suitable for industrial applications, the lowest
number of sensors has to be exploited; according to the ten-twenty system, the response
of the visual cortex area can be acquired through the electrodes O1 and O2 highlighted in
Figure 4. Electrodes O1 and O2 are placed on the occipital area, which is the one responsible
for visual processing [31]. Ground (GND) and reference (REF) electrodes placed on the
midline sagittal plane of the skull must be used for referencing and denoising the signal.

When the operator is subjected to a visual stimulus blinking at a given frequency, the
same frequency and its multiples can be identified in the signal spectra. The generable visual
stimuli depend on the type of devices adopted. In this work, an LCD monitor with a refresh
rate of 60 Hz is used, in which two blinking windows are displayed [32,33], corresponding to
the two command messages “H” and “N” needed for the robotic application. An OpenBCI
headset and a Cython-Daisy board have been used in the setup, operating at a sampling
rate of 125 Hz. The OpenBCI GUI software receives signals from the Cython-Daisy board
over the LSL communication protocol.

The SSVEP frequency recognition software, and its integration with the robotic work-
flow described in the previous section, have been specifically developed. The algorithm
flow is shown in Figure 5. When the robotic task starts, the first step of the SSVEP frequency
recognition program is to open the communication with the OpenBCI software and flush
the data buffer. Signals O1 and O2 of the visual cortex area are then gathered with a time
window of 1 s. They are averaged and filtered using a digital, fourth order, Butterworth
band-pass filter in the range 4–45 Hz. Finally, a Hamming window is applied to the signal,
and a Fast Fourier Transform (FFT) is performed to identify the frequencies related to the
visual stimulus. The FFT main peaks are analyzed to seek peaks that exceed a certain
threshold at pre-set frequencies (the stimulus frequency and its first two multiples), which
correspond to an actual will of the operator to give a command message.

These operations are performed in a continuous loop, and the corresponding command
messages are sent to the robot only if a “cooperative flag” has been activated, meaning
that the robot has completed its independent phase and is available to shift to cooperative
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operational mode. This prevents false positive commands from being transmitted to the
robot before its independent phase has been completed.

Robotic commands corresponding to each command message can be general subtasks
programmed in the robot controller [18,23,34] or a sequence of robot movements controlled
by the PC. In the present work, robotic subtasks are programmed in the robot controller
and triggered by the PC when the corresponding command message is detected. The
mentioned signal processing software, as well as the one in charge of sending commands to
the robot, have been realized in Python 3.8 with SciPy v1.8.1 and Pymodbus v2.5.3 libraries.

Figure 5. SSVEP frequency recognition software flowchart.

The issue of having a quick reactive response is essential for the fluidity of the robotic
task. For this reason, to improve the system promptness, a time window length of 1 s was
tested for frequency recognition in SSVEP and compared with a 2 s one [18]. The poorer
spectral resolution of 1 Hz obviously affects the set of exploitable stimulus frequencies
and worsens somehow the signal to noise ratio [35]. Figures 6 and 7 report the SSVEP
responses to a visual stimulus blinking at 8 Hz and 10 Hz, respectively. For each frequency,
the results corresponding to the time windows of 2 s and 1 s are reported in Figures 6a,7a
and Figures 6b,7b , respectively. For all the considered cases, it is possible to detect the
main frequency of the stimulus, with the first multiple frequencies also visible in the case
of higher spectral resolution.

Since, in the present application, the operator is moving during the assembly task, the
issue of motion artifacts had to be faced. Motion artifacts result in a signal spectrum with
several peaks spread in the analyzed frequency range [36], which might generate false and
unintended command messages. This issue had to be solved in real time during the signal
processing phase by discarding all the occurrences presenting any peak at frequencies not
corresponding to the expected response.
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(a) (b)

Figure 6. FFT analysis of SSVEP response for a 8 Hz visual stimulus. (a) Time window 2 s. (b) Time
window 1 s.

(a) (b)

Figure 7. FFT analysis of SSVEP response for a 10 Hz visual stimulus. (a) Time window 2 s. (b) Time
window 1 s.

2.2. Haptic Control Based on End Effector: Hand Guiding Control

In the proposed assembly task, positioning and co-manipulation operations require
guidance messages for motion control and, in particular, for the proper positioning of the
workpiece to be joined to the structure being assembled. Hand-guiding control is suitable
for this purpose, assisting the operator in positioning and sustaining the weight of the parts
to be assembled.

In the exemplary test bench used for demonstration, hand-guiding control has been
developed by exploiting an OnRobot HEX-E v2 force sensor, measuring six axis components,
mounted on the robot wrist. The system is able to sense the gripped workpiece and
compensate for its weight. The arm is guided according to the forces sensed and imposed
by the operator’s hand, based on the proposal in [25,37,38], with a control scheme adjusted
to fit the programming features of the Techman TM5-700 cobot.

A force control block in TMFlow software, activated during the cooperative phases,
allows following any driving force provided by the operator (i.e., force in x, y and z
directions). According to the ongoing phase in the task and, in particular, to the piece to be
assembled in the pre-defined sequence, different directions for control can be enabled or
disabled to have either a planar or 3D motion. For the first part to be assembled, positioning
requires only a Cartesian linear motion in x, y and z coordinates. For the second positioning
phase, the angular orientation along the Z-axis of the wrist reference frame is involved.
Since only the rotation along the Z-axis is enabled, the gravity force always acts along the
Z-axis of the robot’s wrist.

The force control block integrates a PID control on the sensed forces and torque
applied to the end-effector. To compensate for the gravity effects on the raised objects,
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measurements are reset at the beginning of each force control routine, and then stored to be
used as reference force/torque for the PID controller.

PID gains used for the Cartesian linear motion are: kp = 0.15 , kd = 0, and ki = 0.00001;
for the rotation along the Z-axis: kp = 0.012 and ki = kd = 0.

3. Application of the Proposed Framework in an Exemplary Assembly Task

The discussed control structure has been validated by means of an exemplary assembly
task developed with a TM5-700, 6 kg payload. The same control structure can, however, be
applied to a bigger robot, in which the higher admitted payload allows assembling heavier
components, thus enhancing the effectiveness of the proposed solution.
The task is divided into the following steps:

1. The operator is preparing a long aluminum profile and assembling a corner joint with
bolts and nuts, while the robot is picking a short aluminum profile and positioning it
in front of the operator, ready to be hand-guided. During this phase, the operator and
the cobot are working with independent collaboration strategies.

2. In order to activate the cooperative mode through the BCI signal (“Haptic On” com-
mand), the operator looks at the monitor window with the letter “H” blinking at a
frequency f1 = 8 Hz. The person can then exploit the hand-guiding control and place
the beam in the final position where it is to be assembled. After a second command
message is given through BCI (“Hold On” command, blinking letter H), the robot
keeps the component in position, and the operator can connect the two aluminum
profiles with a corner joint and nuts. In this step, all activities are carried out with
supportive strategies.

3. After finishing the assembly of the two parts, the operator gives the “Next” command
by looking at the “N” letter blinking on the monitor at a frequency f2 = 10 Hz. The
operator prepares independently a second corner joint and gathers bolts and nuts, and
the cobot executes the next routine, picking another long aluminum profile, handing
it to the operator, and waiting motionless for the next BCI message. In this phase, the
operator and robot are working independently.

4. When ready, the operator once again activates the cooperative mode through the BCI
signal (“Haptic On” command) and hand-guides the beam into the proper position to
be assembled. After a second command message through BCI (“Hold On”), the robot
keep the component in position, and the operator can join the two aluminum profiles
with a corner joint and nuts. Once assembly is complete, the person communicate to
the robot the end of the task, through the last “Next” command.

The following Figures 8–10 highlight the main steps of the assembly task: Figure 8
shows an independent phase, representative of phase numbers 1 and 3 in the numbered
list above, where the operator is mounting an angular joint while the robot is bringing the
beam into place. It is possible to notice in the background the monitor with the blinking
windows exploited as visual stimuli for BCI.

In Figure 9, the switch from independent to supportive phase is enabled by the
operator who looks at the “H” letter on the monitor, to activate the hand-guiding mode.
This switch only takes 1 s, thanks to the FFT analysis discussed in the previous Section 2.1.

Finally, Figure 10 shows the supportive phase in which the operator exploits hand-
guiding control to position the beam to be assembled. When a proper positioning has
been achieved, the hand guiding control can be deactivated by looking at the “H” window
again, so that the robot holds the component steady in the desired position. Then, when
the operator finishes the assembly, the robot can be moved by looking to the “N” window.
In this way, the proper task timing is given by the operator, so that the robotic code is able
to obviate any difficulties or setbacks in the assembly phase.
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Figure 8. Independent phase. Step 3 of the assembly task.

Figure 9. The operator looking at the “H” window is activating the hand guiding.

Figure 10. Step 4 of the assembly task. Supportive phase with hand guiding.
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Figure 11 shows the flowchart of the robotic program. Independent phases are repre-
sented with yellow blocks (continuous line contour), decision phases in which the robot is
waiting for BCI inputs in blue (rhomboidal shape, dashed line contour), and supportive
phases in green (dashed line contour).

Figure 11. The robotic task flowchart.

Right after the start block, initialization actions and variable setting take place. The
subtasks to be executed in independent mode are then carried out (i.e., Open Gripper,
Pick bar Subtask, Move to handing pose where to wait for the operator). When the
independent phase is over, the cobot is ready for entering the cooperative mode, it activates
the “cooperative flag” enabling the possibility to receive the BCI command “H” from the
operator. Then it waits for the operator’s command: measurements from the BCI device
and results from data analysis start being taken into account by the robot controller. SSVEP
frequencies gathered from the BCI headset are compared with the pre-set frequencies to
recognize the operator’s choice. The program makes a step forward when the frequency
corresponding to the H signal is detected.

The H command can have two binary statuses (i.e., 1, yes; 0, no). In the former status,
the hand-guiding control is activated. In the latter, the hand-guiding is deactivated and the
system goes into a new decisional block, waiting for the BCI next (N) command. At this
point, the second independent subtask starts and the described cycle is repeated.

4. Results

In order to assess the potential improvements achievable through the described col-
laborative strategy, two series of tests have been carried out by repeating the assembly
twenty times firstly purely manually and then with robotic assistance. Both assembly
series were repeated by two different operators (named in the following S and Y), to also
take into account variability due to the human factor. The cycle times were measured for
each repetition.

Figure 12a,b show the distributions of the cycle times corresponding to the two
operators, S and Y, respectively. In each figure, the cycle times related to the manual
assembly (labeled with Not assisted), and to the human/robotic assembly (labeled with
Assisted) are reported, together with the values of average µ and standard deviation σ and
the representation of the corresponding Gaussian distribution.

Both S and Y operators experienced a clear reduction of the average cycle times in
the assisted case compared to the not assisted one (71.3 s against 101.05 s for operator S
and 86.25 s against 102.3 s for operator Y, corresponding to a reduction of 29.44% and
15.69% respectively), mainly thanks to the assistance of the robot in properly positioning
the component to be assembled by means of the hand guiding control and holding it in the
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proper position during the bolting. Moreover, the cases in which the operator is assisted by
the cobot show a lower standard deviation of cycle times, meaning that the presence of a
predetermined workflow mitigates the variability of the cycle times, helping the operator
be more regular in operations.

The standard deviation of the cycle times is equal to 6.19 s against 10.47 s for operator S,
and 8.28 s against 12.49 s for operator Y.

(a) (b)

Figure 12. Assembly cycle times distributions for Assisted and Not Assisted cases with mean and
standard deviation. (a) Operator S. (b) Operator Y.

Figure 13 shows the same cycle times as in Figure 12, reported this time in sequential
order, as gathered during the execution of the test series. A learning effect is visible in all the
series of tests, with a reduction of the cycle time occurring when the number of repetitions of
the task increases, due to the fact that the operators improve their skills during the activity.
The linear regression lines plotted in the figures can be used to estimate the learning rate of
each operator. The linear regression slopes in the assisted cases show a reduction of the cycle
time for both the operators (0.78 s/iteration for operator S, 0.51 s/iteration for operator Y),
highlighting a beneficial effect of the robotic system. On the other hand, in the not assisted
case, a more erratic behavior is observed, with operator S showing almost no learning
(0.15 s/iteration), and operator Y showing a relevant learning rate (0.74 s/iteration). The
results are summarized in Table 1.
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Figure 13. Learning rates. (a) Operator S. (b) Operator Y.
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Table 1. Results summary table: Assisted vs Not Assisted.

Assisted vs. Not Assisted Cases Summary Table

Operator Avg. Cycle Time µ Cycle Time σSTD Learning Rate

Operator S
Not assisted 101.05 s 10.47 s2 0.15 s/iteration

Assisted 71.30 s 6.19 s2 0.78 s/iteration
Percentage difference −29.44% −40.88% 80.77%

Operator Y
Not assisted 102.30 s 12.49 s2 0.74 s/iteration

Assisted 86.25 s 8.28 s2 0.51 s/iteration
Percentage difference −15.69% −33.71% −31.08%

The following paragraph points out all possible issues related to wrong or poor signals
from the interfaces which might arise during the development of the task.

Regarding command messages (i.e., through BCI), the following cases can be high-
lighted:

• A low signal-to-noise ratio, caused by a poor quality of the electrode/gel and skin
contact, can cause a non-acquisition of the frequencies associated with command
messages, leading to a slowdown of the task, as the robot will keep on waiting for a
command through BCI.

• In the presence of motion artefacts, the commands are ignored. This is a positive
feature if the motion artefact is to be discarded, but, if motion artefacts occur right
when the operator is turning their head to look at the blinking signal, the desired
command message would not be delivered. A new signal acquisition would be
required, causing a delay of a few seconds in the overall task.

• Peripheral vision of operators might lead to the acquisition of incorrect command
during the task, even if the operator is not purposely looking at the blinking signals.
The influence of peripheral vision can be reduced by locating the blinking stimuli far
from the peripheral field of view.

As for the guidance messages (i.e., through hand-guiding control):

• A wrong guidance message can be generated only if the operator guides the robot in a
singularity position. Since the hand guiding control uses the motion control operating
in the working space, in singularity positions, the motion control fails to compute the
inverse kinematic, leading to a failure of the collaborative mode. This possibility can
be completely avoided, and can be considered as human error.

5. Conclusions

A collaborative on-demand strategy is implemented in the present work, with the
aim of demonstrating the possibility of exploiting the Brain–Computer Interface to give
command messages to the robot controller in an industrial assembly task. The BCI provides
the operator with the chance for controlling and giving proper timing to the robotic task
during the assembly operations, without the need to use hands to push physical buttons or
interact with a gesture recognition system.

A proper BCI command can switch the robot operational mode from independent to
cooperative, thus activating a hand-guiding control by which the cobot and the human
operator can interact in a supportive manner during the assembly task. The performance
of this approach has been experimentally validated with two different operators, resulting
in a significant reduction not only of the average cycle time (−29.44% and −15.69%), but
also of its variability (i.e., standard deviation of the cycle times), thus leading to a more
predictable productivity.

Nowadays, the BCI technology is not commonly applied in robotics for industrial appli-
cations, for example in assembly tasks. The proposed work demonstrates that if BCI electrodes
could be fitted in the helmets provided as personal protective equipment in an industrial
environment, this technology could be a considerable option for Industry 4.0 applications.

However, some limitations are still present. The human involvement in the completion
of the shared task requires the overall assembly process to be clearly structured in advance,
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having clear in mind the alternative phases to be assigned to the human operator and to
the robot. This introduces strict constraints in the design phase of the task.

Compared to standard robotic applications, the fact that the timing control of the
assembly task is entrusted to the human operator may introduce delays due to the opera-
tor’s behavior. Some might be due to human errors, but others are related to technological
limitations of the selected interface: the signal to noise ratio in data generated by BCI,
normally rather high, might show relevant variations depending on the subject wearing
the BCI helmet. In such circumstances, the peak of the expected frequency may require
more than one time-window to be detected, negatively affecting the overall execution time.

Motion artifacts, faced in this work by discarding all the occurrences presenting any
peak at frequencies not corresponding to the expected response, might also occur when
the operator looks at the blinking signal to generate the command message. In such a
circumstance, the corresponding command would not be given, implying a delay due to
the need of a new signal acquisition.

For the explained reason, the issue of signal-to-noise ratio, depending on the sub-
ject wearing the helmet, and motion artifact are still issues to be more comprehensively
investigated in a further development of the work.
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Abstract: Small and medium-sized engineering production companies face challenges that are related
to unpredicted rapid changes of availability of the work force, materials and equipment. Those
challenges are especially difficult to solve for companies focusing on unit or batch production and
when they are collaborating with customers who require short lead times. A four-month observation
was carried out in a metal processing company in Lithuania to understand the most common rising
problems and developing solution for computerised decision support systems. It was discovered
that the company needs a computerised “employee centred” system for the improvement of the
allocation of tasks to employees. Such a need proved to be the most urgent one, especially during
pandemics. An algorithm for the analysis and automated allocation of the employees’ tasks has been
developed and tested. The proposed algorithm is universal and may be applied in different SMEs for
engineering production.

Keywords: production planning; decision support method; production engineering

1. Introduction

Every production company seeks the best performance to maintain competitiveness.
However, each day, production faces different challenges. In few last years, the lives of
manufacturing companies have become more dynamic than ever, and this was caused
by pandemics, energetic issues, political desicions and other factors which could not be
planned or predicted. These turbulences are more effective to SMEs (small and medium-
sized enterprises), and so flexibility and having fast response times are vital for such
companies [1,2]. To accomplish faster production times, the more efficient use of raw
materials and having automated processes of Industry 4.0 and the digitalization of their
systems helps [3–5]. As well, having faster delivery times, improved quality of the products,
increased customization and financial factors such as cost reduction, revenue growth and
increased productivity are key factors to start using tools of Industry 4.0 [6]. However,
it might sound easily achievable, but small and medium-sized companies cannot afford
smart ERP systems, cloud manufacturing or automated production lines, and as a result it
is much harder to implement digitalization or automation procedures [7–9]. SMEs often
limit themselves only with such tools such as Cloud computing or Internet of Things [10],
virtual factory, smart manufacturing or digital factory applications [11–13]. In different
literature studies, cyber physical systems, cloud-based freeware or knowledge management
is described as optional help for the SMEs [14,15]. Using only part of the possible newest
solutions, the SMEs cannot obtain the interconnectivity and integration that they need
in these times [16]. Such companies as much more likely to produce unique and non-
recurring orders, and thus, their production processes cannot be simplified or unified [17].
In [18], the advantages of mass customization are described as a strength of the SMEs. To
control such processes, production planning and control (PPC) systems are used, but they
should be transformed to smart production planning and control (SPPC) systems [19,20].
SPPC systems require real-time management systems, dynamic production planning and
autonomous execution control [21]. Thus, there is a great need to help and improve the
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performance of the SMEs companies since in most economies, SMEs take precedence [22].
That is why this article focuses on the decision support algorithm which could be adapted
to production, and especially, it could improve “employee centred” companies which are
mostly small or medium-sized.

2. Methodology
2.1. Information about the Case Study Company

For this research, the main data were collected from a metal processing company. This
company is in Lithuania and its total number of employees during the examination was
75. This is categorized as a medium-sized company. This company produces furniture
components such as metal tube legs, brackets, frames for shelves, tables and others. In total,
more than 500 different article numbers for their products are active because company’s
production is defined by its customers’ needs. It accepts small or individual sample
orders and also provides metal processing services such as turning, punching, cutting
and finishing. Such production tasks are different each day, and flexibility, having a quick
response and adaptability are key factors. This company is a part of a group of more than
20 companies, and it is a supplier to them as well as for other companies that are all over
Europe. Since the final products of this company are sold to other production companies,
any delay in their delivery is unaccepted because that would cause production problems in
the other companies. In such business models, a precision and accuracy are highly required.
At the moment, all of the equipment is serviced by employees, and no robotic or automated
line is available.

In this company, the monitoring of the production lasted for 4 months—from January
to April of 2022. This was conducted to understand and confirm the main emerging
problems. The company works in three shifts, each of them having 18 employees that
work during the production. Different data were gathered to have as much information
for further investigations as possible—every shift, every operation and every product was
included in this. As seen in Figure 1, the absence of workers was a leading problem, mainly
due to isolation and seasonal flus. Another issue, which ended up being ranked in the
second place, was a delay of the delivery of the components. A significant increase in this
issue was noticed in March since this company lost the relationship with its main suppliers
from Ukraine. The third problem was machinery failures. Since the company works in
three shifts and for five days a week, the machinery should be in the best condition to
provide an uninterrupted workflow. The last section was about the changes in orders,
and more specifically the changes by the customers. This issue was connected with the
situation in Europe—the customers of this company are furniture producers, and they
faced challenges with the supply of other components, thus, they cancelled and changed
the dates for the open orders.

To create a workflow and test program, a specific product and its production was
selected. It is a metal furniture leg (Figure 2). The furniture leg is made of a steel tube, a
punched metal plate, a threaded stud and a plastic cap. These kind of furniture legs are
lacquered or painted, and finally, they are packed in plastic bags according to the client,
one by one or in kits.

There are 7 main technological operations to produce such furniture leg:

• Cutting operation (1);
• Punching operation (2);
• 1st welding operation (3);
• 2nd welding operation (4);
• Finishing operation (5);
• Assembling operation (6);
• Packaging operation (7).
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Each of these operations were performed by an employee, any absence caused a
delay. Since production is rapidly changing, every employee had a main specific task to
perform but they also had to learn how to cover different tasks. To gather data about the
employees’ skills and level of knowledge of the operations, matrix of skills was developed
(Table 1). This helped to speed up a reaction time when a change was needed—making
this process automatic is the main goal. As well, this matrix differentiated the salary of
the workers—workers with more skills had a bigger coefficient. An employee can have
4 different levels of skills—from 0 to 1. In the investigated company, this ranking of skills is
confirmed by the production manager, and it is based on the opinion about the abilities of
each employee. Even though this might be subjective, it is the only way viable method that
is available at the moment.

Table 1. Matrix of skills.

E. No. 1 2 3 4 5 6 7 Main Operation

1 0.5 0.5 0.75 0.75 0 1 1 Welding
2 0.5 0.5 0.75 0.75 0 1 1 Welding
3 0.5 0.5 0.75 0.75 1 0.75 1 Welding
4 0.25 0.5 0.75 0.75 0 0.75 1 Welding
5 0.25 0.25 0 0 0 1 1 Packaging
6 0 0 0 0 0 1 1 Packaging
7 0 0 0 0 0 1 1 Packaging
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Table 1. Cont.

E. No. 1 2 3 4 5 6 7 Main Operation
8 0 0 0 0 0 1 1 Packaging
9 0 0 0 0 0 1 1 Assembling

10 0 0 0 0 0 0.75 1 Assembling
11 0 0 0 0 0 0.75 1 Assembling
12 0.5 0.5 0 0 0 1 1 Assembling
13 0.5 0.5 0 0 1 1 1 Finishing
14 0.5 0.5 0 0 1 0.75 1 Finishing
15 1 0.75 0 0 0 0.75 0.75 Punching
16 1 1 0 0 0 1 0.75 Punching
17 1 1 0 0 0 1 0.75 Cutting
18 1 1 0 0 0 1 1 Cutting

2.2. Workflow

Based on this conducted information, a workflow was created. The workforce algo-
rithm is presented in Figure 3. The workflow reflects the situation in the observed factory,
but it could be adapted to a different company by changing the questions.

Machines 2022, 10, 994 5 of 17 
 

 

 
Figure 3. Workflow of presence of employees. 

This specific company has selected 5 factors of production importance:  
• Delivery date; 
• The need of this task (technological operation) for further production processes; 
• Quantity; 
• Clients ranking; 
• Extra requirements (i.e., it is sample order for large quantities; parts should be sent 

to subcontractor; etc.). 
Table 2 presents the values of the factors that evaluate the importance of each 

indicator. The closer to 1 that is value is, the more important it is according to this specific 
company. 

Table 2. Values of selected factors. 

Factor Value Degree 

Delivery date (f1) 0.8 1 

The need of this task for further processes (f2) 0.9 1 

Quantity (f3) 0.75 2 

Clients ranking (f4) 0.7 2 

Any extra addition requirement (fn) 0.2 3 

The equation for the calculation of each coefficient value V is as follows: 

V = ∑ 𝑓 ∙ 𝑣 , (1) 
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The information about whether an employee came to work or left the production site
was received automatically because everyone must scan a personal card. The system was
notified about employees personal data such as their name, surname and the time when
the check-in and check-out was performed. If the system did not get notification about an
employee, it automatically initiates further steps wherein the matrix of skills was needed.
The algorithm checked whether someone on that shift had more than 50% of the skills of
the absent employee.

However, even if there is a worker who is skilled enough, the system must run a
three-stage evaluation process to evaluate which task is more important—the one that
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employee was performing at the time or the one which has no assigned employee. To run
this evaluation, different factors should be evaluated.

This specific company has selected 5 factors of production importance:

• Delivery date;
• The need of this task (technological operation) for further production processes;
• Quantity;
• Clients ranking;
• Extra requirements (i.e., it is sample order for large quantities; parts should be sent to

subcontractor; etc.).

Table 2 presents the values of the factors that evaluate the importance of each indicator.
The closer to 1 that is value is, the more important it is according to this specific company.

Table 2. Values of selected factors.

Factor Value Degree

Delivery date (f 1) 0.8 1
The need of this task for further processes (f 2) 0.9 1

Quantity (f 3) 0.75 2
Clients ranking (f 4) 0.7 2

Any extra addition requirement (f n) 0.2 3

The equation for the calculation of each coefficient value V is as follows:

V =
1

∑
n

fn·vn, (1)

where, vn is the value of factor for the specific task and fn is the factor value itself. Both of the
values are confirmed by the production manager, and they are based on an expert opinion.

However, in real life, another situation could appear when there is no available or
skilled enough employee to make this production reconfiguration. Then, the algorithm
initiates the Dynamic decision support (DDS) module. In this module, the main additional
external information is evaluated to give a proposal. For example, in case there was no
available employee to cover the needed task, then the DDS module would check the
possible changes in production orders, available subcontractors, or overtime possibilities.
It is important for a company to import all of the data such as contacts, working hours,
or lead times from the subcontractors so that the system can automatically check whether
there is a solution or not. Figure 4 presents the DDS module for machinery workflow.
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2.3. Workflow Check

To ensure that the workflow is usable and adaptable to real life situations, the tests
were performed in Excel program (Figure 5). The test was based on the data from the
company and it recreated a situation that occurred.
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The “Matrix E”, “Matrix M” and “Matrix T” columns represent the availability of
equipment, materials, and task, respectively—if any of these are missing, then the employee
cannot work even if he is at work. Each employee has an assigned task (operation) and
an order number (“TN” and “ON” columns). An employee number is provided in “EN”
column. The values in “Is EN = 1?” column is used to check whether an employee is at
work. The results in “Result” column can be as follows:

• “1” means that an employee is in reserve and is available for any work because there
is no possibility for them to work due to lack of materials, equipment or other reasons;

• “2” means that everything has gone according to the plan;
• “0” has two meanings: either nothing should be done because there is no employee

and there is no task, and either there is a need to look for someone to cover this task.
The replacement is needed in case when values in H column is equal to “1”.

• The next step is to find someone with the required skills to cover the task. For this,
the matrix of skills is used. When the company has an employee who could cover the
task, there is a need to check if the initially planned task is more or less important. To
do that, a three-stage evaluation process is initiated.

After this, we tested and proved that algorithm was working and gave correct results,
and then, further tests were made using Matlab. In order to start the program, some
information was required. A manual data upload methos was only used in this test model
because the idea is that information about equipment, materials and employees will be
added in the system in real time.

2.4. Mathematical Transformation

To create a method that is based on previous tests, a mathematical transformation was
performed. Matrix P1 shows the initial day plan:

P1 = (p1ij), i = 1, k, j = 1, 6, (2)
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In this case, k = 18 since there are 18 employees.

P1 =




1 1 1 1 3 1
1 0 1 2 3 2
0 1 1 3 4 3
1 1 1 4 4 4
1 1 1 5 6 5
1 1 1 5 6 6
0 1 1 6 6 7
1 1 1 6 6 8
1 1 1 5 7 9
1 0 1 5 7 10
0 1 1 6 7 11
1 1 1 6 7 12
1 1 1 5 5 13
1 1 1 6 5 14
1 1 1 7 2 15
1 1 1 8 2 16
1 0 1 7 1 17
1 1 1 8 1 18




(3)

The corresponding elements of the columns of the matrix P1 can take on certain values:

P1i,1 =

{
0, equipment is available,

1, equipment is not available;
(4)

P1i,2 =

{
0, materials are missing,
1, aterials are in stock;

(5)

P1i,3 =

{
0, no task is assigned,

1, task is assigned;
(6)

The assigned task number is presented in the fourth column. In this case, m = 8 since
there are 8 different production orders that run through this shift:

P1i,4 = 1, m, (7)

The operation number is in the 5th column. In this case, n = 7 since there are 7 different
production operations:

P1i,5 = 1, n, (8)

The last column describes the number of employees. In this case, k = 18:

P1i,6 = 1, k, (9)

The first check of the plan is whether all of the employees have come to work. The
data are entered by simulating the real situation. A new matrix S is created:

S = (sij), i = 1, k, j = 1, 4, (10)
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S =




1 1 1 2
1 0 0 1
1 0 0 1
0 1 0 0
1 1 1 2
1 1 1 2
1 0 0 1
1 1 1 2
1 1 1 2
0 0 0 0
1 0 0 1
1 1 1 2
1 1 1 2
1 1 1 2
1 1 1 2
1 1 1 2
1 0 0 1
1 1 1 2




(11)

The corresponding elements of the columns of the matrix S can have certain values:

Si,1 =

{
0, employee is absent,
1, employee is working;

(12)

Another check should define if the employee is able to start a new operation, has all of
the materials, the equipment is properly working, and they have an initial task that has
been allocated to them. To do that, the data from matrix P1 are needed:

Si,2 = P1i,1·P1i,2·P1i,3 =

{
0, employee can not work,
1, employee can work;

(13)

The third column of matrix S shows whether the planned task is performed. Even
if Si,2 = 1, but Si,1 = 0, it is not possible to perform a task as the assigned employee is
not at work:

Si,3 = Si,1·Si,2 =

{
0, task is not per f ormed,
1, task is per f ormed;

(14)

According to the values that are received in first three columns, the result
column appears:

Si,4 = Si,1 + Si,3 =





0,
1,
2,

(15)

The result 1 means that employee is in reserve, the result 2 means that no changes are
needed and if the result is equal to 0, an additional check is needed to see if Si,2 is equal to
0 (no actions required) or 1 (replacement is needed).
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Then, matrix C was created:

C =




1 2 0, 50 0, 50 0, 75 0, 75 0, 00 1, 00 1, 00
2 1 0, 50 0, 50 0, 75 0, 75 0, 00 1, 00 1, 00
3 1 0, 50 0, 50 0, 75 0, 75 1, 00 0, 75 1, 00
4 0 0, 25 0, 50 0, 75 0, 75 0, 00 0, 75 1, 00
5 2 0, 25 0, 25 0, 00 0, 00 0, 00 1, 00 1, 00
6 2 0, 00 0, 00 0, 00 0, 00 0, 00 1, 00 1, 00
7 1 0, 00 0, 00 0, 00 0, 00 0, 00 1, 00 1, 00
8 2 0, 00 0, 00 0, 00 0, 00 0, 00 1, 00 1, 00
9 2 0, 00 0, 00 0, 00 0, 00 0, 00 1, 00 1, 00

10 0 0, 00 0, 00 0, 00 0, 00 0, 00 0, 75 1, 00
11 1 0, 00 0, 00 0, 00 0, 00 0, 00 0, 75 1, 00
12 2 0, 50 0, 50 0, 00 0, 00 0, 00 1, 00 1, 00
13 2 0, 50 0, 50 0, 00 0, 00 1, 00 1, 00 1, 00
14 2 0, 50 0, 50 0, 00 0, 00 1, 00 0, 75 1, 00
15 2 1, 00 0, 75 0, 00 0, 00 0, 00 0, 75 0, 75
16 2 1, 00 1, 00 0, 00 0, 00 0, 00 1, 00 0, 75
17 1 1, 00 1, 00 0, 00 0, 00 0, 00 1, 00 0, 75
18 2 1, 00 1, 00 0, 00 0, 00 0, 00 1, 00 1, 00




(16)

The corresponding elements of columns of the matrix C can take on certain values:

Ci,1 = 1, k, (17)

Ci,2 = Si,4, (18)

Ci,j =





0;
0.25;

0.5;
1

, (19)

j = 3, 9 because there are 7 operations, and each employee has specific knowledge
that can be used for the task. It represents the information from Table 1.

As in this specific example, there were two absent employees—No. 4 and No. 10, but
only the employee No. 4 needed a replacement. Firstly, the program scans the employees
with Ci,2 = 1 because they are free to the cover task that was initially planned for employee
No. 4. They need to have enough skills for operation No. 4, which was the operation that
was assigned to an absent employee. In this example, two employees are available—No. 2
and No. 3. If there were no one available from Ci,2 = 1 list, then the Ci,2 = 2 list would be
checked. The one that would have lower task ranking position would cover the task.

In this specific case, there are 8 different tasks. Each of them has two Ist degree values,
two IInd degree values and IIIrd degree values, and thus, matrix OW is created:

OW =




1 0.10 0, 11 0, 05 0, 08 0, 82 0, 21 0, 13 0, 82
2 0, 12 0, 13 0, 21 0, 21 0, 09 0, 25 0, 42 0, 09
3 0, 81 0, 05 0, 55 0, 37 0, 00 0, 86 0, 92 0, 00
4 0, 15 0, 12 0, 15 0, 07 0, 00 0, 27 0, 22 0, 00
5 0, 75 0, 65 0, 24 0, 89 0, 00 1, 40 1, 13 0, 00
6 0, 88 0, 50 0, 18 0, 89 0, 00 1, 38 1, 07 0, 00
7 0, 79 0, 47 0, 49 0, 41 0, 75 1, 26 0, 90 0, 75
8 0, 20 0, 39 0, 58 0, 25 0, 00 0, 59 0, 83 0.00




(20)

The corresponding elements of the columns of the OW matrix can take on
certain values:

OWi,1 = 1, m, (21)
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OWi,2 = 0, 1, (22)

This is factor f 1 from Table 1.

OWi,3 = 0, 1, (23)

This is factor f 2 from Table 1.

OWi,4 = 0, 1, (24)

This is factor f 3 from Table 1.

OWi,5 = 0, 1, (25)

This is factor f 4 from Table 1.

OWi,6 = 0, 1, (26)

This is factor f 5 from Table 1.

OWi,7 = OWi,2 + OWi,3, (27)

This is the overall first-degree tasks ranking coefficient.

OWi,8 = OWi,4 + OWi,5, (28)

This is the overall second-degree tasks ranking coefficient.

OWi,9 = OWi,6, (29)

This is the overall third-degree production tasks ranking coefficient. Now the condition
is being checked. If

OWx,7 > OWi,7, (30)

where x is absent employee and i is employee which covers this task and whose Si,4 = 2,
then, the decision is that the employee i changes to the x employee. Otherwise, 2nd degree
check is initiated and if

OWx,8 > OWi,8, (31)

then, the employee i changes to the x employee. Otherwise, the DDS is initiated.
In this part, the mathematical background is presented which is needed to transform

this method to the Matlab program and test it further. The tests showed that algorithm is
correct and solves the described problem—the absence of employees. The received results
from tests in the Matlab program are presented in the following section.

3. Results

All of received the data are up to date so that the program with the rearranged
production plan can adapt in a short time. Since the investigated production company
works in three shifts, the production manager is only available 8 hours per day, so this kind
of software gives a solution and changes the existing production plan when it is based on
real situations. The created method includes the selection of the working plan; the working
day could be divided into two or one production plans for the employees. This is important
since the production often has quantities which are only planned for half of the shift.

In the first case, the machine of the 1st operation is not working, and the company has
all of the materials. All of the employees are at work. The visual result of the initial data is
shown in Figure 6. Each operation has its own colour—red represents the cutting operation,
green represents the punching operation, the 1st welding operation is dark blue, the 2nd
welding operation is light blue, the finishing one is purple, the assembly one operation is
yellow and the packaging one is black. If for any reason operation could not be performed,
then the box is not filled with colour. The outline of the box shows the operation that was
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assigned. If there is a star-shaped box, it means that the employee is absent and the outline
colour represents the operation which was assigned to this employee.
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When the program starts, as mentioned, it requests for the data about the equipment, 
materials and employees that are available at the moment and the daily plan of 
production. For the second example, the initial data show that two machines stopped 
working, the 1st task was not performed due to lack of materials, the working plan is 8 h 
and two employees were absent (Figure 8). The program immediately gives a solution 
that employees No. 9 and No. 10 must be changed. Three other employees could perform 
the tasks of the absent ones—employees No. 5, No. 17 and No. 18. The system first gives 
the proposal to use those employees who were not able to work due to a lack of machinery 
and materials. The system proposes that they perform the operations instead of the absent 
ones, and only in the case that these are not suitable for the operation, it suggests someone 
from employee list that has tasks which has been already allocated. 
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The results are that the production plan stays as it was in the beginning of this case
analysis. The first employee will remain in reserve. Figure 7 shows the visual presentation
of the results.
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When the program starts, as mentioned, it requests for the data about the equipment,
materials and employees that are available at the moment and the daily plan of production.
For the second example, the initial data show that two machines stopped working, the 1st
task was not performed due to lack of materials, the working plan is 8 h and two employees
were absent (Figure 8). The program immediately gives a solution that employees No. 9
and No. 10 must be changed. Three other employees could perform the tasks of the absent
ones—employees No. 5, No. 17 and No. 18. The system first gives the proposal to use
those employees who were not able to work due to a lack of machinery and materials. The
system proposes that they perform the operations instead of the absent ones, and only in
the case that these are not suitable for the operation, it suggests someone from employee
list that has tasks which has been already allocated.

224



Machines 2022, 10, 994Machines 2022, 10, 994 12 of 17 
 

 

 
Figure 8. Entered information, 2nd case. 

To automatically select one of the employee of several that are available, an 
additional coefficient was created—the employee effectiveness coefficient. As this 
program seeks to optimize the production, changing the employees at random is not be 
the best solution. Thus, an employee effectiveness coefficient will be calculated by 
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• The time period that is required for an employee to start doing a specific task 
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maybe this task was performed by them a long time ago, and therefore, remembering 
and preparing for the task will take more time when they are compared to some other 
employee; 

• The productivity of the employee in the certain technological operation—at the same 
time, a different person will perform different amount of valuable tasks, and this 
should be evaluated to reach maximum performance; 

• The quality—the information of rejected parts/scrap from production is collected so 
that everyone has the data about the percentage of the inappropriate parts. It is better 
to select an employee who has a better quality coefficient for a specific product. 

The visual presentation of the data that were entered, and the selection of the employee is 
shown in Figure 9. 

 
Figure 9. Initial data, 2nd case. 

As it is shown in Figure 10, the selected employee No. 17 covers the task that was 
previously planned for the employee No. 9. Employee No. 9 had to perform an assembly 
operation (indicated by yellow colour) so the employee No. 17 is coloured in yellow. The 
same applies to the absent employee No. 10—the employee No. 5 covers the packaging 
operation (indicated by black colour). So as a result, only employee No. 18 stays in reserve. 

Figure 8. Entered information, 2nd case.

To automatically select one of the employee of several that are available, an additional
coefficient was created—the employee effectiveness coefficient. As this program seeks to
optimize the production, changing the employees at random is not be the best solution.
Thus, an employee effectiveness coefficient will be calculated by evaluating:

• The time period that is required for an employee to start doing a specific task (tech-
nological operation)—even if the employee has enough skills to cover task, maybe
this task was performed by them a long time ago, and therefore, remembering and
preparing for the task will take more time when they are compared to some other
employee;

• The productivity of the employee in the certain technological operation—at the same
time, a different person will perform different amount of valuable tasks, and this
should be evaluated to reach maximum performance;

• The quality—the information of rejected parts/scrap from production is collected so
that everyone has the data about the percentage of the inappropriate parts. It is better
to select an employee who has a better quality coefficient for a specific product.

The visual presentation of the data that were entered, and the selection of the employee
is shown in Figure 9.
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Figure 9. Initial data, 2nd case.

As it is shown in Figure 10, the selected employee No. 17 covers the task that was
previously planned for the employee No. 9. Employee No. 9 had to perform an assembly
operation (indicated by yellow colour) so the employee No. 17 is coloured in yellow. The
same applies to the absent employee No. 10—the employee No. 5 covers the packaging
operation (indicated by black colour). So as a result, only employee No. 18 stays in reserve.
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Since the working plan for this specific case is 4 hours, the program finds an optimal 
replacement for the first and for the second part of the day (shift). In this case, it is 
employee No. 5 who was completing a packaging operation. According to the plan, 
employee No. 8 was also assigned to the packaging operation. The initial plan is shown 
in Figure 12. 
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That means that the system checked the possible employees and selected the one that 
was working with least necessary operation. There were several other employees who 

Figure 10. Data after changes, 2nd case.

There is a need to test a situation wherein all of the machines are working, and all of
the materials are in place. In that case, a simulated situation is when no employees are in
reserve, and thus, the selection for an absent employee is made from someone who has
been allocated the task. For the selection, the task rating is initiated, and the production
tasks importance coefficients are used. The input data for this specific situation are shown
in Figure 11. The program selects the optimal change of the employees.
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Since the working plan for this specific case is 4 hours, the program finds an optimal
replacement for the first and for the second part of the day (shift). In this case, it is employee
No. 5 who was completing a packaging operation. According to the plan, employee No. 8
was also assigned to the packaging operation. The initial plan is shown in Figure 12.
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That means that the system checked the possible employees and selected the one
that was working with least necessary operation. There were several other employees
who could cover this task because based on the skills matrix, the packaging operation is
commonly known to most of the employees. That is why task ranking coefficients need
to be carefully selected by the authorities so the program could automatically solve such
cases without additional questions being asked (additional data input is required). As a
result, the task of employee No. 5 will not be processed (Figure 13).
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with such skills, and possibly, they have been assigned welding operation tasks. The data 
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All of these automatic changes in production not only provide an immediate response
for the situation that occurs at that time, but it can also be used for proposals of future
improvements. The collected data could give a proper result to develop further strategic
actions. This is a future research topic to develop how this method could work not only in
a daily background, but also provide sufficient data for management. The displayed data
could present which technological equipment or operations need upgrading or to plan the
development of the employees’ skills.

While modelling possible situations, the program was activated 200 times. As the
company has three shifts and the program is activated every time, it obtains an update
on the equipment, materials or employees 200 times, which could possibly be achieved in
approximately 2 months. This test presented the results of how often each employee did
not come to work, and these data are presented in Figure 14.
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From this test, the company could find that employees No. 3 and No. 15 were absent
17 times out of 200 times. Employee No. 3 is a welder so there are only few employees
with such skills, and possibly, they have been assigned welding operation tasks. The data
that indicate that in two months, this employee was absent for almost 10% of working
days could indicate a need to make strategical changes. The additional generated statistics
present the frequency of the replacements of each employee (Figure 15).
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These data shows that employee No. 18 was involved in about 25% of all of the cases.
Originally, this employee as assigned to cutting operation tasks. However, seven employees
have not changed their tasks with another employee’s during these test runs. The reasons
for this should be checked, and if they cannot change theirs with other employee due to
them having a lack of knowledge in another operations, this could show a need of trainings.
This would reduce the load of employee No. 18, and the cutting operation (which is the
starting operation in the production process) could proceed without interruptions. As well,
it is possible that this employee was covering other tasks because he was in reserve or did
not have the equipment or materials. In such a case, different solutions could be carried
out. Having these statistics still cannot predict the occurrence of future stops or absences.
Thus, the necessity of such a decision support method is needed. Each day has a different
case, and this proves the dynamic of production and existing problem of SME companies
that without advanced ERP systems, no other accessible solution can be provided.

4. Conclusions and Discussion

There is not a single day without unpredicted cases in the production industry, and
this might not be a huge problem for large companies with ERP systems, mass production
and advanced technologies. However, small and medium-sized companies face these
problems differently. Production in such business is based on them having small batches
and a wide range of products. The manufacturing is based on the work of the employees,
and they do not have an accessible program to control the situation. That is why this article
presents a decision support method for an “employee centred” company.

The case study in a medium-sized metal processing company was made, and the
observations of 4 months gave a solid background to start the development of such a
method. Having access to real life data presented the possibility to check the created method
and obtain sufficient data. This also presented the ability to make future recommendations
and proposals.

The created algorithm requires several coefficients—the production task importance
coefficients, the data about the skills and the employee effectiveness coefficient will be
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added. The algorithm solves unpredicted situations and either gives a straight command
to the workers or presents possible solutions.

In the future, this algorithm will be adapted for replanning equipment, the recon-
figuration of the task sequence in case of machinery failure, the lack of materials, etc.
This method is universal and could be easily used for equipment and materials in the
same way it was used for employees. The statistics might be used to make strategical
decisions about the improvement to the machinery, the training of employees, a change
in suppliers, etc. After the investigation, a recommendation for the companies is to pay
more attention to factors which are confirmed only by the production manager. To avoid
subjective assessments, automatization should be discussed for coefficients such as the
level of skills. The higher levels can be only gained when the automatic quality control
for specific task exceeds the target value. A step before automatization could lead to a
periodical competence verification which should be carried out to understand the existing
level of skills. In this case, the evaluation would be connected to a specific value, but not to
the personal opinion.
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Abstract: In recent decades, concern with workers’ health has become a priority in several countries,
but statistics still show that it is urgent to perform more actions to prevent accidents and illnesses
related to work. Industry 4.0 is a new production paradigm that has brought significant advances in
the relationship between man and machine, driving a series of advances in the production process
and new challenges in occupational safety and health (OSH). This paper addresses occupational
risks, diseases, opportunities, and challenges in Industry 4.0. It also covers Internet-of-Things-related
technologies that, by the real-time measurement and analysis of occupational conditions, can be
used to create smart solutions to contribute to reducing the number of workplace accidents and for
the promotion of healthier and safer workplaces. Proposals involving smart personal protective
equipment (smart PPE) and monitoring systems are analyzed, and aspects regarding the use of
artificial intelligence and the data privacy concerns are also discussed.

Keywords: occupational risk assessment; Industry 4.0; internet of things; smart PPE

1. Introduction

According to the International Labour Organization [1], occupational injury is a per-
sonal injury, disease, or death that results from an occupational accident. Occupational
accidents, in turn, are unexpected occurrences, including acts of violence, arising out of
or in connection with work and resulting in one or more workers incurring personal in-
jury, disease, or death. Occupational diseases are acquired through personal exposure to
environmental risks, such as physical, chemical, and biological agents in situations above
the tolerance limits imposed by legislation or applicable standards. These diseases are
caused or aggravated by specific activities, and are characterized when the causal link is
established. between damage to the worker’s health and exposure to certain work-related
risks. Occupational diseases occur after various years of exposure, and in some cases, they
can arise even after the worker is no longer in contact with the causative agent [2].

Many countries have prioritized concerns about workers’ health in recent decades,
but statistics show an urgent need to take further action to prevent accidents and illnesses
related to work. Worldwide, about two million people die every year because of work-
related illnesses or work-related accidents. Many work-related accidents and diseases are
not reported, because in several countries there are no adequate data collection systems.
Even in countries that adopt sufficient methods for this purpose the number of reported
accidents often does not reflect reality, due to the presence of informal workers [3,4].

In addition, the incidence of fatalities in the workplace varies considerably between de-
veloped and developing countries. Insufficient OSH services contribute to the occurrence of
accidents and deaths in low- and middle-income countries [5]. In terms of economic sectors,
agriculture, forestry, mining, and construction have the highest death rates. Companies
with fewer than 50 employees have a higher incidence of serious and fatal injuries [6]. In
general, migrant workers are more susceptible to informal, abusive, and dangerous work,
because the types of work they accept is often affected by lower levels of education [7].
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With respect to methods and systems to prevent occupational diseases and accidents, as
new technologies are added to workplaces, new risks are identified as well as new opportuni-
ties. Especially in the last decade, the term Industry 4.0 became more popular, referring to
a new paradigm that has revolutionized factories by inserting and integrating several different
technologies. Industry 4.0 technologies have impacted OSH by providing new possibilities
in environmental risk monitoring and preventing accidents. Workers’ health conditions can
also be monitored in real-time. However, aside from new opportunities, new concerns have
emerged, especially related to the types of activity commonly performed in Industry 4.0 work-
places. For example, the availability of jobs characterized by sedentary postures or interactions
with robots has grown. In this scenario, illnesses related to a sedentary lifestyle and accidents
because of interactions with robots are likely to become more and more common. In view of
developments to date, it has become necessary for companies to adapt their OSH policies and
seek appropriate solutions to this new reality [8,9].

This paper addresses occupational risks and diseases reported in Industry 4.0, as well
as opportunities and challenges. Technologies and devices for use in risk assessment in
Industry 4.0 are described, and studies that have successfully applied these technologies are
analyzed, especially regarding the use of artificial intelligence and data privacy concerns.
In addition, this work indicates some directions for addressing data privacy in IoT and
Industry 4.0, and comments on issues within this new context.

2. Occupational Risks and Diseases in Industry 4.0

An occupational risk factor is an agent that can cause damage to a worker’s health.
The potential risk factor is called hazard. Occupational risk is the combination of the
probability of an adverse effect (damage) on the worker’s health and the severity of this
damage, assuming that there is exposure within the work environment [10].

Examples of common occupational diseases include occupational asthma [10,11],
vibration-related diseases [12–14], noise related diseases [15], pulmonary fibrosis [16],
bronchopulmonary pleural fibrosis and damage caused by the inhalation of asbestos
dust [17], and occupational cancer [18].

As mentioned above, in Industry 4.0 workplaces the presence of new technologies
brings new opportunities and new risks. In addition to common occupational diseases, the
nature of work in Industry 4.0 has the potential to contribute to the increasing frequency of
other diseases, including mental disorders and diseases related to sedentary behavior. In
Industry 4.0, several workers can often be involved in creative value-added tasks, while
routine activities, as well as certain dangerous tasks, are often performed by robots. This
scenario, along with early and continuous risk analysis and management based on various
technologies, could make workplaces safer. On the other hand, semi-skilled employees
could lose workplace opportunities because of potential difficulties in performing more
complex tasks. At the same time, the use of digital tools to continuously monitor the
performance of employees may become common, which could result in privacy invasion
and psychological pressure [19,20].

In addition, the risks related to interactions between humans and machines have
increased and greater connectivity makes it possible to work anywhere at any time. This
scenario brings benefits such as flexibility, but also has the potential to impact individuals’
work–life balance, which may in turn be harmful to mental health [21]. According to [20],
depression is very common in workplaces compared to other mental disorders, and affects
workers by reducing productivity, diminishing job retention, and increasing the risk of
accidents at work. Another issue related to Industry 4.0 is the existence of many sedentary
jobs, such as computer-based work. High levels of sedentary posture are associated with
an increased risk of cardiovascular disease and type 2 diabetes, several cancers including
lung and breast, and mental disorders such as depression. In addition, poor lighting
conditions in workplaces (for example, store warehouses, since online commerce has been
growing) can cause severe headaches and discomfort. Insufficient lighting makes it difficult
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to perceive the depth, shape, speed, and proximity of objects, and related accidents may
often occur [22].

3. Organizational Culture as a Key Factor in OSH

According to [23], the occurrence of occupational diseases and accidents causes sig-
nificant losses in companies’ reputation and decreases their productivity. For example,
a worker who becomes aware of a colleague’s illness may become discouraged and start to
produce less or may look for another job opportunity with better OSH conditions. To com-
bat or significantly minimize these problems, it is necessary to perform preventive actions.
The management of a company has an obligation to foresee, organize, and coordinate the
organization of work, providing methods for preventing incidents and accidents in the
workplace, through the effective management of occupational risks [24].

Risk perception depends on a variety of factors, including values and educational
level [25,26]. Environments where workers feel pressured and overworked are in general
quite prone to accidents. In addition, unqualified workers are generally more susceptible
to accidents, because they often perform dangerous tasks. The low education of these
workers tends to affect perception of risks present in the work environment and may make
it difficult to understand the issues addressed in the health and safety training provided by
companies. This issue demands special attention from professionals who plan and train
these workers, to make sure that the topics covered are really understood [27].

Aiming to ensure the effectiveness of measures to prevent illnesses and accidents
in the work environment, it is necessary that managers remain continuously engaged
with the objective of promoting actions focused on the safety and well-being of workers.
Improvements within a company should not happen only after an unwanted event has
occurred, because this type of approach often means workers fail to take proper precautions
after a time and even forget about them completely [23].

In this context, the ISO 45001:2018—Occupational health and safety management systems–
Requirements with guidance for use—is a standard that aims to provide guidelines to assist
organizations in improving OSH performance and preventing work-related injuries and
illnesses. This standard is applicable to any organization, regardless of its size or type [28].

4. Technologies and Trends in OSH

This section covers concepts related to smart PPE, IoT, and Industry 4.0, describing
works that have successfully applied these technologies in the construction of equipment
and systems. Later in this section, devices and communication protocols for IoT and possi-
bilities involving machine learning are addressed, representing alternatives for building
systems similar to those described here.

4.1. Smart Personal Protective Equipment

According to [29], if an activity carried out by a worker involves a risk that cannot be
reduced or eliminated by collective, technical, or organizational means, the use of personal
protective equipment (PPE) allows that person to perform their activities without risk or
with reduced risk of suffering injuries. In recent years the term ‘smart PPE’ has become
more common. Every piece of smart PPE can interact with the environment and/or react
to environmental conditions. This type of equipment combines traditional PPE with an
electronic aspect, such as sensors, data transfer modules, or batteries. Sensors are used to
monitor real-time hazardous factors for workers. In addition, the use of computer-based
systems can facilitate OSH functions related to risk identification and management [30].

Aiming to assure that no new risks are added by the inclusion of electronic devices,
tests must be performed designed for traditional PPE and related to electrical safety, such
as surface temperature and battery safety. However, there are still no standards available
for smart PPE, and standardization bodies must formulate requirements and procedures
for testing this type of equipment. In Europe, there are some initial standardization projects
in progress. Some of the challenges for the development of smart personal protective
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equipment are reliability, privacy, security, ergonomics, acceptance by users, applicable
certifications, market surveillance, recycling, and the avoidance of additional risks [30].

4.2. Industry 4.0 Related Technologies and the Internet of Things (IoT) in OSH

Industry 4.0 can be defined as the Fourth Industrial Revolution, and encompasses
a broad system of advanced technologies that are changing production and business models
around the world. Industry 4.0 is related to the integration of the manufacturing process,
aiming at continuous improvement, and avoiding waste [8,9].

The term Internet of Things (IoT), in turn, was introduced in the late 1990s by Kevin
Ashton, a researcher at the Massachusetts Institute of Technology (MIT), referring to the
connection of different objects to exchange data with other devices and systems over the
Internet. IoT aims to supply a network infrastructure with interoperable communication
protocols and software to connect this variety of devices. The term industrial IoT (IIoT) is
related to the application of IoT technology in industrial environments [31].

IoT has been used in many OSH applications, including monitoring physiological vari-
ables of workers engaged in dangerous activities, as well as for sensors and alarm systems
to prevent a variety of accidents. For example, Li and Kara [32] presented a methodology
for monitoring factory conditions including temperature and air quality, by using wireless
sensor networks and IoT. According to Awolusi et al. [33], wearable systems have been
employed in construction sites to collect data to detect environmental conditions, and for
determining whether people are close to danger. The authors described how gyroscopes
can verify the rotation of different parts of the body, while ultrasonic sensors can monitor
muscle contractions. Described below are proposals for OSH that use Industry 4.0 and/or
IoT-related technologies.

Aqueveque et al. [34] proposed a device to measure physiological variables including
the electrocardiogram and respiratory activity of miners working at high altitudes. The
proposed system’s noninvasive sensors are embedded in a T-shirt. The device can monitor
heart rate and respiration rate, and exchanges data with a central monitoring station.

Yu et al. [35] presented a wearable system involving physiological sensors embedded
into firefighters’ garments, assessing their physiological state by evaluating data collected
from the sensors. The data was sent to the command center and the system evaluated
the gravity of the risk scenario, sending messages, for example, to instruct that the action
should be canceled because it is too dangerous. All collected data and messages were sent
to the cloud.

Wu et al. [36] presented a hybrid wearable sensor network system for IoT-connected
safety and health monitoring applications for outdoor workplaces. A local server processed
raw sensor signals, displaying the environmental and physiological data, and triggered
an alert if any emergency circumstance was detected. Temperature, humidity, Ultraviolet
(UV) radiation, CO2, heart rate, and body temperature were measured by the wearable
sensors. The gateway pre-processed the sensor signals, displayed the data, and triggered
alerts when emergency occurred. An IoT cloud server was used for data storage, web
monitoring, and mobile applications.

Marques and Pitarma [37] proposed a real-time indoor quality monitoring system
using a sensor to measure particulate matter (PM), temperature, humidity, and formalde-
hyde. The system included a mobile application for data consultation and notifications, and
served a dataset to plan changes for improving indoor quality. The dataset can also support
clinical diagnostics and correlate health problems with living environment conditions.

Balakreshnan et al. [38] proposed a system to check the safety of workers in the vicinity
of machines. The solution used artificial intelligence and machine vision to identify use of
safety glasses in areas where there are risks to the eyes, and can also detect the lack of other
equipment. The system can initiate different control actions when safety violations occur.

Sanchez et al. [39] proposed a smart PPE using a sensor network located on a helmet
and a belt, to monitor the worker and their environment. The system monitored biometrics
risks and can detect external impact, shock, luminosity, gases, and environmental tem-
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perature, and provided real-time recommendations. Data were observable by the user on
a tablet or a mobile phone. The device incorporated a flashlight that activated automatically
if the worker was in poorly lighted areas, and a loudspeaker to assist the detection of
audible alarms.

Márquez-Sánchez et al. [40] presented a system for the detecting anomalies in work-
places using a helmet, a belt, and a bracelet. Intelligent algorithms are applied to collected
data through edge computing, in which processing takes place closer to the data source,
providing faster services. The system early predicts and notifies anomalies detected in
working environment. Then, data is sent to the cloud, where deep learning models verify
possible anomalies because of the training of the set of data inserted previously.

Shakerian et al. [41] the authors proposed and examined an assessment process to
evaluate workers’ bodily responses to heat strain, to continuously and non-intrusively
collect and evaluate workers’ physiological signals acquired from a wristband-type biosen-
sor. The proposed process assesses heat strain exposure through the collective analysis
of electrodermal activity, photoplethysmography, and skin temperature biosignals. The
physiological signals are uploaded to a cloud server, decontaminated from noise, and
the measurable metrics are extracted from the signals and interpreted as distinct states of
workers’ heat strain by employing supervised learning algorithms.

Kim et al. [42] proposed an IoT-based system to monitor construction workers’ physi-
ological data using an off-the-shelf wearable smart band. The platform was designed for
construction workers performing at high temperatures, to collect a worker’s physiological
data through a wearable armband that consists of three sensors—photoplethysmography
(for heart rate monitoring), a temperature sensor, and an accelerometer, which provides the
current position of a worker. The acquired data reflect a worker’s current physiological
status, sent to the web and to a smartphone application for visualization.

Yang et al. [43] conducted a study to monitor the level of physical load during con-
struction tasks, to assess ergonomic risk to an individual construction worker. By using
an ankle-worn wearable inertial measurement unit to monitor a worker’s bodily move-
ments, the study investigated the feasibility of identifying various physical loading con-
ditions by analyzing a worker’s lower body movements. In the experiment, the workers
performed a load-carrying task by moving concrete bricks. This study developed and
evaluated a classification model to detect different physical load levels, using Bidirectional
long short-term memory (Bi-LSTM).

Marques and Pitarma [44] presented a real-time acoustic comfort monitoring solu-
tion suitable for occupational usage. The system was designed to be easy to install and
use, incorporating a device for ambient data collection called iSoundIoT, and including
Web/mobile data access based on Wi-Fi communication. The solution includes a noti-
fication feature to alert people when poor acoustic comfort scenarios are verified, and
continuous real-time data collection enabling the generation of reports containing sound
level values and alerts.

Mumtaz et al. [45], motivated by the COVID-19 outbreak, proposed an IoT-based
system for monitoring and reporting air conditions in real time with the data sent to a web
portal and mobile app. The solution can monitor multiple air pollutants, including carbon
dioxide (CO2), particulate matter (PM) 2.5, nitrogen dioxide (NO2), carbon monoxide (CO),
and methane (CH4), as well as temperature and humidity. The system generates alerts
after detecting anomalies in the air quality. Various machine learning algorithms were
employed to classify indoor air quality, and long short-term memory (LSTM) was applied
for predicting the concentration of each air pollutant and predicting the overall air quality
of an indoor environment.

Zhou and Ding [46] presented an IoT-based system to generate early warnings and
alarms as dynamical safety barriers for different types of hazards on underground construc-
tion sites. Their solution was able to collect, analyze, and manage multisource information,
automate monitoring and warning, and minimize the hazard energy coupling by using
IoT. The data-sensing layer included an IoT reader, IoT tag with warning device, ultrasonic
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detector, and infrared access device, achieving about 1.5 m locating accuracy in under-
ground workspaces. The portable warning device, designed with RFID-based positioning
technology, was installed on the safety helmet. Each IoT tag consisted of a RFID chip and
a wireless antenna, and stored information about the worker wearing it. In case of accident,
the proposed system can be used also for investigation purposes.

Zhan et al. [47] proposed a monitoring system for cold storage based on Industrial IoT,
to identify abnormal stationary and acquire the spatial-temporal information of workers in
real time. In these workplaces, an abnormal stationary position is a sign of danger, such as
falling or fainting. A deep neural network was applied to learn specific features involving
location and vibration for anomaly detection. The Bluetooth low energy (BLE) and a log-
distance path loss model were used to fulfill indoor localization to allow rapid responses
to an incident on site. In addition, digital twin technology that mirrors physical objects
in cyberspace can be used to enhance spatial-temporal traceability and cyber-physical
visibility to enforce safety monitoring by managers. Cloud and edge computing can be
used to improve overall computational efficiency and system responsiveness.

Campero-Jurado et al. [48] proposed a smart helmet prototype that monitored the condi-
tions in the workers’ environment and performed a near real-time evaluation of risks. The
data collected by the sensors was sent to an AI-driven platform for analysis, where different
intelligent models were evaluated by the authors. The design is intended to protect the opera-
tor from possible impacts, while monitoring the light, humidity, temperature, atmospheric
pressure, presence of gases, and air quality. Alerts can be transmitted to the operator by means
of sound beeps. For visualization of environmental data, through color codes an LED strip
deployed on the helmet can notify the worker of anomalies in the environment.

A comparison between the proposals mentioned above can be found in Section 5,
along with further discussion.

For the design of IoT systems and devices for OSH, such as those described above, various
low-cost devices and free software allow the implementation and use of IoT-based systems by
small and medium-sized companies. Some of these technologies are described below.

4.3. IoT Devices

According to Lacamera [49], embedded systems consist of a class of systems that run
on an architecture based on microcontrollers, that offer constrained resources. A micro-
controller or microcontroller unit (MCU) is a device made of a dedicated processor for
the purpose of running a specific application, unlike general purpose computers. These
devices are often designed to be inexpensive, low-resource, and low-energy consuming.
These devices can be used in factories and for several IoT applications. They are often used
as sensors, actuators, or smart devices and may form networks. Below, the Arduino and
ESP32 platforms are described, which are each widely used in IoT applications.

Arduino is an open platform for prototyping, based on free software and low-cost
hardware, where the programs are written in the simplified C++ language. Arduino Inte-
grated Development Environment (IDE) is used to write code and upload it to the board.
The hardware consists of an open hardware design with a microcontroller manufactured
by the Atmel Microchip company. The boards are sold preassembled, but hardware design
information is available for people who want to build or modify them [50]. There are
various types of Arduino boards supporting different features, such as Wi-Fi [51], Bluetooth,
Bluetooth Low Energy (BLE) [52] and Global System for Mobile Communication (GSM) [53].

ESP32 is a series of low-cost and low-power microcontrollers and is a system-on-a-chip
(SoC) with integrated microcontroller, Wi-Fi, and Bluetooth. ESP32 is a dual-core system
and be used as a standalone system or can serve as a slave device to a host microcontroller.
ESP32 is commonly used for academic and industrial purposes, especially in IoT. It can
be programmed by ESP-IDF, which is a framework developed by ESPRESSIF, or by the
Arduino Integrated Development Environment (IDE), which is the easiest way to start
writing code for this platform [54].
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4.4. Protocols for IoT

Below are described two protocols widely used in IoT, the Constrained Applica-
tion Protocol (CoAP) and the Message Queue Telemetry Transport (MQTT). According
to Shelby et al. [55], Constrained Application Protocol (CoAP) is suitable for resource-
constrained environments, including those with power-constrained devices, low-bandwidth
links, and lossy networks. In this protocol, the network nodes interact through a request–
response model and support the built-in discovery of services. CoAP is very similar to
the client–server model of Hypertext Transfer Protocol (HTTP), the widely used protocol
that allows contents to be requested and transmitted between browsers and web servers
via the Internet. However, CoAP implementations can often act in client and server roles.
A client sends a request using a method code on a resource (identified by a URI—Universal
Resource Identifier) on a server. The server, in turn, sends a response with a response
code. CoAP executes these interchanges asynchronously using User Datagram Protocol
(UDP). The messages support optional reliability, and CoAP supports secure messages
using Datagram Transport Layer Security (DTLS), described in [56].

By other hand, MQTT provides asynchronous communication between devices [57].
This protocol uses a message publishing and signature model, and was invented by the
IBM company in the late 1990s. MQTT was originally designed to link oil pipeline sensors
to satellites. It is a lightweight protocol that can be implemented on devices with many
restrictions, such as low computational power, and in networks with limited bandwidth and
high latency. These features make MQTT suitable for several applications in IoT; publish–
subscribe is the standard model for exchanging messages in MQTT. MQTT comprises
two entities: a broker and the clients, where the message broker is a server receiving
messages from clients and then sending these messages to other clients, that can subscribe
to any message topic. Clients must publish their messages on a topic and send the topic and
the message to the broker. The broker then forwards the message to all clients who subscribe
to that topic. Clients can connect to the broker through simple TCP/IP connections or
encrypted TLS connections.

4.5. Machine Learning

As described by Abiodun et al. [58], machine learning (ML) is a branch of artificial
intelligence (AI) that uses computers to simulate human learning. In ML, computers
can autonomously modify their behavior based on their own experience (training). ML
algorithms are classified based on the approach used in the learning process.

In supervised learning, the learning algorithm aims to predict how a given set of
inputs conducts to the output. The algorithm receives labeled data and learns from this
data. In unsupervised learning the algorithm does not receive labels. This type of algorithm
is mainly focused on finding hidden patterns in data. Semi-supervised learning algorithms
have an incomplete training set, often with many target outputs missing, from which they
must learn. Finally, the algorithm used in reinforcement learning learns from the external
feedback received in terms of punishments and rewards [59].

Below are described recommender systems [59–62], anomaly detection, [63,64] and long
short-term memory (LSTM) [65–69], which have each been applied in a variety of systems,
and more recently have been suggested for use in IoT, healthcare, and OSH solutions.

4.5.1. Recommender Systems

Recommender systems use artificial intelligence (AI) methods to serve users with item
recommendations (filtered content). These systems try to predict a user’s preference for
an item, based on available information about items, users, and the interactions between
them. These systems aim to retrieve only the most relevant information services from
a large volume of data [59,60].

Traditional applications for recommender systems include movies, music, tourism,
e-learning, and more recently, healthcare (Health Recommender Systems—HRS) [53]. In
addition, using data obtained from IoT devices, such as smart wearable and smart PPE,
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recommender systems can extract information to be used in OSH, for example, to predict
risks and try to predict the emergence of occupational diseases.

4.5.2. Anomaly Detection

During IoT data analysis, it is in general necessary to identify uncommon states within
the systems being monitored by sensors. Defining maximum and minimum limits for
sensor readings to identify problems may increase the number of false alarms and missed
dangerous conditions. In this context, anomaly detection methods that have been largely
applied in cybersecurity, financial surveillance, risk management, and healthcare, among
other areas, can be useful in IoT applications, including OSH systems [63,64].

Anomalies can be defined as measurements or observations that do not reflect expected
behavior. Considering the context of the IoT, an anomaly is related to the measurable
consequences of an unexpected modification in a system which is outside its standard.
Anomaly detection is the process of detecting measurements with relevant deviations from
other data. Anomaly detection methods consider the combination of two or more variables
to identify problems. Obstacles to the development of anomaly detection, especially for
IoT/OSH, include the lack of datasets with real-world anomalies, and sensor readings that
are often affected by significant noise [63,64].

4.5.3. Long Short-Term Memory (LSTM)

As described in [65], recurrent neural networks (RNNs) are artificial neural networks
which handle sequential or time-series data. RNNs have “memory” since they use infor-
mation from past inputs to induce current input and output. LSTM is an RNN, suitable
for classifying, processing, and predicting time series with intervals of unknown length.
The fact that LSTM is relatively insensitive to gap length is an advantage compared to
traditional RNNs.

Traditional examples of applications for this type of deep learning algorithm in-
clude language translation and speech recognition. In addition, LSTMs have been used
in a variety of solutions [66–69], such as machine health monitoring and air-pollution
forecasting [70,71].

5. Discussion

It is important to develop solutions that allow daily monitoring of the health conditions
of workers, and their exposure to occupational risks, for the reasons explained earlier in
this work and because the data obtained can support studies by companies to identify
problems and guide OSH policies.

The studies described above were compared regarding the use of artificial intelligence
and the use of techniques to ensure data privacy. The comparison is presented in Table 1.

The data obtained from continuous monitoring of occupational health, risks, and
environmental conditions can also support academic research. Such research may allow
new relationships to be established in the long term between occupational hazards and
the occurrence of certain diseases. Keeping an updated record of changes in the health
conditions of each worker is also a fundamental part of the process, so that the technologies
mentioned above can help companies more significantly in making long-term decisions.
Reliable data obtained by companies can also guide changes in legislation [45,47,48].

In this context, the use of artificial intelligence and machine learning is essential
to obtaining better results, by identifying within work environments which settings or
conditions may be safer or more harmful to workers’ health. This type of approach has the
potential to reduce workers’ long-term absences, as well as their early retirement. AI/ML
can be used to identify dangerous conditions that could result in accidents and/or diseases;
by training with large datasets obtained over long periods of time, AI/ML may identify
trends and suggest changes in workplaces to make them safer. Various AI/ML techniques
have been used in recent studies [38–41,43,45,47,48]. Despite the various approaches
involving AI/ML, none of the works mentioned take into account the health history of
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workers, to generate personalized alerts for example. This is a point that can be explored in
future research.

Table 1. Study comparison.

Title Data
Privacy AI

Monitoring Physiological Variables of Mining Workers at High Altitude [34] NO NO
A wearable intelligent system for real time monitoring firefighter’s physiological state and
predicting dangers [35] NO NO

An Internet-of-Things (IoT) Network System for Connected Safety and Health Monitoring Applications [36] YES NO
mHealth: Indoor Environmental Quality Measuring System for Enhanced Health and Well-Being Based on
Internet of Things [37] NO * NO

PPE Compliance Detection using Artificial Intelligence in Learning Factories [38] YES YES
Smart Protective Protection Equipment for an accessible work environment and occupational
hazard prevention [39] NO YES

Intelligent Platform Based on Smart PPE for Safety in Workplaces [40] NO YES
Assessing occupational risk of heat stress at construction: A worker-centric wearable sensor-based approach [41] NO YES
Development of an IoT-Based Construction Worker Physiological Data Monitoring Platform at
High Temperatures [42] NO NO

Deep learning-based classification of work-related physical load levels in construction [43] NO YES
A Real-Time Noise Monitoring System Based on Internet of Things for Enhanced Acoustic Comfort and
Occupational Health [44] NO NO

Internet of Things (IoT) Based Indoor Air Quality Sensing and Predictive Analytic—A COVID-19
Perspective [45] NO * YES

Safety barrier warning system for underground construction sites using Internet-of-Things technologies [46] NO NO
Industrial internet of things and unsupervised deep learning enabled real-time occupational safety monitoring
in cold storage warehouse [47] NO YES

Smart Helmet 5.0 for Industrial Internet of Things Using Artificial Intelligence [49] NO YES

* This is a solution for monitoring the environment, not a wearable item or PPE.

It is important to highlight that the challenges involved in implementing new tech-
nologies can vary significantly according to the activity. For example, construction sites are
very dangerous places because workers are exposed to hazards that can be very hard to
measure due to the way tasks are executed in this type of workplace [33].

With respect to data privacy, according to [72], data collected from wearable devices
are transferred to a receiver through wireless networks, making data privacy a very critical
issue for this type of device and making workers unwilling to use them. For example,
workers may be very uncomfortable in sharing with employers their location information
during rest periods. In the study conducted by Häikiö et al. [73] an anonymous online
questionnaire was applied to construction workers to collect their opinions regarding IoT-
based work safety. 4385 workers responded to the questionnaire. 49.7% were very (18.2%)
or rather interested (31.5%) in using activity wristbands or other devices for monitoring
their movement or physical activities in the workplace. Experienced professionals were less
interested in using wearables than younger ones. In general, workers were more interested
in sharing their data when they were sure it could help to preserve their health.

Systems for OSH often need to handle workers’ personal data, which according to
the General Data Protection Regulation (GDPR) must be anonymized [74]. Anonymized
personal data is has gone through stages that ensure its disconnection from the person,
for example, a document number may have some digits suppressed. In such a case, it
would not be possible through technical or other means to find out who the data subject
was. Anonymized data is no longer subject to the GDPR and is essential for expanding
the use of IoT and artificial intelligence. However, in some applications anonymization
is not feasible. For this purpose, pseudo-anonymized data that is subject to GDPR may
be used. Pseudo-anonymization is treatment through which a data loses the possibility
of association, directly or indirectly, with a person. Additional information may be kept
separately in a controlled and safe environment, for example, under the responsibility of the
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company that develops and provides the application. If a system does not handle personal
data, GDPR is not applicable. Data privacy was addressed only in [36,38]. However, it is
important to note that not all solutions deal with personal information, as some are intended
for monitoring environments. In these cases, it is understood that secure communication,
despite being desirable, is not a priority.

According to Zamfir et al. [75], in respect to the IoT protocols described earlier in
this paper, CoAP and MQTT communication can be secured by Transport Layer Security
with digital certificates, as widely used in Internet applications. However, this approach
may be costly for a large number of devices, and is often too heavy for IoT devices. In
a simpler way, a pre-shared key (TLS-PSK) is an alternative. In this case, the messages are
encrypted and signed using the shared key between the parties involved in communication.
The same key is used for decryption and authentication of messages at the destination.
It is recommended that the pre-shared key (PSK) is configured between each device and
the server. Both approaches can be used to provide data privacy, especially when the
applications handle sensitive information such as physiological data and location.

According to Maltseva [76], wearable devices’ characteristics create multiple opportu-
nities and can help to improve organizational performance. Wearable wristbands are very
popular devices, which can continuously collect data such as heart-rate variability and can
continue collecting data after working hours. These devices bring benefits and can help to
identify health risks. However, extending the use of wearables after working hours causes
confusion distinguishing work and rest. It is important to note that training individuals in
a clearly and sufficient way is a key factor for success regarding the use of any technologies
in the workplace. In addition, workers need to be aware that their data is being used to
protect them from work-related diseases and that enough means are being used to keep
that data safe.

When it comes to costs and people, the technical and organizational complexity of manu-
facturing processes have increased in Industry 4.0, and related technologies have imposed
great challenges especially on small- and medium-sized enterprises (SMEs). Even with several
options for free software and low-cost hardware, as mentioned before, more complex monitor-
ing systems tend to be expensive because they demand continuous updating and maintenance
service from the manufacturer. However, in Industry 4.0 the use of these technologies is likely
to become increasingly common and, with the emergence of more manufacturers, prices will
possibly become more affordable. Companies of all sizes are impacted by the availability
of sufficiently qualified people to work within complex production systems. In this context,
workers will need to spend some time in continuing education [77].

In addition to the great need to monitor physiological variables and environmen-
tal risks, as revealed in all the studies mentioned in this work, new occupational risks
have emerged along with complexity in working environments, such as ergonomic and
psychosocial risks, and those associated with the use of collaborative robots (cobots) [78].
Monitoring the use of PPE with the aid of computer vision, as implemented in [38], espe-
cially in high-risk activities such as operating machines and working with robots, is very
important, mainly because unsafe actions can cause serious injury, amputation, or death.

Regarding psychosocial risks, the study by Verra et al. [79] presented a comparison of
policies and practices in Europe for promoting health at work. It was identified that more
than 70% of establishments in the European Union adopt preventive measures against
direct physical damage, and more than 30% implement measures to avoid psychosocial
risks. Psychosocial risks are often addressed in national policy, but they have not been
addressed by most institutions. In the context of Industry 4.0, psychosocial risks deserve
special attention because workers tend to be pressured towards greater productivity, and
need to be constantly updated on new technologies, concepts, and tools. In addition, many
workers feel obliged to respond to text messages and even solve problems outside work
hours, jeopardizing their leisure and rest. Another point that deserves attention is that
Industry 4.0 workplaces usually offer a variety of sedentary jobs, for example, information
technology positions. As highly documented in the literature, a sedentary lifestyle is often
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associated with obesity and cardiovascular diseases. Certainly, monitoring psychosocial
risks, risks related to sedentary working conditions, and the health conditions of workers in
sedentary jobs without intruding on their personal lives are big issues, and bring significant
challenges for the OSH sector in the context of Industry 4.0.

Finally, we identified the following points to be explored in future research:

• Use of AI to monitor the use of PPE, especially in dangerous activities.
• Monitoring psychosocial risks and risks related to sedentary working conditions.
• Consideration of workers’ health history, together with data obtained from monitoring

the work environment, to generate personalized alerts.
• Data privacy issues.

6. Conclusions

As mentioned above, Industry 4.0 has brought significant advances in the production
process as well as several challenges for OSH. Various benefits arising from the integration
of IoT-related technologies in OSH within this new context have been presented in this
work. It is important to develop of solutions that allow daily monitoring of exposure to
occupational risks and the health conditions of workers, because the data obtained can
support more focused studies by companies and more assertively guide OSH policies.
For example, artificial intelligence can contribute to building solutions that map existing
problems and predict future problems.

Regarding privacy concerns, several studies have shown that data privacy is a critical
issue in wearable technology development and that uncertainties around this topic can
make workers especially reluctant to use wearable devices. In this context, it is important
to highlight that training people in a clear and sufficient way is a key factor for success in
the use of any workplace technology. In addition, workers need to be aware that the use
of their health-related data may be important to protect them from work-related diseases,
and that enough means will be used to keep that data safe. In this case, the agreement of
workers is necessary and applicable laws and standards shall be adopted.

For future work, the authors are developing a system for individual environmental
risk assessment based on IoT-related technologies. The device is intended to have sufficient
energy autonomy to allow monitoring and communication for at least one working day.
Issues related to the device’s ergonomics and data privacy must be considered in the project,
as well as durability and the viability of cost for industries of all sizes. The main goal is to
contribute in the long run to reducing the incidence of occupational diseases resulting from
exposure to harmful agents, by facilitating the visualization of data by organizations.
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Abstract: The human–machine relationship was dictated by human needs and what technology
was available at the time. Changes within this relationship are illustrated by successive industrial
revolutions as well as changes in manufacturing paradigms. The change in the relationship occurred
in line with advances in technology. Machines in each successive century have gained new functions,
capabilities, and even abilities that are only appropriate for humans—vision, inference, or classifica-
tion. Therefore, the human–machine relationship is evolving, but the question is what the perspective
of these changes is and what developmental path accompanies them. This question represents a
research gap that the following article aims to fill. The article aims to identify the status of change
and to indicate the direction of change in the human–machine relationship. Within the framework of
the article, a literature review has been carried out on the issue of the human–machine relationship
from the perspective of Industry 5.0. The fifth industrial revolution is restoring the importance of the
human aspect in production, and this is in addition to the developments in the field of technology
developed within Industry 4.0. Therefore, a broad spectrum of publications has been analyzed within
the framework of this paper, considering both specialist articles and review articles presenting the
overall issue under consideration. To demonstrate the relationships between the issues that formed
the basis for the formulation of the development path.

Keywords: human–machine relationship; human–machine collaboration; human-oriented manufacturing;
Industry 5.0; human factor

1. Introduction

With the advent of new revolutions and changes within manufacturing paradigms,
the human–machine relationship becomes critical [1,2]. This change is taking place whether
in technical, social, organizational, or ultimately legal and ethical dimensions [3]. The
machine-human relationship has evolved over the centuries. Nevertheless, it was with
the advent of machines that people began to delegate manual work (or that performed
by humans) to machines. However, the delegation did not mean a complete handover of
work to machines. Machines were and are still supervised by humans [4]. The degree of
delegation was directly dependent on the technical level of the machine in question [5]. As
technology changed over time, so too did the capabilities of machines become available [6].
Machines, over time, gained a new form of propulsion—from steam power to electricity).
Simple electronic circuits with the ability to control machines were introduced [7]. Sensors
were added, which allowed better monitoring as well as reporting of machine status [8].
Or, finally, machines were integrated into the Industrial Internet of Things network so that
they could be constantly monitored [9]. The amount of data available on the machines and
their condition would allow the use of advanced analytical methods, including artificial
intelligence methods (deep learning) [10]. At the same time, this was only possible with the
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use of advanced information system solutions enabling the processing of multidimensional
production data sets. In this respect, CPS and digital twin technologies are increasingly
being used [11,12].

The implementation of these technologies made it possible that the supervision of
machine operations not to require significant work [13]. To a certain extent, machines
have become or are becoming autonomous. Consequently, the portion of work delegated
to them can increase [14]. For this reason, the human–machine relationship is changing
and is directly dependent on the level of technology [15]. The more machines can act
autonomously, the more work is delegated to them. At the same time as technology was
changing, production paradigms were also changing [16].

The human–machine relationship was dictated by human needs and what the market
dictated at the time. While this relationship was difficult to demonstrate in ancient times,
technology has been serving people since after the Second World War. Its changes are
strictly dependent on people’s needs. Hence, the question arises as to what the perspective
of these changes and what trend accompanies these changes. This question constitutes a
research gap, which the following article aims to fill. The article aims to identify the status
of change and to indicate the direction of change in the human–machine relationship.

The task of the authors within the framework of this paper is to identify the perspective
and development path (roadmap) for the human–machine relationship. To achieve this ob-
jective, a literature review was carried out to identify visible directions and perspectives of
the human–machine relationship concerning the industrial revolutions and industry 5.0 [17].
A concept development plan was then drawn up, considering contemporary conditions as
well as trends around robot-machine collaboration.

2. Industrial Revolutions

Regarding changes affecting production, it has been accepted to distinguish industrial
revolutions [18]. The basis for distinguishing a revolution is to indicate the technological
breakthrough that caused a rapid increase in production or development in the organization
of the production process. Subsequent technological solutions introduced new possibilities,
which historically formed the basis for distinguishing revolutions (Figure 1).
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Electrification, which made it possible to transmit energy over long distances, sep-
arating where it was generated from where it was used. Or through automation, which
has made it possible for machines to adapt to changing conditions and carry out repetitive
work without human supervision. Or, finally, the digitalization that underpins Industry 4.0,
which ensures the use of information technology in the continuous processing of real-time
production data to seek optimization [20]. Personalization, on the other hand, forms the
basis for distinguishing the next revolution referred to as Industry 5.0 [21]. Among the
revolutions, the current ones will be detailed.
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2.1. Industry 4.0

The industry 4.0 revolution was announced in 2011 at the Hannover Fair [22]. Industry
4.0 was created at the initiative of the German government as part of a strategic project to
transform manufacturing factors with physical systems into manufacturing factors with
cyber-physical systems [23,24]. Industry 4.0 revolution combines IoT, cloud computing,
analysis of multidimensional data sets (Big data), artificial intelligence (AI), blockchain,
and other high technologies into a high degree of automation and manufacturing [25].

It can offer the manufacturing environment opportunities for self-awareness, self-
learning, autonomous decision-making, self-realization, and adaptation to production.
Industry 4.0 integrates the production systems of various smart factories into a value
chain in the form of a CPS, to obtain real-time data and make decisions for production. A
CPS production system is characterized by a high degree of flexibility, adaptability, and
agility [26].

2.2. Industry 5.0

Despite the enthusiasm of companies regarding Industry 4.0 pursuing the concept of
the Smart Factory [27,28], both researchers and representatives of institutions have noted
that this concept ignores a very important aspect related to productionthe human aspect.
Industry 4.0, while focusing on the work of machines and their optimization, marginalizes
the participation of people in the process implementation. This is understandable because
of economic aspects or even because of employee safety. On the other hand, it should not
be forgotten that it is people who are the source of disruptive innovations, i.e., solutions
that have the effect of changing the manufacturing paradigm.

What is more, people can make associations of facts, technology features, and pro-
duction conditions that lead to key improvements and competitive advantages at the
manufacturing know-how level, in a way that is completely inaccessible to machines.

Here it is also very important to emphasize that machines have a very high capacity
for analysis, if data is available. In the absence of aggregated data, there is no possibility to
use it. On the other hand, people tire quickly, make mistakes, and need time to be trained
before they can carry out a specific production. Nevertheless, they can make items not only
guided by technical parameters of materials, equipment, and standards but above all by
technical intuition. Given the above, it seems that the best solution is a synergy effect, a
combination of the efficiency and reliability of machines together with the innovation of
people expressed by the so-called ‘human touch’. This is the basis for the announcement of
the next industrial revolution, numbered 5.0.

Industry 5.0 is defined as an evolution that aims to harness the creativity of human
experts working together with efficient, intelligent, and precise machines [29]. Saeid
Nahavandi, on the other hand, points out that Industry 5.0 brings the human workforce
back into the factory, where man and machine are paired to make processes more efficient,
harnessing human brainpower and creativity by integrating workflows with intelligent
systems [30].

Industry 5.0 brings human–machine collaboration to a new level. Industry 5.0 shifts
the center of gravity of manufacturing from system-oriented manufacturing systems to
human-oriented systems. This represents, in a way, a return to the roots of manufacturing,
but aspects related to economics or sustainability remain important [31].

In addition, Industry 5.0 is a motivated change in sustainability in the area of manu-
facturing related to the use of creativity and human skills in collaboration with machines.
At the same time, maintaining the cost criterion together with a high production volume to
meet the needs reported by the market.

As a result, the customer will not have to give up his or her individual preferences
in favor of cost-optimized production of the good in question—thus reducing the prefer-
ences resulting from mass production or mass customization. The prospect opens up for
mass customization leading to the satisfaction of the needs of both parties, producer and
consumer [32,33]. This approach to production implies the development of collaboration
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between machines and people. Industry 5.0 will revolutionize production systems around
the world, taking tedium, drudgery, and repetitive tasks off the hands of workers. Intelli-
gent robots and systems will infiltrate supply chains and factory floors to an unprecedented
degree [30].

Importantly, Industry 5.0 is also a focus of the European Commission’s commission
studies. According to the commission, the strength of Industry 5.0 is a societal goal that
goes beyond job creation and development to become a resilient provider of well-being
by ensuring that manufacturing respects the limitations of the planet and puts the well-
being of industrial workers at the center of the production process [34,35]. In addition,
research conducted on the critical elements of Industry 5.0 for successful adaptation in
manufacturing. The study suggests that Industry 5.0 enables smart manufacturing through
the intelligent use of data by combining multiple factory data and advanced technologies,
thereby producing more personalized products [36].

In addition, the literature review also identified five trends in which Industry 5.0 is
heading, namely:

• Industry 5.0 in the context of assessing and optimizing the supply chain in manufac-
turing processes,

• Industry 5.0 in the context of business management, innovation, and digitalization,
• Industry 5.0 in the context of intelligent and sustainable manufacturing,
• Industry 5.0 transformation driven by IoT, Bigdata, and AI,
• Human–machine connectivity and coexistence [37].

Finding solutions to the management challenges posed by modern industrial revo-
lutions will require governments, businesses, and individuals to make the right strategic
decisions regarding the development and implementation of new technologies [16].

With new technological solutions, a whole new perspective is opened to meet the
needs of individual customers on both large and small scales. Thus, particular revolutions
have led to a change in manufacturing paradigms in terms of both volume and variety
of products.

2.3. Main Differences between Industry 4.0 and 5.0

Industry 4.0 and Industry 5.0 have many common features. This is primarily due
to the fact that Industry 5.0 is a development of Industry 4.0. The definition of Industry
5.0 is dominated by two basic visions. One of them concerns the technical approach
(see e.g., [38]) while the second one focuses on biological aspects (see e.g., [39]). From a
technical perspective, there are several elements that definitely differentiate them. The
distinction between revolutions is based on questions of interest. On the one hand Industry,
4.0 focuses on digitization (i.e., the implementation of advanced data processing techniques
and the implementation of advanced algorithms) mainly focusing on artificial intelligence
in production. On the other hand, Industry 5.0 is described as a revolution paying special
attention to the human aspect. This is due to the fact that in Industry 4.0 (if modern systems
and a high level of automation are implemented) the domain of progress is innovation
and creativity. Although modern advanced technologies (such as neural networks) are
already able to create images or texts, the domain of production is innovation provided
by people. So they are supposed to be a source of inspiration. Another field of interest is
the manufacturing paradigms of both revolutions. Industry 4.0 is (thanks to vertical and
horizontal integration) dedicated to the realization of mass customization ideas. On the
other hand, Industry 5.0 (focusing on people) refers to new idea craft production paradigms
using mobile collaborative robots. The main features that constitute the differences between
the Industry 4.0 and Industry 5.0 paradigms are presented in Table 1.
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Table 1. Main differences between Industry 4.0 and 5.0 paradigms [40].

Industry 4.0 Industry 5.0

Objective

• Smart manufacturing (smart
mass production, smart
products, smart working, smart
supply-chain),

• Systems(s) optimization.

• Sustainability,
• Environmental stewardship,
• Human-Centricity,
• Social benefit.

Systemic Approaches
• Real-time data monitoring,
• Integrated chain that follows

through the end of
life-cycle phases.

• Utilization of technology
ethically to advance human
values and needs,

• Socio-centric
technological decisions,

• 6R methodology and logistic
efficiency design principles.

Human Factors
• Human reliability,
• Human-computer interaction,
• Repetitive movements.

• Employee safety
and management,

• Learning/training
for employees.

Enabling Technologies
and Concepts

• Cloud computing,
• Internet of Things,
• Big data and Analytics,
• Cyber Security,
• Digitization (simulation, digital

twins, artificial intelligence,
augmented, virtual or mixed
technology),

• Automation (advanced robotics,
remote monitoring, autonomous
robots, machine-to-machine
communication),

• Cyber-physical systems,
• Horizontal and vertical

integration (PLC, Supervisory
Control and Data Acquisition
(SCADA), Manufacturing
Execution System (MES),
Enterprise Resource
Planning (ERP)),

• Additive Manufacturing.

• Cloud computing,
• Internet of Things,
• Big data and Analytics,
• Cyber Security,
• Digitization (simulation, digital

twins, artificial intelligence,
augmented, virtual or mixed
technology),

• Human–machine interaction,
• Multi-lingual speech and

gesture recognition,
• Tracking technologies for mental

and physical occupational strain,
• Collaborative robots
• Bio-inspired safety and support

equipment,
• Decision support systems,
• Smart grids,
• Predictive maintenance.

Environmental
Implications

• Systems are economic,
• Waste prevention per data

analytics, additive
manufacturing and
optimized systems,

• Increased energy usage,
• Extended product life cycle.

• Waste prevention and recycling,
• Renewable energy sources,
• Energy-efficient data storage,

transmission, and analysis,
• Smart and

energy-autonomous sensors.

3. Production Paradigm Shift

Over the centuries, production methods have been defined by the technical solutions
available, but also by product preferences (Figure 2). New technical solutions allowed for
increased volume and variety (Figure 3), but this also involved changes in the organization
and also entailed social changes.
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Artisanal production made it possible to meet the needs of selected customers. It was
limited in terms of territory and resources. Products were targeted at the local market.
Production was only possible with machinery available on the market. In this production,
the overriding role was played by man. All elements of the technological process were
made by hand and their quality depended on the skill, knowledge, and ability of the person
making them.

With the advent of mass production, the role of man was reduced, but on the other
hand, the scale increased. Goods were mass-produced, and the volume of production
was for the local, national but also international markets. Specializations were introduced
so that a given worker performed a specific task repetitively, and thus the quality of his
work was repeatable. On the other hand, the introduced production tactics ensured that
production became repetitive and predictable. On the other hand, it lacked variety, which
is best expressed by Henry Ford’s statement that the Ford Model T car produced was
available in every possible color if it was black.

Mass customization, on the other hand, is a solution that has ensured product variety.
The consumer can choose the product and customize it based on the possible options
presented by the supplier. Thus, a customized product is already realized at the production
stage. At the same time, to optimize costs, the base on which the product is made remains
the same. With changing preferences and the desire to express individuality, the demand
for personalized goods has emerged. The ability to meet the individual needs of individual
customers on a large scale has come to be known as mass personalization [41,42]. In this
way, the products provided, not only are better in terms of how they are produced, but also
express the customer’s needs. Given that mass customization is currently the dominant
paradigm, it is crucial to understand the differences between the paradigms, as presented
in Table 2.

It is also worth noting that mass personalization is the limiting case of mass customiza-
tion. While both strategies are guided by a product price criterion consistent with mass
production efficiency, the former (mass customization) targets a specific customer segment
(individual customers), while the latter (mass personalization) targets segments dedicated
to many different customers [43].
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Table 2. Key differences between production paradigms (Source: based on [43]).

Features
Paradigm

Mass Production Mass
Customization

Personalized Production/
Mass Personalization

Production Aim • Scale • Scale
• Scope

• Scale
• Scope
• Value

Desired properties of the
product

• Quality
• Cost

• Quality
• Cost
• Variety

• Quality
• Cost
• Variety
• Efficacy

Role of Customer • Buy • Choose
• Buy

• Design
• Choose
• Buy

Production System
• Dedicated

manufacturing
system

• Reconfigurable
manufacturing
system

• On-demand
manufacturing system/

• Cobot-oriented
manufacturing system

4. Human–Machine Relationship

With successive industrial revolutions and accompanying changes in the production
paradigm, an evolution of the human–machine relationship is practically taking place,
referred to in the literature as the 5C model: Coexistence, Cooperation, Collaboration,
Compassion, and Coevolution (Figure 4) [44].
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The different stages signify the successive change that took place in the relationship.
At the same time, the successive stages did not exclude the previous ones. Evolution
rather than revolution in this respect means that constant change opens new perspectives.
Thus, the man-machine relationship is undergoing constant change, which now, due to
unprecedented technological developments, is entering a completely new level. Therefore,
an extremely important question is the direction in which it will change.

What is important is that the above changes took place over the revolutions indicated
in the previous chapter. Therefore, it should be noted that during the first and second
industrial revolutions, machines were the equipment of factories. Thus, they formed a
‘cold’ coexistence relationship in which machines were simple tools for humans or worked
independently under supervision.

Reconfigured machines and production lines forming dynamic cooperative human–
machine teams in integrated production processes is a characteristic of the third industrial
revolution. In this case, humans, and machines, depending on the process, temporarily
share a workspace and share some of their physical, cognitive, and computational resources.
At the same time, it should be noted that they are not working on the same task at the
same time.

In the next, already the fourth industrial revolution, intelligent machines collaborate
with humans in a shared workspace, with a specific goal of completing tasks through
synchronized interactive joint actions of all parties within a common team identity [45].

In contrast, at the level of the fifth industrial revolution, workers together with robots
(cobots) form teams to carry out production tasks [17]. Central to this relationship is
how workers feel in this environment, how decisions are made, who makes them, and
how such teams are formed. In the case of mixed human-cobot teams, there can be trust
challenges. Particularly in the engineering industry, where the work requires not only
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good qualifications but the ability to work, many challenges arise. Methods and ways
of developing trust in collaboration with the machine are needed. So that the worker
knows that the machine is working towards the same goal and is not in danger from
the machine. So that the worker can communicate effectively with the machine and
understands the decision-making process when working with the machine. Depending on
the manufacturing system, it is determined who ultimately makes the decisions.

Today, due to the development of advanced information technology and the transition
to the Industry 4.0 era, the human–machine relationship is turning towards the human.
Therefore, human-centered production systems need to be characterized by bidirectional
empathy, proactive communication, and collaborative intelligence to establish reliable
human–machine co-evolution relationships and thus lead to high-performance human–
machine teams. Thus, on the one hand, the evolution of relationships and on the other hand
a series of challenges [18] that need to be met to realize mass personalization (Figure 5).
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To fully characterize the human–machine relationship, further characteristics for the
types distinguished within the 5Cs are indicated below.

4.1. Human–Machine Coexistence

This type of relationship envisages that man and machine are in the same environment
and share the same space. Within this case, one speaks of monitored coexistence, that is
when a robot and a human work closely together without the need for mutual contact or
coordination, thus requiring continuous opportunities for the robot controller to avoid
obstacles [46].

Furthermore, the coexistence of machines and humans for the enterprise realizes the
goal of balancing automation/productivity and flexibility/capability. For example, using
the human–machine interface, the operator is associated with a set of behavioral roles
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as a supervisor of multiple semi-automated production processes. The proposed model
can be used to design manufacturing systems at different levels of enterprise architecture,
particularly at the machine level of the manufacturing system, where operators interact
with semi-automated machines to realize the goal of human-enhanced automation [47].

The coexistence of machines and humans in the production space creates the risk of
collisions. Therefore, there is a need to adopt appropriate policies that safeguard production
efficiency using safety features such as emergency stops [48].

4.2. Human–Machine Cooperation

Human–machine cooperation is defined as a group of agents in a collaborative sit-
uation when two conditions are present. The first occurs when the agents pursue goals
that may conflict with those of others, at the level of their own goals, sub-goals, processes,
or resource. The second, on the other hand, is that each agent seeks to manage these
interferences to facilitate its tasks and those of others on a common task [49].

Some research work has applied the principles of interpersonal cooperation to the
dynamic sharing of tasks between human operators and automated systems. These shared
tasks are decision-making tasks (e.g., conflict detection, problem-solving, diagnosis, or
image analysis and retrieval) and may involve several organizational configurations of the
human–machine system. In this mode of human-robot interaction, the human operator and
the robot are placed at the same decision-making level. The two agents work together to
achieve a common goal by initiating an interactive dialogue. In the approach presented in
this thesis, this dialogue can take different forms depending on the collaborative situation.
This dialogue is carried out using various forms of collaboration [50].

While considering the human–machine collaboration relationship, it should be noted
that the inclusion of the human in this type of relationship, even if it integrates the machine,
can be justified as contributing to solving part of the automation problems in terms of
human–machine relationships [2].

4.3. Human–Machine Collaboration

Technological advances increasingly envisage the use of robots interacting with hu-
mans in everyday life. Human-robot collaboration (HRC) is an approach that explores the
interaction between a human and a robot, while pursuing a common goal, at a cognitive
and physical level [51].

The human–machine collaboration relationship is a key means of manufacturing. The
system that results from it performs surveillance, prognostics, and health management is
related to the safety and sustainability of manufacturing [52,53].

Human–machine collaboration has great potential for making risky decisions. Ma-
chines could be more helpful in gathering information and assessing uncertainty and
communicating key information to human decision-makers to save cognitive resources.
Moreover, human decision-makers could debate their judgments with the help of a machine
and reduce emotional influences [54].

As machines become increasingly intelligent and can perform more complex functions,
a new relationship between humans and automation is emerging. This relationship is
changing from ‘master-servant’ to ‘master-collaborator’ and requires a different approach
to system design, human–machine information exchange and interface, and the imposition
of additional requirements on the machine [55].

Current technological trends are enabling more and more physical contact between
humans and machines. Humans and machines act together and communicate with each
other not only through gestures and speech but mainly through the haptic channel. This
current phase of human–machine interaction can be referred to as human–machine collabo-
ration [1].

This has resulted in the development of a new type of robot—cobot, collaborative
robot— which is geared towards human collaboration [56]. This term describes a robot
capable of working and collaborating with humans. These collaborative robots will be
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aware of human presence and will therefore take care of safety and risk criteria. They
will be able to notice, understand and feel not only the human but also the goals and
expectations of the human operator. Similar to a learner, cobots will observe and learn how
to perform a specific task. Once learned, the task will be performed by the cobots as it
would be performed by a human [57].

4.4. Human–Machine Compassion and Coevolution

In human-centered production, given the successes in cognitive science and personalized
AI, it is conceivable that empathic machines that sense human emotions, needs, and prefer-
ences could provide situational assistance to humans in addition to situational cooperation.

In such circumstances, based on reciprocity, humans will willingly monitor and take
care of the ‘health’ of empathic machines. At the same time, this machine’s health will be ex-
pressed in terms of quantitative measures related to workload, level of task fluctuation, etc.
Such optics represent a whole new chapter in the human–machine relationship—human–
machine empathy. It is also worth adding that intimate human–machine interactions
will ultimately enable the growth of both human and machine capabilities, leading to
continuous human–machine co-evolution in the future [45]. This mutual co-evolutionary
development may lead to new forms of relationships no longer focusing on competition
but on creating a better new future for machines and humans [58].

5. Perspectives and Future Roadmap for Industry 5.0 Solutions
5.1. Research Process

The development perspective and roadmap are issues that are conditioned by a broad
spectrum of issues. Therefore, to be able to speak of a perspective, a view is needed, which
is formulated by analyzing several approaches to the issues in question. Unlike in the case
of specialized issues, one can only speak of a perspective and a roadmap when the entire
context is known.

Therefore, to define a perspective and be able to indicate a roadmap for development,
it is necessary to examine a wide range of different scientific publications on the issues
addressed in this article. For this reason, the author’s attention has mainly been focused
on both review articles, presenting the overall issue under consideration, and specialized
articles. Therefore, it was considered that the review would refer to publications that
contain references to the issues addressed within this paper.

The review focused on the renowned databases Web of Science and Scopus (Figure 6).
These databases were considered reference databases, as their scope includes publications
cited and produced worldwide. Based on the Scopus and Web of Science databases, a
search was carried out, using as keywords those topics that relate to the human–machine
relationship as well as Industry 5.0. Therefore, the following were included in the query:
human–machine relationship, human–machine coexistence, human–machine cooperation,
human–machine collaboration, human–machine compassion, and human–machine coevo-
lution or Industry 5.0. In addition, to keep the context up-to-date, the research was carried
out regarding the last five years.
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Figure 6. Research process.

This resulted in 9533 publications from the Web of Science database and 8430 records
from the Scopus database. Furthermore, since the human–machine relationship is often
indicated interchangeably with human–machine interaction, this word was also adopted
as a keyword implemented in the analysis.
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This was followed by a technical analysis using the data processing methodology of
the VOSViewer software [59]. The analysis used a method of counting the type of term
weights using full counting, which counts the occurrences of a given term in all processed
documents. Based on the occurrences, it counts the weight of the relationship between
the given terms. The result was a co-occurrence map of the terms with their assigned
relationship strength. In the next step, text mining was carried out using Orange Data
Mining analysis [60] indicating the weight of the given words related to the topics to
demonstrate the topics through topic modeling with Latent Dirichlet Allocation.

5.2. Results

The results extracted from the Web of Science database (Figure 7) will be presented
first. Both title and abstract were technically analyzed. The demonstrated study, based on
the analysis criteria adopted, showed several clusters. The results showed that, despite
the oriented query, the topics indicated in the query were not the dominant content of
the analyzed publications. Furthermore, due to the broad spectrum of the inquiry, the
analysis showed both technical issues (red) but also application-specific clusters (green,
blue, orange, and mixed). It can be assumed that four main clusters were distinguished.
For this analysis, the focus will be on the technology cluster.
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In the technology cluster (Figure 8), it is notable that the keyword highlighted is:
collaboration. This is significant insofar as the other 5C terms are missing at this level of
significance. On the one hand, this is due to the study’s time horizon of 5 years. On the other
hand, however, it confirms the thesis that the 5th industrial revolution is indeed taking
place today and that man-machine collaboration is a topical and widely described issue. In
the following section, key relationships are highlighted in the terms of greatest importance.

The first keyword is collaboration. The dependency associated with this word shows a
possible link to the issues of automation, trust, or intelligence. This indicates that machine-
to-machine collaboration is only possible with intelligence and automation, however,
trust is needed for collaboration to take place. Trust is a key factor for the development
perspective (Figure 9).

Based on the collaboration dependency (Figure 10), it is then indicated which elements
make up its components. In this, intelligence is closely linked to data (big data) and the
issue of collaboration.
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In a further step, attention was turned to the issue of automation. Here, two new
issues arise vehicle and driver (Figure 11). Thus, cooperation in automation must concern
the control of different vehicles, but there is a need to develop a specific control agent.
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The issue of trust relates to issues of collaboration but touches on issues of acceptance,
errors, automated vehicles, passers-by, or communication interfaces (Figure 12).

Machines 2023, 11, x FOR PEER REVIEW 14 of 23 
 

 

The issue of trust relates to issues of collaboration but touches on issues of acceptance, 

errors, automated vehicles, passers-by, or communication interfaces (Figure 12). 

 

Figure 12. Trust dependency. 

Vehicle dependency introduces human driver or road user issues (Figure 13). Thus, 

this dependency indicates the perspective of placing human–machine cooperation in 

terms of the environment. It returns to the issue of intention detection.  

 

Figure 13. Vehicle dependency. 

In addition to the previously indicated ones, driver dependency points out that it 

depends on both the emotions and the vehicle in which it is managed (Figure 14). Further-

more, attention is drawn to issues of engagement. 

 

Figure 14. Driver dependency. 

It is also worth describing here, the issue of emotions, which often identifies person-

ality, which is closely related to the human being. From the perspective of identified rela-

tionships, the emotion is closely linked to the tools for classifying it, recognizing it or ex-

pressing it in speech (Figure 15). 

Figure 12. Trust dependency.

Vehicle dependency introduces human driver or road user issues (Figure 13). Thus,
this dependency indicates the perspective of placing human–machine cooperation in terms
of the environment. It returns to the issue of intention detection.
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Figure 13. Vehicle dependency.

In addition to the previously indicated ones, driver dependency points out that
it depends on both the emotions and the vehicle in which it is managed (Figure 14).
Furthermore, attention is drawn to issues of engagement.

It is also worth describing here, the issue of emotions, which often identifies per-
sonality, which is closely related to the human being. From the perspective of identified
relationships, the emotion is closely linked to the tools for classifying it, recognizing it or
expressing it in speech (Figure 15).

In the next step, a volume analysis of the Scopus database documents was carried
out (Figure 16). The analysis resulted in as many as eight clusters. This indicates a much
greater fragmentation of the issues described from the perspective of the realized query.
Given this, the dependencies obtained are not so clearly visible. Hence, clusters will be
presented as dependencies to the highlighted terms with the highest weight—thus forming
the largest perspective.
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One of the key dependencies highlighted within the analysis, linking to different
scopes, is sensors (Figure 17). Here, several strong connections to issues such as artificial in-
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telligence, monitoring, sensing, estimation, or neural networks can be identified. However,
there is no explicit indication here of the issues present in the 5C model.
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Figure 17. Sensor dependency.

Then there is the effect dependency (Figure 18), which relates to a broad spectrum
of issues while linking the most important ones, such as artificial intelligence, sensors,
and vehicles. This dependency is a good illustration of the range of tools used to obtain
the causal result—the effect—of the work carried out. The issue of effect is crucial in
managerial terms. Tools and technologies are used to achieve technical, social, and, above
all, economic results.
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Another highlighted dependency relates to manufacturing (Figure 19). Here, one
can see the publications focus both on technical issues, but also on application issues
for optimization.
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Further, the dependency on artificial intelligence (Figure 20) brings together many
terms from different scopes. It can be pointed out that it constitutes a kind of glue for all
the indicated dependencies that appear in the analyzed literature.
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Figure 20. Artificial intelligence dependency.

Similar to the dependency on artificial intelligence, the issue of detection (Figure 21) is
widely discussed within the articles. This demonstrates that it is crucial for machine-human
collaboration that the machine can discover that there is a machine, product, or human in
its environment.
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The demonstrated text mining analysis of the topics that dominate the analyzed Web
of Science publications identified the following topics—the 10 topics with the highest
weighting were assumed to be extracted:

1. human, use, system, machin, interact, base, model, control, result, robot
2. human, use, machin, c, studi, robot, result, interact, industri, method
3. system, sensor, high, human, control, user, model, detect, applic, oper
4. sensor, system, model, high, human, use, method, devic, learn, data
5. robot, model, industri, control, sensor, data, method, base, machin, propos
6. industri, control, robot, human, technolog, product, propos, machin, model, research
7. robot, industri, human, c, data, control, sensor, technolog, studi, model
8. model, use, user, interact, c, control, design, interfac, industri, high
9. use, control, system, design, robot, user, base, human, c, interact
10. control, use, interact, user, robot, industri, model, c, human, task

Similar results were obtained for the Scopus data analysis:

1. human, machin, interact, base, system, interfac, robot, design, use, control
2. base, human, system, machin, use, recognit, sensor, control, network, design
3. system, base, industri, recognit, design, sensor, control, machin, human, network
4. use, base, recognit, industri, emot, network, learn, interact, neural, sensor
5. industri, interact, robot, system, recognit, use, human, collabor, applic, interface
6. interact, robot, machin, system, industri, interfac, human, vehicl, design, autom
7. robot, industri, interact, control, human, machin, collabor, interfac, design, intellig
8. design, interfac, vehicl, autom, system, robot, human, use, drive, control
9. sensor, high, flexibl, base, use, pressur, wearabl, strain, recognit, model
10. autom, design, machin, human, vehicl, intellig, drive, robot, model, artifice

Given this, the perspective, despite the clear presence of keywords, is decisively about
the human aspect—so emphasized by Industry 5.0. This confirms the chosen research
direction and illustrates well the current shape of the human–machine relationship.

5.3. Roadmap

Moving towards human–machine relationship-oriented manufacturing, technologies
must be made to work for people in a trustworthy and friendly way, as people are essential
in creating personalised products of high value. Philosophical, social and ethical issues and
theories must drive the development and implementation of assistive technologies in the
real world [45]. This provides the source for the many challenges that the new industrial
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revolution brings with it. Industry 5.0 represents the next revolution in the development of
manufacturing systems, which builds on the achievements of previous ones.

The identified dependencies were defined based on the literature review carried out
by the authors. As a result of the analysis, the dependencies were extracted and put into a
framework of three stages (Figure 22) forming a roadmap.
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The identified dependencies were used to formulate the roadmap. The proposed
sequence was determined by the authors considering both their experience of working
with companies and the literature review carried out.

The first stage of the roadmap concerns the security dimension. In this dimension,
it is necessary to develop protocols to secure the data processed by the machine. A key
focus should be on issues of remote access to manage cobots. These inherently mobile
devices will be controlled remotely. Interception of cobot control could end up losing the
integrity of the entire manufacturing process. This raises a new threat of intercepting the
management of the process in progress.

The next stage is formed by social dependencies. This dimension is directly related
to the working environment. The key here is how the employees concerned feel in this
environment, how decisions are made, who makes them, and how such teams are formed.
In the case of mixed human-cobot teams, there can be challenges related to trust. Particularly
in the engineering industry, where the work requires not only good qualifications but
the ability to work, many challenges arise. Methods and ways of developing trust in
collaboration with the machine are needed. So that the worker knows that the machine is
working towards the same goal and is not in danger from the machine. So that the worker
can communicate effectively with the machine and understands the decision-making
process when working with the machine. Depending on the manufacturing system, it is
determined who ultimately makes the decisions.

Because of the answers formulated in the previous stages, the task of the technical
stage is to implement solutions in line with social and safety considerations. Solutions
constructed based on clearly defined boundaries can be the starting point for further work.
In addition, it is worth noting the direct benefits of information technology solutions. It
will be necessary to provide new learning datasets for collaborative algorithms (image
recognition, self-awareness, performance of technological tasks), to develop algorithms
that perform safety functions of collaborative work with a person.

In summary, the roadmap for the development of the human–machine relationship
should mainly focus on how to facilitate this process for workers. True collaboration will
only happen when people can trust the machine. The machine, on the other hand, will be
able to identify the intentions of the people it is working with. Therefore, this dimension
will need answers to the questions of how to introduce effective training models. How do
we convince people to work with cobots? Only after answering these questions will it be
necessary to focus on technical issues to answer other important questions such as how to
create a cobot that works with people.
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6. Discussion

The results presented represent a development pathway for the human–machine
relationship illustrated in the literature. The path shown can be seen as a practical develop-
ment framework.

The article provides direction and formulates the next steps on the development path
for the human–machine relationship. By doing so, the systematization of the issue has been
realized. What is most important, the path is a signpost both for researchers, but also for
specialists in the areas of economics, technology, and industry, who are developing product
development paths or developing strategies related to Industry 5.0. The demonstrated
relationships should be considered when formulating long-term management strategies in
the area of planning the development of enterprise manufacturing systems. The roadmap
proposed in the article is a forecast based on the author’s experience and the literature
review carried out.

Of course, the issue described, for differently defined criteria, may show differences
in the relationships shown. At the same time, it should be noted that the article pays
attention to the development perspective and roadmap. Thus, the perspective is intended
to illustrate the direction of change and provide information. The roadmap, on the other
hand, is an expectation of the next development steps with a defined choreography. The
issues analyzed are characterized by dynamics related to changing trends, but also the
economic situation. Therefore, it can be interpreted differently in terms of the experience of
different researchers. Which is understandable and appropriate for this type of study and
the methodology adopted.

At the same time, in the opinion of the authors, the work carried out has made
it possible to capture those relationships that illustrate contemporary transformations.
Therefore, the results and conclusions of the research can be useful.

7. Summary and Conclusions

The fifth industrial revolution uses technological advances to bring the human aspect
back into production. To harness the creativity and the potential inherent in workers. This
has a definite impact on how the human–machine relationship is shaped. This change in
the relationship involves a series of dependencies and challenges of social and legal nature.

Unlike previous revolutions, Industry 5.0 redefines the man-machine relationship by
restoring the human aspect to production. This practically reverses the vector of relation-
ships, which hitherto focused on the development of technical solutions specific to machines.
The collaborative relationship dominates, with the issue of compassion and coevolution
still an issue of the future. At the core is the issue of trust and automation. Therefore, such
a major shift in the manufacturing paradigm, which has so far been concerned with the
implementation of economically motivated new technical solutions (machines, equipment)
in favor of minimizing ‘expensive’ human labor, will have a significant impact on how
goods are produced. This shift towards sustainability in tipping systems represents an open
development perspective. It holds the promise of a new shared future, where social needs
and responsibility for the goods provided are the ultimate goals of manufacturing. At the
same time, it opens many questions in terms of the development roadmap. Different parts
require the development of methods, techniques, and the development of good practices to
fully understand the potential that lies in the human–machine relationship, which will be
the subject of further research.
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monitoring and controlling cyber-physical. Przegląd Elektrotechniczny 2021, 3, 141–145. [CrossRef]
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18. Pizoń, J.; Gola, A. The Meaning and Directions of Development of Personalized Production in the Era of Industry 4.0 and Industry
5.0. In Innovations in Industrial Engineering II.; Springer: Cham, Switzerland, 2023; p. 279569. [CrossRef]

19. Tay, S.I.; Lee, T.C.; Hamid, N.Z.A.; Ahmad, A.N.A. An overview of industry 4.0: Definition, components, and government
initiatives. J. Adv. Res. Dyn. Control Syst. 2018, 10, 1379–1387.

20. Lalik, K.; Flaga, S. A Real-Time Distance Measurement System for a Digital Twin Using Mixed Reality Goggles. Sensors 2021,
21, 7870. [CrossRef]
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