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Preface

Synaptic plasticity is a complex and crucial neuronal mechanism linked to principal memory

and motor functions. During the developmental period into old age, the neural frame is subject to

structural and functional modifications in response to external stimuli. This essential skill of neuronal

cells underpins the ability to learn about mammalian organisms (Glanzman et al., 2010).

Synaptic plasticity phenomena include microscopic changes such as spine pruning and

macroscopic changes such as cortical remapping in response to injury (Citri and Malenka 2008;

Hofer et al., 2009). The increase in neurological and neuropsychiatric disorders in the current

century—although this increase did not occur among the aging population—has resulted in a greater

urgency to understand the aberrant processes connected to these diseases (Martella et al., 2016; 2018;

Bonsi et al. 2018).

In the last decades, it has been highlighted that de novo protein synthesis (mRNA transcription,

mRNA and protein degradation, histone acetylation, DNA methylation, and miRNA regulation),

as well as a new set of signaling molecules (endogenously generated cannabinoids, peptides,

Neurotrophins, protein kinases, and ubiquitindash proteasome system), have been implicated in

synaptic transmission and plasticity.

Giuseppina Martella

Editor
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Molecular Mechanisms of Synaptic Plasticity 2.0: Dynamic
Changes in Neurons Functions, Physiological and
Pathological Process
Giuseppina Martella 1,2

1 Laboratory of Neurophysiology and Plasticity, IRCCS Fondazione Santa Lucia, 00143 Rome, Italy;
martella@med.uniroma2.it or g.martella@hsantalucia.it

2 Department of Humanistic Sciences, Faculty of Motor Sciences, Pegaso University, 80143 Naples, Italy

Due to the success of the first Special Issue on synaptic plasticity, I endeavored to
promote a new Special Issue with an emphasis on dynamic changes in neuronal functions
and physiological and pathological processes.

I have endorsed this Special Issue with the aim of collecting scientific research capable
of intensifying readers’ interest in phenomena related to synaptic plasticity.

Synaptic plasticity is a crucial molecular mechanism whose actions are carried out
from the developmental period to old age. Described briefly, our brain is subject to
structural and functional modifications in response to external stimuli. Synaptic plasticity
phenomena include macroscopic changes and cortical remapping in response to injury,
microscopic changes, and spine pruning [1,2]. The emergency resulting from the increase in
neuropsychiatric and neurological disorders over the last few years has stressed the urgency
of understanding the aberrant processes connected to synaptic plasticity failure [3–5].

The authors invited to contribute to this Special Issue have provided important con-
tributions consisting of the translational and clinical studies that I am pleased to promote
in these few lines. This Special Issue contains two original clinical articles, two literature
reviews, and five original translation articles. I hope that I have provided you with an
extensive thematic collection and that you enjoy your reading.

Patnaik and co-workers examined 29 patients with certified bipolar disorder, 32 patients
affected by cerebellar neurodegenerative pathologies, and 37 healthy subjects using the
3T-MRI technique in order to determine the similarities and differences in cerebellar grey
matter loss. They found a pattern of grey matter cerebellar alterations in both the bipolar
and cerebellar groups that involved the anterior and posterior cerebellar regions, demon-
strating the involvement of the cerebellum in the synaptic plasticity of patients with
bipolar disorder [6].

In multiple sclerosis, inflammation can modify synaptic transmission and plasticity.
Professor Centonze’s group explored the influence of proinflammatory cytokines on associa-
tive Hebbian synaptic plasticity. In their cohort, they found that IL-1β levels were associated
with synaptic hyperexcitability and inversely related to LTP-like synaptic plasticity.

These findings support the evidence that anti-IL-1β drugs represent a new potential
therapeutic target. Considering the identification of IL-1β as a marker of inflammatory
synaptopathy, antagonistic drugs may also represent a specific target during the different
phases of the progression of multiple sclerosis [7].

In their systematic review, Eltokhi and coworkers underline the correlation between
neuropsychiatric disorders and deficits in the glutamatergic system, and they also consider
the psychiatric features of neurodevelopmental disorder as well as autism. Alterations in
synaptic plasticity, accompanied by structural modifications of excitatory synapses, were
observed in schizophrenia and autism spectrum disorders using EM-imaging methods. In
addition, it was revealed that the expression of glutamatergic receptors is differentially
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affected in various brain regions, thus revealing an undeniable link between altered synaptic
plasticity and psychiatric illness [8].

D’Angelo and colleagues investigated the A2A receptor’s role in different areas inside
of a DYT1 mouse model of dystonia. They showed that A2A receptors are significantly
improved in the striatal and globus pallidus nuclei and reduced in the entopeduncular
nucleus. These opposite modifications may suggest that the pathophysiology of dystonia is
correlated with an imbalance of the direct or indirect pathway [9].

The motor thalamus (MTh) is involved in the basal ganglia cortical loop and acts on
the codifying of motor information. Di Giovanni and his co-workers showed for the first
time that acute dopamine depletion caused by tetrodotoxin (TTX) results in an increase
in GABA concentration in the MTh along with unchanged glutamate levels. Chronic
dopamine denervation via 6-hydroxydopamine (6-OHDA) in anesthetized rats affects the
coupling of MTh cortical activity in relation to the TTX-induced acute depletion state. The
authors’ findings demonstrate that the MTh, among other areas in the basal ganglia, is
influenced by DA chronic deprivation and makes alterations in the basal ganglia network
in relation to counterbalancing the profound alteration arising after the onset of the acute
DA depletion state [10].

La Recchiuta aimed to emphasize the role of the amygdala and medial prefrontal cortex
in functional plasticity and synaptic wiring in conditions of fear extinction. Her results
demonstrated that the optogenetic activation of pyramidal neurons in mice conditioned
by induced fear extinction deficits causes an increase in cellular excitability, excitatory
neurotransmission, and spinogenesis and is also associated with modifications of the
transcriptome of amygdala pyramidal neurons [11].

The brain-derived neurotrophic factor (BDNF) drives brain development and matura-
tion. Altered BDNF levels have been observed in many neurological diseases to such an
extent that new therapeutic strategies are being developed to increase the level of BDNF.

Fingolimod-phosphate (FTY720-P) can modulate BDNF levels. However, the mech-
anisms by which the FTY720-P operates are still unclear. Patnaik and colleagues have
shown that FTY720-P can regulate dendritic architecture, increase dendritic spine den-
sity, and modify the morphology of mature primary hippocampal neuron cultures. This
study confirms that BDNF-dependent therapies may represent a new goal for many
neurological diseases [12].

The Ghiglieri group, on the other hand, carried out scientific work demonstrating that
food restriction can improve the lifespan of different species.

According to their analyses, food is a natural reward, and where this reformulation is re-
stricted, some neuroadaptive responses are necessary to maintain physiological homeostasis.

They examined the AMPA receptor subunit composition in the dorsal striatal neu-
rons of mice that had been acutely food deprived and showed that even moderate food
deprivation in experimental animal models reflects a series of neuroadaptations and the
remodeling of striatal synaptic plasticity [13].

Stroke is a great enemy of modern medicine. Usually, deficiencies of the neurovascular
unit caused by reperfusion lesions, or inflammatory processes, constitute the main field of
study. In their literature review, De Luca and collaborators provided a road map that could
help to improve both therapy and rehabilitation through the knowledge of translational
studies. They also suggest that further research should involve the cellular capacity to avoid
neuroinflammatory phenomena and the capacity of cells during reperfusion to actively
reshape the matrix [14].

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Cortisol is a potent human steroid hormone that plays key roles in the central nervous
system, influencing processes such as brain neuronal synaptic plasticity and regulating the expression
of emotional and behavioral responses. The relevance of cortisol stands out in the disease, as its
dysregulation is associated with debilitating conditions such as Alzheimer’s Disease, chronic stress,
anxiety and depression. Among other brain regions, cortisol importantly influences the function
of the hippocampus, a structure central for memory and emotional information processing. The
mechanisms fine-tuning the different synaptic responses of the hippocampus to steroid hormone
signaling remain, however, poorly understood. Using ex vivo electrophysiology and wild type (WT)
and miR-132/miR-212 microRNAs knockout (miRNA-132/212−/−) mice, we examined the effects
of corticosterone (the rodent’s equivalent to cortisol in humans) on the synaptic properties of the
dorsal and ventral hippocampus. In WT mice, corticosterone predominantly inhibited metaplasticity
in the dorsal WT hippocampi, whereas it significantly dysregulated both synaptic transmission and
metaplasticity at dorsal and ventral regions of miR–132/212−/− hippocampi. Western blotting further
revealed significantly augmented levels of endogenous CREB and a significant CREB reduction in
response to corticosterone only in miR–132/212−/− hippocampi. Sirt1 levels were also endogenously
enhanced in the miR–132/212−/− hippocampi but unaltered by corticosterone, whereas the levels of
phospo-MSK1 were only reduced by corticosterone in WT, not in miR–132/212−/− hippocampi. In
behavioral studies using the elevated plus maze, miRNA-132/212−/− mice further showed reduced
anxiety-like behavior. These observations propose miRNA-132/212 as potential region-selective
regulators of the effects of steroid hormones on hippocampal functions, thus likely fine-tuning
hippocampus-dependent memory and emotional processing.

Keywords: microRNA; miR-132/212; synaptic plasticity; dorsal hippocampus; ventral hippocampus;
corticosterone; emotional behavior; anxiety-like behavior

1. Introduction

The steroid hormone cortisol (also known as hydrocortisone) is a highly potent human
hormone produced by the adrenal glands and whose secretion into the blood stream is
triggered by the corticotropin-releasing hormone originating from the hypothalamus in
the brain. Cortisol is central for the regulation of many biological functions, including the
modulation of the body responses to stress, the reduction of inflammatory processes, the
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regulation of blood pressure and metabolic functions, and the influences on the immune
system and circadian sleep-wake cycles [1,2]. Cortisol is also a powerful regulator of
brain function, influencing learning, memory and emotional behaviors in both humans
and animals [2–5]. Moreover, dysregulated cortisol levels have been identified during
the onset and progression of a variety of conditions associated with memory decline
and emotional dysregulation, including post-traumatic stress disorder, depression, stress
and anxiety [6–15]. Several studies have also shown that altered levels of corticosterone
(the molecular counterpart of cortisol in mice and rats) result in profound changes in
neuronal synaptic plasticity as well as altered memory-related emotional behaviors [16–22].
The molecular mechanisms by which cortisol can distinctly affect the different regions of
the brain to influence memory and emotion-related behaviors remain, however, poorly
understood.

The hippocampus, a brain structure critical for learning and memory processing [23–26],
is involved in the regulation of emotional memories [27–29] and is importantly associated
with the modulation of the hypothalamic–pituitary–adrenal axis function in health and
disease [30–33]. Interestingly, exposure to early-life stress has been shown to correlate with
a reduction in the anatomical features of hippocampal structures as well as alterations in
cortisol levels [30,33]. Moreover, while the hippocampus is the brain region with perhaps
the highest concentration of receptor target sites for adrenocortical steroids [29], and
whereas several studies have shown that corticosterone can directly influence hippocampal
synaptic potentiation [34,35], little continues to be known about how cortisol differentially
affects the different regions of the hippocampus to influence memory-related emotional
behaviors [28]. Here, we hypothesized that microRNAs (miRNAs) are key molecular
elements participating in the modulation of the region-specific effects of glucocorticoid
hormones on hippocampal synaptic transmission and metaplasticity (the newly generated
synaptic changes that happen after synaptic plasticity has occurred [36–38]).

miRNAs, are non-encoding short transcript RNAs that participate in the posttranscrip-
tional modulation of gene expression [39,40]; that serve in a variety of pivotal functions
of the central nervous systems, including the modulation of synaptic activity [41–46]; and
which are importantly involved in the brain neuropathology [47–51]. Elevated levels of
some miRNAs (e.g., miR-455-3p), have been found in serum samples from Alzheimer’s
disease patients relative to those obtained from healthy controls, thus suggesting the pos-
sibility that miR-455-3p and other miRNAs [49] could even be used as biomarkers in the
contexts of very severe neuropathologies, as is the case of Alzheimer’s disease [48]. In line
with this, specific studies of the levels of the miRNA miR-132 have been conducted using
quantitative real time PCR in postmortem brain tissue samples obtained from deceased pa-
tients that had being diagnosed with Alzheimer’s disease and with mild cognitive-decline.
These studies showed significantly enhanced levels of miR-132 in the samples from both
Alzheimer’s disease and cognitive-decline groups as compared with the data obtained from
their normal (control) samples, suggesting that miR-132 might be a critical player in the
pathogenesis of Alzheimer’s disease [47]. Interestingly, other authors have described not
elevated but rather markedly reduced levels of miR-132 at middle and advanced stages of
Alzheimer’s disease [50], and that the reduction in this specific miRNA aggravates amyloid
and TAU pathological features [52]. For many years, miR-132 has been jointly examined
together with miR-212 in a variety of different multidisciplinary studies (see for exam-
ple [53–58]), as both these molecules are described to belong to the same highly conserved
cluster family of miRNAs derived from a shared phylogenetic ancestor; further having
their gene chromosomic organization arrayed as a tandem [59]. Similarly, in experiments
using genetically modified mice, the combined genetic deletion of the genes encoding
for miR-132 and miR-212 has been shown to result in an enhancement in the levels of
amyloid beta peptides as well as in augmented amyloid-related plaque formation [51]. All
these observations had clearly identified the microRNA212/132 cluster family as highly
interesting candidates in studies about the brain neuronal function in health and disease.
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Several groups, including ours, have previously described some of the functional
effects of the double-deletion of the genes encoding for the miRNAs 132 and 212 in the
regulation of plasticity-related functions in the mouse hippocampus [43,57,60,61]. How-
ever, although both steroid-hormones, including cortisol and corticosterone, as well as the
miRNAs 132 and 212, have been independently implicated in the regulation of synaptic
plasticity and emotion-related functions ([62,63]), the potential functional crosslink be-
tween steroid hormones; brain region-specific regulation of synaptic plasticity; and the
miRNAs 132 and 212, remained -to our knowledge- unexplored. Therefore, the main
objective of this work was to use a previously described double miR-132 and miR-212
miRNAs knockout mouse line [56] (here referred as miRNA-132/212−/−, or KO), in order
to electrophysiologically study the synaptic responses to corticosterone stimulation in
hippocampal slices, and to examine whether these responses are functionally homogeneous
or not when measurements at the dorsal and ventral hippocampi are compared. We have
obtained experimental data suggesting a potential role for the miR-132/12 in hippocampal
neuroendocrine signaling and emotion-related behaviors.

2. Results
2.1. Comparable Basal Synaptic Transmission in Dorsal and Ventral Hippocampi of WT and
miR–132/212−/− Mice

In order to examine the physiological relevance of the microRNAs 132 and 212 in
mediating the hippocampal synaptic responses to corticosterone stimulation, we explored
the effect of 1 µM corticosterone on basal synaptic transmission and memory-related synap-
tic plasticity in the dorsal and ventral hippocampus of wild type and miR–132/212−/−

mice. To this aim, we conducted recordings of extracellular field potentials ex vivo in
acutely-dissociated hippocampal slices following standardized electrophysiological proto-
cols previously described by our group and others [43,60,61,64–70].

As illustrated in Figure 1A, for these experiments, we extracted the hippocampus
and split it into two main pieces lengthwise the septo-temporal axis, relative to the mor-
phological transverse middle, and then slices for electrophysiological recordings were
obtained from about 30–40% of the section comprising the defined center towards either
the dorsal or the ventral ending regions (longitudinally). These areas are known to ex-
hibit classical LTP responses as induced by electrical stimulation [71,72]. Subsequently,
field potential recordings were conducted at the CA1 region upon delivering electrical
stimulation at the Schaffer’s collaterals from the CA3 region for both dorsal and ventral
regions (Figure 1B). For plasticity experiments, recordings were conducted in the presence
and absence of corticosterone in slices from both WT and miR–132/212−/− mice. Corti-
costerone was applied in the bath for the time specified in the figures and then removed
using gravity-based-perfusion and peristaltic pump-driven solution exchange. Before
examining the effect of 1 µM corticosterone on the properties of synaptic plasticity, we
verified the functional integrity of the synaptic circuits by measuring input/output (I/O)
field responses (see Materials and Methods) in untreated dorsal and ventral hippocampi
of WT and miR–132/212−/− mice. As shown in Figure 1CD, no statistically significant
differences were found in basal synaptic transmission when comparing the data obtained
in slices derived from WT and miR–132/212−/− mice. Two-way RM-ANOVA with Bon-
ferroni’s and Geisser–Greenhouse’s corrections, and alpha set to 0.05 (n = 21 animals per
group), showed no significance for the effects of the 1 µM corticosterone treatment for
WT vs. miR–132/212−/− at dorsal (p = 0.7450; F (1, 40) = 0.1073) or ventral (p = 0.1748;
F (1, 40) = 1.908) hippocampi.
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Figure 1. Description of the electrophysiological approach and study of basal synaptic transmission. 
(A) The cartoon on the left represents a sagittal section of the mouse brain with the relative locali-
zation of one of the two hippocampi and Anterior–Posterior and Dorsal–Ventral references indi-
cated. To the right, the black arrow points towards the extracted hippocampus, which was divided 
into two parts using its anatomical middle as the nominal center. Slices were subsequently obtained 
from the ending dorsal (represented by a left-90°-rotated “V” shape) and ventral (represented by a 
horizontally flipped “C” shape) regions that comprise circa 30–40% (blue dotted lines) of the portion 
located longitudinally from the center towards each respective end. (B) Two representative micro-
photographs of hippocampal slices from the ventral (left) and dorsal (right) regions were used to 
hereby illustrate the synaptic regions examined electrophysiologically and the positioning of the 
recording and stimulating electrodes. The tossed “V”- and “C”-like black lines partially surround-
ing the dentate gyrus (gray line inside the slices) illustrate the morphology typically observed ven-
trally and dorsally under the microscope. The CA3 and CA1 regions are indicated. In the large, 
boxed inset below (left): Schematic representation of the protocol used to generate input/output 
(I/O) curves used to assess basal synaptic transmission. The large, red-filled arrow at the top left 
points towards the delivered electrical stimulation pulses, which consisted of 10 discrete 200 µs 
voltage steps (in red) from 0–9 V delivered with 15 s intervals. Below, the large purple-filled arrow 
on the left points towards representative traces of the 10 elicited field potential recordings. The small 
blue arrow preceded by an asterisk indicates a field recording with an amplitude of approximately 
50% of the maximal achievable amplitude, which, in this diagram, and as an illustration, would 

Figure 1. Description of the electrophysiological approach and study of basal synaptic transmission.
(A) The cartoon on the left represents a sagittal section of the mouse brain with the relative localization
of one of the two hippocampi and Anterior–Posterior and Dorsal–Ventral references indicated. To
the right, the black arrow points towards the extracted hippocampus, which was divided into
two parts using its anatomical middle as the nominal center. Slices were subsequently obtained
from the ending dorsal (represented by a left-90◦-rotated “V” shape) and ventral (represented by
a horizontally flipped “C” shape) regions that comprise circa 30–40% (blue dotted lines) of the
portion located longitudinally from the center towards each respective end. (B) Two representative
microphotographs of hippocampal slices from the ventral (left) and dorsal (right) regions were used
to hereby illustrate the synaptic regions examined electrophysiologically and the positioning of the
recording and stimulating electrodes. The tossed “V”- and “C”-like black lines partially surrounding
the dentate gyrus (gray line inside the slices) illustrate the morphology typically observed ventrally
and dorsally under the microscope. The CA3 and CA1 regions are indicated. In the large, boxed
inset below (left): Schematic representation of the protocol used to generate input/output (I/O)
curves used to assess basal synaptic transmission. The large, red-filled arrow at the top left points
towards the delivered electrical stimulation pulses, which consisted of 10 discrete 200 µs voltage
steps (in red) from 0–9 V delivered with 15 s intervals. Below, the large purple-filled arrow on the left
points towards representative traces of the 10 elicited field potential recordings. The small blue arrow
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preceded by an asterisk indicates a field recording with an amplitude of approximately 50% of the
maximal achievable amplitude, which, in this diagram, and as an illustration, would have been
generated by the step of voltage stimulation of 3 V, as indicated in the upper panel by a small blue
arrow preceded by an asterisk. In the large, boxed inset below (right): Schematic representation of
the high-frequency stimulation (HFS) protocol used to generate long-term potentiation (LTP). In the
top panel, the large, red-filled arrow on the left points towards the 5 delivered bursts of electrical
stimulation pulses, each burst consisting of 10 biphasic voltage steps (100 µs/phase, 100 Hz, with
500 ms intervals) given at voltage intensities eliciting about 50% of the maximal inducible amplitude.
In the lower panel, the large, purple-filled arrow on the left points towards representative traces
illustrating elicited field potential recordings during the baseline recordings (before HFS) and after
having delivered the LTP-inducing protocol (after HFS). During experiments, the “before” and “after”
field recordings are obtained upon delivering one biphasic pule (100 µs/phase) with inter-stimulus
intervals of 30 s, using the same voltage stimulation that elicited about 50% of the maximal inducible
amplitude. (C,D) The line charts represent the data from the changes in the field slopes versus the
different values of voltage delivered (normalized to maximal slope) for slices from the dorsal and
ventral regions, respectively, obtained from WT and miRNA-132/212−/− mice (n = 21 animals per
group). No statistically significant differences were observed between the different groups (details in
the main text). Data are shown as mean ± SEM.

2.2. miRNA-132/212 Gene-Depletion Differentially Affects Short-Term Plasticity in Ventral and
Dorsal Hippocampus

In order to further characterize the functional activity at the dorsal and ventral hip-
pocampi of WT and miR–132/212−/− mice, we sought to investigate the properties of
presynaptic-dependent short-term plasticity. To this aim, we implemented electrophys-
iological protocols of Paired-Pulse-induced Facilitation (PPF) in brain slices following
methods previously described by our group and others [60,61,73,74] (see also Materials
and Methods). Through PPF protocols, it is possible to experimentally evoke a form of
short-term plasticity that has been functionally associated with the modulation of exocy-
tosis [75] and which is further proposed to influence the properties of long-term forms of
synaptic plasticity [76].

We therefore examined PPF in dorsal and ventral hippocampi in slices from WT and
KO mice. As depicted in Figure 2, analysis of the changes in the relative amplitudes
(Figure 2A) and field slope ratios (Figure 2B) measured at all the different interpulse inter-
vals examined (see also Material and Methods) showed significant differences between the
groups indicating a marked impact of the miRNA-132/212 gene deletion on the properties
of dorsal vs. ventral responses during short-term synaptic plasticity. Mixed-effects model
three-way ANOVA with Tukey multiple comparisons correction showed significant (**)
effect of the interpulse interval (p = 0.0012), as well as highly significant (****) difference
for WT dorsal–WT ventral vs. KO dorsal–KO ventral (p < 0.0001) and high significance
(****) for WT dorsal–KO dorsal vs. WT ventral–KO ventral (p < 0.0001) for the analyses
of the data from the raw amplitudes (with Chi-square = 20.98; df = 1; p < 0.0001; (****))
(Figure 2A). Accordingly, mixed-effects model three-way ANOVA with Tukey multiple
comparisons correction showed significant (**) effect of the interpulse interval (p = 0.0033),
as well as both significant (*) difference for WT dorsal–WT ventral vs. KO dorsal–KO ven-
tral (p = 0.0327) and high significance (****) for WT dorsal–KO dorsal vs. WT ventral–KO
ventral (p = 0.0001) for the analyses of the slopes (Chi-square = 14.71; df = 1; p = 0.0001;
(***)) (Figure 2B).
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cated by black filled arrows) were delivered with an initial 20 ms interpulse interval (t), followed by 
consecutive increments in 20 ms (Δt) of duration until reaching 160 ms. The red-filled arrow pointing 
towards the right indicates the advance in time. Ratios for the values of raw amplitude or initial 
decay slope of the field potential responses (EPSP2/EPSP1) were used to quantify the power of 
paired-pulse-induced facilitation. No major differences are detected in the PPF amplitude (A) and 
field-slope ratios (B) when recordings from the dorsal and ventral hippocampi are examined in re-
sponse to the different interpulse time intervals in slices from WT animals. Conversely, a marked 
difference is observed in the properties of the PPF amplitude, and field-slope ratios are examined in 
slices derived from miR–132/212−/− mice. p < 0.05 was considered significant. * p < 0.05, **** p < 0.0001. 
Data are shown as mean ± SEM. A total of 21–22 animals per group were examined. Statistical values 
are described in the main text. 
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the Mouse Hippocampus 

We next analyzed the effect of the 1 µM corticosterone treatment on dorsal hippo-
campal metaplasticity in slices obtained from WT animals. To this aim, two consecutive 
LTP-inducing stimulation protocols known to induce metaplasticity [36,77] were deliv-
ered before and after corticosterone treatment, which generated the transient post-tetanic 
potentiation peaks PTP1 and PTP2 (see also Materials and Methods). Figure 3A shows the 
development in time of the averaged field-slope responses (normalized to the initial base-
line). No differences between the untreated and the corticosterone-treated group were ap-
parent for PTP1, and in the treated group, corticosterone treatment did not result in salient 
differences in the subsequent development of the potentiated field responses compared 
to the untreated group. However, the PTP2 response obtained after corticosterone treat-
ment presented a statistically significant reduction in its initial amplitude, whereas the 
subsequent field slopes developed in time in a pattern that did resemble that of the un-
treated group (Figure 3A). Two-way RM-ANOVA with Bonferroni´s and Geisser–

Figure 2. miRNA-132/212 gene-deletion influences presynaptic-dependent short-term facilitation
in the mouse hippocampus. The cartoon in the upper inset illustrates the paired-pulse facilitation
protocol used to induce short-term facilitation. Two consecutive pulses of electrical stimulation
(indicated by black filled arrows) were delivered with an initial 20 ms interpulse interval (t), followed
by consecutive increments in 20 ms (∆t) of duration until reaching 160 ms. The red-filled arrow
pointing towards the right indicates the advance in time. Ratios for the values of raw amplitude or
initial decay slope of the field potential responses (EPSP2/EPSP1) were used to quantify the power
of paired-pulse-induced facilitation. No major differences are detected in the PPF amplitude (A)
and field-slope ratios (B) when recordings from the dorsal and ventral hippocampi are examined
in response to the different interpulse time intervals in slices from WT animals. Conversely, a
marked difference is observed in the properties of the PPF amplitude, and field-slope ratios are
examined in slices derived from miR–132/212−/− mice. p < 0.05 was considered significant. * p < 0.05,
**** p < 0.0001. Data are shown as mean ± SEM. A total of 21–22 animals per group were examined.
Statistical values are described in the main text.

2.3. miRNAs-132/212 Regulate the Region-Specific Effects of Corticosterone on Metaplasticity in
the Mouse Hippocampus

We next analyzed the effect of the 1 µM corticosterone treatment on dorsal hippocam-
pal metaplasticity in slices obtained from WT animals. To this aim, two consecutive
LTP-inducing stimulation protocols known to induce metaplasticity [36,77] were deliv-
ered before and after corticosterone treatment, which generated the transient post-tetanic
potentiation peaks PTP1 and PTP2 (see also Materials and Methods). Figure 3A shows
the development in time of the averaged field-slope responses (normalized to the initial
baseline). No differences between the untreated and the corticosterone-treated group
were apparent for PTP1, and in the treated group, corticosterone treatment did not result
in salient differences in the subsequent development of the potentiated field responses
compared to the untreated group. However, the PTP2 response obtained after corticos-
terone treatment presented a statistically significant reduction in its initial amplitude,
whereas the subsequent field slopes developed in time in a pattern that did resemble that
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of the untreated group (Figure 3A). Two-way RM-ANOVA with Bonferroni’s and Geisser–
Greenhouse’s correction, and alpha set to 0.05 (with n = 10–11 animals per group), showed
no significance for the effect of the treatment (F (1, 19) = 0.01610; p = 0.9004) but a signif-
icant (****) time × treatment interaction (F (159, 3021) = 2.482; p < 0.0001). Unpaired t-test
(two-tailed) was also used to determine significance for three individual times: 10.5 min,
corresponding to the first PTP response (Figure 3B); 25 min, corresponding to the early
effect of corticosterone on the synaptic responses (Figure 3C); and 50.5 min, correspond-
ing to the second PTP response (Figure 3D). Significant differences were found only for
the PTP2 response (50.5 min: p = 0.0078; Welch-correction t = 3.149, df = 12.80; 10.5 min:
p = 0.4654; Welch-correction t = 0.7529, df = 12.50; 25 min: p = 0.7769, Welch-correction
t = 0.2876, df = 18.25).
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Figure 3. Corticosterone affects hippocampal metaplasticity in a region-specific manner. (A) Double
high-frequency stimulation protocols, known to induce LTP (see also Materials and Methods) and gen-
erate robust peaks of post-synaptic-potentiation (PTP) responses (PTP1 and PTP2), were implemented
in slices in order to examine the effect of 1 µM corticosterone on facilitated synaptic transmission
and plasticity in the dorsal hippocampus of WT animals. No salient differences were apparent for
the PTP1 response or the succeeding development of synaptic transmission during the exposure to
corticosterone, as compared to the untreated control group. However, a very pronounced, statisti-
cally significant reduction of the PTP2 response was observed in the corticosterone-treated group,
with the following field responses developing analogously to those of the untreated control group.
Independent statistical analyses (details in the main text) were conducted for the PTP1 response
measured at 10.5 min (B), which showed no significant differences; as well as for the development of
synaptic transmission in the presence of corticosterone at 25 min (C), also showing no differences;
and for the PTP2 response at 50.5 min (D), which showed significant (**) differences (statistical values
in the main text). Corresponding analyses were done for the ventral hippocampus, which showed
no differences for PTP1 and PTP2 (E), and also no significant differences in the field responses of
10.5 min (F), 25 min (G) and 50.5 min (H). Gray-filled large arrows show effects on metaplasticity.
ns = not significant. p < 0.05 was considered significant. ** p < 0.01. Data are shown as mean ± SEM.
Statistical values and the number of subjects are described in the main text.
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An equivalent examination was conducted in order to study the effects of corticos-
terone on ventral hippocampal metaplasticity using the double LTP-inducing protocol in the
WT group. As depicted in Figure 3E, the PTP1 responses showed no differences when the
untreated and corticosterone-treated groups were compared. Two-way RM-ANOVA with
Bonferroni’s and Geisser–Greenhouse’s correction, and alpha set to 0.05 (with n = 10–11 per
group), showed no significance for the effect of the treatment (F (1, 19) = 2.375; p = 0.1398)
but a significant (****) time × treatment interaction (F (159, 3021) = 2.884; p < 0.0001). As
conducted for dorsal hippocampal slices, unpaired t-test (two-tailed) was also used to
examine differences in the ventral hippocampus for 10.5 min, 25 min and 50.5 min. As illus-
trated in Figure 3F–H, no significant differences were found in any of the three examined
time points. (10.5 min: p = 0.2748; Welch-correction t = 1.124, df = 19; 25 min: p = 0.0814,
Welch-correction t = 1.840, df = 19; 50.5 min: p = 0.0703; Welch-correction t = 1.917, df = 19),
but a mixed-effects model (REML) without sphericity assumption, used to independently
verify the behavior of the data right after the PTP2 (min 52–79), found a highly significant
time × treatment interaction (p < 0.0001 (****), F (54, 1026) = 1.959), a phenomenon not ob-
served in dorsal hippocampal slices (see large down-pointing gray-filled arrows after PTP2
in Figure 3A,E).

2.4. miRNA–132/212 Gene Deletion Disrupts the Region-Specific Effect of Corticosterone on
Hippocampal Metaplasticity

In order to assess the relevance of the microRNAs 132 and 212 as regulators of the
effects of corticosterone in hippocampal synaptic transmission and metaplasticity, we
next investigated the acute impact of corticosterone stimulation on the dorsal and ventral
hippocampus using slices from miR–132/212−/− mice. We first examined the effects
of corticosterone on metaplasticity using the paired LTP-inducing protocol in the dorsal
hippocampus. As shown in Figure 4A, slices from miR–132/212−/− mice presented with
metaplasticity responses are indistinguishable from those observed in slices from their
related WT counterparts after corticosterone treatment. That is, corticosterone induced a
reduction in the amplitude of the PTP2 response in miR–132/212−/− slices but did not
affect the temporal development of the subsequent field responses relative to the untreated
miR–132/212−/− control group. Two-way RM-ANOVA with Bonferroni’s and Geisser–
Greenhouse’s correction, and alpha set to 0.05 (with n = 10–11 per group), showed no
significance for the effect of the treatment (F (1, 19) = 0.002677; p = 0.9593) but a significant
(****) time × treatment interaction (F (159, 3021) = 5.025; p < 0.0001). Unpaired t-test (two-
tailed), used to examine differences at 10.5, 25 and 50.5 min, returned non-significant
values of p = 0.2252 and Welch-correction t = 1.280 with df = 11.75 for 10.5 min (Figure 4B);
p = 0.0549 and Welch-correction t = 2.048 with df = 18.62 for 25 min (Figure 4C); and
significant values of p = 0.0083 (****) with Welch-correction t = 3.011 and df = 16.01 only for
50.5 min (Figure 4C).

We subsequently analyzed the impact of corticosterone on metaplasticity in the ventral
hippocampus of slices derived from miR–132/212−/− mice. Figure 4E shows comparable
metaplasticity-related LTP responses between the untreated and the corticosterone-treated
groups for the PTP1 response and no statistically significant differences at 10.5 min time-
point (Figure 4F). However, corticosterone produced a statistically significant increase in
the synaptic responses in the presence of corticosterone as recorded at 25 min, which is indi-
cated by a large gray-filled down-pointing arrow in Figure 4E, a phenotype also revealed at
the 25 min timepoint in Figure 4G (**). Moreover, corticosterone also produced a significant
reduction in the PTP2 response in ventral hippocampal slices from miR–132/212−/− mice
(Figure 4H), an effect not detected in corticosterone-treated ventral hippocampal slices
derived from WT mice (Figure 3H). Two-way RM ANOVA with stacked matching and
no sphericity assumption (done with Geisser–Greenhouse’s and Bonferroni’s corrections
and alpha set to 0.05) for data depicted in Figure 4E reported no significance for the effect
of treatment (p = 0.0991) and a highly statistically significant (****) time × treatment in-
teraction (p < 0.0001; F (159, 3180) = 3.899). Independent two-tailed unpaired t-test yielded
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values of p = 0.6237 with Welch-corrections of t = 0.4998 and df = 16.76 for datapoints at
10.5 min (Figure 4F); p = 0.0064 (**) with Welch-corrections of t = 3.232 and df = 13.26 for
25 min (Figure 4G); and p = 0.0492 (*) with Welch-corrections of t = 2.107 and df = 18.27 for
50.5 min (Figure 4H).
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Figure 4. miRNAs–132/212 gene deletion impairs the region-selective effect of corticosterone on
hippocampal synaptic plasticity. The properties of synaptic transmission and plasticity examined in
the dorsal hippocampus of untreated and corticosterone-treated slices derived from miR–132/212−/−

mice were comparable with the WT group described above. That is, no major differences were
observed for PTP1, but a significant reduction in the PTP2 response (A) was apparent, also with no
detectable differences for 10.5 min (B) and 25 min (C), and a statistically significant (**) difference
between untreated and treated groups for 50.5 min (D). However, for the ventral hippocampus,
while slices from miR–132/212−/− mice exhibited similar PTP1 responses for the untreated and
corticosterone-treated groups (E), the facilitated postsynaptic responses measured in the presence
of corticosterone presented an enhanced amplitude (large gray-filled arrow) as well as a significant
reduction of the PTP2 response, to a degree that was not observed in the corticosterone-treated WT
group. Statistical analyses conducted for responses measured at 10.5 min showed no significant
differences (F); whereas both recordings at 25 min (G) and 50.5 min (H) showed statistically significant
differences (** and *, respectively). ns = not significant. * p < 0.05, ** p < 0.01. Data are shown as
mean ± SEM. Statistical values and number of subjects are described in the main text.

Taken together, all these observations point towards a possible involvement of the
miRNA 132/212 cluster family in the region-specific regulation of the effects of glucocor-
ticoid hormones on hippocampal synaptic metaplasticity functions and memory-related
emotional behaviors. These data further suggested that molecular elements known to
mediate in the regulation of both synaptic functions and glucocorticoid hormone activity
could be differentially affected by corticosterone in WT and miR–132/212−/− mice hip-
pocampi. In an effort to launch a first experimental verification of this hypothesis, we used
the technique of western blot (Materials and Methods) and examined the expression levels
of CREB, Sirt1, MSK1, CDK5 and PTEN in the hippocampi of WT and miR–132/212−/−

mice.

12



Int. J. Mol. Sci. 2023, 24, 9565

2.5. Deletion of miR–132/212−/− Prevents Enhanced Expression of CREB in the Hippocampi of
Corticosterone Treated Slices

The participation of CREB in the regulation of synaptic plasticity and hippocampus-
dependent learning and memory functions has been extensively described, and functional
crosslinks between microRNA-mediated regulation (including the 132/212 cluster) and
CREB expression have also been proposed [44,78–83]. Moreover, our group has recently
described significantly enhanced levels of CREB in the hippocampus of miR–132/212−/−

mice [61]. However, to the best of our knowledge, the acute effects of corticosterone on the
levels of CREB has not been examined in hippocampi lacking miR-132/212. We therefore
prepared acutely-dissociated hippocampal slices from both WT and miR–132/212−/−

mice and subsequently stimulated them for 1 h with corticosterone. Two-way ANOVA
(Alpha 0.05) reported a significant effect of the genotype (F (1, 12) = 6.504; p = 0.0255), high
significance for the effects of the treatment (F (1, 12) = 45.16; p < 0.0001), and a significant
interaction between factors (F (1, 12) = 80.05; p < 0.0001).

As shown in Figure 5A,C, further post hoc analyses revealed that untreated hip-
pocampi derived from miR–132/212−/− mice presented enhanced expression levels of
CREB compared to untreated WT controls, thus corroborating our previously reported
observations [61]. However, both the levels of CREB (Figure 5B,C) were considerably re-
duced in the corticosterone-treated hippocampi of miR–132/212−/− mice when compared
to both untreated KO miR–132/212−/− slices and corticosterone-treated hippocampi from
the WT animals. Phospho-CREB was also downregulated in KO compared to WT slices
when treated with corticosterone (Figure 5B,D), as shown by unpaired t-test (p < 0.0001;
t = 8.834, df = 6).
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Figure 5. Corticosterone induces reduction in the levels of CREB in miR–132/212−/− mice hip-
pocampus. (A,B) Representative photographs of blotting membranes containing transferred proteins
obtained from untreated and corticosterone-treated hippocampal tissue from WT and miRNA-
132/212−/− (KO) mice, respectively. The membranes were incubated with antibodies for CREB,
pCREB and GAPDH. (C) The chart shows the averaged data for the levels of CREB normalized
to those of the GAPDH as derived from densitometric analysis of the blots. The levels of CREB
are significantly augmented in the hippocampus of the miRNA-132/212 KO mice and significantly
reduced in response to corticosterone treatment. (D) Charts of the blots averaged densitometry data
for the levels of pCREB relative to GAPDH, as examined using corticosterone-treated hippocampal
tissue from WT and miRNA-132/212−/− mice. Note the significant reduction in the levels of the two
forms of CREB in response to corticosterone. The results in all charts are shown in each case as a fold
change relative to the detected levels of the enzyme GAPDH. ** p < 0.01, *** p < 0.001, **** p < 0.0001.
Data are shown as mean ± SEM (n = 4 animals per group).
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2.6. Sirt1 Protein Levels Are Enhanced and Insensitive to Corticosterone Stimulation in the
miR–132/212−/− Mice Hippocampi

A functional link has been very recently established between the brain neuronal
microRNAs miR-132 and miR-212 and their target-regulated protein Sirtuin 1 (Silent In-
formation Regulator 1; in short, Sirt1) in the context of Alzheimer’s Disease [84]. Sirt1
has indeed been shown to regulate endocrine activity and participates in the regulation of
memory-related neuronal functions through its capability to induce axonal and dendritic
morphological rearrangements [84,85], see also [86]. Moreover, corticosterone (the brain
stress-signaling molecule in rodents equivalent to cortisol in humans) has also been shown
to dose-dependently regulate the levels of Sirt1 in cellular stress models [87]. While a
crosslink between Sirt1 and the miRNAs 132/-212 had been previously examined [88],
the acute impact of corticosterone on the levels of hippocampal Sirt1 and its relation to
the levels of the miRNAs 132 and 212 remained, to our knowledge, uncharacterized. We,
therefore, next sought out to examine the acute effects of corticosterone on the levels of
Sirt1 in the hippocampi of both WT and miR–132/212−/− mice (see also Materials and
Methods). Two-way ANOVA (Alpha 0.05) reported statistically significant differences (***)
for genotype (F (1, 12) = 31.52; p = 0.0001); also, significance (*) for treatment (F (1, 12) = 5.293;
p = 0.0401) with no differences for interactions (F (1, 12) = 2.287; p = 0.1564). Subsequent post
hoc analysis showed that the hippocampi of miR–132/212−/− mice presented a significant
enhancement in the levels of Sirt1, while the corticosterone treatment did not significantly
revert this phenotype (Figure 6).
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132/212−/− mice hippocampus. (A) Representative photographs of blot membranes derived from
WB studies using untreated (upper set) and corticosterone-treated (lower set) hippocampal tissue
from WT and miRNA-132/212−/− (KO) mice. The membranes were incubated with antibodies for
Sirt1 and GAPDH. (B) Averaged levels of Sirt1 under untreated and corticosterone-treated conditions,
normalized to GAPDH values, as derived from densitometric analysis of blots. The levels of Sirt1
appeared significantly enhanced in the untreated hippocampi from miRNA-132/212−/− (KO) mice.
The levels of hippocampal Sirt1 continued to be significantly enhanced upon corticosterone-treatment
in miRNA-132/212−/− (KO) mice compared to those of the WT controls. Results in charts represent
fold changes relative to GAPDH. ** p < 0.01, *** p < 0.001. Data are shown as mean ± SEM (n = 4
animals per group).
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2.7. Corticosterone Effects on MSK1 Levels in WT and miR–132/212−/− Mice Hippocampi

The Mitogen- and Stress-activated Kinase 1 (MSK1) enzyme is a nuclear serine/ threo-
nine protein kinase whose in vivo activity becomes triggered upon activation of either the
Mitogen-Activated Protein Kinases (MAPK) ERK1/2 or p38, which participate in the struc-
tural/functional modifications of the histones during the regulation of gene transcription
that is associated with emotional processing and hippocampus-dependent learning and
memory functions [89–93]. Moreover, it has also been shown that MSK1 is associated with
the regulation of transcription of miR-132/212 [56]. However, how glucocorticoid stimula-
tion could impact the levels of MSK1 in a miRNA-132/212−/−-dependent manner remained
unknown. We therefore investigated the effects of acute corticosterone stimulation on the
hippocampal levels of MSK1 in WT and miR–132/212−/− mice. For total MSK1 analyses,
two-way ANOVA (Alpha 0.05) reported no differences for genotype (F (1, 12) = 0.1503;
p = 0.7050), significant (****) differences for the treatment (F (1, 12) = 63.25; p < 0.0001) and
significant (**) differences for the interaction (F (1, 12) = 9.618; p = 0.0092). For pMSK1
analyses, two-way ANOVA (Alpha 0.05) reported no significant differences for genotype
(F (1, 12) = 3.486; p = 0.0865), significant (***) differences for the treatment (F (1, 12) = 30.38;
p = 0.0001) and no significant differences for the interaction (F (1, 12) = 2.473; p = 0.1418).
Further post hoc analysis revealed that the untreated hippocampi from miR–132/212−/−

and WT showed comparable levels of MSK1 and phospho-MSK1 (pMSK1) (Figure 7A–D).
Additionally, the corticosterone treatment resulted in an overall pronounced elevation in
the detected levels of MSK1 in the hippocampi of both WT and miR–132/212−/− animals,
indicating that corticosterone has the ability to modulate the levels of total MSK1 in a
manner independent of the levels of miRNAs 132/212 (Figure 7C). However, an inhibitory
effect of corticosterone was observed for the levels of p-MSK1 in WT hippocampi that was
not present in the hippocampi from miR–132/212−/− mice (Figure 7D), indicating the
possible role of pMSK1 in the corticosterone response that is missing in the KO mouse.
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Figure 7. The levels of hippocampal MSK1 in WT and miR–132/212−/− are comparable and enhanced
by corticosterone. (A,B) Representative blots for untreated and corticosterone-treated hippocampal
tissue from WT and miRNA-132/212−/− (KO, in the figure) mice in membranes incubated with
antibodies for MSK1, phospho-MSK1 (pMSK1) and GAPDH. (C) Averaged MSK1 levels, relative
to GAPDH, as from densitometric analysis of blots. WT and miRNA-132/212−/− presented with
enhanced MSK1 levels in the corticosterone-treated groups. (D) Averaged pMSK1 levels, relative
to GAPDH, as from densitometric analysis of blots. While the levels of pMSK1 were comparable
between miRNA-132/212−/− and WT hippocampi, corticosterone significantly reduced the levels
of pMSK1 in the WT group. p < 0.05 was considered significant. * p < 0.05, ** p < 0.01, *** p < 0.001,
**** p < 0.0001. Results represent fold changes relative to GAPDH. Data are shown as mean ± SEM
(n = 4 animals per group).
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2.8. Unaltered Levels of CDK5 and PTEN in the Hippocampi of miRNA-132/212−/− Mice

Both CDK5 and PTEN are brain neuronal proteins expressed in the hippocampus that
are involved in the regulation of memory-related synaptic functions [94–103]. Additionally,
both CDK5 and PTEN have been also associated with the stress-related effects of corticos-
terone and the hippocampal function (see also [104–106] and [94,107,108], respectively).
Similarly, both CDK5 and PTEN have been shown to be regulated by microRNAs (see
e.g., [109,110] and [111,112], respectively). However, the impact of corticosterone on the
hippocampal levels of CDK5 and PTEN and its relation to miRNAs 132 and 212 remained,
to our knowledge, uncharacterized. We therefore examined the impact of corticosterone on
the levels of both CDK5 and PTEN in the hippocampus of WT and miRNA-132/212−/−.
Figure 8 shows data from WB experiments indicating that neither the deletion of the genes
encoding for the miRNAs 132 and 212 nor the treatment with corticosterone affects the
expression levels of CDK5 or PTEN in either WT or miRNA-132/212−/− mice hippocampi.
For CDK5 analyses, two-way ANOVA (Alpha 0.05) reported no significant differences for
genotype (F (1, 12) = 1.303; p = 0.2759), interaction (F (1, 12) = 0.2628; p = 0.6175) or treatment
(F (1, 12) = 0.08639; p = 0.7738). For PTEN analyses, two-way ANOVA (Alpha 0.05) reported
no significant differences for genotype (F (1, 12) = 0.2911; p = 0.5994), no differences for the
treatment (F (1, 12) = 3.248; p = 0.0967) and no differences for the interaction (F (1, 12) = 0.2734;
p = 0.6106).
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Figure 8. Corticosterone does not affect the otherwise comparable levels of CDK5 or PTEN in WT
and miRNA-132/212−/− mice hippocampi. (A,B) Blots for untreated and corticosterone-treated
(treated) hippocampal tissue from WT and miRNA-132/212−/− (KO) mice in membranes incubated
with antibodies for CDK5, PTEN and GAPDH. (C,D) Averaged CDK5 and PTEN levels, respectively,
relative to GAPDH, as from densitometric analysis of blots for untreated and corticosterone-treated
tissue. No significant differences in the levels of CDK5 or PTEN were found between the untreated
or corticosterone-treated hippocampi of WT and miRNA-132/212−/− mice. Results represent fold
changes relative to GAPDH. Data are shown as mean ± SEM (n = 4 animals per group).

2.9. Reduced Anxiety-Like Behavior in miRNA-132/212−/− Mice

Our data from the pharmacological treatment with corticosterone in hippocampal
electrophysiology, as well as the western blot analyses of changes in the levels of molecules
involved in the physiological responses to stress described here in response to corticosterone
treatment, suggested that the miRNA 132/212 cluster was implicated in the regulation of
emotional behaviors. Consequently, changes in anxiety-like behaviors were predicted to
be detectable in miRNA-132/212−/− mice. In order to test this hypothesis, we conducted
behavioral experiments using the open field test (OFT) and the elevated plus maze [EPM
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(Materials and Methods)]. As shown in Figure 9, no significant differences in the behavior
of WT and miRNA-132/212−/− mice were observed in the OFT. In the OFT, unpaired
two-tailed t-test yielded values of p = 0.064 (t = 1.949, df = 22) for total distance traveled
comparisons (Figure 9A) with no between-group differences found in the cumulative
duration in the center of the open field (Figure 9B). In the EPM, however, statistically
significant differences in features associated to anxiety-like behaviours became apparent
in miRNA-132/212−/− subjects when compared to WT mice. Unpaired two-tailed t-test
yielded values of p = 0.0094 (t = 2.874, df = 20) for the absolute time spent in the open arm
(Figure 9C), with no differences detected for the latency to the first access to the open arm
(p = 0.4491; t = 0.7721, df = 20) in the EPM (Figure 9D). Moreover, when the time spent in
the open arms was analysed relative to the time spent in the closed arms (here referred to
as analysis factor score), miRNA-132/212−/− animals exhibited significantly (**) enhanced
time spent in the open arms compared to their relative WT control counterparts (p = 0.0094;
t = 2.872, df = 20) (Figure 9E). Taken together, all these observations encourage further
research in order to independently verify the herein proposed potential involvement of
the 132 and 212 miRNA cluster in the modulation of stress-related emotional responses
mediated by steroid hormones belonging to the pituitary adrenocortical axis.
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Figure 9. Performance of WT and miRNA-132/212−/− mice in the open field (OF) and EPM. In the
OF, no differences in the behavior of the animals were apparent after examinations of the total distance
travelled (A) and cumulative time duration that the animals spent in the center (B). An n = 12 animals
per group was used for the OF studies. In the EPM, miRNA-132/212−/− (KO) mice presented
significantly increased time spent in the open arms (C), whereas no differences were detectable in
the latency to the first enter to the open arms (D) compared to their WT littermates used as controls.
(E) Analysis of the time spent in the open arms relative to closed arms showed enhanced time in
the open arms for miRNA-132/212−/− mice compared to WT controls. An n = 10–12 animals per
group was used for EPM studies, ns = not significantly different. p < 0.05 was considered significant.
** p < 0.01. Data are expressed as mean ± SEM.
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3. Discussion

Steroid-hormones, including cortisol, have been proposed as modulators of the hip-
pocampal functions in the context of mood-related disorders in humans [113,114]. Corticos-
terone is a very potent steroid-hormone influencing several neuronal functions (including
neuronal morphology and synaptic plasticity in rodents), and also affecting learning and
memory and emotional behaviors in a manner analogue to that of human cortisol [16–19].
In humans, the physiological relevance of neurohormonal regulators becomes even more
apparent for its relation to conditions such as stress, depression and anxiety; and for its
crosslink with other maladies and psychiatric disorders, some of which have been widely
studied in experimental animal models [6–14]. In the amygdala, a brain region critical
for the regulation of learning, memory, and emotional behaviors [115,116], regulation by
steroid-hormone-mediated signaling has been previously described [63,117–119].

The hippocampus had also been shown to play pivotal roles not only in spatial learn-
ing and memory, but also in the processing of emotion-related memory storage [23–29,120].
Circa 123 years ago, Ramon y Cajal had indeed provided some of the first anatomical,
pictographic renditions highlighting some of the distinctive morphological differences
between the dorsal and the ventral hippocampus (see also [121]). However, experimen-
tal/unequivocal demonstrations about the relevance of specific regions of the hippocampus
as selected areas important for the regulation of emotional behaviors started to emerge
only about 15-20 years ago [121–127], and, notwithstanding of this, little continue to be
known about the molecular mechanisms determining the region-specific effects of steroid-
hormones on the hippocampal function [30–33].

3.1. miRNAs 132/212 in the Brain Neuronal Function

Using a mouse model of learned safety, Ronovsky et. al., proposed that, in the amyg-
dala, miR-132/212 regulate fear-inhibitory mechanisms as well as emotional-responses
and plasticity-related synaptic functions [62]. Ronovsky et. al., also identified candidate
proteins in the amygdala as potential gene targets for miRNA-132/212 which could par-
ticipate in the miR-132/212-mediated regulation of mood-related behaviors [62]. We here
expanded that line of research, by addressing the impact of miRNA-132/212 gene deletion
on hippocampal synaptic functions and the effects to emotion-related steroid-hormone
stimulation. Our data proposes the first functional description, to the best of our knowl-
edge, for an involvement of miR-132/212 in the region-specific regulation of the effects of
steroid-hormones on synaptic transmission and plasticity in the hippocampus.

Interestingly, other authors have found a long-term enhancement of corticosterone
as well as impaired hippocampal synaptic plasticity in trauma-susceptible mice [128]. In
line with these studies, and in agreement with our data, other reports have also shown
a dysregulation of miRNAs in the hippocampus of trauma-susceptible mice [129]. Our
behavioral examinations showing altered anxiety-like behavior in miRNA-132/212−/−

animals provide further support to the possible involvement of the miRNAs 132/212 in
mood-related behaviors, as they reveal the existence of basal differences in behavioral
responses that are known to be influenced by neuroendocrine signaling. Discrepancies
between data from different tests examining anxiety-like behaviors (e.g., using the open
field) have precedents in the scientific literature. These differences can be due to factors
such as the size of the experimental arenas (many different laboratories use open fields
of different dimensions), differences in the different intensities of illumination used in
different laboratories, or the use of partially reflective or even transparent materials in some
arenas (see e.g., [130]). All these different subtle factors are known to influence the outcome
in different experimental settings depending on different animal strains; depending on the
type of pharmacological treatments; or depending on the genetic modifications introduced
into the experimental subjects (see also [131–137]). Consequently, additional examinations
(implementing other behavioral tests (e.g., Novelty suppressed feeding; Light/dark box, or
Social Interaction Tests), are therefore encouraged.
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3.2. Proteins Associated with Mood and Steroid Hormone Signaling

We here provide a basic biochemical analysis of proteins implicated in the regu-
lation of steroid-hormone signaling, which propose the potential participation of the
miRNAs 132/212 in the regulation of hippocampal steroid hormone signaling and emotion-
related behaviors. Our results are in line with previous observations from our group and
others [53,112], which pointed towards a possible involvement of miRNA-132/212 in the
processing of emotion-related functions. We had previously described that miRNA-132/212
deletion influences the expression levels of alpha7-nAChR hippocampal receptors [43],
which, in the basolateral amygdala, are proposed to mediate emotional behaviors [138,139].
We had also described that miRNA-132/212 deletion influenced the effects of nicotine (a
modulator of mood and anxiety [140]) on hippocampal synaptic plasticity [61]. Previous
reports had also associated the function of SIRT1 with miR-132- and miR-212-mediated
regulation in the context of aging and Alzheimer’s Disease [84]. Moreover, the levels of
miR-132 and miR-212 have been shown to become primarily augmented in the hippocam-
pus in response to short-term (5 h) but not to long-lasting (15 days) exposure to stress, and
depletion of the miR-132 has been shown to result in enhanced anxiety-like behaviors [112].
In this last report ([112]), the authors used single miR-132 and combined miRNA-132/212
depletion and showed, in both cases, altered expression levels for hippocampal SIRT1 and
PTEN-2; two proteins known as targets of miR-132 that are involved in the modulation
of anxiety-like behaviors. Interestingly, while the pioneering results from Aten, et.al.,
2019 [112] already showed a marked, yet not significant, trend towards enhanced levels
of SIRT1 in miRNA-132/212−/− mice hippocampi, their results are perfectly in line with
our observations here showing (with different methods) significantly enhanced levels of
SIRT1 in the hippocampus of miRNA-132/212−/− mice. Taken together, data derived from
the pioneering studies from the group of Dr. Obrietan [112], together with our data here
describing enhanced levels of SIRT1 in the hippocampi of miRNA-132/212−/− mice (as
compared to their related WT counterparts), and also the absence of significant effects
of corticosterone in the two groups showed by us, indicate that whereas the presence of
miRNAs 132/212 might negatively regulate the levels of SIRT1, this action is not affected
by corticosterone treatment.

Additionally, previous reports have proposed a role for the proteins CDK5 and PTEN
in the regulation of brain neuronal synaptic functions. For example, PTEN has been
associated to the regulation of the cognitive function (including social behaviors) likely
via its capability to regulate brain growth and to modulate neuronal circuit formation
and synaptic functions, as examined in cortico-amygdala synapses [94]. Other groups
have established PTEN is involved in the regulation of emotion-related fear memories
as well as spatial memory, and that PTEN is also a critical regulator of hippocampal LTP
via its functional association with the protein CaMKII [95] (see also [96]). CDK5, on the
other hand, has been functionally involved in the regulation of hippocampal dendrite
morphology [101], in the regulation of both hippocampal neurotransmitter release and
amplitude of hippocampal field EPSP slope [102], and CDK5 has been also proposed as a
possible molecular regulator of amyloid beta production and in the mechanisms associated
to the pathogenesis of Alzheimer’s disease [98,103].

Our collaborative groups had also described PTEN as a potential target for miRNAs
132 and 212 in the amygdala [62]. Moreover, previous reports have described that the
enhancement in the levels of miR-132 can induce augmented expression of CDK5 [141].
However, our findings here show comparable levels of PTEN and of CDK5 in WT and
miRNA-132/212−/− mice hippocampi without detectable effects in both cases of corticos-
terone. These observations thus suggest that miRNA-132/212−/− might not play major
roles in the regulation of the levels of PTEN and CDK5 in the mouse hippocampus. Never-
theless, given that total hippocampal tissue was examined here, further studies need to be
conducted examining, separately, whether differences in the levels of these proteins or their
transcripts might still exist when dorsal vs. ventral hippocampal regions are examined and
compared using higher resolution techniques.
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Here, we also show that whereas MSK1 shows comparable levels in WT and miRNA-
132/212−/− hippocampi (and in both cases, their levels become strikingly enhanced by
corticosterone), the levels of phospho-MSK1, on the contrary, become significantly reduced
only in WT hippocampi. Interestingly, and in line with our results here, previous observa-
tions have proposed a BDNF-related regulation in the levels of the miRNA-132/212 clusters
via MSK activity [56], all together thus accumulating experimental evidence in support for
the existence of a possible functional hippocampal crosslink between miRNA-132/212−/−

and MSK1 likely associated to the regulation of the effects of steroid hormones and, possibly,
associated emotional and behavioral effects.

Additionally, we observed significantly enhanced levels of hippocampal CREB in
miRNA-132/212−/− mice, together with a significantly stronger reduction of CREB lev-
els in response to the corticosterone treatment (an effect of corticosterone also observed
for pCREB) compared to WT mice hippocampi. Future research addressing the levels
of pCREB under untreated condition might provide a larger picture of the impact of the
miRNA 132/212 gene deletion on the hippocampal response to corticosterone and how this,
comparatively, affects the levels of CREB phosphorylation (see also Figure 10). Abundant lit-
erature has linked CREB to hippocampal function in the context of stress ([92,119,142–145])
and anxiety ([80,146–149]). The link between CREB and members of the miRNA-132/-212
gene cluster has also been described before (see for example [150,151]). Similarly, an in-
volvement of miR-132/212 in stress/anxiety-related behaviors as well as in the regulation of
the levels of Sirt1 and PTEN have been also recently described [112]. Our data here showed
that miRNA-132/212−/− deletion significantly changes the effects of corticosterone on the
levels of CREB, which is a critical regulator of memory [152], but not of other proteins
involved in the responses to stress (e.g., PTEN).

Our work thus provides unprecedent data suggesting that miRNA-132/212 might
participate, in vivo, in the regulation of synaptic plasticity and mood-related behaviors
by fine-tuning the effects of steroid hormones via regulation of the levels of specific gene-
product targets in an inter- and intra-brain-region selective manner (Figure 10). Further
experiments are thus required in order to elucidate whether the levels of proteins that medi-
ate in steroid hormone regulation are influenced by miRNA-132/212 in a subregion-specific
manner. In the light of recent reports linking the hippocampus to learned safety [153,154],
our findings also propose miRNA-132/212 as a potential modulator of learned safety
through their capability to influence the levels of molecular targets responsive to neu-
roendocrine signals in both the hippocampus and in the amygdala (see also [62,155,156]).
These observations encourage further verification in female subjects, as the existence of
gender-specific effects of steroid-hormones on behavior, cognition, as well as on neuronal
morphology and plasticity-related functions, have been established [157–165], and also
brain microRNAs are regulated in a sex-dependent manner (see also [166–168]).
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Figure 10. A possible role of the miRNA-132/212 family in the regulation of the effects of corti-
costerone on hippocampal synaptic plasticity. The hippocampus (A,B) is not a homogenous struc-
ture, as it presents several anatomical and functional differences between its dorsal and ventral re-
gions. For example, the dorsal region has been shown to be primarily involved in spatial learning 
and memory functions, whereas the ventral region has been predominantly implicated in emotion-
related processing. Here, we postulate that changes in the levels of miRNA-132/212 (e.g., its down-
regulation, as illustrated by red arrows in (C), could result in changes in the properties of both short-
term and long-term forms of synaptic plasticity as well as in modulated metaplasticity (C). Altera-
tions in the levels of miRNA-132/212 could also influence the synaptic responses to neuromodula-
tors, such as corticosterone (D), which could, in a loop-like manner, impact the levels of miRNA-
132/212 via activation of CREB, thus regulating the expression of proteins known to be downstream 
components of the glucocorticoid receptor (such as Sirt1 and MSK1). This work therefore proposes 
that miRNA-132/212 might contribute to increasing the in vivo mechanisms responsible for the func-
tional heterogenicity between hippocampal regions, which might be critical to differentially distrib-
ute the effects of corticosterone on brain areas important for different cognitive functions. 

4. Materials and Methods 
4.1. Animals 

All the experiments reported here were performed using male adult (8–10 weeks old) 
wild type (WT) C57Bl/6 (substrain N) mice as well as knockout (KO) miRNA-132/212 
(miRNA-132/212−/−) mice. These knockout mice, originally produced and described by the 
group of Dr. Pankratov [57], were engineered via the insertion of LoxP sites at non-coding 
regions (1st intron and exon 2) of the RNA gene encoding for the miRNAs 132 and 212, 
and generated in a C57Bl/6 background [57]. Here, as controls, only WT littermate animals 

Figure 10. A possible role of the miRNA-132/212 family in the regulation of the effects of corticos-
terone on hippocampal synaptic plasticity. The hippocampus (A,B) is not a homogenous structure,
as it presents several anatomical and functional differences between its dorsal and ventral regions.
For example, the dorsal region has been shown to be primarily involved in spatial learning and
memory functions, whereas the ventral region has been predominantly implicated in emotion-related
processing. Here, we postulate that changes in the levels of miRNA-132/212 (e.g., its downregulation,
as illustrated by red arrows in (C), could result in changes in the properties of both short-term and
long-term forms of synaptic plasticity as well as in modulated metaplasticity (C). Alterations in the
levels of miRNA-132/212 could also influence the synaptic responses to neuromodulators, such as
corticosterone (D), which could, in a loop-like manner, impact the levels of miRNA-132/212 via
activation of CREB, thus regulating the expression of proteins known to be downstream compo-
nents of the glucocorticoid receptor (such as Sirt1 and MSK1). This work therefore proposes that
miRNA-132/212 might contribute to increasing the in vivo mechanisms responsible for the functional
heterogenicity between hippocampal regions, which might be critical to differentially distribute the
effects of corticosterone on brain areas important for different cognitive functions.

4. Materials and Methods
4.1. Animals

All the experiments reported here were performed using male adult (8–10 weeks old)
wild type (WT) C57Bl/6 (substrain N) mice as well as knockout (KO) miRNA-132/212
(miRNA-132/212−/−) mice. These knockout mice, originally produced and described
by the group of Dr. Pankratov [57], were engineered via the insertion of LoxP sites at
non-coding regions (1st intron and exon 2) of the RNA gene encoding for the miRNAs 132
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and 212, and generated in a C57Bl/6 background [57]. Here, as controls, only WT littermate
animals (as verified by PCR-based genotyping), were used. All experiments followed ethic
directives of the Bundesministerium für Wissenschaft und Forschung of Austria (BMWF-
66.009/0200-WF/V/3b/2016). ARRIVE and U.K. Animals usage guidelines (Scientific
Procedures Act, 1986 and associated guidelines, EU Directive 2010/63/EU for animal
experiments) were implemented. Animals were kept in standard Thoren Plexiglas cages
housed in a colony-room with a temperature of (22 ± 2) ◦C. Since animal grouping has
been reported to reduce stress and aggression [169], in agreement with reports examining
the importance of cage size for animal wellbeing [170], 3–5 mice were grouped together per
Thoren Plexiglass cage (with cages of ≈ 22 × 31 × 16 cm). Cages were located in a Thoren
mouse vent rack with maximizer (Thoren, Hazleton, PA, USA). The housing room had
an automatically controlled illumination system programmed on a 12 h light/dark cycle
(with light switched on at 6:00 a.m. to deliver (200 ± 20) lux). All cages were provided
with aspen wood bedding (ABEDD-LAB & VET Service, Vienna, Austria), and every
cage was equipped with 2 layers of fragrance-free TORK Advance Soft paper (Tork AT,
Essity Austria GmbH, Storchengasse 1, Vienna (1150) Austria) which animals consistently
shredded and used as nesting material. Both bedding and nesting materials were entirely
changed once a week. All animals had both food and water available ad libitum. All the
animals were handled by expert technical personnel, and an expert veterinarian supervised
animal management. While in this work we are only including male animals, our group is
also currently conducting parallel experiments using female experimental subjects in order
to examine the possible influence of sex as a critical factor mediating the effects of both
corticosterone treatment and miRNA-132/212 gene deletions on the biophysical properties
of hippocampal circuits (see also Discussion).

4.2. Animal Grouping and Work Plan

Experimental animals were randomly assigned to one of the different experimental
groups studied, which were organized as follows: 2 groups were used for untreated controls
(untreated WT vs. untreated KO), and 2 groups were used for corticosterone-treated
(corticosterone-treated WT vs. corticosterone-treated KO). For the electrophysiological
studies (see below) and all the four groups referred, the experiments were organized by
sub-dividing the recordings conducted in the hippocampus into recordings obtained from
the dorsal and ventral regions. For the western blot analysis, the experimental groups
studied were organized as follows: 2 groups were used as untreated controls (untreated
WT vs. untreated KO), and 2 groups were used for corticosterone-treated (corticosterone-
treated WT vs. corticosterone-treated KO). It must be noted that for the WB experiments,
the entire hippocampus was used; that is, the hippocampal tissue was not sub-divided into
dorsal or ventral regions (see also the sections Discussion and Limitations of this work).
For behavioral studies, animals were separated into two major groups (WT vs. KO), and
they were not subjected to any pharmacological treatments. The number of subjects used
in each experiment has been noted in the main text and/or in Figures Legends.

4.3. Slice Electrophysiology

For the preparation of hippocampal slices, the animals were subjected to mild sedation
with low CO2 inhalation followed by quick cervical dislocation and swift decapitation
using a sharp-blade guillotining (DCAP-M, World Precision Instruments, Inc., Sarasota,
FL, USA). Brains were extracted and placed on an ice-cold artificial Cerebrospinal Fluid
(aCSF) solution containing (in mM): 125 NaCl, 2.5 CaCl2, 2.5 KCl, 1 MgCl2, 20 NaHCO3,
25 D-glucose, 1 NaH2PO4 (pH 7.4). Hippocampi were transversally sliced using a McIlwain
tissue chopper (TC752, Campden Instruments Ltd., Loughborough, UK) into 400 µm thick
sections. Slices were transferred into an aCSF-filled recovery chamber submerged in a bath
filled with water at 30 ◦C, where they recovered for at least 1 h before electrophysiology
measurements. All the aCSF solutions were continuously supplied with a carbogen gas
mixture (95% medical O2 + 5% medical CO2). The slice electrophysiology measurements
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were conducted with slices placed in a submerged recording chamber that was continuously
supplied with 3–4 mL/min of a pre-carbogenated aCSF that had been pre-warmed at
(30 ± 2) ◦C. Field excitatory postsynaptic potentials (fEPSPs) were obtained through heat-
pulled glass capillary pipettes (capillary glass from Harvard Apparatus, GmbH; Hugo
Sachs Elektronik, Germany). Capillary tubes were pulled using a horizontal P-87 puller
from Sutter Instrument (Model P-87, Novato, CA (94949), USA). Heat-pulled capillary
pipettes were then back-filled with aCSF, yielding series resistances of (3 ± 1) MΩ. fEPSPs
were registered from the hippocampal CA1 region, with recording electrodes positioned at
the stratum–radiatum layer. fEPSPs were evoked by electrically stimulating the Schaffer’s
collateral projections that originated from the CA3 region, as described before [43,68].
To induce the fEPSPs, biphasic-square pulses of voltage were delivered through bipolar
electrodes made of tungsten wire isolated to the tip with a Teflon coating layer (~50 µm
diameter tips). The voltage pulses were generated from an ISO-STIM 01D stimulator (NPI
Electronics, Tamm, Germany).

To examine the properties of basal synaptic transmission, input/output (I/O) curves
were generated by plotting the raw amplitudes (and first-decaying phase slopes (normal-
ized to maximum)) of the recorded output fEPSPs against the different values of delivered
input voltages, consisting of increasing voltage steps of 200 µs, with pulses of 0–9 V
delivered (in 1 V increments) with interpulse intervals of 15 s (see Figure 1).

In order to induce long-term potentiation (LTP), 5 separate sets of electrical stimula-
tion were applied (500 ms apart), each comprising a total of 10 biphasic voltage pulses
(100 µs/phase) delivered at 100 Hz (Figure 1; see also [66–68,171,172]). For LTP experi-
ments, 10 min baseline field recordings were followed by the delivery of the LTP-inducing
protocol; subsequently, an additional 40 min of field recordings were obtained, and a second
LTP-inducing electrical stimulation protocol was delivered, followed by 30 min of field
recordings. This protocol, thus, comprises an experimental way to induce hippocampal
metaplasticity (see also [36,77]). Changes across time in the values of the slopes of the initial
field decay (obtained by offline linear fittings of the recorded traces and normalized to
baseline) were used as a measure of synaptic plasticity. LTP measurements were averaged
from the values obtained from all slices within each animal, thus generating a single value
per subject. For the electrophysiological recordings, the corticosterone (1 µM) treatment
was conducted only for LTP experiments as follows: 10 min of baseline recordings > 1st
high-frequency stimulation step > 10 min of recordings in ACSF solution > 30 min record-
ings in either ACSF solution (for untreated controls) or ACSF solution + 1 µM corticosterone
applied in the bath (for the treatment groups) > 2nd high-frequency stimulation step and
immediately start completely washing out the bath solution using only ACSF solution
without corticosterone for the rest of the recordings. Recordings were obtained using
an AxoClamp-2B amplifier, digitalized using the Digidata-1440 interface, and acquired
and analyzed using the pClamp-10 (version 11.1) software (all from Axon Instruments,
Molecular Devices, 660-665 Eskdale Rd, Winnersh, Triangle, Wokingham RG41 5TS, UK).
Paired-pulse-induced plasticity examinations were also conducted by delivering voltages
evoking ~50% of the maximum inducible field amplitude, as described before [43].

4.4. Western Blotting

In order to conduct the Western blot (WB) examinations, hippocampi from both
WT and miR–132/212−/− mice (8–10 weeks old) were extracted and hippocampal slices
prepared, allowed to recover for 1 h, and subsequently stimulated with 1 µM corticosterone
or vehicle (Cat.Nr.27840, Sigma-Aldrich, Zimbagasse 5, Vienna (1140) Austria) for 1 h.
Immediately after, the tissue was carefully transferred into Eppendorf® tubes and snap-
frozen in liquid nitrogen. For WB preparations, the tissue was treated with a freshly
prepared homogenizing protein lysis buffer with the following composition (in mM):
150 NaCl, 1 EDTA, 10 Tris-HCl, 10 NaF, 10 Na3VO4, 5 Na4P7O2, 0.5% Triton ×100, 1% SDS
and the protease inhibitor cocktail cOmplete™ (Roche Diagnostics, Mannheim, Germany).
Samples of protein-containing tissue extracts were subsequently weight-separated by 10%
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SDS-PAGE gel electrophoresis. Separated protein contents were then transferred from the
gels into polyvinylidene fluoride (PVDF) membranes, which were then subjected to 1 h
of blocking treatment (5% BSA in TBST) at room temperature. The membranes were then
exposed to an overnight bath treatment at 4 ◦C with the respective primary antibodies.
The next day, the membranes were washed out and exposed to a 1 h bath treatment
(room temperature) with the corresponding secondary antibodies. Indirect detection of the
hippocampal protein levels was determined by chemiluminescence-reporter labeling of
secondary antibodies and fluorescent image acquisition using a FluorChem HD2 system
(Alpha Innotech, San Leandro, CA, USA). Obtained images were examined using the
open-source image analysis software ImageJ (Version 1.53t) [173]. Protein levels from
detected bands were quantified by densitometrical analysis with data normalized to values
of GAPDH levels. The antibodies used were: CREB (Cell Signaling Technology (Danvers,
MA, USA); USA, Cat. Nr. 9197); p-CREB (Cell Signaling Technology; USA, Cat. Nr. 9196s);
Sirt1(Cell Signaling Technology; USA, Cat. Nr. 2028); MSK1 (Cell Signaling Technology;
USA, Cat. Nr. 3489); p-MSK1 (Cell Signaling Technology; USA, Cat. Nr. 9595); CDK5 (Cell
Signaling Technology; USA, Cat. Nr. 2506); Pten (Abcam (Biomedical Campus, Discovery
Dr, Trumpington, Cambridge CB2 0AX, United Kingdom); UK, Cat. Nr. ab154812); GAPDH
(Thermo Fisher Scientific. 168 Third Avenue. Waltham, MA USA 02451); USA, Cat. Nr.
MA5-15738).

4.5. Behavioral Testing

All the behavioral experiments described here were conducted at morning hours,
throughout the light phase of the imposed light/dark cycle, in a noise-isolated room.
Before the start of the experiments, all the animals went through a period of daily handling
for 5 min, conducted by the experimenter and implemented to familiarize the animals with
the experimenter and the handling, thus reducing stress of the animals derived from the
manipulations required for the experiments. On the testing days and before the beginning
of the experiments, the animals were allowed to rest for 1 h in their home cages so that they
could become habituated to the testing room.

4.6. Open Field Test

The Open Field test (OFT) is commonly used in experiments used with rodents
in order to monitor basic locomotor activity as well as some aspects of anxiety-related
behaviors [174]. Experiments in the OFT were conducted following protocols previously
described by our group [65–67,175,176]. In brief, mice were placed in the center of an
open field arena, illuminated at ~300 lux, consisting of a four white-mate plastic-walled
box (30 × 30 × 30 cm). Animals were allowed to freely occupy the arena for 10 min, and
were then returned to their home cages. The OFT box was then thoroughly cleaned using
70% ethanol and allowed to dry for several minutes before reuse. In order to examine
the animals’ behavior in the open field, the cumulative time that animals spent in the
center of the arena as well as the total distance traveled were considered (Figure 9; see
also [177]). All the OFT routines were digitalized using a zenithal high-definition digital
video camera. Spatial/Temporal behavioral factors were evaluated using the XT12 version
of the Ethovision software package (Noldus, Wageningen, The Netherlands).

4.7. Elevated Plus Maze

Behavioral measurements using the Elevated Plus Maze (EPM) (see Figure 9) were
conducted as previously described [65,178]. This test continues to be widely used for the
examination of anxiety-like behaviors in experimental animal models, including mice and
rats, and relies on the instinctive fear response that animals display to open, elevated
zones. In the case of mice and rats with healthy/natural self-preservation instincts, they
will initially have the generalized tendence to avoid entering to open/elevated potentially
dangerous areas, and would remain in or move towards enclosed zone in search for
safety [179]. The experiments were conducted using a customized plus-shaped platform
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made of white-mate Plexiglas (elevated 50 cm above ground) having two of its opposing
arms enclosed by 40 cm high walls. Time in the open arms as well as open arm latency
to first were examined in the EPM. All arms had 50 cm in length and were 10 cm wide.
The open arms were exposed to an illumination of ~110 lux, whereas ~15 lux illuminated
the enclosed arms. The testing sessions (5 min each) begin immediately after having
placed the animal at the central square area, with animals positioned facing towards one
of the open arms, and animals were allowed to freely move across the maze settings. The
EPM behavioral performance was digitalized using a zenithal high-definition digital video
camera. Spatial/Temporal behavioral factors were evaluated using the XT12 version of
the Ethovision software package (Noldus, Wageningen, The Netherlands). Behavioral
parameters in the EPM were examined following protocols previously described [180].

4.8. Statistical Analysis

All data analyses were conducted using the GraphPad-Prism-9 software package
(version 9.5.1(733), GraphPad Software, 225 Franklin Street. Fl. 26, Boston, MA 02110, USA).
In order to comply with the 3Rs regulation and reduce as much as possible the number of
animals, for the electrophysiological and behavioral analyses, statistical calculations were
based on power analysis to estimate the minimum sample size required, using the G*Power
software (version 3.1.9.7). For biochemical studies, since the normalized data obtained from
examinations using western blot are relative/semi-quantitative, we used a small number
of animals in agreement with related published studies by other groups [181]. Unpaired
two-tailed t-tests (with confidence level set to 95%) was used to examine differences of
means between groups in behavioral experiments. Two-way ANOVA (Alpha 0.05) with
Tukey’s multiple comparisons test was used to examine data from WB experiments. Three-
and two-way repeated measures (RM)-ANOVA with Tukey multiple comparisons, and/or
Bonferroni’s and Geisser–Greenhouse’s corrections (and alpha set to 0.05), were used for
the data derived from the electrophysiological analyses as in each case indicated in the
main text. For bias control, data were examined by researchers who were blind to the
experimental groups.
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Abstract: CDKL5 deficiency disorder (CDD) is an X-linked neurodevelopmental disorder charac-
terised by early-onset drug-resistant epilepsy and impaired cognitive and motor skills. CDD is caused
by mutations in cyclin-dependent kinase-like 5 (CDKL5), which plays a well-known role in regulating
excitatory neurotransmission, while its effect on neuronal inhibition has been poorly investigated.
We explored the potential role of CDKL5 in the inhibitory compartment in Cdkl5-KO male mice and
primary hippocampal neurons and found that CDKL5 interacts with gephyrin and collybistin, two
crucial organisers of the inhibitory postsynaptic sites. Through molecular and electrophysiological
approaches, we demonstrated that CDKL5 loss causes a reduced number of gephyrin puncta and
surface exposed γ2 subunit-containing GABAA receptors, impacting the frequency of miniature
inhibitory postsynaptic currents, which we ascribe to a postsynaptic function of CDKL5. In line
with previous data showing that CDKL5 loss impacts microtubule (MT) dynamics, we showed that
treatment with pregnenolone-methyl-ether (PME), which promotes MT dynamics, rescues the above
defects. The impact of CDKL5 deficiency on inhibitory neurotransmission might explain the presence
of drug-resistant epilepsy and cognitive defects in CDD patients. Moreover, our results may pave the
way for drug-based therapies that could bypass the need for CDKL5 and provide effective therapeutic
strategies for CDD patients.

Keywords: CDKL5; inhibitory synapse; gephyrin; collybistin; GABAA receptor; pregnenolone-
methyl-ether

1. Introduction

Mutations in the X-linked cyclin-dependent kinase-like 5 (CDKL5) gene cause a severe
neurodevelopmental disorder (Early Infantile Epileptic Encephalopahty, OMIM 300672),
commonly referred to as CDKL5 deficiency disorder (CDD). CDD patients are characterised
by intellectual disability, autistic features and drug-resistant epilepsy that normally manifest
within the first three months of age [1]. CDKL5 is mutated in approximately 1:50.000 live
births, making CDD one of the most frequent causes of genetic epilepsy.

CDKL5 is a serine-threonine kinase that is highly abundant in the brain and whose
expression peaks in the first postnatal weeks [2]. The constitutive loss of CDKL5 in CDD
mouse models causes impaired learning and memory, altered locomotion and autistic-like
features [3–6]. Spontaneous epilepsy has only recently been observed in aged heterozygous
female mice [7,8] and in male mice harbouring the conditional knock-out (KO) of Cdkl5 in
glutamatergic forebrain neurons [9].

Various studies of Cdkl5 mouse models and CDKL5 deficient primary neurons con-
verge on the role of CDKL5 in regulating excitatory neurotransmission [6]. Indeed, CDKL5
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interacts with the scaffolding protein PSD95, and CDKL5 deficient neurons are charac-
terised by morphological and molecular alterations linked to excitatory synapses [10–12].
These defects depend in part on altered microtubule (MT) dynamics leading to the im-
paired invasion of MTs into dendritic spines and reduced spine maturation. Indeed, we
previously demonstrated that CDKL5 regulates the MT-binding of the plus-end tracking
protein CLIP170, thus impacting MT dynamics [13–15]. Importantly, the modulation of
MT dynamics in vitro and in vivo, mediated by treatment with the pregnenolone analogue
pregnenolone-methyl-ether (PME), which promotes CLIP170 functioning, can restore sev-
eral CDKL5-related defects, including spine maturation, expression of synaptic proteins
and hippocampal-dependent learning and memory [13–15].

Notwithstanding the importance of maintaining a proper excitation/inhibition bal-
ance, the possible role of CDKL5 in regulating inhibitory neurotransmission has ‘til now
been rather neglected. Mice with the conditional inactivation of Cdkl5 in their glutamatergic
forebrain neurons display altered miniature inhibitory synaptic currents (mIPSCs) [16], but
a molecular basis for such a defect is still unknown.

Here, we report that CDKL5 interacts with the inhibitory postsynaptic scaffolding com-
plex containing gephyrin and collybistin (CB) and show that CDKL5 loss leads to reduced
levels and functioning of the γ2 subunit-containing γ-aminobutyric acid type A receptors
(GABAAR) in vitro and in vivo. GABAARs are heteropentameric Cl− permeable channels,
generally composed of two α- and two β-subunits and a single γ- or δ-subunit [17]. Typi-
cally, synaptic GABAARs, which mediate phasic inhibition upon presynaptic GABA release,
contain a γ-subunit; contrariwise, the extrasynaptic receptor complexes that mediate tonic
inhibition as a response to low ambient GABA levels contain the δ-subunit [18]. Surface
levels of synaptic GABAARs depend on a complex and dynamic regulation including
transport, recycling and stabilisation, of which the latter relies on a scaffolding complex
containing gephyrin and CB [19].

Alterations in any of the components linked to inhibitory neurotransmission are
associated with various neurodevelopmental disorders characterised by cognitive defects,
autism-like features and epilepsy [20]. The pharmacological targeting of the GABAergic
system, based both on the allosteric modulation of GABAAR subtypes and on the functional
control of GABAAR-associated proteins, represents an important interventional strategy
against epilepsy and other clinical manifestations linked to the altered GABAAR levels or
functioning [21].

We here show that treatment with PME can restore GABAAR γ2 expression and
functioning in primary Cdkl5-KO neurons. Importantly, we also find that the synaptic
GABAAR subunit γ2 is significantly reduced in hippocampi of Cdkl5-KO mice, but that its
levels are normalised to those of WT animals upon treatment with PME. Altogether, these
data suggest that CDKL5, through its interaction with the inhibitory scaffolding complex,
regulates synaptic GABAAR levels and, importantly, that altered membrane insertion of
GABAARs can be restored by the targeting of MT dynamics.

2. Results
2.1. CDKL5 Interacts with the Gephyrin-Collybistin Complex and Regulates the Number of
Postsynaptic Gephyrin Clusters

To investigate the possible role of CDKL5 at the inhibitory synapses, we examined
its interaction with gephyrin and CB, two proteins playing a fundamental role in the or-
ganisation of the postsynaptic sites of these synapses. To this aim, brain lysates of young
mice at postnatal day 20–30 (PND20-30) were used to immunoprecipitate CDKL5 using
IgGs as negative control; through the subsequent western blotting (WB), both gephyrin
and CB could be detected in the CDKL5 immunocomplexes (Figure 1A,B). We further
confirmed the interaction in a heterologous system expressing Flag-tagged CDKL5 in
HEK293T cells together with the Myc-tagged CB2 isoform (Figure 1C). Upon immuno-
precipitation of CDKL5, allowing the precipitation of both exogenous and endogenous
CDKL5, overexpressed CB2 could easily be detected through WB analysis. Interestingly, the
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weakly expressed endogenous CB could also be detected as interacting with endogenous
CDKL5 that was visible upon a higher exposure of the membrane. These results confirm a
recent report by Uezu et al. [22] in which CB was identified as a direct interactor of CDKL5
through a chemical-genetic proximity-labelling approach.

Gephyrin is a key protein in the organisation of inhibitory synapses through the for-
mation of submembranous clusters that regulate the accumulation of GABAARs at the
postsynaptic sites [23]. The accumulation of gephyrin under the cell membrane depends
on the guanine nucleotide exchange factor CB that can recruit gephyrin to the postsynaptic
sites. CB exists in a closed inactive conformation, which depends on its N-terminal SH3 do-
main [24]. When GFP-tagged gephyrin is expressed together with the SH3-containing CB2
derivative (CB2-SH3+) in a heterologous system, it therefore accumulates in cytoplasmic
deposits (Figure 1D), whereas deletion of the SH3 domain (CB-∆SH3) renders CB constitu-
tively active, leading to the translocation of gephyrin to submembranous microaggregates.
Interestingly, the exogenous expression of Flag-tagged CDKL5 in cells expressing CB2-SH3+

causes GFP-gephyrin to accumulate under the cell membrane, suggesting that CDKL5 is
capable of activating CB through the interaction of the two proteins (Figure 1E).

We further evaluated whether CDKL5 loss influences the total levels of gephyrin or
CB in neurons. WB analyses on neuronal lysates from primary hippocampal cultures of
Cdkl5-WT and -KO neurons, cultured for 14 days in vitro (DIV), did not reveal any changes
in the expression of either gephyrin or CB (Figure 1F–I). We next examined whether
CDKL5 loss affects the capacity of gephyrin to form the typical submembranous clusters in
primary hippocampal neurons. Interestingly, we observed a significantly reduced number
of gephyrin puncta in the dendritic segments of Cdkl5-KO neurons (Figure 1J,K). The
interaction of CDKL5 with the gephyrin-CB complex, together with the reduced number
of gephyrin clusters in Cdkl5-KO neurons, indicate that CDKL5 might play a hitherto
undescribed role in the organisation of the postsynaptic sites of inhibitory synapses.

2.2. CDKL5 Loss Affects the Membrane Levels of γ2 Subunit-Containing GABAARs and
Impairs mIPSCs

Gephyrin deficiency impacts the surface accumulation of γ2-containing GABAARs [25–27].
We therefore speculated that the reduced number of gephyrin clusters in Cdkl5-KO neurons
might influence the cell-surface expression of the GABAAR subunit γ2. To address this, we
performed a cell-surface biotinylation assay. Briefly, upon biotinylation of hippocampal
neurons, labelled proteins were affinity purified, and the amount of the synaptic GABAAR
subunit γ2 was analysed through WB in parallel with a fraction of the total cell extract
(Figure 2A). The proportion of the total receptor pool that resides in the neuronal surface
was determined by quantifying the ratio of the biotinylated fraction (surface) over the
amount in the total lysate (total). As control of the biotinylation procedure, we verified that
the cytoplasmic protein GAPDH was barely present in the pool of affinity-purified proteins.
As illustrated in the graph in Figure 2B, we found that Cdkl5-KO neurons displayed reduced
surface levels of the γ2 subunit, whereas its total levels were unaltered (Figure 2C,D). We
further examined the surface expression of the γ2 subunit through the immunofluorescence
staining of hippocampal Cdkl5-WT and -KO neurons performed under non-permeabilising
conditions. In accordance with the biotinylation experiment, Cdkl5-KO neurons displayed
significantly reduced surface levels of the γ2 subunit (Figure 2E,F).
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Figure 1. CDKL5 interacts with the gephyrin-collybistin complex. (A,B) Representative WBs show-

ing the coimmuniprecipitation of CDKL5 and gephyrin (GPHN; A) or collybistin (CB; B) from 

Figure 1. CDKL5 interacts with the gephyrin-collybistin complex. (A,B) Representative WBs showing
the coimmuniprecipitation of CDKL5 and gephyrin (GPHN; A) or collybistin (CB; B) from PND20-30
mouse brain lysates. Unrelated IgGs were used as negative control. Whole brain lysate (input; 2.5%)
and immunocomplexes were analysed through WB with antibodies against CDKL5, GPHN (A)
and CB (B). n = 3. (C) Flag-CDKL5 was expressed in HEK293T cells together with Myc-CB2 and
immunoprecipitated with a monoclonal anti-CDKL5 antibody. Whole cell lysates (input; 3%) and
immunoprecipitated proteins were analysed through WB using antibodies against CDKL5, CB and, as
loading control, GAPDH. n = 3. (D,E) Representative confocal images of COS7 cells expressing GFP-
tagged gephyrin (GFP-GPHN, green) and Myc-CB2-SH3+ or Myc-CB2-∆SH3 (blue) together with
Flag-CDKL5 (red). Scale bar: 5 µm. (F,H) Representative WB of whole cell lysates of Cdkl5-WT/KO
primary hippocampal neurons at DIV14. Antibodies against GPHN and CB were used together with
anti-CDKL5 and, as loading control, GAPDH. (G,I) The graphs show the quantification of normalised
GPHN (G) and CB (I) levels. n = 8 biological replicates. Mean ± SEM. Not significant (ns), p > 0.05.
Unpaired Student’s t-test. (J) Representative images of DIV14 Cdkl5-WT/KO hippocampal neurons
stained with antibodies against GPHN (red) and the dendritic marker MAP2 (blue). Scale bar, 5 µm.
(K) Graph showing the quantification of GPHN puncta along 30 µm long segments. n = 7 biological
replicates, N = 37/35 WT/KO neurons. Mean ± SEM. **** p < 0.0001. Unpaired Student’s t-test.

36



Int. J. Mol. Sci. 2023, 24, 68

Int. J. Mol. Sci. 2023, 24, 68 5 of 17 
 

 

through the immunofluorescence staining of hippocampal Cdkl5-WT and -KO neurons 

performed under non-permeabilising conditions. In accordance with the biotinylation ex-

periment, Cdkl5-KO neurons displayed significantly reduced surface levels of the γ2 sub-

unit (Figure 2E,F). 

 

Figure 2. CDKL5 loss affects surface expression of synaptic GABAARs in primary hippocampal neu-

rons. (A) Representative WB of a biotinylation experiment on Cdkl5-WT/KO primary hippocampal 

neurons at DIV14. Levels of GABAAR subunit γ2 were analysed together with GAPDH in the surface 

fraction, obtained from 500 µg of lysate, and in 30 µg of whole cell lysate. (B) Graph showing the 

ratio of surface/total levels of GABAAR γ2. N = 5 biological replicates. Mean ± SEM * p < 0.05. Un-

paired Student’s t-test. (C) Representative WB analysis of whole cell lysates of Cdkl5-WT/KO pri-

mary hippocampal neurons at DIV14. GAPDH was used as loading control. (D) Graph showing the 

quantification of normalised GABAAR γ2 levels. N = 8 biological replicates. Mean ± SEM ns, p > 0.05. 

Unpaired Student’s t-test. (E) Surface exposed GABAAR γ2 (green, sGABAAR γ2) was detected 

through immunostaining of Cdkl5-WT/KO primary hippocampal neurons at DIV14 under non-per-

meabilising conditions. MAP2 (blue) was used as dendritic marker. Scale bar, 5 µm. (F) Graph show-

ing the quantification of the fluorescence intensity of sGABAAR γ2 staining of 30 µm long dendritic 

segments. n = 6 biological replicates, N = 33/42 WT/KO neurons. Mean ± SEM **** p < 0.0001. Un-

paired Student’s t-test. 

To evaluate the functional consequences of the reduced levels of the γ2-containing 

GABAARs on the neuronal surface, we measured mIPSCs from Cdkl5-WT and -KO hippo-

campal neurons at DIV14. Notably, in Cdkl5-KO neurons, mIPSCs were less frequent, 

while the amplitude was unaltered (Figure 3A–C). The reduced frequency of mIPSCs 

points to possible presynaptic deficits in the Cdkl5-KO neurons, and we therefore analysed 

the presynaptic markers bassoon and vesicular GABA transporter (VGAT). Bassoon is lo-

calised at the active zone of both excitatory and inhibitory presynaptic terminals, while 

VGAT is specific for the inhibitory presynaptic sites. Immunofluorescence staining 

Figure 2. CDKL5 loss affects surface expression of synaptic GABAARs in primary hippocampal neu-
rons. (A) Representative WB of a biotinylation experiment on Cdkl5-WT/KO primary hippocampal
neurons at DIV14. Levels of GABAAR subunit γ2 were analysed together with GAPDH in the surface
fraction, obtained from 500 µg of lysate, and in 30 µg of whole cell lysate. (B) Graph showing the
ratio of surface/total levels of GABAAR γ2. N = 5 biological replicates. Mean ± SEM * p < 0.05.
Unpaired Student’s t-test. (C) Representative WB analysis of whole cell lysates of Cdkl5-WT/KO
primary hippocampal neurons at DIV14. GAPDH was used as loading control. (D) Graph showing
the quantification of normalised GABAAR γ2 levels. N = 8 biological replicates. Mean ± SEM
ns, p > 0.05. Unpaired Student’s t-test. (E) Surface exposed GABAAR γ2 (green, sGABAAR γ2)
was detected through immunostaining of Cdkl5-WT/KO primary hippocampal neurons at DIV14
under non-permeabilising conditions. MAP2 (blue) was used as dendritic marker. Scale bar, 5 µm.
(F) Graph showing the quantification of the fluorescence intensity of sGABAAR γ2 staining of 30 µm
long dendritic segments. n = 6 biological replicates, N = 33/42 WT/KO neurons. Mean ± SEM
**** p < 0.0001. Unpaired Student’s t-test.

To evaluate the functional consequences of the reduced levels of the γ2-containing
GABAARs on the neuronal surface, we measured mIPSCs from Cdkl5-WT and -KO hip-
pocampal neurons at DIV14. Notably, in Cdkl5-KO neurons, mIPSCs were less frequent,
while the amplitude was unaltered (Figure 3A–C). The reduced frequency of mIPSCs points
to possible presynaptic deficits in the Cdkl5-KO neurons, and we therefore analysed the
presynaptic markers bassoon and vesicular GABA transporter (VGAT). Bassoon is localised
at the active zone of both excitatory and inhibitory presynaptic terminals, while VGAT
is specific for the inhibitory presynaptic sites. Immunofluorescence staining showed re-
duced numbers of both bassoon and VGAT puncta in Cdkl5-KO hippocampal neurons
(Figure 3D–G).
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Figure 3. CDKL5 loss leads to a reduction in the frequency of mIPSCs and in presynaptic inhibitory
markers. (A) Representative traces of mIPSCs recorded from Cdkl5-WT/KO primary hippocampal
neurons at DIV14 patching at +10 mV. (B,C) Graphs showing mIPSC frequency (B) and amplitude
(C) in Cdkl5-WT/KO cultures. n = 3 biological replicates; frequency: N = 16/11 WT/KO neurons.
Mean ± SEM * p < 0.05, not significant (ns), p > 0.05. mIPSC frequency: Mann Whitney U test;
mIPSC amplitude: Unpaired Student’s t-test. (D,F) Representative images of Cdkl5-WT/KO neu-
rons at DIV14 stained for Bassoon (red, D), VGAT (green, F) and MAP2 (blue). Scale bar, 5 µm.
(E,G) Graphs showing the quantification of bassoon and VGAT puncta along 30 µm long den-
dritic segments. Bassoon: n = 7 biological replicates, N = 40/44 neurons. VGAT: n = 3 biological
replicates, N = 30/26 neurons. Mean ± SEM ** p < 0.01, **** p < 0.0001. Unpaired Student’s t-test.
(H) Representative traces of mIPSCs recorded from CDKL5-silenced neurons (shCDKL5) and controls
(shLacZ). Neurons were transfected with GFP-expressing shRNA vectors at DIV11 and mIPSCs were
recorded at DIV14 patching at +10 mV. (I,J) Graphs showing mIPSC frequency (I) and amplitude
(J) upon acute CDKL5-silencing. n = 3 biological replicates; N = 11/16 shLacZ/shCDKL5 neurons.
Mean ± SEM * p < 0.05; ns, p > 0.05. Unpaired Student’s t-test.

The interaction of CDKL5 with the postsynaptic scaffolding proteins led us to test
whether the ablation of CDKL5 at the postsynaptic site would be sufficient to generate the
observed reduction in mIPSC frequency. We therefore recorded the mIPSCs in neurons
transfected with a construct expressing a short-hairpin RNA specific for CDKL5 (shCDKL5)
or, as control, against LacZ (shLacZ). Transfected neurons are easily detectable thanks to the
concomitant expression of GFP from these vectors; moreover, due to the low transfection
efficiency (below 5%), the synaptic input to transfected neurons is generated from non-
silenced cells. Interestingly, the mIPSC frequency was reduced in shCDKL5 neurons as
compared to the shLacZ controls (Figure 3H–J), thus supporting a postsynaptic CDKL5-
dependent effect on presynaptic inputs.

2.3. GABAergic Defects in Cdkl5-KO Neurons Are Normalised upon Treatment with PME

The presence of GABAARs on the neuronal membrane is determined by the dynamic
balance of delivery, recycling and degradation, which altogether depends on complex
regulatory mechanisms involving the interaction of various proteins, including gephyrin,
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with MTs [28,29]. We previously showed that various neuronal defects linked to CDKL5 de-
ficiency in vitro and in vivo can be restored through treatment with PME, which promotes
MT dynamics [13–15]. We therefore found it intriguing to analyse whether the treatment of
Cdkl5-KO neurons with PME could restore the observed defects at the inhibitory synapse.
Cdkl5-WT and -KO neurons were treated with 0.3 and 1 µM PME at DIV11 and stained at
DIV14 for gephyrin, GABAAR γ2, bassoon or VGAT (Figure 4A–H). Whereas treatment
with PME affected neither of the pre- and postsynaptic markers in WT neurons, we ob-
served a significant effect already with 0.3 µM of PME in Cdkl5-KO neurons. Indeed, at the
postsynaptic site, both the gephyrin and the GABAAR γ2 levels were restored to those in
WT neurons (Figure 4A–D); a similar positive effect was observed also with the presynaptic
markers bassoon and VGAT (Figure 4E–H). In line with this, treatment with PME could also
normalise the frequency of mIPSCs in Cdkl5-KO neurons, whereas no effect was observed
on the amplitude (Figure 4I–K).

By treating symptomatic Cdkl5-KO mice with PME, we previously found that CDKL5-
related hippocampal-dependent behavioural and excitatory synaptic defects benefit from
increased MT dynamics in vivo [15]. Intrigued by the positive effect of PME on inhibitory
synapses in vitro, we proceeded to evaluate its effect in vivo, also. With this aim, we
subjected hippocampal sections of Cdkl5-WT and -KO mice treated with 10 mg/kg of PME
for 7 days (starting at PND60) to immunofluorescence staining against GABAAR γ2. As
shown in Figure 5 we observed a dramatic decrease in the density of GABAAR γ2 clusters
in the dentate gyrus of the vehicle-treated Cdkl5-KO mice with respect to the WT mice;
interestingly, upon treatment with PME, the number of GABAAR γ2 clusters was similar
between the two genotypes.
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Figure 4. Treatment with PME normalises CDKL5-dependent inhibitory synaptic defects. (A,C,E,G)
Representative images of Cdkl5-WT/KO primary hippocampal neurons stained for MAP2 together
with gephyrin (GPHN, red; A), GABAAR γ2 (green, C), bassoon (red, E) or VGAT (green, G)
upon treatment with 0.3 or 1 µM of PME or vehicle (0.1% DMSO) at DIV11 for 72 h. Scale bar,
5 µm. (B,D,F,H) Graphs showing the quantification of GPHN puncta (B), sGABAAR γ2 fluores-
cence intensity (D), bassoon puncta (F), VGAT puncta (H) along 30 µm long dendritic segments.
GPHN: n = 6 biological replicates, N ≥ 19 neurons; sGABAAR γ2: n ≥ 5 biological replicates,
N ≥ 32 neurons; bassoon: n = 3 biological replicates, N ≥ 20 neurons; VGAT: n = 3 biological repli-
cates, N ≥ 25 neurons. Mean ± SEM * p < 0.05; ** p < 0.01; *** p < 0.001; **** p < 0.0001. Two-way
ANOVA, followed by Tukey’s post-hoc. (I) Representative traces of mIPSCs in Cdkl5-WT and -KO
primary hippocampal neurons treated as indicated with either vehicle (0.1% DMSO) or 0.3 µM PME
for 72 h starting at DIV11. (J,K) Graphs showing mIPSC frequency (J) and amplitude (K) of Cdkl5-WT
and -KO neurons treated as indicated. n = 3 biological replicates, N ≥ 22. Mean ± SEM. mIPSC
frequency: *** p < 0.001, **** p < 0.0001. Kruskal-Wallis test, followed by Dunn’s multiple comparisons
test. mIPSC amplitude: ns, p > 0.05. One-way ANOVA, followed by Tukey’s post-hoc.
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Figure 5. Reduced levels of synaptic GABAAR γ2 in hippocampi of Cdkl5-KO mice are normalised
upon treatment with PME. (A) Hippocampal slices (dentate gyrus) from Cdkl5-WT/KO male mice
treated with PME (10 mg/kg, s.c. for seven days starting from PND60) or sesame oil (vehicle) were
stained for GABAAR γ2. Scale bar, 5 µm. (B) Representative image of a hippocampal section stained
with the nuclear dye DAPI. Images from the molecular layer (MOL) of the dentate gyrus (DG) were
used for the analyses shown in panels A and C. (C) Graph showing the quantification of GABAAR
γ2 clusters/100 µm2. n ≥ 3. Mean±SEM, ** p < 0.01, *** p < 0.001. Two-way ANOVA followed by
Tukey’s post-hoc.

40



Int. J. Mol. Sci. 2023, 24, 68

3. Discussion

In this study, we investigated the possible role of CDKL5 in the inhibitory synapse.
Beyond the well-established role of CDKL5 at glutamatergic synapses, the results of this
study reveal a hitherto undescribed function of CDKL5 in the inhibitory compartment.
Our results suggest that CDKL5, through its interaction with the inhibitory scaffolding
complex containing gephyrin and CB, regulates membrane levels of synaptic γ2-containing
GABAARs. Deranged GABAAR levels are frequently linked to cognitive deficits and
epilepsy, and we speculate that our results may help in explaining the seizure phenotype
observed in CDD patients.

3.1. CDKL5 Deficiency Leads to Dysfunctions in the Inhibitory Synapse

GABAARs are ion channels permeable to chloride and bicarbonate ions and are, in the
mammalian CNS, localised at postsynaptic inhibitory specialisations or at extrasynaptic
sites, where they mediate inhibitory neurotransmission [29,30].

Herein, we analysed the synaptic GABAARs, focusing our attention on the γ2 subunit,
which is the most abundant GABAAR subunit in the rat brain [17]. Our immunofluo-
rescence analyses showed a significant reduction of GABAAR γ2 surface expression in
both the hippocampal neurons and hippocampal slices of Cdkl5-KO mice. This defect was
corroborated by biochemical approaches. Indeed, through the highly sensitive cell-surface
biotinylation assay, we showed that the absence of CDKL5 influenced surface levels of
γ2-containing GABAARs in primary cultures of Cdkl5-KO neurons. Since the absence of
CDKL5 did not affect the total levels of the GABAAR γ2 subunit, the reduced surface levels
might be a consequence of an altered transport or recycling.

The cell membrane distribution of synaptic GABAARs is dynamically regulated
through various mechanisms, including the subsynaptic scaffolding factor gephyrin, which
binds and clusters synaptic GABAARs at sites directly opposite to GABA-releasing axon
terminals [23]. Through in vitro and ex vivo immunoprecipitation experiments, we found
that CDKL5 forms a complex with both CB and gephyrin. Furthermore, the reduction of
surface expressed synaptic GABAARs was accompanied by a reduction in the number of
gephyrin-positive puncta in the Cdkl5-KO primary cultures.

The molecular interaction between CDKL5 and the cytoplasmic CB-gephyrin complex
is likely a key mechanism through which CDKL5 exerts its control on synaptic GABAARs.
In particular, gephyrin takes part in the aggregation, but not in the surface insertion
or stabilisation, of α2 and γ2 subunit-containing GABAARs [31]. CB is a brain-specific
GDP/GTP-exchange factor, which interacts with gephyrin and regulates its recruitment
from intracellular deposits to postsynaptic membranes [32]. The loss of CB leads to a strong
reduction in gephyrin and synaptic GABAAR clusters in several regions of the forebrain,
including the hippocampus, amygdala and cerebellum [33,34]. Normally, CB is present in
an auto-inhibited conformation and depends on other neuronal factors such as neuroligin
2 (NL2), GABAAR subunit α2 or the Rho-like GTPase TC-10 for its activation [35,36]. Our
results, showing that exogenous CDKL5 expression is sufficient for localising gephyrin
under the cell membrane when coexpressed with full-length CB, suggest that CDKL5 may
also be capable of relieving CB from the inhibited conformation. Our data also support a
previous study by Uezu et al. [22] that identified CDKL5 as a direct interactor of CB. The
presence of gephyrin in the immunocomplexes is likely caused by an indirect interaction
mediated by CB. Since CB is required for inhibitory receptor clustering and function, via the
recruitment of gephyrin [37], we speculate that CDKL5 plays a direct role in the stabilisation
of the key components of the inhibitory synapse by the above interaction. Future studies
will be performed to address how CDKL5 loss affects the gephyrin-CB complex and which
GABAAR subunits are affected.

3.2. CDKL5 Deficiency Impairs the Functional GABAergic Synapse

The postsynaptic inhibitory defects were accompanied by a reduction in the frequency
of mIPSCs in Cdkl5-KO neurons. Various mechanisms can underlie the reduced frequency,
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such as reduced number of synapses at the pre- and postsynaptic levels, a reduced neuro-
transmitter release and a reduced number of presynaptic vesicles. Even if we cannot rule
out a direct role for CDKL5 at the presynaptic level, we find it relevant to consider that
a similar result was observed when CDKL5 expression was acutely silenced through the
transfection of a CDKL5-silencing construct also expressing GFP. Our experimental settings
allowed the recording of the mIPSCs of CDKL5-silenced neurons that were innervated by
non-silenced cells. Therefore, the altered inhibitory neurotransmission could be ascribed to
a direct role for CDKL5 at the postsynaptic site, given that the presynaptic compartment is
normal. The major phenotype of CDKL5 deficiency in both Cdkl5-KO and silenced neurons
was a remarkable decrease in mIPSC frequency, hence reflecting a strong reduction in the
number of functional GABAergic synapses. We speculate that the loss of CDKL5 at the post-
synaptic site influences GABAergic innervation in Cdkl5-KO cultures similar to what has
been reported for γ2-containing GABAAR clusters in cortical neurons silenced for GODZ,
which is implicated in trafficking and postsynaptic accumulation of γ2 subunit-containing
GABAARs [38]. In support of our hypothesis, we observed a significantly reduced number
of both bassoon- and VGAT-positive puncta in the primary cultures of Cdkl5-KO neurons,
which indicates a presynaptic defect.

3.3. PME Treatment Ameliorates CDKL5-Related Defects

Various recent data have shown that CDKL5 is involved in regulating MT dynam-
ics [13,39–41]. Interestingly, the possibility of targeting MT interacting proteins, the function
of which is impaired in the absence of CDKL5, seems to represent an interesting disease
modifying therapeutic strategy for CDD [14,15,42].

Here we show that treatment in vitro with the neuroactive synthetic steroid PME
restores CDKL5-dependent GABAAR defects both molecularly and functionally. Indeed,
the decreased frequency of mIPSCs in primary Cdkl5-KO cultures was normalised, together
with the surface exposure of synaptic GABAARs and the number of gephyrin, bassoon
and VGAT puncta. Intriguingly, we also found that the number of γ2 subunit-containing
GABAAR clusters was restored in the hippocampal slices of Cdkl5-KO mice treated with
subcutaneous injections of PME (10 mg/kg) for seven consecutive days starting from
PND60. Of relevance, this treatment schedule restored hippocampal-dependent learning
and memory defects in Cdkl5-KO mice [15].

At present, we can only speculate about the precise mechanism through which PME
can promote synaptic GABAAR accumulation. Our previous data showed that PME
activates the +TIP CLIP170 by inducing its open conformation, thus promoting MT dy-
namics [15]. CLIP170 was found to be involved in the efficient loading of dynein-bound
cargoes for retrograde transport in axons [43]. Dynein is central for minus-end directed
transport of various cargoes and, by activating CLIP170, PME may therefore promote
dynein-dependent transport. Indeed, gephyrin interacts directly with dynein and trans-
ports glycine receptor-containing vesicles in dendrites [28]. Moreover, forward trafficking of
γ2-containing GABAARs is mediated by GABARAP-containing complexes, which interact
with dynein [44]. Future studies will allow us to reveal the effect of PME on dynein-
dependent transport.

In conclusion, we have demonstrated for the first time that CDKL5 plays a direct role
in the expression of functional GABAARs at synaptic sites, in part through its interaction
with the cytoplasmic CB-gephyrin complex. Importantly, treatment with the synthetic
neuroactive steroid PME can bypass the need for CDKL5 and restore GABAAR expression
and GABAAR functioning. Currently, there are no approved therapies for CDD and any
pharmacological strategies that reduce the frequency, duration or severity of seizures may
positively impact the quality of life for CDD patients. PME might represent an important
breakthrough in the CDD field, as the restoration of GABAAR expression might be beneficial
also for the cognitive defects and autistic-like features present in CDD patients.
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4. Materials and Methods
4.1. Mice

Protocols and use of animals were approved by the Animal Ethics Committee of
the University of Insubria and in accordance with the guidelines released by the Italian
Ministry of Health (D.L. 2014/26) and the European Community directives regulating
animal research (2010/63/EU). Adult mice were euthanised by cervical dislocation, while
neonates were sacrificed by exposure to CO2 followed by decapitation.

Male Cdkl5-KO mice [4] on the genetic background CD1 were used. Littermate controls
were used for all experiments. The day of birth was designated as postnatal day (PND)
zero. After weaning, three to five animals belonging to the same litter were housed in
activity enriched cages on a 12 h light/dark cycle in a temperature-controlled environment
with food and water provided ad libitum and checked daily for general health conditions.
Genotyping was performed through PCR on genomic DNA from tail biopsies using the
Rapid Extract PCR Kit (PCRBIO, [15]).

4.2. Plasmids

pEGFP-GPHN, pRK5 Myc-CB2-SH3+, and pRK5 Myc-CB2-∆SH3 were kindly pro-
vided by Dr. Theophilos Papadopoulos’s laboratory (Max-Planck Institute for Brain Re-
search, Göttingen) and were generated as described previously [45]. pFlag-CDKL5 encod-
ing the 107 kDa splice variant was generated as described elsewhere [46].

4.3. Cell Cultures and Transfections

African green monkey kidney cells (COS7) and human embryonic kidney 293T
(HEK293T) cells were maintained in DMEM (Euroclone) supplemented with 10% fetal
bovine serum (Euroclone), 2 mM L-glutamine (Euroclone) and penicillin/streptomycin
(100 units/mL and 100 µg/mL respectively, Euroclone) at 37 ◦C with 5% CO2. Cells were
transfected with LipofectamineTM 3000 (Life Technologies Incorporated).

Primary hippocampal cultures were prepared from embryonic day 17 (E17) mouse
embryos considering the day of the vaginal plug as E0, as described previously [47], and
plated on poly-L-lysine (Sigma-Aldrich, Sant Louis, MO 63103, USA) coated plates.

CDKL5 expression was abruptly silenced in primary hippocampal neurons at DIV11
through the transfection of a shCDKL5 targeting the sequence GCAGAGTCGGCACAGC-
TAT, using as negative control a shRNA against LacZ (shLacZ). Plasmid transfection was
performed with LipofectamineTM 2000 transfection reagent (Life Technologies Incorporated).

4.4. Pharmacological Treatment

For treatment in vitro, 0.3 or 1 µM of PME or 0.1% DMSO (vehicle) was added to
the primary cultures at DIV11, and neurons were harvested after 72 h. For treatment
in vivo, mice received daily subcutaneous injections from PND60 to PND66 of 10 mg/kg
of PME or sesame oil (vehicle) between 9:00–11:00 as described in Barbiero et al. [15].
For neuroanatomical experiments, mice were sacrificed 24 h after ended treatment and
processed as described below. PME was suspended in sesame oil and freshly prepared
each day.

4.5. Antibodies

The following primary antibodies were used in immunofluorescence and western blot-
ting experiments: mouse anti-bassoon (Santa Cruz, sc-58509), rabbit anti-CDKL5 (Sigma,
HPA002847), mouse anti-CDKL5 (Santa Cruz, sc-376314), rabbit anti-collybistin (SYSY,
261003), rabbit anti-GABAAR γ2 (SYSY, 224003), goat anti-GABAAR γ2 (Invitrogen, PA5-
19299), rabbit anti-GAPDH (Sigma, G9545), mouse anti-gephyrin (Santa Cruz, sc-25311),
anti-GFP (chicken, Molecular Probes, A10262), chicken anti-MAP2 (SYSY, 188006), mouse
anti-c-myc (clone 9E10), rabbit anti-VGAT (SYSY, 131003). Secondary Alexa Fluor anti-
rabbit, -mouse and -chicken were purchased from Abcam or Invitrogen. HRP-conjugated
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goat anti-mouse, goat anti-rabbit and donkey anti-goat secondary antibodies for western
blottings were purchased from Jackson Immunoresearch.

4.6. Immunofluorescence

COS7 cells and hippocampal neurons: neurons were grown on poly-L-lysine
(1 mg/mL; Sigma-Aldrich) coated coverslips (300 cells/mm2) until DIV14. After fixa-
tion in 4% formaldehyde (PierceTM) with 4% sucrose (Sigma-Aldrich, Sant Louis, MO
63103, USA), cells were blocked in 1X PBS, 5% goat serum (Euroclone) and 0.2% Triton
X-100. Surface exposed γ2 subunit-containing GABAAR were immunostained under non-
permeabilising conditions with blocking in 1X PBS, 5% goat serum. Incubation with the
primary antibody was performed overnight at 4 ◦C and with the secondary antibody for
1 h at room temperature. Slides were mounted with ProLong Gold antifade reagent (Life
Technologies).

To quantify gephyrin, bassoon and VGAT puncta as well as surface expressed GABAAR
γ2 along MAP2-positive dendrites, images were captured with a 60X objective coupled
to an Olympus BX51 fluorescence microscope equipped with Retiga R1 (QImaging) CCD
camera. The number of gephyrin, bassoon and VGAT puncta, along with the fluorescence
intensity of GABAAR γ2 staining, were measured along 30 µm long segments (proximal
part of secondary branches) using the software Fiji ImageJ (function: analyse particles or
measure). Primary antibodies were used: bassoon, 1:50; CDKL5, 1:50; GABAAR γ2, 1:150;
gephyrin, 1:50; GFP, 1:100; MAP2 chicken, 1:500; MAP2 rabbit and mouse, 1:1000; Myc,
1:200; VGAT, 1:1000.

Hippocampal slices: 24 h after treatment, mice were decapitated (upon dislocation)
and brain hemispheres were rapidly excised and frozen in liquid nitrogen. Cryosections
(30 µm) were cut and mounted onto coated slides (SuperFrost® Plus, Thermo Scientific,
38116 Braunschweig, Germany) and stored at −80 ◦C. The samples were fixed in 2%
paraformaldehyde (4 ◦C) for 90 s, rinsed thrice with 1X PBS and blocked for 1 h in block-
ing solution (0.05% goat serum, 3% Triton X-100 in 1X PBS). Upon incubation with anti-
GABAAR γ2 antibody (1:1000) in a humid chamber overnight at 4 ◦C, the slices were
incubated with the secondary antibody (Alexa Fluor goat anti-rabbit 488 nm) in blocking
solution for 1 h at room temperature, rinsed thrice with 1X PBS and mounted with ProLong
Gold antifade reagent (Life Technologies). As negative control, a sample was incubated
with only the secondary antibody.

Images from the molecular layer of the dentate gyrus were acquired with a LEICA TCS
SL confocal microscope (LEITZ; Leica Mycrosystems, Wetzlar, Germany) with objective 63X
(NA 1.32; zoom factor = 8) and the pinhole set at 1 Airy unit. Four slices per animal were
analysed, and the number of GABAAR γ2 clusters was quantified using the software Fiji
ImageJ (plugin: analyse particles). Optimised threshold values and size filters were applied
for all the images to identify GABAAR γ2 clusters. The number of GABAAR γ2 puncta was
calculated in four identical sections for each slice (to have a mean of four separate zones of
the dentate gyrus per single slice) and expressed per µm2.

4.7. Western Blotting and Immunoprecipitation

Primary hippocampal neurons were lysed in 3X Laemmli buffer, and samples were
separated by 10% SDS-PAGE, transferred to nitrocellulose membranes and blocked in 5%
non-fat milk in TBS-T (20 mM of Tris-HCl pH 7.4, 150 mM of NaCl, 0.2% Tween-20). Blots
were incubated with primary antibodies overnight at 4 ◦C, washed in TBS-T and incubated
with appropriate secondary antibodies for 1 h at room temperature. Blots were developed
with protein detection system-ECL (Genespin) coupled to G:BOX Chemi Imaging System
(Syngene). Densitometric expression analyses were performed using ImageJ software.

CDKL5 was immunoprecipitated from 400 µg of HEK293T cells or 1 mg of a mouse
brain extract (PND20-30) lysed in lysis buffer [mM: 50 Tris-HCl pH 7.4, 150 NaCl, 1 EDTA,
1 EGTA, 1% Triton X-100, 1X protease inhibitor cocktail (PIC, Sigma-Aldrich, Sant Louis,
MO 63103, USA) and 1X PhosSTOP (Roche)] and incubated overnight at 4 ◦C with 1 µg of
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anti-CDKL5 or unrelated IgGs as control. The immunocomplexes were precipitated with
protein-G agarose (Life Technologies), washed several times with lysis buffer and analysed
by SDS-PAGE and western blotting.

4.8. Biotinylation Assays

Biotinylation assays were performed according to previously described protocols [48,49]
with slight modifications. Primary hippocampal neurons were plated in 6-well plates
coated with 0.5 mg/mL poly-L-lysine (Sigma-Aldrich, 400,000 neurons/well) and used
at DIV14. Neurons were washed twice with HBSS/Ca2+/Mg2+, followed by incubation
with 0.5 mg/mL of Sulfo-NHS-SS-Biotin (Cyanagen). Quenching was performed using
HBSS/Ca2+/Mg2+ supplemented with glycine (50 mM) and BSA (0.5%), after which cells
were lysed with standard radio-immunoprecipitation assay (RIPA) buffer (mM: 50 Tris-HCl
pH 7.4, 150 NaCl, 1 EDTA, 2 EGTA, 1% NP40, 0.1% SDS, 0.5% SDC, 1X PhosSTOP, 1X PIC).
After correction for protein content using a BCA protein assay kit (PierceTM), biotinylated
proteins were purified on StreptAvidin UltraLink Resin (PierceTM) and resolved by SDS-
PAGE and western blotting. Surface expression was evaluated as the ratio between the
biotinylated fraction (surface) and the total cell lysate normalised with GAPDH.

4.9. In Vitro Electrophysiological Recordings

GABA-mediated inhibitory postsynaptic currents in miniature (mIPSCs) were recorded
using the patch-clamp technique in the whole cell voltage-clamp configuration in the
presence of 1 µM tetrodotoxin (TTX, Tocris) to block the generation of action potentials.
Recordings were obtained from primary hippocampal neurons at DIV14 (plated on poly-L-
lysine coated coverslips at the density of 234 cells/mm2) using the Axopatch 200B amplifier
and the pClamp-10 software (Axon Instruments). Recordings were performed in Krebs’-
Ringer’s-HEPES (KRH) external solution (mM: 125 NaCl, 5 KCl, 1.2 MgSO4, 1.2 KH2PO4,
2 CaCl2, 6 glucose, 25 HEPES-NaOH pH 7.4). Recording pipettes were pulled from glass
capillary (World Precision Instrument) using a two-stage puller (Narishige) and had tip
resistances of 3–5 MΩ when filled with the intracellular solution (mM: 130 Cs-gluconate, 8
CsCl, 2 NaCl, 10 HEPES, 4 EGTA, 4 MgATP, 0.3 GTP pH 7.3). Voltage-clamp recordings
were performed at holding potentials of +10 mV. The recorded traces were analysed using
Clapfit-pClamp 10 software, after choosing an appropriate threshold. In particular, events
that exceeded at least twice the standard deviation of the baseline noise were considered as
mIPSCs and included in our analyses.

4.10. Statistical Analyses

All experiments and analyses were performed knowing the respective genotypes of
the animals. Data were analysed with Prism software (GraphPad), and all values were
expressed as the mean ± SEM. Data that were identified as significant outliers by the
software were removed from the datasets. The significance of the western blotting and
immunofluorescence results was evaluated using Unpaired Student’s t-test, One-way
ANOVA followed by Tukey’s multiple comparisons test and Two-way ANOVA followed
by Tukey’s multiple comparisons test. The significance of in vitro electrophysiological
studies was evaluated by Mann Whitney U test, Kruskal-Wallis test followed by Dunn’s
multiple comparisons test, One-way ANOVA followed by Tukey’s multiple comparisons
test and Unpaired Student’s t-test. Probability values of p < 0.05 were considered as
statistically significant.

45



Int. J. Mol. Sci. 2023, 24, 68

Author Contributions: Conceptualization, R.D.R., M.T. and C.K.-N.; methodology, R.D.R., F.A. and
C.K.-N.; investigation, R.D.R., S.V., C.C., I.B., C.P., M.T. and S.R.; resources, M.B.; formal analysis,
R.D.R., C.P., M.T., F.A. and I.B.; writing—original draft preparation, R.D.R.; writing—review and
editing, C.K.-N.; supervision, C.K.-N.; project administration, R.D.R. and C.K.-N.; funding acquisition,
C.K.-N. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Fondazione Telethon [GGP20024], AIRETT onlus and the
Italian parents’ association Albero di Greta (to CKN).

Institutional Review Board Statement: The animal study protocol was approved by the Ethics
Committee of the University of Insubria and by the Italian Council on Animal Care, the Italian
Government decree No. 28/2019.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We thank Theophilos Papadopoulos (Max-Planck Institute for Brain Research,
Göttingen) for the CB and gephyrin constructs.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Olson, H.E.; Demarest, S.T.; Pestana-Knight, E.M.; Swanson, L.C.; Iqbal, S.; Lal, D.; Leonard, H.; Cross, J.H.; Devinsky, O.; Benke,

T.A. Cyclin-dependent kinase-like 5 deficiency disorder: Clinical review. Pediatr. Neurol. 2019, 97, 18–25. [CrossRef] [PubMed]
2. Rusconi, L.; Salvatoni, L.; Giudici, L.; Bertani, I.; Kilstrup-Nielsen, C.; Broccoli, V.; Landsberger, N. CDKL5 expression is

modulated during neuronal development and its subcellular distribution is tightly regulated by the C-terminal tail. J. Biol. Chem.
2008, 283, 30101–30111. [CrossRef]

3. Wang, I.T.J.; Allen, M.; Goffin, D.; Zhu, X.; Fairless, A.H.; Brodkin, E.S.; Siegel, S.J.; Marsh, E.D.; Blendy, J.A.; Zhou, Z. Loss of
CDKL5 disrupts kinome profile and event-related potentials leading to autistic-like phenotypes in mice. Proc. Natl. Acad. Sci.
USA 2012, 109, 21516–21521. [CrossRef] [PubMed]

4. Amendola, E.; Zhan, Y.; Mattucci, C.; Castroflorio, E.; Calcagno, E.; Fuchs, C.; Lonetti, G.; Silingardi, D.; Vyssotski, A.L.; Farley, D.;
et al. Mapping pathological phenotypes in a mouse model of CDKL5 disorder. PLoS ONE 2014, 9, e91613. [CrossRef] [PubMed]

5. Okuda, K.; Kobayashi, S.; Fukaya, M.; Watanabe, A.; Murakami, T.; Hagiwara, M.; Sato, T.; Ueno, H.; Ogonuki, N.; Komano-Inoue,
S.; et al. CDKL5 controls postsynaptic localization of GluN2B-containing NMDA receptors in the hippocampus and regulates
seizure susceptibility. Neurobiol. Dis. 2017, 106, 158–170. [CrossRef] [PubMed]

6. Zhou, A.; Han, S.; Zhou, Z.J. Molecular and genetic insights into an infantile epileptic encephalopathy—CDKL5 disorder. Front.
Biol. 2017, 12, 1–6. [CrossRef]

7. Mulcahey, P.J.; Tang, S.; Takano, H.; White, A.; Portillo, D.R.D.; Kane, O.M.; Marsh, E.D.; Zhou, Z.; Coulter, D.A. Aged
heterozygous Cdkl5 mutant mice exhibit spontaneous epileptic spasms. Exp. Neurol. 2020, 332, 113388. [CrossRef]

8. Terzic, B.; Cui, Y.; Edmondson, A.C.; Tang, S.; Sarmiento, N.; Zaitseva, D.; Marsh, E.D.; Coulter, D.A.; Zhou, Z. X-linked cellular
mosaicism underlies age-dependent occurrence of seizure-like events in mouse models of CDKL5 deficiency disorder. Neurobiol.
Dis. 2021, 148, 105176. [CrossRef]

9. Wang, H.T.; Zhu, Z.A.; Li, Y.Y.; Lou, S.S.; Yang, G.; Feng, X.; Xu, W.; Huang, Z.L.; Cheng, X.; Xiong, Z.Q. CDKL5 deficiency in
forebrain glutamatergic neurons results in recurrent spontaneous seizures. Epilepsia 2021, 62, 517–528. [CrossRef]

10. Ricciardi, S.; Ungaro, F.; Hambrock, M.; Rademacher, N.; Stefanelli, G.; Brambilla, D.; Sessa, A.; Magagnotti, C.; Bachi, A.; Giarda,
E.; et al. CDKL5 ensures excitatory synapse stability by reinforcing NGL-1-PSD95 interaction in the postsynaptic compartment
and is impaired in patient iPSC-derived neurons. Nat. Cell Biol. 2012, 14, 911–923. [CrossRef]

11. Sala, G.D.; Putignano, E.; Chelini, G.; Melani, R.; Calcagno, E.; Ratto, G.M.; Amendola, E.; Gross, C.T.; Giustetto, M.; Pizzorusso, T.
Dendritic spine instability in a mouse model of CDKL5 disorder is rescued by insulin-like growth factor 1. Biol. Psychiatry 2016,
80, 302–311. [CrossRef]

12. Tramarin, M.; Rusconi, L.; Pizzamiglio, L.; Barbiero, I.; Peroni, D.; Scaramuzza, L.; Guilliams, T.; Cavalla, D.; Antonucci, F.;
Kilstrup-Nielsen, C. The antidepressant tianeptine reverts synaptic AMPA receptor defects caused by deficiency of CDKL5. Hum.
Mol. Genet. 2018, 27, 2052–2063. [CrossRef]

13. Barbiero, I.; Peroni, D.; Tramarin, M.; Chandola, C.; Rusconi, L.; Landsberger, N.; Kilstrup-Nielsen, C. The neurosteroid
pregnenolone reverts microtubule derangement induced by the loss of a functional CDKL5-IQGAP1 complex. Hum. Mol. Genet.
2017, 26, 3520–3530. [CrossRef] [PubMed]

14. Barbiero, I.; Peroni, D.; Siniscalchi, P.; Rusconi, L.; Tramarin, M.; De Rosa, R.; Motta, P.; Bianchi, M.; Kilstrup-Nielsen, C.
Pregnenolone and pregnenolone-methyl-ether rescue neuronal defects caused by dysfunctional CLIP170 in a neuronal model of
CDKL5 Deficiency Disorder. Neuropharmacology 2020, 164, 107897. [CrossRef] [PubMed]

46



Int. J. Mol. Sci. 2023, 24, 68

15. Barbiero, I.; Zamberletti, E.; Tramarin, M.; Gabaglio, M.; Peroni, D.; De Rosa, R.; Baldin, S.; Bianchi, M.; Rubino, T.; Kilstrup-
Nielsen, C. Pregnenolone-methyl-ether enhances CLIP170 and microtubule functions improving spine maturation and hippocam-
pal deficits related to CDKL5 deficiency. Hum. Mol. Genet. 2022, 31, 2738–2750. [CrossRef] [PubMed]

16. Tang, S.; Wang, I.T.J.; Yue, C.; Takano, H.; Terzic, B.; Pance, K.; Lee, J.Y.; Cui, Y.; Coulter, D.A.; Zhou, Z. Loss of CDKL5 in
glutamatergic neurons disrupts hippocampal microcircuitry and leads to memory impairment in mice. J. Neurosci. 2017, 37,
7420–7437. [CrossRef]

17. Olsen, R.W.; Sieghart, W. GABAA receptors: Subtypes provide diversity of function and pharmacology. Neuropharmacology 2009,
56, 141–148. [CrossRef] [PubMed]

18. Tretter, V.; Moss, S.J. GABAA receptor dynamics and constructing GABAergic synapses. Front. Mol. Neurosci. 2008, 1, 7. [CrossRef]
[PubMed]

19. Krueger-Burg, D.; Papadopoulos, T.; Brose, N. Organizers of inhibitory synapses come of age. Curr. Opin. Neurobiol. 2017, 45,
66–77. [CrossRef]

20. Rodriguez, R.A.; Joya, C.; Hines, R.M. Common ribs of inhibitory synaptic dysfunction in the umbrella of neurodevelopmental
disorders. Front. Mol. Neurosci. 2018, 11, 132. [CrossRef]

21. Schulte, C.; Maric, H.M. Expanding GABAAR pharmacology via receptor-associated proteins. Curr. Opin. Pharmacol. 2021, 57,
98–106. [CrossRef] [PubMed]

22. Uezu, A.; Kanac, J.; Bradshaw, T.W.A.; Soderblom, E.J.; Catavero, C.M.; Burette, A.C.; Weinberg, R.J.; Soderling, S.H. Identification
of an elaborate complex mediating postsynaptic inhibition. Science 2016, 353, 1123–1129. [CrossRef]

23. Tyagarajan, S.K.; Fritschy, J.M. Gephyrin: A master regulator of neuronal function? Nat. Rev. Neurosci. 2014, 15, 141–156.
[CrossRef] [PubMed]

24. Soykan, T.; Schneeberger, D.; Tria, G.; Buechner, C.; Bader, N.; Svergun, D.; Tessmer, I.; Poulopoulos, A.; Papadopoulos, T.;
Varoqueaux, F.; et al. A conformational switch in collybistin determines the differentiation of inhibitory postsynapses. EMBO J.
2014, 33, 2113–2133. [CrossRef]

25. Essrich, C.; Lorez, M.; Benson, J.A.; Fritschy, J.M.; Lüscher, B. Postsynaptic clustering of major GABAA receptor subtypes requires
the γ2 subunit and gephyrin. Nat. Neurosci. 1998, 1, 563–571. [CrossRef] [PubMed]

26. Kneussel, M.; Brandstätter, J.H.; Laube, B.; Stahl, S.; Müller, U.; Betz, H. Loss of postsynaptic GABAA receptor clustering in
gephyrin-deficient mice. J. Neurosci. 1999, 19, 9289–9297. [CrossRef]

27. Jacob, T.C.; Bogdanov, Y.D.; Magnus, C.; Saliba, R.S.; Kittler, J.T.; Haydon, P.G.; Moss, S.J. Gephyrin regulates the cell surface
dynamics of synaptic GABAA receptors. J. Neurosci. 2005, 25, 10469–10478. [CrossRef]

28. Maas, C.; Tagnaouti, N.; Loebrich, S.; Behrend, B.; Lappe-Siefke, C.; Kneussel, M. Neuronal cotransport of glycine receptor and
the scaffold protein gephyrin. J. Cell Biol. 2006, 172, 441–451. [CrossRef]

29. Bogdanov, Y.D. Dynamic regulation of GABAA receptor biosynthesis and transport. Neurosci. Behav. Physiol. 2019, 49, 838–846.
[CrossRef]

30. Comenencia-Ortiz, E.; Moss, S.J.; Davies, P.A. Phosphorylation of GABAA receptors influences receptor trafficking and neuros-
teroid actions. Psychopharmacology 2014, 231, 3453–3465. [CrossRef]

31. Groeneweg, F.L.; Trattnig, C.; Kuhse, J.; Nawrotzki, R.A.; Kirsch, J. Gephyrin: A key regulatory protein of inhibitory synapses and
beyond. Histochem. Cell Biol. 2018, 150, 489–508. [CrossRef] [PubMed]

32. Papadopoulos, T.; Soykan, T. The role of collybistin in gephyrin clustering at inhibitory synapses: Facts and open questions. Front.
Cell Neurosci. 2011, 5. [CrossRef] [PubMed]

33. Papadopoulos, T.; Korte, M.; Eulenburg, V.; Kubota, H.; Retiounskaia, M.; Harvey, R.J.; Harvey, K.; O’Sullivan, G.A.; Laube, B.;
Hülsmann, S.; et al. Impaired GABAergic transmission and altered hippocampal synaptic plasticity in collybistin-deficient mice.
EMBO J. 2007, 26, 3888–3899. [CrossRef] [PubMed]

34. Papadopoulos, T.; Eulenburg, V.; Reddy-Alla, S.; Mansuy, I.M.; Li, Y.; Betz, H. Collybistin is required for both the formation and
maintenance of GABAergic postsynapses in the hippocampus. Mol. Cell Neurosci. 2008, 39, 161–169. [CrossRef]

35. Poulopoulos, A.; Aramuni, G.; Meyer, G.; Soykan, T.; Hoon, M.; Papadopoulos, T.; Zhang, M.; Paarmann, I.; Fuchs, C.; Harvey, K.;
et al. Neuroligin 2 drives postsynaptic assembly at perisomatic inhibitory synapses through gephyrin and collybistin. Neuron
2009, 63, 628–642. [CrossRef]

36. Mayer, S.; Kumar, R.; Jaiswal, M.; Soykan, T.; Ahmadian, M.R.; Brose, N.; Betz, H.; Rhee, J.S.; Papadopoulos, T. Collybistin
activation by GTP-TC10 enhances postsynaptic gephyrin clustering and hippocampal GABAergic neurotransmission. Proc. Natl.
Acad. Sci. USA 2013, 110, 20795–20800. [CrossRef]

37. Körber, C.; Richter, A.; Kaiser, M.; Schlicksupp, A.; Mükusch, S.; Kuner, T.; Kirsch, J.; Kuhse, J. Effects of distinct collybistin
isoforms on the formation of GABAergic synapses in hippocampal neurons. Mol. Cell Neurosci. 2012, 50, 250–259. [CrossRef]

38. Fang, C.; Deng, L.; Keller, C.A.; Fukata, M.; Fukata, Y.; Chen, G.; Lüscher, B. GODZ-mediated palmitoylation of GABAA receptors
is required for normal assembly and function of GABAergic inhibitory synapses. J. Neurosci. 2006, 26, 12758–12768. [CrossRef]

39. Barbiero, I.; De Rosa, R.; Kilstrup-Nielsen, C. Microtubules: A key to understand and correct neuronal defects in CDKL5 deficiency
disorder? Int. J. Mol. Sci. 2019, 20, 4075. [CrossRef]

40. Baltussen, L.L.; Negraes, P.D.; Silvestre, M.; Claxton, S.; Moeskops, M.; Christodoulou, E.; Flynn, H.R.; Snijders, A.P.; Muotri, A.R.;
Ultanir, S.K. Chemical genetic identification of CDKL5 substrates reveals its role in neuronal microtubule dynamics. EMBO J.
2018, 37, e99763. [CrossRef]

47



Int. J. Mol. Sci. 2023, 24, 68

41. Muñoz, I.M.; Morgan, M.E.; Peltier, J.; Weiland, F.; Gregorczyk, M.; Brown, F.C.; Macartney, T.; Toth, R.; Trost, M.; Rouse, J.
Phosphoproteomic screening identifies physiological substrates of the CDKL5 kinase. EMBO J. 2018, 37, e99559. [CrossRef]
[PubMed]

42. Barbiero, I.; Bianchi, M.; Kilstrup-Nielsen, C. Therapeutic potential of pregnenolone and pregnenolone methyl ether on depressive
and CDKL5 deficiency disorders: Focus on microtubule targeting. J. Neuroendocrinol. 2022, 34, e13033. [CrossRef] [PubMed]

43. Nirschl, J.J.; Magiera, M.M.; Lazarus, J.E.; Janke, C.; Holzbaur, E.L.F. α-Tubulin tyrosination and CLIP-170 phosphorylation
regulate the initiation of dynein-driven transport in neurons. Cell Rep. 2016, 14, 2637–2652. [CrossRef]

44. Nakamura, T.; Arima-Yoshida, F.; Sakaue, F.; Nasu-Nishimura, Y.; Takeda, Y.; Matsuura, K.; Akshoomoff, N.; Mattson, S.N.;
Grossfeld, P.D.; Manabe, T.; et al. PX-RICS-deficient mice mimic autism spectrum disorder in Jacobsen syndrome through
impaired GABAA receptor trafficking. Nat. Commun. 2016, 7, 10861. [CrossRef] [PubMed]

45. Harvey, K.; Duguid, I.C.; Alldred, M.J.; Beatty, S.E.; Ward, H.; Keep, N.H.; Lingenfelter, S.E.; Pearce, B.R.; Lundgren, J.; Owen,
M.J.; et al. The GDP-GTP exchange factor collybistin: An essential determinant of neuronal gephyrin clustering. J. Neurosci. 2004,
24, 5816–5826. [CrossRef]

46. Williamson, S.L.; Giudici, L.; Kilstrup-Nielsen, C.; Gold, W.; Pelka, G.J.; Tam, P.P.L.; Grimm, A.; Prodi, D.; Landsberger,
N.; Christodoulou, J. A novel transcript of cyclin-dependent kinase-like 5 (CDKL5) has an alternative C-terminus and is the
predominant transcript in brain. Hum. Genet. 2012, 131, 187–200. [CrossRef] [PubMed]

47. Rusconi, L.; Kilstrup-Nielsen, C.; Landsberger, N. Extrasynaptic N-Methyl-D-aspartate (NMDA) receptor stimulation induces
cytoplasmic translocation of the CDKL5 kinase and its proteasomal degradation. J. Biol. Chem. 2011, 286, 36550–36558. [CrossRef]

48. Arancibia-Cárcamo, I.L.; Fairfax, B.P.; Moss, S.J.; Kittler, J.T. Studying the localization, surface stability and endocytosis of
neurotransmitter receptors by antibody labeling and biotinylation approaches. In The Dynamic Synapse: Molecular Methods in
Ionotropic Receptor Biology, Chapter 6, 1st ed.; Kittler, J.T., Moss, S.J., Eds.; CRC Press/Taylor & Francis: Boca Raton, FL, USA, 2006;
ISBN 9780849318917.

49. Ferreira, J.S.; Schmidt, J.; Rio, P.; Águas, R.; Rooyakkers, A.; Li, K.W.; Smit, A.B.; Craig, A.M.; Carvalho, A.L. GluN2B-containing
NMDA receptors regulate AMPA receptor traffic through anchoring of the synaptic proteasome. J. Neurosci. 2015, 35, 8462–8479.
[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

48



Citation: Schirinzi, T.; Salvatori, I.;

Zenuni, H.; Grillo, P.; Valle, C.;

Martella, G.; Mercuri, N.B.; Ferri, A.

Pattern of Mitochondrial Respiration

in Peripheral Blood Cells of Patients

with Parkinson’s Disease. Int. J. Mol.

Sci. 2022, 23, 10863. https://doi.org/

10.3390/ijms231810863

Academic Editor: Hari Shanker

Sharma

Received: 18 August 2022

Accepted: 13 September 2022

Published: 17 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Communication

Pattern of Mitochondrial Respiration in Peripheral Blood Cells
of Patients with Parkinson’s Disease
Tommaso Schirinzi 1,*,†, Illari Salvatori 2,†, Henri Zenuni 1 , Piergiorgio Grillo 1, Cristiana Valle 2,3 ,
Giuseppina Martella 2,* , Nicola Biagio Mercuri 1,2,‡ and Alberto Ferri 2,3,‡

1 Unit of Neurology, Department of Systems Medicine, Tor Vergata University of Rome, 00133 Rome, Italy
2 IRCCS Fondazione Santa Lucia, 00179 Rome, Italy
3 National Research Council, Institute of Translational Pharmacology (IFT), 00179 Rome, Italy
* Correspondence: t.schirinzi@yahoo.com or tommaso.schirinzi@uniroma2.it (T.S.);

g.martella@hsantalucia.it (G.M.)
† These authors equally contributed as first.
‡ These authors equally contributed as last.

Abstract: Mitochondria are central in the pathogenesis of Parkinson’s disease (PD), as they are
involved in oxidative stress, synaptopathy, and other immunometabolic pathways. Accordingly, they
are emerging as a potential neuroprotection target, although further human-based evidence is needed
for therapeutic advancements. This study aims to shape the pattern of mitochondrial respiration in
the blood leukocytes of PD patients in relation to both clinical features and the profile of cerebrospinal
fluid (CSF) biomarkers of neurodegeneration. Mitochondrial respirometry on the peripheral blood
mononucleate cells (PBMCs) of 16 PD patients and 14 controls was conducted using Seahorse
Bioscience technology. Bioenergetic parameters were correlated either with standard clinical scores
for motor and non-motor disturbances or with CSF levels of α-synuclein, amyloid-β peptides, and tau
proteins. In PD, PBMC mitochondrial basal respiration was normal; maximal and spare respiratory
capacities were both increased; and ATP production was higher, although not significantly. Maximal
and spare respiratory capacity was directly correlated with disease duration, MDS-UPDRS part III and
Hoehn and Yahr motor scores; spare respiratory capacity was correlated with the CSF amyloid-β-42
to amyloid-β-42/40 ratio. We provided preliminary evidence showing that mitochondrial respiratory
activity increases in the PBMCs of PD patients, probably following the compensatory adaptations to
disease progression, in contrast to the bases of the neuropathological substrate.

Keywords: Parkinson’s disease; PBMCs; mitochondria; Seahorse; immunometabolic pathway;
neuroinflammation; biomarkers; synaptopathy

1. Introduction

Parkinson’s disease (PD) is a common neurodegenerative disorder, responsible for
both motor and non-motor disturbances, whose neuropathological hallmarks are the loss
of dopaminergic nigral cells and the brain accumulation of α-synuclein (α-syn)-positive
Lewy bodies [1,2].

Mitochondria are highly plastic and dynamic organelles, and are critical for cellular
bioenergetics and neuronal homeostasis [3]. Mitochondrial dysfunction and PD patho-
genesis have been historically connected. Solid evidence from genetics and experimental
models [4,5] shows how dysfunctional mitochondria lead to oxidative stress and synaptopa-
thy, namely the earliest neurodegeneration steps in PD [6,7]. Mitochondrial impairment
also precipitates lysosomes activity, protein turn-over, and α-syn metabolism, triggering
or fostering neurodegeneration at every stage of PD [8]. Moreover, mitochondria are cen-
tral in neuroinflammation and immune response [9], other critical determinants of PD
pathology [10,11]. Accordingly, mitochondria-related immunometabolic pathways could
emerge as alternative targets for disease-modifying treatments in PD [12], useful for the
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substitution or integration of anti-α-syn drugs, which failed to halt disease progression
alone [8,13,14].

From this perspective, the role of mitochondria in PD must be further elucidated. In
particular, we have to overtake current knowledge, mostly relying on preclinical studies [15],
and acquire evidence directly from patients.

Peripheral blood mononucleate cells (PBMCs) exhibit typical PD-neuropathology
signatures [1,16]. In addition, immune cells directly participate in the pathogenic cascade of
PD, either at the central or peripheral level [11], thus representing the circulating leukocytes
as an ideal tissue to analyze in vivo molecular events underlying PD.

In this study, we shaped the pattern of mitochondrial bioenergetics in vivo in PD.
We thus assessed mitochondrial respiration in the PBMCs of PD patients and examined
the respective correlations with clinical features and levels of cerebrospinal fluid (CSF)
neurodegeneration biomarkers (α-synuclein, amyloid-β peptides, tau proteins and lactate),
which are considered as an indication of pathological changes in the brain [17].

Indeed, mitochondrial respiration is a key function in cellular homeostasis, an epicen-
ter of many metabolic pathways that are crucial for the clinical–pathological progression of
PD [18], whose deeper knowledge is fundamental to design novel therapeutic intervention
strategies in PD.

2. Results
2.1. Study Population

Table 1 summarizes the clinical and demographic data of the study population. Groups
were homogeneous regarding age and sex distribution.

Table 1. Demographics, clinical parameters and CSF biomarkers of the study population. Age
and disease duration are expressed in years; biomarkers in pg/mL. F = female; M = male; ns = not
significant; other abbreviations are spelled out in the text.

PD Controls Significance

Sex F/M (%) 6/10 (38/62%) 6/8 (42/58%) ns

mean st.dev. mean st.dev.
Age 66.7 7.5 64.1 11.3 ns

Disease
Duration 3.25 2.38 - -

H & Y 2.1 0.68 - -
MDS-UPDRS

part III 34.1 12.39 - -

MMSE 27.5 3.01 - -
MOCA 25.9 4.7 - -
NMSS 49.9 38.6 - -
LEDD 350.25 384.6 - -

α-syn 761.66 287.9 - -
Aβ42 996.1 340.16 - -
Aβ40 6169.33 2052.29 - -

Aβ42/Aβ40 0.16 0.046 - -
t-tau 251.89 156.29 - -
p-tau 42.01 29.8 - -

Aβ42/p-tau 34.7 19.7 - -
Lactate 1.4 0.25 - -

Albumin
Ratio 7.16 2.15 - -

2.2. Bioenergetic Parameters

PBMCs obtained from PD patients and controls had a similar baseline oxygen con-
sumption rate (OCR) (mean ± st.dev. in pmol/min) (PD = 22.4 ± 10.6; controls = 20.8 ± 8.8).
ATP-linked respiration was higher in PD (40.2 ± 23.4) than in the controls (26.3 ± 9.4),
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although it was not statistically significant (p = 0.07). Maximal respiration was significantly
higher in PD (155.6 ± 115.0) than in the controls (79.3 ± 29.9, p = 0.038). The spare (or
reserve) respiratory capacity was significantly higher in PD (134.8 ± 108.2) than in the
controls (58.5 ± 28.04, p = 0.02) (Figure 1a–e). There were no significant gender differences
in either of the groups. Sample normalization was optimized through Western Blot analysis
(Supplementary Figure S1).
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Figure 1. PBMC respirometry by Seahorse Bioscience. (a–d) Bar graphs showing differences
in bioenergetic parameters between PD and controls (values are expressed as means ± S.E.M;
* = p < 0.05). (e) Representative time course of OCR during an experimental session (one patient and
one control).

2.3. Correlation Analysis

Maximal respiration was directly correlated with disease duration (R = 0.5, p = 0.04),
Hoehn and Yahr scale (H & Y) stage (R = 0.7, p = 0.003), and MDS-UPDRS part III (R = 0.62,
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p = 0.01). Spare respiratory capacity was directly correlated with disease duration (R = 0.5,
p = 0.04), H & Y stage (R = 0.7, p = 0.004), and MDS-UPDRS part III (R = 0.63, p = 0.009). No
further correlations emerged between bioenergetic parameters and clinical features (age,
Mini-Mental State Examination (MMSE), Montreal Cognitive Assessment (MOCA) and
Non-Motor Symptoms Scale (NMSS) scores, and levodopa equivalent daily dose (LEDD)).

Spare respiratory capacity was directly correlated with both amyloid-β-42 (Aβ42)
and amyloid-β-42/amyloid-β-40 (Aβ42/Aβ40) ratio (R = 0.68, p = 0.02 and R = 0.66,
p = 0.04, respectively). No further correlations between bioenergetic parameters and other
CSF biomarkers (α-syn, total-tau (t-tau) and phosphorylated-tau (p-tau), lactate, and the
CSF/blood albumin ratio) were found.

3. Discussion

PBMCs offer the opportunity to track the in vivo molecular events underlying PD,
serving as a reliable model for central neuropathology [1,16]. Here, we shaped the pattern of
mitochondrial respiration in PD by applying Seahorse Bioscience technology to the PBMCs
of both PD patients and healthy controls, and examining the correlations of bioenergetic
parameters with clinical features and levels of CSF biomarkers of neurodegeneration.

We found that, in PD, PBMCs had a peculiar pattern of mitochondrial respiration,
with normal basal respiration, a significant increase in both maximal respiratory capacity
and spare respiratory capacity, and a higher (but not statistically significant) ATP produc-
tion. The increase in maximal respiratory capacity and spare respiratory capacity was
directly associated with disease duration and severity of motor impairment, suggesting
that mitochondrial respiration capability could rise in parallel with the clinical–pathological
progression of PD. In addition, the spare respiratory capacity was greater in patients with
higher CSF levels of Aβ42 and Aβ42/Aβ40 ratio, which identifies individuals with a lower
burden of cerebral amyloidopathy [17].

In contrast with theoretical expectances, which would have predicted a reduction
in bioenergetic activity in the mitochondria of PD patients [8,15,19], we discovered an
increase in respiratory capacity. Albeit surprising, these data are consistent with previ-
ous findings from other experimental settings. In fact, lymphoblasts of patients with PD,
namely immortalized cells derived from peripheral blood lymphocytes, also showed a
dramatic increase in mitochondrial respiration, ATP synthesis and maximum OCR. The
greater energy production found by Annesley et al. was assumed to satisfy an increased
requirement due to the higher mitochondrial turn-over induced by pathological α-syn
accumulation, or, in general, to an abnormal metabolic state with high energy consump-
tion [20]. However, the changes in respiratory activity could follow modifications in the
lipid composition of different cell compartments or in lipid trafficking overall, which
markedly affect the mitochondrial architecture, the transport of proteins into mitochondria,
and the functioning of respiratory proteins [21]. Indeed, mitochondrial membrane potential
could be altered in the PBMCs of PD patients, suggesting a certain degree of stress in
those organelles [22]. Alternatively, the growing neuroinflammatory state or the greater
immune activation against progressive neurodegeneration might account for the increased
bioenergetics of leukocytes in PD [20]. In addition to PBMCs, fibroblasts from PD patients
also displayed higher mitochondrial respiratory rates compared to healthy controls. This
has been observed either in Parkin mutant carriers [23] or in subjects with the idiopathic
form [24], and interpreted as a compensatory bioenergetics activation or as a consequence
of abnormal mitochondrial functioning.

In line with the hypothesis that the implementation of PBMC bioenergetic activity
could help cellular compensations to the progression of neuropathology and neuroinflam-
mation, we noticed that maximal and spare respiratory capacities tended to increase with
disease evolution, either in terms of disease duration or clinical impairment.

Nuclear factor erythroid 2-related factor 2 (Nrf2) is a transcription factor regulating
the cellular defense against oxidative stress, inflammation and neurodegeneration, by
promoting overall mitochondrial respiration and metabolism [25]. We recently demon-
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strated that Nrf2 was highly expressed and its pathway activated in the PBMCs of PD
patients, especially in those with a longer disease duration [1]. It is thus reasonable that the
progressive increase in respiratory capacity over the clinical–pathological course of PD may
follow an Nrf2-mediated mitochondrial activation aimed at sustaining a systemic defensive
response. Of interest, similar findings were observed in the lymphoblasts of patients with
Amyotrophic Lateral Sclerosis, where the respiratory activity was increased together with
the upregulation of the Nrf2 pathway, suggesting this axis as a common compensation
mechanism among different sporadic neurodegenerative diseases [26].

Then, we found that, in PD patients, the respiratory capacity was directly correlated
with CSF levels of the Aβ42 to Aβ42/Aβ40 ratio. Experimental models of Alzheimer’s
disease showed that neurons exhibit mitochondrial dysfunction and respiration impairment
in the presence of Aβ42 peptides [27]. A reduction in CSF Aβ42 corresponds to the
greater brain accumulation of amyloid-β plaques even in PD [17]. Accordingly, we could
hypothesize that the poorer respiratory activity in patients with lower CSF Aβ42 (and
worse amyloidopathy in the CNS) reflects a detrimental association between mitochondrial
performances and pathological amyloid peptides, as well as at a peripheral level. In fact,
PD patients with lower CSF Aβ42 present a more malignant and frailer phenotype [28],
which is consistent with the weakening of defensive or compensatory mechanisms.

In contrast, other CSF biomarkers were not correlated with bioenergetic parameters,
preventing further suppositions on the interactions between central neuropathology and
systemic reactions.

Although limited by the sample size, this study demonstrated that PBMC mitochon-
dria in PD patients had a peculiar pattern of respiration, with increased maximal and
spare respiratory capacities. Respiratory changes probably reflect the increased energetic
requirement due to the clinical–pathological progression of the disease and the subsequent
compensatory adaptations. Such changes vary depending on the disease stage and the neu-
ropathological substrate; they are more contained in patients with biochemical signatures
of frailty.

We could interpret our results in two ways. Accepting PBMCs as a model of central
neuropathology, they allow for a better understanding of the role of mitochondria in PD,
profiling those dynamics that may underlie PD pathology throughout its course. On the
other hand, they provide additional evidence on the presence of metabolic abnormalities in
systemic immune cells, which could be useful in developing novel therapeutic strategies.
Indeed, mitochondria-related metabolic pathways could be specifically targeted in immune
cells to modulate their activity either at the central or systemic level, counteracting neuroin-
flammation and neurodegeneration. Further investigations on larger replication cohorts
are now necessary to confirm and extend our findings.

4. Methods
4.1. Study Population and Biosampling

This study involved sixteen PD patients and fourteen sex/age-matched healthy con-
trols enrolled at Tor Vergata University Hospital (Rome, Italy) in 2021–2022. PD was diag-
nosed according to MDS 2015 Postuma’s criteria. Controls were healthy volunteers without
a history or clinical signs of neurological diseases. Subjects with main acute/chronic infec-
tious/inflammatory/internal diseases and/or abnormal blood cell count were excluded [1].

For each subject, demographics, anthropometrics, and medical history were collected.
PD patients were assessed using the Hoehn and Yahr scale (H & Y), MDS-UPDRS part III,
Non-Motor Symptoms Scale (NMSS), Mini-Mental State Examination (MMSE) adjusted
for age and educational level, Montreal Cognitive Assessment (MOCA), and the levodopa
equivalent daily dose (LEDD) calculation.

All participants underwent venous blood sampling (20 mL), in the morning, after
overnight fasting (morning drugs allowed). Blood was immediately processed to separate
PBMCs through density gradient centrifugation with Ficoll-Hypaque (GE Healthcare Life
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Sciences), according to standard procedures. PBMCs were carefully frozen in cryoSFM
medium, stored in liquid nitrogen and subsequently thawed for bioenergetics analyses [29].

Ten PD patients also underwent cerebrospinal fluid (CSF) analysis for neurodegeneration-
related biomarker measurement. CSF was obtained through lumbar puncture, which was
performed following standard procedures. The CSF levels of total α-synuclein (α-syn),
amyloid-β-42 (Aβ42) and amyloid-β-40 (Aβ40), total-tau (t-tau) and phosphorylated-
tau (p-tau), lactate, and the CSF/blood albumin ratio were quantified as previously de-
scribed [2,30]. The Aβ42/Aβ40 and the Aβ42/p-tau ratios were then calculated.

The study was approved by the local EC (protocol n◦ 16.21), following the principles
of the declaration of Helsinki. All participants signed informed consent.

4.2. Bioenergetics Analysis

Mitochondrial function was determined using a Seahorse XF96e Analyzer (Seahorse
Bioscience—Agilent, Santa Clara, CA, USA) [31]. The PBMCs were plated at the density
of 15 × 104 cells/well. An equal number of cells, from each sample, was processed
for a quantitative Western Blot assay (as described below). A mitochondrial stress test
was performed according to Agilent’s recommendations. In brief, growth medium was
replaced with XF test medium (Eagle’s modified Dulbecco’s medium, 0 mM glucose,
pH = 7.4; Agilent Seahorse) supplemented with 1 mM pyruvate, 10 mM glucose and
2 mM L-glutamine. Before the assay, the PBMCs were incubated in a 37 ◦C incubator
without CO2 for 45 min to allow the pre-equilibration of the assay medium. The test was
performed by first measuring the baseline oxygen consumption rate (OCR), followed by
sequential OCR measurements after the injection of oligomycin (1.5 µM), carbonyl cyanide
4-(trifluoromethoxy) phenylhydrazone (1 µM) (FCCP) and Rotenone (0.5 µM) + Antimycin
A (0.5 µM). This allowed the measurement of the key parameters of the mitochondrial
function, including the basal respiration, the ATP-linked respiration (obtained through the
oligomycin-induced inhibition of ATP synthase with a subsequent decrease in electron flow
through the electron transport chain, ETC), the maximal respiration (obtained through the
uncoupling effect of FCCP, which induces ETC to operate at maximal capacity), the spare
respiratory capacity (the difference between maximal respiration and basal respiration),
and the non-mitochondrial ATP production (obtained through the rotenone/antimycin
A-induced inhibition of both complex I and III).

4.3. Western Blot Analysis

Western Blot analysis was performed on protein extracts according to Scaricamazza
et al. 2022 [32]. Specifically, 15 × 104 PBMCs from each sample were lysed in 100 µL RIPA
buffer (50 mM Tris–HCl pH 7.4, 0.5% Triton X-100, 0.25% Na-deoxycholate, 0.1% SDS,
250 mM NaCl, 1 mM EDTA and 5 mM MgCl2), 25 µL of which was loaded on SDS–
polyacrylamide gel electrophoresis and transferred to nitrocellulose membranes (Perkin
Elmer, Cat# NBA085B). Membranes were probed using β-Actin antibody (Santa Cruz
Biotechnology Inc., Cat# sc-47778, WB 1:5000).

4.4. Statistical Analysis

The distribution of variables was preliminarily examined using the Shapiro–Wilk test,
and the non-normally distributed variables were Log10+1 transformed for analysis when
necessary. Categorical variables were compared using a chi-square test. Group analysis was
conducted via parametric (one-way ANOVA or Student’s t-test) or non-parametric tests, as
appropriate; correlations were evaluated using Spearman’s test. Statistical significance was
set at p < 0.05. A blind analysis was run using IBM-SPSS-23. Data are available from the
authors upon reasonable request.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ijms231810863/s1
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Abstract: The 22q11 deletion syndrome (DS) is the most common microdeletion syndrome in humans
and gives a high probability of developing psychiatric disorders. Synaptic and neuronal malfunctions
appear to be at the core of the symptoms presented by patients. In fact, it has long been suggested
that the behavioural and cognitive impairments observed in 22q11DS are probably due to alterations
in the mechanisms regulating synaptic function and plasticity. Often, synaptic changes are related
to structural and functional changes observed in patients with cognitive dysfunctions, therefore
suggesting that synaptic plasticity has a crucial role in the pathophysiology of the syndrome. Most
interestingly, among the genes deleted in 22q11DS, six encode for mitochondrial proteins that, in
mouse models, are highly expressed just after birth, when active synaptogenesis occurs, therefore
indicating that mitochondrial processes are strictly related to synapse formation and maintenance of
a correct synaptic signalling. Because correct synaptic functioning, not only requires correct neuronal
function and metabolism, but also needs the active contribution of astrocytes, we summarize in
this review recent studies showing the involvement of synaptic plasticity in the pathophysiology
of 22q11DS and we discuss the relevance of mitochondria in these processes and the possible
involvement of astrocytes.

Keywords: 22q11 deletion syndrome; synaptic plasticity; synapses; mitochondria; astrocytes

1. Introduction

The 22q11 deletion syndrome (DS), also known as DiGeorge or velocardiofacial syn-
drome, which occurs in one out of 4000 live births is caused by a hemizygous microdeletion
in the long arm of chromosome 22, the most frequent of which are a three megabase (Mb)
deletion that affects ~60 genes and a 1.5 Mb deletion affecting 35 genes [1,2]. It is thought
that the deletion is caused by a non-allelic homologous recombination due to the presence
of a low copy number of repeats flanking the region that predispose to ectopic recombina-
tion during meiosis [3]. Most affected subjects (85%) have a 3 Mb deletion encompassing
approximately 30 contiguous genes, but ~15% have smaller atypical deletions of 1.5 Mb [4]
that seem to contain all the genes necessary for the development of the syndrome [5] and
an increased risk of psychosis [6,7].

The syndromic nature of the disorder gives rise to various phenotypes that can involve
different organs and tissues, but most patients (~76%) have congenital heart defects, palatal
and renal abnormalities, characteristic craniofacial dysmorphisms and hypocalcaemia, and
are affected by immune deficiency and learning difficulties that lead to major developmen-
tal delays (see [3] for the detailed pathophysiological mechanisms and a comprehensive
review). The 22q11DS is also associated with a strikingly high risk of developing neuropsy-
chiatric disorders: about 25–30% of patients develop affective psychosis or schizophrenia,
thus making the syndrome one of the greatest risk factors for psychotic disorders identified
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so far [8,9]. The 22q11.2 microdeletion accounts for up to 2% of all cases of schizophrenia
and is the only known recurrent copy number variation (CNV) responsible for new cases
of schizophrenia [4,7].

Furthermore, the prevalence of other neuropsychiatric disorders (Figure 1) such as
autism spectrum disorder (ASD), anxiety, and attention deficit hyperactivity disorder
(ADHD) [10,11] is considerably higher in 22q11DS patients than in the general popu-
lation [12–14]. ADHD and anxiety disorders are the most frequent diagnoses during
childhood, whereas the rates of psychosis and mood disorders increase dramatically during
adolescence and young adulthood. Although the average age of 22q11DS patients at the
time of the onset of overt psychotic disorders is 19–26 years [15], earlier manifestations
of psychotic-like symptoms characterise almost one-third of adolescents and ~17% of pre-
adolescent children [12,16], thus suggesting that the severity of the psychotic symptoms
progressively worsens.
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Figure 1. Phenotypic features of 22q11.2 Deletion Syndrome (22q11DS). The chromosomic location
of the deletion (left) and the most common manifestations of the disease (right) are shown. Starting
from childhood and early adolescence 22q11.2 subjects face a wide range of neuropsychiatric illnesses
which include attention deficit disorder (ADHD), schizophrenia spectrum disorder, anxiety, and
autism spectrum disorders. A baseline cellular brain pathology and the consequent cortical circuit
dysfunction are at the root of these alterations.

The 22q11.2DS is associated with a wide range of cognitive impairments [13,17].
Patients generally have poor non-verbal, numerical, and spatio-temporal skills [18] and
their impaired attention system [19] prevents them from distinguishing relevant from
irrelevant information and fails to inhibit the impulsive responses that interfere with the
brain’s ability to focus on goal-relevant thoughts. Furthermore, those with psychotic
symptoms are associated with cognitive deficits and a decline in academic performance.
It has been reported that measures of executive functions such as working memory and
sustained attention reveal greater deficits in 22q11.2DS patients with schizophrenia than in
those without [20–22], and longitudinal studies following adolescents with 22q11.2DS into
adulthood have shown that the IQ of patients with psychotic disorders is lower than in
those without [23].

Studies of 22q11DS patients and mouse models (see next paragraph) have indicated
that the cognitive deficits may be due to deficits in synaptic plasticity in the cortical [24,25]
and hippocampal circuits that are known to be involved in various aspects of planning,
working memory, rule-based learning, attention, and emotional regulation [26,27]. Plastic-
ity refers to the ability of neural activity to modify the neural circuit functions generated by
an experience (such as subsequent thoughts, feelings, and behaviour). “Synaptic plasticity”
specifically refers to activity-dependent modifications of the strength or efficacy of synaptic
transmission at pre-existing synapses. For more than a century, it has been suggested
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that this mechanism plays a central role in the capacity of the brain to incorporate tran-
sient experiences into persistent memory traces [28,29] and it is therefore also thought to
be critically involved in the early development of neural circuits [30]. Many forms and
mechanisms of short- and long-term synaptic plasticity have been described (including
paired-pulse facilitation and depression, facilitation and depression following trains of
stimuli, and the modulation of transmission by pre-synaptic receptors), and the temporal
domains of such changes range from milliseconds to hours, days, and presumably even
longer [30]. Over the last ten years, several studies have indicated that deficits in synaptic
plasticity may contribute to the cognitive deficits associated with many neurodevelopmen-
tal disorders, including 22q11DS [6,31–36], which suggests that elucidating the mechanisms
underlying synaptic plasticity may be a crucial step in improving our understanding of the
disorders themselves.

Furthermore, there is increasing evidence suggesting that astrocytes may be involved
in some forms of short-term and long-term plasticity [37–42] by changing their synaptic
coverage, controlling the clearance of neurotransmitters, or by releasing neuroactive sub-
stances (i.e., gliotransmitters, cytokines, and chemokines) that can directly affect synaptic
efficacy [37,39,42].

2. Synaptic Plasticity and the Pathophysiology of 22q11DS

After having exposed how behavioural and cognitive deficits are an integral part
of the pathogeny of the 22q11DS and highly evolve throughout a patients’ life, we now
focus on details regarding the extent to which synaptic plasticity alterations are crucially
involved in the occurrence of cognitive defects during the disease. With this aim, we first
emphasize how 22q11 deleted genes are likely to affect synaptic plasticity processes in
animal models of the disease, and then, describe how mitochondrial defects and altered
astrocytic development are closely entangled and may ultimately underlie cognitive deficits
associated with synaptic plasticity changes.

Over the last ten years, it has been suggested that behavioural and cognitive impair-
ments underlying most neuropsychiatric diseases are probably due to alterations in the
mechanisms regulating synaptic function and plasticity [43]. In the case of 22q11DS, many
of the transcribed genes in the human minimally critical 1.5 MB and the larger 3 MB deleted
region encode proteins involved in synaptic processes, and studies of animal models have
confirmed the role of many 22q11 genes in regulating synaptic transmission and plastic-
ity [4,35]. Furthermore, in comparison with controls, histological studies of cell-derived
neurons (hiPSC cells and human organoids) from 22q11DS patients have confirmed the
synaptic deficit by revealing a reduction in dendritic arborisation and spines [6,32,36] as
well as in synapse markers [32].

Neuronal cell dysmorphologies are common to many 22q11DS phenotypes (cardiovas-
cular, craniofacial and limb malformations, and thymic dysplasia), which suggests that the
heterozygous 1.5 or 3 MB deletion and the consequent reduction in 22q11 genes disrupt the
development of various systems, including the brain. Similarly, the significant susceptibility
of 22q11DS patients to the development of schizophrenia, ASD, ADHD, language delay,
and other behavioural alterations [15,44], all of which are features of neurodevelopmental
disorders [45–47], suggests that 22q11DS disrupts brain development as well as peripheral
and visceral morphogenesis.

It has also been suggested that 22q11 genes may differentially operate at distinct
times during development [48]: for example, a reduction in a subset of genes expressed
at sites of mesenchymal/epithelial interaction may compromise early brain, face, heart,
and limb morphogenesis; a reduction in the genes regulating the cell cycle may disrupt
neurogenesis in the cerebral cortex; and a reduction in a distinct subset of mitochondrial
genes may compromise post-natal astrocyte formation and maturation, dendrite and axon
formation, and synaptogenesis. Such combined and/or recurrent dysfunctions in 22q11DS
genes may disrupt the differentiation and maturation of brain cells from early embryonic
to late post-natal development, and this may explain the variable behavioural pathology
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and dysmorphologies associated with 22q11DS. Neuronal cell dysmorphologies are also
consistent with widespread reductions in the volume of, particularly, the hippocampus
and pre-frontal and temporal cortices [49–53] and this suggests alterations in the functional
connectivity of, particularly, fronto-limbic circuitry [54–56].

However, although these cellular and morphological observations suggesting the
possible involvement of altered synaptic plasticity in 22q11DS do not explain the complex
symptoms associated with 22q11DS pathology, circuit-level explanations may be a means
of integrating the information coming from studies of patients and animal models. Animal
studies indicate that altered synaptic function in hippocampal and cortical brain structures
is crucially involved in behavioural and cognitive impairments observed in most neuropsy-
chiatric diseases [43]. In line with this, many laboratories have developed complementary
models that relate synaptic changes to the structural and functional changes observed in
patients with behavioural and cognitive dysfunctions [4,57].

The orthologous murine region of the human 22q11 locus lies on mouse chromo-
some 16, and all but one of the human genes in this region are represented, although they
are organised in a different order [4,58]. Several mouse models carrying chromosomal
deficiencies that are in synteny with the human 22q11.2 microdeletion have been gener-
ated [4,59,60], including Df1/+ and LgDel+/− mice carrying a hemizygous deletion of 18
and 24 genes respectively in the 22q11DS-related region of mouse chromosome 16 [60–62]
(Figure 2). Mouse models of 22q11DS are among the few animal models that replicate the
abnormalities associated with the syndrome in humans: for example, they reveal cognitive
deficits in the conditioned contextual fear paradigm, an assay that partially depends on
the hippocampus and pre-frontal cortex (PFC) [6,63,64], and have shown abnormalities
in corticogenesis and development of dendrites and dendritic spines in hippocampal and
PFC pyramidal neurons [4,6,27,57,65,66], highlighting the importance of correct neuronal
development. As previously said, cognitive deficits in 22q11 patients are mainly associated
with a diagnosis of schizophrenia [67,68] and are now considered better predictors of
disease progression than any other symptoms [23,69]. As in the case of schizophrenia, it is
thought that 22q11DS-related cognitive symptoms (particularly deficits in spatial working
memory) originate from the hippocampal and cortical regions involved in learning and
memory [70,71]. Of note, these alterations have been shown to occur both in 22q11DS pa-
tients [14,51] and 22q11DS mouse models [26,27]. Furthermore, mouse models of 22q11DS
reveal abnormal short- and long-term hippocampal synaptic plasticity [36,57,62,72,73],
which is consistent with the idea that synaptic plasticity is a cellular mechanism of learning
and memory [74,75].

Many studies have highlighted alterations in synaptic plasticity using animal models
in which the genes forming the genetic basis of the psychiatric and cognitive symptoms of
22q11DS [76] have been deleted or mutated. For example, it has been found that a genetic
variant of ZDHHC8 (a gene predisposing to schizophrenia) [76,77] is causally related to a
reduction in the strength of synaptic connections and alterations in the terminal arborisation
of both cortical and hippocampal neurons [65]. ZDHHC8 is a palmitoyltransferase that
belongs to a 23-member family of enzymes sharing a conserved cysteine-rich signature
catalytic domain (the DHHC domain) [78] and it has been shown that palmitoylation is
a key reversible post-translational protein modification involved in protein trafficking
and the regulation of various membrane and cytosolic proteins, especially in neurons [79].
The alterations in synaptic strength were accompanied by impaired mPFC-hippocampus
connectivity and spatial working memory, one of the main cognitive features of early-
stage schizophrenia [80]. Most of the synaptic dysfunctions observed in these ZDHHC8-
deficient mice are also present in the Df(16)A+/− mice model of 22q11DS carrying the
1.3 MB microdeletion in the mouse locus that is in synteny with the human 22q11.1 locus
encompassing 27 genes [62].
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to a reduction in the strength of synaptic connections and alterations in the terminal ar-
borisation of both cortical and hippocampal neurons [65]. ZDHHC8 is a palmitoyltrans-
ferase that belongs to a 23-member family of enzymes sharing a conserved cysteine-rich 
signature catalytic domain (the DHHC domain) [78] and it has been shown that pal-
mitoylation is a key reversible post-translational protein modification involved in protein 
trafficking and the regulation of various membrane and cytosolic proteins, especially in 
neurons [79]. The alterations in synaptic strength were accompanied by impaired mPFC-
hippocampus connectivity and spatial working memory, one of the main cognitive fea-
tures of early-stage schizophrenia [80]. Most of the synaptic dysfunctions observed in 
these ZDHHC8-deficient mice are also present in the Df(16)A+/− mice model of 22q11DS 
carrying the 1.3 MB microdeletion in the mouse locus that is in synteny with the human 
22q11.1 locus encompassing 27 genes [62].  

It has also been found that the effects of ZDHHC8 are at least partially mediated by 
the Cdc42-dependent modulation of Akt/Gsk3b signalling, which is consistent with the 
increasingly supported association between dysregulated Akt/Cdc42 signalling dysregu-
lation and schizophrenia in humans [81]. Furthermore, pre-clinical studies have demon-
strated that impaired AKT signalling affects neuronal connectivity and neuromodulation 
within the PFC [82] and have identified AKT as a key signalling intermediary downstream 
of dopamine (DA) receptor 2 (DRD2), the most established target of the antipsychotic 

Figure 2. Genetic background of 22q11 DS. The ideogram of chromosome 22 is shown: there is a
short (p) arm and long (q) arm, along with the centromere. The 22q11.2 deletion occurs in the q arm,
as indicated by the box in the 22q11.2 band. The black dots represent the genes within the commonly
deleted region of Chr. 22 in Humans (light blue box) and of the corresponding Chr. 16 in Mice (blue
box). Dashed lines connecting groups of identical genes depict the important analogy between these
genomic regions in Humans and in Mouse Models. Asterisks indicate mitochondrial genes. This
characteristic allows the use of animal models to study molecular mechanisms that cannot be easily
inferred working solely with human subjects.

It has also been found that the effects of ZDHHC8 are at least partially mediated by the
Cdc42-dependent modulation of Akt/Gsk3b signalling, which is consistent with the increas-
ingly supported association between dysregulated Akt/Cdc42 signalling dysregulation
and schizophrenia in humans [81]. Furthermore, pre-clinical studies have demonstrated
that impaired AKT signalling affects neuronal connectivity and neuromodulation within
the PFC [82] and have identified AKT as a key signalling intermediary downstream of
dopamine (DA) receptor 2 (DRD2), the most established target of the antipsychotic drugs
used to treat schizophrenic patients. This strengthens the hypothesis of a relationship
between 22q11 genes, impaired synaptic plasticity, and the cognitive and behavioural
deficits observed in schizophrenia-expressing 22q11DS patients.

One of the genes deleted in most patients with 22q11DS is the DiGeorge critical region
gene 8 (DGCR8), which encodes a crucial component of the micro-processing complex that
contributes to the biogenesis of microRNA (miRNA). Approximately 22 nucleotides long,
miRNAs regulate gene expression primarily by means of post-transcriptional gene silencing
after binding to their target RNAs, and are involved in many biological processes includ-
ing development, cell death, and cell metabolism [83,84]. Given the crucial role of 22q11
gene-mediated alterations in synaptic plasticity as the neural substrate underlying cogni-
tive dysfunctions and increased risk of developing schizophrenia associated with 22q11
microdeletions, Fénelon et al. investigated the effect of DGCR8 deficiency on the structure
and function of cortical circuits by assessing their laminar organisation and the neuronal
morphology and synaptic properties of layer 5 pyramidal neurons in the pre-frontal cortex
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of DGCR8+/− mutant. They found that they had fewer cortical layer 2/4 neurons, and
smaller spines in the basal dendrites of their layer 5 pyramidal neurons. In addition to these
structural changes, field potential and whole-cell electrophysiological recordings of layer 5
of the PFC showed greater short-term synaptic depression in response to the stimulation of
superficial cortical layers. As a key component of the micro-processing complex essential
for miRNA production [85], it is likely that DGCR8 significantly contributes to the miRNA
dysregulation observed in the brain of Df(16)A+/− mice [72].

It has been shown that a number of miRNAs regulate neuronal synaptic plasticity
by means of the local synthesis of proteins at synaptic level [86]. In line with this, it has
also been recently shown that the miRNA dysregulation due to DGCR8 deficiency leads
to deficits in various forms of prefrontal cortical synaptic plasticity, and is also likely to
induce schizophrenia-related symptoms in Df(16)A+/− mice [87]. Moreover, a reduction
in the levels of Mirta22 (an inhibitor of neuronal maturation whose expression is up-
regulated in the brain of Df(16)A+/− mice as a result of the hemizygosity of DGCR8) [88]
rescued not only key schizophrenia-related cognitive and behavioural dysfunctions, but
also abnormalities in PFC synaptic and structural plasticity.

Interestingly, Sivagnanasundram et al. found that the expression of 15 genes other
than those involved in the initial deletion was significantly modified in the hippocampus of
Df1/+ mice, [89]. Five of these genes (Calm1, Pcdh8, Ube2d2, Uble1b, and Ywhaz) are known
to be involved in learning and memory processes and/or schizophrenia-like phenotypes fre-
quently observed in 22q11DS patients. Calmodulin 1, which is encoded by Calm1 and plays
a key role in synaptic plasticity by regulating a large number of enzymes and proteins [90],
a process that shapes long-term neuronal function (particularly long-term hippocampal
potentiation and spatial learning) by modifying the phosphorylation/dephosphorylation
balance of downstream target proteins [91,92], was downregulated by 27%. Furthermore, a
reduction in the expression of Pcdh8 and Ywhaz may also contribute to impairing synaptic
plasticity in Df1/+ mice as the first encodes protocadherin 8, which modulate the synaptic
plasticity that is essential to the process of learning and memory [93]. The second belongs
to the 14-3-3 family and is thought to play a key role in neuronal differentiation, synaptic
plasticity, and olfactory learning and memory [94]. Interestingly, it has been reported that
disturbances in Pcdh8 are closely associated with autistic-like symptoms [95], a clinical
feature that is frequently observed in 22q11DS patients [96] and alterations in the expres-
sion of Ywhaz and other members of the 14-3-3 family have been identified in the PFC
and cerebellum of schizophrenic patients [97]. These findings highlight the importance of
impaired synaptic plasticity in the etiology of 22q11DS, particularly when it occurs within
the PFC [98] or hippocampus [99] or along the PFC-hippocampus pathway [100].

3. Role of Mitochondrial Genes in the Dysfunctions of Synaptic Plasticity Associated
with 22q11 DS

Intriguingly, nine of the many genes deleted in 22q11DS can induce mitochondrial
homeostasis disorders (COMT, UFD1L, DGCR8, MRPL40, PRODH, SLC25A1, TXNRD2,
T10, and ZDHHC8), but the first three may have no more than an indirect effect on mi-
tochondrial function, and only the last six encode mitochondrial proteins [101]. These
six genes are maximally expressed in mouse brain shortly after birth at a time of active
synaptogenesis, which suggests that well-functioning mitochondrial processes may be
intimately related to correct synapse formation. If this is so, alterations in mitochondrial
metabolism during the early phases of brain development may pave the way for impaired
neuronal metabolism or synaptic signalling, and thus partially explain the higher incidence
of developmental and behavioural deficits in 22q11 patients. This review does not intend
to cover precisely mitochondrial functions through brain development but, rather, to point
out how deletion of the above-mentioned genes is causally related to cognitive deficits
induced by synaptic plasticity disruption. In line with this, a recent study demonstrated
a close correlation between the age-dependent decline in the working memory of mon-
keys and an increased prevalence of doughnut-shaped mitochondria in PFC presynaptic
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boutons [102] due to oxidative stress [103]. It is also worth noting that, of the six genes
mentioned above, TXNRD2 encodes the mitochondrial enzyme thioredoxin-reductase 2,
which is of paramount importance for the mitochondrial scavenging of reactive oxygen
species (ROS) [104]. Another recent study found that specific ROS accumulation in PFC
layer 2-3 projecting neurons due to TXNRD2 haploinsufficiency is not only causally related
to alterations in local dendritic branching, but also to cognitive deficits measured during
a touchscreen-mediated visual discrimination/reversal task [57]. It was also found that
treating LgDel mouse models from birth to weaning with maternal drinking water con-
taining the antioxidant N-acetylcysteine completely restored working memory in young
adult mice, thus highlighting the central role of mitochondrial ROS-mediated stress in the
occurrence of cognitive deficits in this 22q11DS mice model.

In the same year, Gokhale et al. published a study showing an association between
proteome changes in the SLC25A1-SLC25A4 mitochondrial interactome and synapse func-
tion in the Df(16)A+/− mice model of 22q11DS [105]. SLC25A1 encodes a mitochondrial
citrate transport protein that allows exchanges of small metabolites between the mito-
chondrial matrix and the cytosol [106] and it was shown that its knockdown in zebrafish
induced mitochondria depletion and proliferation defects, two phenotypes frequently
described in 22q11DS patients [106]. More recently, another study demonstrated that the
deletion of human SLC25A1 compromises the integrity of the mitochondrial ribosome and
down-regulates the expression of multiple ribosome subunits, including MRPL40 [107],
which disrupts short-term synaptic plasticity and working memory by dysregulating mi-
tochondrial calcium [73]. MRPL40 encodes the mitochondrial ribosomal protein L40, a
protein of the large subunit of the mitochondrial ribosome whose function is necessary for
mitochondrial protein synthesis in eukaryotes [108]. As previously mentioned, ZDHHC8
encodes a mitochondrial palmitoyl transferase enzyme that is involved in regulating the cell
localisation of target proteins [109] and a reduction in its expression reduces the strength of
synaptic connections and impairs terminal arborisation in the hippocampus-PFC circuit of
a mice model of 22q11DS [65].

Lastly, it has been found that dysregulation of the PRODH gene, which encodes
the mitochondrial enzyme proline dehydrogenase, is associated with the occurrence of
schizophrenia-like phenotypes in humans [110] and animal models, probably because
of alterations in glutamatergic and dopaminergic transmission, especially in the PFC
and hippocampus [66]. Interestingly, PRODH and ZDHHC8 both have single nucleotide
polymorphisms (SNPs) that are closely associated with 22q11DS-related schizophrenia-like
symptoms [111]. It has also been reported that the T10 gene (also known as TANGO2),
which encodes a member of the transport and Golgi organisation family that plays a role in
endoplasmic reticulum (ER) secretory protein loading [112], has associated SNPs but at a
less robust level [111].

Taken together, these findings not only underline the crucial role of mitochondrial
alterations in the etiology of cognitive impairments observed in 22q11DS patients, but also
indicate that these alterations are likely to be due to dysfunctions in synaptic processes,
which is in line with the fact that two major mitochondrial functions (energy supply and
calcium buffering) are proven regulators of synaptic plasticity [113]. In connection with this,
Earls et al. showed that the dysregulation of calcium dynamics in the presynaptic terminals
of CA3 neurons in Df1/+ mice alters long-term potentiation at excitatory synapses [36].
They also showed that these changes are due to the up regulation of sarcoendoplasmic
reticulum calcium (Ca2+) ATPase (SERCA2), which is responsible for loading Ca2+ into the
ER, and that the resulting increase in ER calcium load triggers enhanced neurotransmitter
release and increases long term potentiation (LTP) levels [114]; furthermore, the depletion of
calcium stores induced by a SERCA2 inhibitor fully rescues synaptic phenotypes observed
in Df1/+ mice [36]. Interestingly, it has been found that SERCA2 levels are increased in
brains of patients with idiopathic schizophrenia, thus providing a direct link between the
processes described above and 22q11Ds-related psychiatric deficits.
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4. Astrocytes Can Modulate Synaptic Plasticity: Do They Play a Role in the
Pathophysiology of 22q11DS?

As reviewed so far, altered synaptic plasticity through mitochondrial deficits seems to
be strongly involved in cognitive symptoms reported in 22q11DS patients. Even though it
has long been considered that synapses have the inherent property of plasticity, a property
based on mechanistic changes occurring within neurons [115], neurons do not function in
isolation but belong to elaborate glial networks in which they are intimately associated with
astrocytes [116]. A growing body of evidence suggests that correct synaptic functioning
may involve the active participation of astrocytes [116–118]. It is possible that astrocytes
may also be at least partially responsible for the regulation of synaptic plasticity [119–121].
Therefore, in the next sections of this review, we focus on how developing astrocytes may
be involved in 22q11DS related synaptic plasticity and cognitive deficits through changes
in dopamine and mitochondrial homeostasis.

Astrocytes have functional and structural domains that are estimated to be in contact
with 200–600 dendrites and about 105 synapses [122,123] and their extensive contacts with
synaptic sites ensure strict control of local ions [124], pH homeostasis [125], the delivery of
metabolic substrates to neurons [126–129], control of the microvasculature [130], and mod-
ulation of synaptic activity and plasticity by releasing neuroactive substances [42,131–138].
Perisynaptic astrocytes also express many transporters of amino acid neurotransmitters,
including glutamate and GABA, and remove neurotransmitters to maintain transmitter
homeostasis [139], thus assuring the rapid and efficient control of the speed and extent of
neurotransmitter clearance, a mechanism involved in synaptic plasticity [140,141].

Recent studies showed that astrocytes also remove monoamine neurotransmitters, and
various research groups demonstrated that cultured astrocytes and astrocytoma transport
monoamines such as serotonin, dopamine, norepinephrine, and histamine [142–145]. Tran-
scriptome and immunohistochemistry analyses confirmed the presence of monoamine trans-
porters in in vivo astroglial cells, including organic cation transporter 3 (OCT3) [145–150]
and plasma membrane monoamine transporter (PMAT) [150]. OCT3 and PMAT form part
of the uptake system of low-affinity (higher Km values) and high-capacity transporters
(higher Vmax values) of monoamines such as serotonin and dopamine regardless of extra-
cellular Na+/Cl−, and recent studies indicated the critical role of low-affinity transporters
in in vivo serotonin and dopamine clearance [151,152], although the relative importance of
the two uptake systems is still unknown.

It was recently suggested that the taking up of dopamine by the astroglial OCT3
and PMAT transporters in the developing PFC indicates their involvement in control-
ling dopamine homeostasis [150]. The PFC is different from other dopaminergic brain
areas such as the striatum insofar as it expresses much lower levels of the high-affinity
dopamine transporter (DAT) and dopamine uptake by DAT plays a marginal role in clear-
ing extra-cellular dopamine levels [153]. Studies of the mechanisms regulating dopamine
homeostasis in the PFC showed that dopamine clearance in the presence of low DAT levels
depends on secondary mechanisms such as the metabolic activity of monoamine oxidase
B (MAOB) and cathecol-o-methyltransferase (COMT), and uptake of the norepinephrine
transporter [154–157].

Astrocytes in the developing PFC are equipped to control dopamine homeostasis as
those expressing OCT3/PMAT and MAOB/COMT contain vesicular monoamine trans-
porter 2 (VMAT2), which acts in concert with OCT3 and MAOB to provide effective control
of the metabolic capacity of dopamine [150]. The dopamine entering via OCT3/PMAT
transporters accumulates in VMAT2-positive intra-cellular organelles (i.e., endosomes or
lysosomes), which are highly dynamic in terms of fusions and fissions and passively leak
dopamine into the cytoplasm, where it is degraded by metabolic enzymes. This leakage
seems to be a crucial step in the metabolism of catecholamines (including dopamine) in
various cells including neurons [158]. In the absence of the VMAT2-dependent control of
dopamine storage in astrocytes, the dopamine taken up by plasma membrane transporters
is immediately metabolised, which triggers the aberrant uptake of the transporters and a
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consequently significant decrease in the extra-cellular dopamine levels [150] whereas, by ex-
pressing the determinants of dopamine control, astrocytes maintain the correct equilibrium
of extra-cellular dopamine levels. In line with the particular nature of the PFC, this mecha-
nism seems to be quite PFC-specific as VMAT2 is highly expressed by astrocytes located in
the frontal and pre-frontal cortical areas, but absent from those in other cortical areas such
as the visual cortex [150]. Interestingly, when this astroglial mechanism is perturbed (for
example, in the absence of VMAT2), the concomitant decrease in extra-cellular dopamine
levels may have significant effects on synaptic plasticity [150] as it triggers the accelerated
spine maturation of pyramidal neurons in layer 5 of the PFC, increases the frequency of
miniature excitatory postsynaptic currents (mEPSCs), and compromises LTP. Furthermore,
the effect on synaptic strength is consistent with accelerated synaptic development, and
this suggests that appropriate dopamine levels act as a developmental repressor via the
activation of pre-synaptic D2 receptors [150]. In the absence of VMAT2, the alteration in
synaptic plasticity is also accompanied by defects in executive cognitive functions, one
of the hallmarks of schizophrenia and 22q11DS. The fact that the deletion of VMAT2 and
subsequent decrease in dopamine causes excessive neuronal excitation, strongly suggests a
neural network that is resistant to experience-dependent refinement and therefore prone to
cognitive and behavioural deficits.

Is it possible that these mechanisms are also involved in the pathophysiology of the
cognitive deficits associated with 22q11? The COMT gene encoding the cytoplasmic COMT
enzyme, which (in addition to mitochondrially located MAOB) acts as a key degrader of
dopamine, is contained within the critical 1.5 Mb 22q11 DS microdeletion. The dopamine
hypothesis of schizophrenia, which has greatly influenced research into the mechanisms
underlying the onset of psychosis, suggests that COMT is an attractive candidate gene
underlying susceptibility to schizophrenia [159–162], and studies of Comt−/− mice have
demonstrated the ability of the COMT enzyme to control the extra-cellular clearance of PFC
dopamine and influence cognitive functions such as working memory [6,163,164]. It can
therefore be argued that reduced COMT activity may slow extra-cellular clearance and lead
to the aberrant tonic stimulation of dopamine receptors in the PFC, a situation that has been
associated with perseverative behaviour and inflexible cognitive performances [165,166]
which is a hallmark of the cognitive deficits associated with schizophrenia [166].

When considering the role of COMT in the pathophysiology of 22q11DS-related cogni-
tive dysfunctions, it is necessary to see COMT in the context of an epitastic interaction with
the PRODH gene, which is also within the 22q11 microdeletion and encodes mitochondri-
ally expressed proline dehydrogenase (PRODH). As previously mentioned, the PRODH
enzyme is the rate-limiting enzyme in proline degradation [167] and the homozygous dele-
tion of PRODH is associated with hyperprolinemia, which significantly increases proline
levels in the brain and leads to significant neuropsychiatric dysfunctions [6,167]. Studies of
mouse models and 22q11DS patients have provided evidence supporting the idea of an
epistatic interaction between COMT and PRODH as they both functionally converge on
the dopaminergic system [66,168] and give rise to a hyper-dopaminergic state that may
predispose to psychosis and schizophrenia [66]. Initial evidence of such an interaction
came from a transcriptome analysis of a study of PRODH-deficient mice [66,169] showing
the up-regulation of COMT and thus suggesting the possible up-regulation of the enzyme
in order to compensate for the PRODH deficiency.

The mechanism by which PRODH deficiency leads to an over-activated dopamin-
ergic system is still an important unknown, but one intriguing hypothesis is that it is
due to dysregulated astroglial control of dopamine homeostasis. According to a recent
transcriptome analysis of isolated astrocytes [146,148,170] contain all the genes deleted
in 22q11DS to some extent or another, and PRODH seems to be one among the 30 genes
that are highly expressed by astrocytes [146,148,170], thus suggesting that the PRODH
enzyme plays an important role in regulating some astroglial functions. Although this role
has not yet been investigated in detail, several studies have shown that it is involved in
many cell functions other than proline catabolism, including providing energy, shuttling
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redox potentials between cell compartments, and producing reactive oxygen species [171].
Proline oxidation is an excellent source of energy and the oxidation of one molecule of
proline can yield 30 ATP equivalents [171], thus suggesting that PRODH deficiency may
cause an equivalent deficit in cell energy.

In line with the hypothesis that PRODH contributes to cell energy demand, it is highly
expressed during post-natal development [172], when the brain grows to approximately
70% of its adult size and brain tissues undergo extensive remodelling. Interestingly, this
post-natal growth is due to a rapid increase in the number of neuropil and glial cells,
particularly astrocytes. During their post-natal maturation, astrocytes undergo extensive
morphological and functional changes [132,159], begin to express the determinants of
dopamine uptake, storage, and metabolism, while becoming competent in regulating
dopamine homeostasis [150]. Over the last ten years, many studies have shown that de-
fective astrocytic maturation has profound effects on developmental synaptogenesis and
circuit formation and function [173,174] and any disruption in astrocyte maturation can
be expected to confound the construction and functional architecture of neural networks
significantly [175]. The mechanisms regulating post-natal astrocyte maturation have been
extensively investigated [176], and the findings of a very recent study suggest that mitochon-
dria biogenesis may play a role in the cellular processes regulating morphogenesis [177].
Developing astrocytes contain a highly interconnected network of mitochondria, but the
conditional deletion of the metabolic regulator PPARγ co-activator 1α (PGC-1α) and the
consequent interference with mitochondrial biogenesis impairs their morphological matu-
ration and decreases the formation and function of excitatory synapses in the PFC [177],
thus underlining the importance of mitochondria to post-natal astrocyte development. The
PGC-1α in developing astrocytes can be modulated by the expression of metabotropic
glutamate receptor 5 (mGluR5), one of the well characterized signalling ways in astrocytes
that has been shown to be highly expressed in developing astrocytes [178,179]. There-
fore, the temporal relationship between post-natal maturation of astrocytes and synapses
suggests the existence of bidirectional interactions based on the release of glutamate that
orchestrate the maturation of functional circuits [132,180]. The mechanism by which altered
mitochondrial biogenesis in developing astrocytes affects the formation and maturation
of synapses is not known but, as it has been suggested that mitochondrial impairments
are also involved in 22q11DS, these findings offer an astrocyte-based mechanism of neural
pathology. It is possible that the PRODH and/or mitochondrial deficiency caused by the
microdeletion impairs the post-natal maturation of astrocytes and consequently causes the
decrease in synaptogenesis and the neuronal cell dysmorphogenesis associated with the
syndrome. It is also tempting to speculate that the lack of post-natal maturation somehow
affects the way in which astrocytes acquire their dopaminergic competence and therefore
gives rise to the hyperdopaminergic state and dysregulated synaptic plasticity associated
with 22q11DS.

5. Conclusions and Future Directions

Studies in 22q11DS mouse models have revealed neural circuit dysfunctions and a
variety of synaptic plasticity alterations that may be responsible for the cognitive impair-
ments observed in the syndrome. Given the critical role of synaptic plasticity in sculpting
and in passaging information within neural circuits, network alterations arise because
neuronal structure and synapse formation are affected. To investigate these features of the
22q11DS, different studies have focused on hippocampal and cortical neurons, both in vivo
and in vitro.

Changes in synaptic transmission, strength, and number of synapses and spines, as
well as changes in neuronal excitability have been observed extensively in 22q11DS mouse
models. Taken together, all recent findings confirm that synaptic plasticity is involved in
the pathophysiological mechanisms of 22q11DS.

Because active synaptogenesis occurs straight after birth and coincides with the in-
creased expression of specific mitochondrial proteins, which are deleted in the syndrome,
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the possibility of a direct link between mitochondrial metabolism and neuronal function
and synapse formation is almost certain. The relationship between mitochondria and
neuronal maturation is incredibly tight; indeed, not only the behaviour of these organelles
is shaped by development, but they themselves appear to regulate different stages of
neurogenesis. Indeed, their importance has been pointed out in different neuronal studies
and also recently in glial cells. In fact, we propose a possible role of astrocytes in the
pathophysiology of 22q11DS, because of their active participation in synapse formation
and function. Mitochondrial impairment in astrocytes lead to important dysfunctions in
neurons, therefore their importance is further supported.

Indeed, as a result of the complexity of the syndrome and because of the need for new
therapeutical strategies and targets, mitochondria seem to be a good potential target.

Individuals suffering from 22q11DS present an important decrease in their quality of
life, mostly because of their psychiatric manifestations. From a therapeutic point of view,
not much has been explored, not only because of the complexity of the developing brain and
the hard task of reaching specific brain structures solely with a pharmacological product,
but also mainly because of the phenotypic variability of the syndrome. Considerable
research is still needed in order to learn about the molecular aspects of this condition and
find a potential molecular mechanism to target the treatment of the disease.

6. Strengths and limitations and Search Strategy

The main asset of the present review is to provide new insights on how synaptic
plasticity disturbances described in 22q11DS may be related to abnormal maturation of
astrocytes because of mitochondrial defects, making such disturbances a new potential
target for treating psychiatric and cognitive problems associated with this syndrome. To
avoid complexifying this assumption, we voluntary restricted our analysis to studies not
dealing with in-depth mechanistic information, but simply gave an overview of the most
recent findings regarding 22q11DS and the involvement of synaptic plasticity deficits in
the occurrence of cognitive abnormalities, and then to link it to developing astrocytes and
mitochondria disturbances. In addition, even though the findings reported in the present
review originate from animal studies, they have the merit of pointing out the importance of
implementing translational studies by using, for instance, hiPSC [181] or the cutting-edge
technology of human cerebral organoids that has recently been shown to be suitable to
study synaptic processes [182].

7. Search Strategy and Selection Criteria

Data for this review were identified by searches of PubMed mainly focused over
the last 20 years. References from relevant articles were obtained using the search terms
(i) mitochondria or mitochondrial biogenesis; (ii) 22q11 DS or 22q11 deletion syndrome;
(iii) schizophrenia or psychosis; (iv) developmental disorders or neuropsychiatric disorders;
(v) cognition deficits; (vi) astrocytes, and (vii) synaptic plasticity. In addition, we paid
particular attention to use both historical and the most up-to-date references to respectively
address well-known assertions and the more recent and pioneering works.
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Abstract: The aim of this study was to compare the patterns of cerebellar alterations associated with
bipolar disease with those induced by the presence of cerebellar neurodegenerative pathologies to
clarify the potential cerebellar contribution to bipolar affective disturbance. Twenty-nine patients
affected by bipolar disorder, 32 subjects affected by cerebellar neurodegenerative pathologies, and
37 age-matched healthy subjects underwent a 3T MRI protocol. A voxel-based morphometry analysis
was used to show similarities and differences in cerebellar grey matter (GM) loss between the groups.
We found a pattern of GM cerebellar alterations in both bipolar and cerebellar groups that involved
the anterior and posterior cerebellar regions (p = 0.05). The direct comparison between bipolar and
cerebellar patients demonstrated a significant difference in GM loss in cerebellar neurodegenerative
patients in the bilateral anterior and posterior motor cerebellar regions, such as lobules I−IV, V, VI,
VIIIa, VIIIb, IX, VIIb and vermis VI, while a pattern of overlapping GM loss was evident in right
lobule V, right crus I and bilateral crus II. Our findings showed, for the first time, common and
different alteration patterns of specific cerebellar lobules in bipolar and neurodegenerative cerebellar
patients, which allowed us to hypothesize a cerebellar role in the cognitive and mood dysregulation
symptoms that characterize bipolar disorder.

Keywords: cerebellar atrophy; bipolar disorder; voxel-based morphometry; cerebellar grey matter volume

1. Introduction

Bipolar disorder (BD) is a severe and chronic psychiatric disease that is often associated
with several medical conditions, including cardiovascular problems, diabetes mellitus,
and neurovascular disease [1,2]. This disorder is characterized by episodes of mania (or
hypomania) and depression that can lead to cognitive impairments with a considerable
impact on one’s quality of life [1,3–7]. Cognitive impairments, mainly involving executive
function, attention, verbal and episodic memory, persist during euthymic phases [8–10].

Furthermore, neuroimaging studies have shown that bipolar disorder is characterized
by several structural modifications in the cortical and subcortical areas, such as grey matter
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volume abnormalities in the frontal and temporal regions and in limbic regions, such as
the cingulate cortex [11–13]. Among subcortical structures, specific structural alterations
have also been reported in the cerebellum.

Indeed, recent literature has shown cerebellar involvement in psychiatric diseases
and neurodevelopmental disorders, specifically in schizophrenia, autism and obsessive-
compulsive disorder [14–21]. Furthermore, in recent years, some evidence has highlighted
the potential role of the cerebellum in other psychiatric conditions characterized by mood
swings, such as bipolar disorder [22,23]. It has been shown that alterations of the cortico-
cerebellar network in patients with bipolar disorder (type 1 and type 2) are present during
earlier stages of the disease and remain stable over time, thus suggesting a possible
neurodevelopmental involvement of this network in the mechanism of bipolar disorder,
with no differences between bipolar disorder subtypes [23]. Despite this evidence, the
specific cerebellar contribution to the neuropathophysiological mechanisms underlying
bipolar disorder still needs to be clarified.

Indeed, neuroimaging studies have described cerebellar alterations in patients with
bipolar disorder [24–27] over the last twenty years and researchers have focused on
this structure [28–32] in light of the cerebellar connections with cortical areas involved
in the pathophysiology of bipolar disorder [13,28,31,33,34] and the cerebellar role in
emotion [35–39], social cognition [16,40,41] and cognitive functions [42–45]. Moreover,
it is worth noting that very recently the onset of mood disorders (manic and depressive
symptoms) has been demonstrated in the presence of isolated cerebellar lesions and neu-
rodegenerative cerebellar pathologies [46–49]. These data confirm that cerebellar alterations
are associated with mood symptoms, as reported in cerebellar-cognitive affective syndrome
(CCAS) [50].

In light of these observations, it is reasonable to hypothesize that the cerebellar alter-
ation in BD may contribute to specific features of bipolar symptoms (i.e., mania, hypomania,
depression) and further insight can be gained from the comparison with neurodegenerative
disorders that selectively affect the cerebellar cortex, such as spinocerebellar ataxia (SCA).
To this aim, in the present study, cerebellar structural patterns were compared between
BD patients and patients affected by cerebellar degenerative disorders (CD) of different
etiology. Indeed, according to the growing evidence of a cerebellar involvement in the
manic symptoms of bipolar disorder and the presence of mood disturbance in cerebellar
diseases, the comparison between BD and CD patients will provide a crucial insight into
understanding the cerebellum role in the pathophysiology of mood disturbances and in
maintaining symptoms related to bipolar disorder.

2. Results

All CD patients enrolled in the present study obtained a normal Intelligence Quotient
(IQ > 70). There were no differences in terms of age (F = 0.995; p = 0.374) or sex distribution
(F = 0.042; p = 0.959) between BD, CD and healthy subjects (HS), as assessed by one-way
ANOVA (Table 1).

Table 1. Main demographic and clinical characteristics of the BD, CD and HS groups.

Characteristic BD (n = 29) CD (n = 32) HS (n = 37)

Age, years, mean ± SD 42.69 ± 10.53 46.81 ± 11.48 45.75 ± 14.26
Males/females 13/16 18/14 15/22

ICARS mean ± SD 1.10 ± 2.06 25.78 ± 12.94 −
SD = standard deviation; BD = bipolar disorder group; CD = cerebellar neurodegenerative disorders group;
HS = healthy subjects group; ICARS = international cooperative ataxia rating scale.

As assessed by the international cooperative ataxia rating scale (ICARS), neurolog-
ical examination revealed the presence of a pure cerebellar motor syndrome in CD. No
extracerebellar symptoms were present at the time of the study. Moreover, 10 out of 29
BD patients showed cerebellar symptoms as evidenced by the ICARS scale (see Table 1
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for clinical details). Specifically, three patients were affected by standing balance and gait
ataxia, three patients were affected by upper limb ataxia, and one patient was affected by
dysmetric eye movements. In addition, 7 out of these 10 patients were also affected by fine
postural hand tremor.

Voxel-wise analysis of cerebellar grey matter (GM) maps showed a significant pattern
of GM loss in the cerebellar cortex of both BD and CD patients compared to the HS group
(p = 0.05 family-wise error-FEW-corrected). More specifically, BD patients showed several
clusters of significantly decreased GM volume that included right lobules I−IV and V, crus
I, VIIB, IX and vermis crus II as well as left lobule VI and bilateral crus II (Figure 1a). When
compared to HSs, CD patients also showed different clusters of cerebellar GM loss that
diffusively affected both anterior and posterior cerebellar regions, including bilateral lobule
VI, bilateral lobules I−IV, right V, bilateral crus I and Crus II (Figure 1b). Finally, the direct
comparison between the two groups demonstrated a significant difference in GM loss
in CD patients compared to BD patients, mainly involving anterior and posterior motor
cerebellar regions such as bilateral lobules I−IV, V, VI, VIIIa and VIIIb, with extension
in bilateral lobule IX and vermis VI (Figure 1c). Detailed statistics and peak voxels of
voxel-based morphometry (VBM) analysis are reported in Table 2. Interestingly, the pattern
of overlapping GM reduction in CD and BD patients was evident in the right lobule V,
right crus I and bilateral crus II (Figure 2a,b).
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Figure 1. Cerebellar regions showing patterns of significantly reduced cerebellar grey matter (GM) are reported and
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(a) BD < HS (in blue); (b) CD < HS (in red); (c) CD < BD (in green). The results are considered significant at p-values < 0.05
FWE corrected at the cluster level. Images are shown in the radiological convention.
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Table 2. Cerebellar voxel-wise analyses between BD patients, CD patients and HSs. Detailed statistics and z-scores of peak
voxels showing greatest statistical significance in the cluster. Cluster-forming threshold p < 0.05 FWE.

Cluster Size (NoV) Coordinates Peak z-Score Cerebellar Region

x z y
BD < HS 4667 7 −78 −33 5.35 R-Crus II

3358 17 −42 −12 6.86 R-Lobule V
20 −31 −19 5.95 R-Lobule V

1024 45 −46 −27 4.36 R-Crus I
892 −44 −47 −45 4.38 L-Crus II
223 −41 −43 −28 4.37 L-lobule VI

CD < HS 17246 −8 −37 −19 5.99 L-Lobule I−IV
12 −37 −22 5.75 R-Lobule I−IV
13 −48 −16 5.21 R-Lobule V

2047 −12 −87 −29 4.77 L-Crus II
−18 −79 −21 4.65 L-Crus I

CD < BD 28567 22 −55 −45 6.78 R-Lobule VIIIb
−20 −61 −48 5.53 L-Lobule VIIIa
−14 −57 −19 5.52 L-Lobule VI

NoV = number of voxels; R = right; L = left.
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of cerebellar lobules (in greyscale). Images are shown according to radiological convention in coronal (y), axial (z) and
sagittal (x) sections.

3. Discussion

The aim of the present study was to clarify the potential role of the cerebellum in
bipolar disorder by analysing the patterns of cerebellar alterations in BD patients compared
to patients with neurodegenerative disorders selectively affecting the cerebellum. In this
framework, the CD group was used as a model of cerebellar degeneration in order to
highlight the common and distinct patterns of grey matter loss in comparison to BD in
which cerebellar alterations have been detected [23].
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The comparison between cerebellar-related neurodegenerative syndromes (such as
SCA) and BD mainly arises from the growing evidence of a cerebellar involvement in manic
symptoms of BD [49] and the presence of mood disturbance in cerebellar diseases [46]. As
largely demonstrated, the posterior cerebellum is involved in the processing of cognitive
and emotional information and takes part in the network involved in mentalizing and social
interactions [16,40,41,49,52–56]. Indeed, the cerebellar cortex receives direct and indirect
inputs from cortical associative areas and the midbrain, and in turn, the cerebellar nuclei
send signals back to the limbic lobe and hypothalamic and thalamic nuclei, important
relay stations that connect cortical and subcortical structures [19]. However, although
cognitive and emotional cerebellar functions are widely described, the cerebellar role in
bipolar disorder has been scarcely explored [22,23,30]. In light of these observations, our
findings provide great insight into understanding the specific cerebellar contribution to the
underlying neuropathophysiological mechanism of bipolar disorder.

Compared to controls, BD patients showed significant GM reduction in anterior
cerebellar regions, including the right I−IV and V lobules; in posterior cerebellar areas,
including right crus I and lobule IX; and in cerebellar vermis, including crus II, left lobule
VI, and bilateral crus II.

According to the motor function of anterior cerebellar regions, the patterns of GM loss
may be more related to the presence of clinical motor manifestations, i.e., psychomotor
agitation [23,57], that, by definition, is influenced by the presence of the mania, and
hypomania and mixed states of bipolar disorder throughout the progression of the disease
(American Psychiatric Association. Diagnostic and Statistical Manual of Medical Disorders.
5th ed Washington, DC: American Psychiatric Association [58]). In light of these findings,
it is reasonable to assume that the repeated mood relapses that characterize BD could have
affected these cerebellar areas leading to structural modifications.

On the other hand, the extended pattern of GM reductions in hemispheric and
vermal posterior cerebellar regions may be linked to the specific cognitive alterations
described in BD studies in light of the cerebellar role in several emotional and cognitive
domains [16,19,40,48,49,54,56,59], that characterize bipolar disorder [6,7,38,60–63].

It is worth noting that previous research reporting cerebellar alterations in bipolar
disorder mainly used a whole-brain approach and did not focus on the cerebellum. In the
present study, we implemented a procedure (see Methods section) that allowed us to restrict
the analysis to the cerebellum and achieve anatomical localization of the specific cerebellar
subregions involved [51]. Indeed, according to the cerebellar functional topography [19],
we were able to identify the pattern of GM reduction in cerebellar portions, which have
been linked to the cognitive, emotional and mood symptoms by several studies on bipolar
patients [11,27,64–68].

When compared to controls, the CD group showed a diffuse pattern of GM loss
throughout the cerebellar cortex. In line with the presence of typical cerebellar motor
syndrome [19,55,69], an extensive pattern of GM loss involved motor anterior (i.e., I−IV, V)
and posterior cerebellar regions (i.e., VIIIA and VIIIB). On the other hand, a pattern of GM
loss was also found to extensively affect cognitive posterior cerebellar lobules, specifically
crus I, crus II and lobe VI, in line with the presence of cognitive and emotional alterations as
reported in CCAS [46,54,55,69–72]. Finally, when directly comparing BD and CD patients,
significantly reduced cerebellar GM was found in the CD compared to the BD patients,
only involving motor anterior cerebellar regions. This is in line with the presence of the
cerebellar motor syndrome that is specific of CD patients and was not detected in our
BD patients [19,55,69]. As previously stated, structural alterations in anterior cerebellar
regions are also found in BD but they may be more related to the psychomotor agitation
that typically accompanies the affective episodes. In spite of the presence of anterior
cerebellar atrophy, CD patients did not show psychomotor agitation. This might mean
that the involvement of the motor anterior cerebellar regions per se is not enough to
evoke psychomotor agitation, which, by definition, is related to affective episodes that
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characterize bipolar patients and are subtended by a more complex dysfunctional network
in which the cerebellum acts.

Interestingly, as depicted in Figure 2, BD and CD patients showed a common atro-
phy pattern specifically affecting right lobule V, right crus I and bilateral crus II, known
to be typically involved in higher-order cognitive functions, whose alterations widely
characterize both disorders [6,7,9,16,19,35,37–42,44,45,60–63].

Altogether, these results show for the first time common and different patterns of
cerebellar alterations in BD and CD patients that may shed light on the potential cerebellar
contribution to the neuropathophysiology of bipolar disorder. Specifically, according to
these findings, it is possible to hypothesize that in BD patients, the pattern of cerebellar
atrophy is specifically related to the cognitive dysfunctions and mood dysregulation
typically reported in bipolar disorder. Indeed, the atrophy of posterior cerebellar lobules,
in particular crus I and crus II, may be related the cognitive dysfunctions in line with
the extensive connections with cortical association areas and, in particular, prefrontal
cortical regions [19], while posterior vermal regions in the limbic cerebellum contribute to
emotional lability and a flattening effect consistent with its extensive connections with the
limbic system [73].

Interestingly, the specific involvement of the limbic cerebellum in mood regulation
and behavior has been previously reported in a single-case study of a patient who showed
behavioral abnormalities after the rupture of a cerebellar arteriovenous malformation [49].
Specifically, the behavioral symptoms were characterized by disinhibition or inappropriate
behavior, emotional lability, irritability, aggressiveness, affective instability and impul-
siveness together with the onset of a manic state. Data from MRI scans demonstrated an
involvement of the posterior area of the cerebellar vermis, and cerebello-cerebral functional
connectivity analysis revealed a pattern of altered connectivity in specific areas of the
prefrontal-striatal-thalamic circuits that are typically altered in bipolar subjects during the
manic state, suggesting a cerebellar role in mood regulation [49].

To conclude, there are some potential limitations that need to be discussed. With
regard to the CD group and specifically to SCA2 sample, it has to be considered that
extracerebellar signs may occur by definition on a subclinical level in SCA2 patients.
However, as evidenced by the neurological examination and MRI analysis, the absence
of extracerebellar signs and cortical atrophy has been ensured. Moreover, it must be
taken into account that the choice of grouping cerebellar patients with different etiology
depended on the rarity of this neurodegenerative condition that clearly affects the inclusion
rate and makes it difficult to find large numbers of cerebellar patients with the same
diagnosis. Furthermore, due to the retrospective nature of the study on CD patients, data
on the presence of manic/mood symptoms were not available. Future studies may further
address these issues and overcome these shortcomings. Another potential limitation is that
all our BD patients were on medication, often involving polypharmacy, which is typical
in patients with severe illness [74]. However, while different medication approaches can
differently affect the central nervous system, it has to be considered that enrolling drug-free
patients presents important ethical and clinical concerns.

Another issue that needs to be mentioned concerns the different profiles described
in the literature (in terms of cognitive and mood symptoms) between the subtypes of BD
patients. In the present study, the number of BD patients enrolled did not allow us to
divide our sample into BD type 1 and type 2. Future studies that consider this different
classification will aim to fill this gap, and to investigate the relationship between cerebellar
structural changes and the severity of the BD symptoms providing further support for
the present conclusions and opening new avenues for the therapeutic treatment of bipolar
disorder specifically targeting the cerebellum.
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4. Materials and Methods
4.1. Participants

Two groups of adult patients were enrolled in the study: subjects affected by BD and
subjects affected by CDs.

BD patients were recruited from the bipolar disorder outpatient ward of the Depart-
ment of Psychiatry, Policlinico Umberto I Hospital. All of the patients met the Diagnostic
and Statistical Manual of Mental Disorders, Fifth Edition criteria [58] for BD, according
to a diagnostic assessment performed with the Italian version of the Structured Clinical
Interview for DSM-5—Clinician Version (SCID-5-CV) [75]. All patients had been euthymic
for at least three months. The euthymic phase was established by using the Hamilton De-
pression Rating Scale (HDRS score < 10) [76] and Young Mania Rating Scale administration
(YMRS score < 13) [77].

The inclusion criteria for BD patients were as follows: (i) aged between 18 and 60
years, (ii) euthymic mood for at least 3 months, (iii) first examination by a psychiatrist
performed before age 40, and (iv) suitability for magnetic resonance imaging (MRI).

The exclusion criteria for BD patients were (i) having other Axis-I psychiatric disorders;
(ii) exhibiting lifetime alcohol/substance abuse; (iii) having a history of an organic brain
disorder or neurological disorder; (iv) having mental retardation; and (v) having a medical
condition such as pregnancy, cardiovascular disease or diabetes. All BD patients were
recruited by an expert clinical psychiatrist of the Department of Psychiatry, Policlinico
Umberto I Hospital. Moreover, for each patient, the clinical diagnosis of BD in the euthymic
phase was confirmed by another senior psychotherapist by means of a clinical interview,
the HDRS [76] and YMRS [77].

Thirty-six patients with BD were initially included in the present study. Of the original
group of patients, three refused to undergo the MRI exam, and four were excluded for the
presence of moderate to severe brain vascular lesions (see exclusion criteria). Thus, the final
sample was of 29 BD patients, and all participants underwent medical treatment (Table 3).

Table 3. Clinical details regarding the BD group.

Medical Treatment Mean ± SD N◦

HDRS 1.82 ± 2.68 29
YMRS 1.61 ± 3.01 29

Current pharmacotherapy
Antipsychotics 13

Lithium 14
Antiepileptics 22

Antidepressants 2
Anxiolytic 3

Polypharmacy 17

HDRS = Hamilton Depression Rating Scale; YMRS = Young Mania Rating Scale; SD = standard deviation.

Thirty-two patients affected by CDs of different etiologies were also recruited (Table 4).
The inclusion criteria for CD patients were (i) more than 6 months of illness and

(ii) evidence of diffuse cerebellar atrophy. The exclusion criteria for CD patients were (i)
the presence of other pathological conditions (ii) the presence of any cortical lesion on
conventional MRI scans and (iii) the presence of mental retardation.

Additionally, 37 sex- and age-matched HSs with no history of neurological or psychi-
atric illness were recruited as the control group.

All BD and CD patients underwent neurological evaluations. To quantify cerebellar
motor deficits, the international cooperative ataxia rating scale [78], which ranges from
0 (absence of a motor deficit) to 100 (presence of motor deficits at the highest degree),
was used.
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Table 4. Clinical details regarding the CD group.

Diagnosis N◦

SCA type1 1
SCA type 2 12
SCA type 6 1
SCA type 15 1
SCA type 28 1

SPG7 6
FRDA 2
ICA 8

SCA = spinocerebellar ataxia; SPG7 = spastic paraplegia type 7; FRDA = Friedreich’s ataxia; ICA = idiopathic
cerebellar atrophy.

In CD patients, the Wechsler adult intelligence scale—IV edition [79] was performed
to exclude the presence of mental retardation.

Since these patients had already taken part in another study from our group, see Table 2
in Clausi and colleagues [40] for the cognitive profile.

This research study was approved by the Ethics Committee of Fondazione Santa
Lucia IRCCS according to the principles expressed in the Declaration of Helsinki. Written
informed consent was obtained from each subject. The main demographic and clinical
characteristics are summarized in Table 1.

4.2. MRI Acquisition Protocol

Patients and HSs underwent MRI examination at 3T (Magnetom Allegra, Siemens,
Erlangen, Germany) that included the following acquisitions: (1) dual-echo turbo spin
echo [TSE] (TR = 6190 ms, TE = 12/109 ms); (2) fast-FLAIR (TR = 8170 ms, 204TE = 96 ms,
TI = 2100 ms); and (3) 3D modified driven equilibrium Fourier transform (MDEFT) scans
(TR = 1338 ms, TE = 2.4 ms, matrix = 256 × 224 × 176, in-plane FOV = 250 × 250 mm2,
slice thickness = 1 mm) to perform voxel-based morphometry on cerebellar grey matter
(GM) maps. To characterize the brain anatomy and determine the presence of macroscopic
structural abnormalities, the TSE scans of patients were visually inspected by an expert
neuro-radiologist. For HSs, conventional MRI scans were reviewed to ensure the absence
of any macroscopic brain abnormality.

4.3. Image Processing and Analysis

The cerebellum was preprocessed individually using the SUIT toolbox [51] imple-
mented in Statistical Parametric Mapping version 8 (Wellcome Department of Imaging
Neuroscience; SPM-8 (http://www.fl.ion.ucl.ac.uk/spm/, accessed on 2 April 2009). The
procedure was performed on individual T1 anatomical images and included isolating
the cerebellum and then normalizing each cropped image into SUIT space and reslicing
the probabilistic cerebellar atlas into individual subject spaces using the deformation pa-
rameters obtained by normalization. Finally, each segmented cerebellar GM map was
smoothed using an 8-mm FWHM Gaussian kernel. Voxel-based morphometry was used
to characterize the patterns of regional cerebellar GM atrophy in BD and CD patients
compared to those of HSs. Additionally, a direct comparison between BD and CD patients
was also carried out. Voxel-wise two-sample t-tests as implemented in SPM-8 were used.
Sex was entered as a variable of no interest, and the analysis was restricted only to the
voxels of the cerebellum by using an explicit exclusion mask. The results were considered
significant at p values < 0.05 FWE corrected at the cluster level.

5. Conclusions

In conclusion, the present study demonstrates that BD and CD patients show a
common pattern of altered cerebellar regions in lobules that are involved in cognitive
and emotional abilities, such as crus I and crus II. Consistent with previous evidence,
the alteration of these specific cerebellar portions may be the anatomical substrate that
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contributes to manic symptoms of bipolar disorders and the mood disturbances often
observed in cerebellar diseases.

Altogether, these results provide useful insights for understanding and clarifying the
cerebellar contribution to the pathophysiology of bipolar disorder and its potential role as
a target for future treatments.
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Abstract: We aimed to investigate A2A receptors in the basal ganglia of a DYT1 mouse model of
dystonia. A2A was studied in control Tor1a+/+ and Tor1a+/− knock-out mice. A2A expression was
assessed by anti-A2A antibody immunofluorescence and Western blotting. The co-localization of A2A
was studied in striatal cholinergic interneurons identified by anti-choline-acetyltransferase (ChAT)
antibody. A2A mRNA and cyclic adenosine monophosphate (cAMP) contents were also assessed. In
Tor1a+/+, Western blotting detected an A2A 45 kDa band, which was stronger in the striatum and the
globus pallidus than in the entopeduncular nucleus. Moreover, in Tor1a+/+, immunofluorescence
showed A2A roundish aggregates, 0.3–0.4 µm in diameter, denser in the neuropil of the striatum
and the globus pallidus than in the entopeduncular nucleus. In Tor1a+/−, A2A Western blotting
expression and immunofluorescence aggregates appeared either increased in the striatum and the
globus pallidus, or reduced in the entopeduncular nucleus. Moreover, in Tor1a+/−, A2A aggregates
appeared increased in number on ChAT positive interneurons compared to Tor1a+/+. Finally, in
Tor1a+/−, an increased content of cAMP signal was detected in the striatum, while significant levels
of A2A mRNA were neo-expressed in the globus pallidus. In Tor1a+/−, opposite changes of A2A
receptors’ expression in the striatal-pallidal complex and the entopeduncular nucleus suggest that
the pathophysiology of dystonia is critically dependent on a composite functional imbalance of the
indirect over the direct pathway in basal ganglia.

Keywords: A2A; cAMP; A2A mRNA; dystonia; DYT1; basal ganglia; D2

1. Introduction

The clinical features of dystonia are relatively well-defined, produced by the ill-timed
activation of agonist-antagonist muscles, and presenting either as focal or generalized.
Conversely, the pathological mechanisms underlying such a heterogeneous group of
movement disorders remain elusive [1–3]. Unlike symptomatic dystonia secondary to
histological damages affecting basal ganglia, no neuropathologic correlates are detectable
at microscopic levels for primary dystonia [4,5].

A common form of primary early onset generalized dystonia is caused by 3 bp deletion
(GAG) in the coding region of the TOR1A (DYT1) gene, which results in a defective protein
called torsinA, whose role in dystonia pathology is unclear [6]. In animal models for

88



Int. J. Mol. Sci. 2021, 22, 2691

DYT1 dystonia, multiple lines of evidence revealed the impairment of dopamine receptor
type 2 (D2 receptor), with D2 downregulation, sparse D2 synapses, reduced coupling
between the D2 receptor and its cognate G proteins, as well as the loss of D2 dependent
electrophysiological inhibition and severely altered synaptic plasticity in medium spiny
neurons and cholinergic interneurons in the striatum [7–18]. Therefore, the striatum and
D2 receptors have been considered central in the cellular pathomechanism underlying
DYT1 dystonia [15].

Noteworthy, the deficit in D2 receptor-mediated transmission can be counteracted by
A2A receptor pharmacological antagonism in the striatum of a genetic mouse model of
DYT1, and also of DYT11 and DYT25 dystonia, suggesting that an imbalance in D2/A2A
functions may represent a convergent pathogenetic mechanism [11,19,20]. Moreover, a
peculiarity of D2 receptors is their selective co-localization with A2A receptors in striatal
cholinergic interneurons [21,22], and mainly in the sub-population of striatal medium spiny
GABAergic neurons containing enkephalin, which are known to lead the indirect striatal-
pallidal pathway [23,24]. D2 and A2A receptors in enkephalin neurons form complex
heteromers and exert reciprocal antagonistic interaction, inhibiting or stimulating the
second messenger cyclic adenosine monophosphate (cAMP) synthesis, respectively [25,26].

Therefore, besides the dysfunction of D2 receptors, A2A receptors may be of interest
in dystonia pathophysiology for several reasons. In this paper, we aimed to investigate
whether the D2 receptor dysfunction is coupled with any change in the A2A receptor
expression in the basal ganglia of a DYT1 mouse model. We report that opposite to the
downregulation of D2 receptors in the striatum, an up-regulation of the A2A receptors
occurs in the striatal-pallidal complex, whereas A2A down-regulation occurs in the entope-
duncular nucleus of a DYT1 dystonia mouse model.

2. Results
2.1. Expression of A2A Receptors

We first quantified the presence of A2A receptors by Western blot on proteins extracted
from the striatum, globus pallidus and entopeduncular nucleus of Tor1a+/+ and Tor1a+/−.
A single specific band was detected in all areas of the basal ganglia approximately at 45
kDa, which corresponds to the migration level of A2A receptor monomers (Supplementary
Materials Figure S1). In Tor1a+/+, a higher A2A expression was detected in the striatum
that was not significantly different from the globus pallidus, whereas the lowest A2A
expression was detected in the entopeduncular nucleus (p < 0.001). Moreover, Western
blotting analysis revealed a significant increase in A2A receptor levels in the striatum
(n = 11, df = 1, F = 5.189, p = 0.034) and globus pallidus (n = 9, df = 1, F = 6.791, p = 0.020),
but a significant decrease in A2A expression in the entopeduncular nucleus (n = 8, df = 1,
F = 7.629, p = 0.016) of mutant Tor1a+/− compared to control Tor1a+/+ mice (Figure 1).

2.2. Cyclic AMP Levels

We then investigated whether the changes in A2A expression in the basal ganglia of
Tor1a+/−mice consistently affected second messenger cAMP content in tissue extracts.
Actually, the cAMP level was significantly increased in the striatum (df = 1, F = 4.828,
p < 0.05), but was unchanged in the globus pallidus (df = 1, F = 0.151, p > 0.5) and in the
entopeduncular nucleus (df = 1, F = 0.403, p > 0.5) of Tor1a+/−mice (n = 7) compared with
Tor1a+/+ (n = 7) (Figure 2).
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Figure 1. Expression of A2A in basal ganglia of Tor1a+/+ and Tor1a+/– mice. (A) Densitometric 
analysis optical density (O.D.) of A2A-immunostained bands in correspondent areas of caudate–
putamen (CP), globus pallidus (GP), and entopeduncular nucleus (EN) of Tor1a+/+ and Tor1a+/−. 
Results were expressed as the mean ± SD of the values obtained in each group. One-way ANOVA, 
** p < 0.020. (B) Representative immunoblots of A2A content in correspondent area of CP, GP and 
EN of Tor1a+/+ and Tor1a+/- mice. As an internal reference standard, the β-actin content was de-
tected in each lane of the same blots to correct for protein loading. 
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Figure 2. Cyclic adenosine monophosphate (cAMP) level in tissue homogenates of caudate–puta-
men (CP), globus pallidus (GP), and entopeduncular nucleus (EN) in control Tor1a+/+ and in mu-
tant Tor1a+/− mice. Values, expressed as pmol of cAMP/ mg protein, are represented as mean ± 

Figure 1. Expression of A2A in basal ganglia of Tor1a+/+ and Tor1a+/−mice. (A) Densitometric
analysis optical density (O.D.) of A2A-immunostained bands in correspondent areas of caudate–
putamen (CP), globus pallidus (GP), and entopeduncular nucleus (EN) of Tor1a+/+ and Tor1a+/−.
Results were expressed as the mean ± SD of the values obtained in each group. One-way ANOVA,
** p < 0.020. (B) Representative immunoblots of A2A content in correspondent area of CP, GP and EN
of Tor1a+/+ and Tor1a+/− mice. As an internal reference standard, the β-actin content was detected
in each lane of the same blots to correct for protein loading.
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Figure 2. Cyclic adenosine monophosphate (cAMP) level in tissue homogenates of caudate–putamen
(CP), globus pallidus (GP), and entopeduncular nucleus (EN) in control Tor1a+/+ and in mutant
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2.3. Expression of A2A mRNA

Real-time PCR amplification of A2A mRNA was performed in the two groups of
animals to investigate A2A changes at the transcription level in basal ganglia. The primers,
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which amplified a specific mRNA fragment (140 bp), have shown that the A2A mRNA
expression level in the caudate–putamen of Tor1a+/+ (n = 6) is much higher than in the
globus pallidus (n = 8) (Figure 3A), whereas in the entopeduncular nucleus its expression
is under the detection level (data not shown). The pattern and relative intensity of A2A
mRNA expression detected in the caudate–putamen of Tor1a+/−mice (n = 8) were similar
compared to the caudate–putamen of Tor1a+/+ mice (Figure 3B). Surprisingly, a significant
increase in A2A mRNA expression was detected in the globus pallidus of Tor1a+/−mice
(n = 8) compared to Tor1a+/+ mice (Figure 3C).
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Figure 3. (A)—Comparative real-time PCR of A2A mRNA in caudate–putamen (CP) and globus
pallidus (GP) of Tor1a+/+ control mice (n = 6, df = 1, F = 71.172, p = 0.001). (B)—The expression
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2.4. A2A Immunofluorescence in Confocal Microscopy

To allow a precise morphological definition of the A2A receptor aggregates on the
striatal-pallidal complex in control and mutant mice, we performed a fluorescence stain-
ing, followed by detection with confocal microscopy. A better understanding of A2A
receptors’ subcellular distribution came out in images acquired using 63× oil immersion
objective (1.4 numerical aperture) with an additional digital zoom factor (1×–1.5×–2×).
The immuno-fluorescent signal appeared extremely specific without background staining,
showing A2A positive small grains with elliptical or roundish shape about 0.3–0.4 µm
in diameter, isolated or contiguous, composing irregular clusters of size variable in the
different areas of the basal ganglia of Tor1a+/+ mice (Figure 4A,C,E).

Noteworthy, in Tor1a+/+ mice, A2A small grains appeared to be diffusely covering
the neuronal compartments of the striatum, globus pallidus and entopeduncular nucleus,
uniformly distributed in the neuropil, whereas grains were rare and almost absent on
the cell nuclei and in striatal axonal bundles (Figure 4A,C,E). Moreover, among the basal
ganglia regions, the number of A2A receptors per microscopic field was much higher in
the striatum and globus pallidus than in the entopeduncular nucleus.

In Tor1a+/− mice, A2A receptor grains appeared either increased in number in
the striatum and globus pallidus, or reduced in number in the entopeduncular nucleus
(Figure 4B,D,F), compared with control Tor1a+/+ (Figure 4A,C,E). Moreover, the distribu-
tion pattern of A2A positive fluorescent grains was clearly different in the basal ganglia of
Tor1a+/−mice, wherein A2A receptor positive grains appeared as tiny spots uniformly
distributed in the neuropil, but also clustered on neuronal bodies of the striatum and
globus pallidus (Figure 4B,D), unlike in Tor1a+/+ mice (Figure 4A,C).
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immersion objective plus zoom factor 1×–1.5×–2.5×) confocal laser scanning microscopy, showing
the roundish morphology of A2A positive tiny spots and their distributions in the striatum (A,B),
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Densitometric analysis confirmed a higher density of the number of A2A receptors
per microscopic field in the striatum (df = 1, F = 14.039, p = 0.013) and in the globus pallidus
(df = 1, F = 22.859, p = 0.003), and their lower density in the entopeduncular nucleus (df = 1,
F = 9.031, p = 0.024) of Tor1a+/− (n = 4), compared with correspondent basal ganglia areas
of the Tor1a+/+ mice (n = 4) (Figure 5).

While the numbers of A2A receptors were either increased in the striatal-pallidal
complex or decreased in the entopeduncular nucleus, their size appeared smaller in all the
basal ganglia structures of TOR1a+/−. A representative number of A2A positive grains
were randomly selected from the basal ganglia of control and mutant mice: the mean
perimeters per A2A positive grain in TOR1a+/+ versus TOR1a+/− were, respectively,
(two tailed T test): in the striatum, 2.06± 0.19 > 1.62± 0.08 SEM µm (n = 13, t = 2.077 df = 24,
p = 0.04); in the globus pallidus, 2.342± 0.14 > 1.378± 0.06 SEM µm (n = 15, t = 6.088 df = 28,
p = 0.0001); and in the entopeduncular nucleus, 4.938 ± 0.39 > 1.61 ± 0.08 SEM µm (n = 14,
t = 8.238, df = 26, p = 0.0001). However, the fluorescence intensity of the A2A positive
grains was comparable in the correspondent areas of TOR1a+/+ versus TOR1a+/− (data
not shown).

2.5. Colocalization of A2A in Cholinergic Neurons

Finally, we evaluated whether any change also occurs in the expression of A2A
receptors in the striatal choline-acetyltransferase (ChAT) positive cholinergic interneurons
of mutant Tor1a+/− mice. Double-labeling fluorescence was obtained, with ChAT reactive
large neuronal bodies and thick primary dendrites marked in red (Figure 6B,E), and A2A
receptor positive grains marked in green in the neuropil (Figure 6A,D). In the merged
ChAT/A2A images, A2A receptors appeared as yellow grains uniformly diffused on
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ChAT neuronal bodies and thick dendrites (Figure 6C,F), but absent in the white matter
bundles appearing as black holes in the microscopic field (Figure 6A,C,D,F), confirming the
specificity of A2A receptor staining on neurons. Compared to Tor1a+/+ mice (Figure 6C),
in Tor1a+/− the A2A receptor grains (Figure 6F) appeared markedly more numerous on
the surface of ChAT neurons (yellow grains) and in the surrounding neuropil (green grains).Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 6 of 15 
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The high specificity of the polyclonal antibody was demonstrated in the Western blot 
analysis, with a selective band corresponding to the 45 kDa migration level of A2A recep-
tor monomers [27], and by the well-defined immunofluorescent reaction product, config-
uring the sharp morphology of A2A receptor aggregates without surrounding diffuse 
background staining. Moreover, our Western blot analysis and immunohistochemical 
method were extremely sensitive, also detecting the low level of A2A receptors in the en-
topeduncular nucleus of control Tor1a+/+ mice, and even their decrease in this nucleus, 
contemporary to the opposite changes of A2A expression in the contiguous striatal-pal-
lidal complex on the same tissue section of Tor1a+/− mice.  
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Figure 6. Localization of A2A receptors in cholinergic striatal interneurons. Representative confocal
laser scanning microscopy images double-labeled with antibody for anti A2A receptors and with
antibody anti-ChAT for cholinergic interneurons. A2A receptors are visualized in green-cy2 fluo-
rescence (A,D); ChAT positive neurons are visualized in red-cy3 fluorescence (B,E); merged images
in C, F with A2A positive grains visualized in yellow on ChAT-positive interneurons, and in green
in the neuropil. Cell nuclei are visualized by DAPI fluorescence in blue. (A–C) Tor1a+/+ mice;
(D–F) Tor1a+/−mice. Scale bar in F = 50 µm.

93



Int. J. Mol. Sci. 2021, 22, 2691

The overlapping areas of A2A receptors on striatal ChAT neuronal bodies were
36.37 + 2.92 SEM µm2 (neuronal bodies n = 12 from 3 mice) in Tor1a+/+ mice, and
47.44 + 2.98 SEM µm2 (neuronal bodies n = 13 from 3 mice) in Tor1a+/− mice (unpaired
two-tailed T test, t = 2.645, df = 23, p = 0.014).

3. Discussion

In our study, different techniques demonstrate specific changes in A2A receptors
in the basal ganglia circuits of Tor1a+/− mice, with increased or decreased expression,
respectively, in the striatal-pallidal complex and entopeduncular nucleus. We briefly
discuss the limits of our morpho-chemical study, and the possible relevance of A2A changes
to the pathophysiology of dystonia in this DYT1 animal model.

The high specificity of the polyclonal antibody was demonstrated in the Western blot
analysis, with a selective band corresponding to the 45 kDa migration level of A2A receptor
monomers [27], and by the well-defined immunofluorescent reaction product, configuring
the sharp morphology of A2A receptor aggregates without surrounding diffuse background
staining. Moreover, our Western blot analysis and immunohistochemical method were
extremely sensitive, also detecting the low level of A2A receptors in the entopeduncular
nucleus of control Tor1a+/+ mice, and even their decrease in this nucleus, contemporary
to the opposite changes of A2A expression in the contiguous striatal-pallidal complex on
the same tissue section of Tor1a+/−mice.

3.1. Morphological Characteristics of A2A Receptor Aggregates

In previous studies with electron microscopy, the A2A labeling in the striatum was
most commonly localized in dendrites and dendritic spines, in fewer amounts in axon
terminals and in very low levels in neuronal soma and glia, whereas in the external
globus pallidus (GP), the A2A labeling was mainly presynaptic [28,29]. In our study, the
immunofluorescence A2A aggregates appeared arranged in a homogenous spot, with a
diameter between 0.3 and 0.4 µm, which approaches the dimensions and morphology of
synaptic complexes [30]. However, we cannot define the subcellular localization of the
A2A aggregates at synaptic and extra synaptic levels since we cannot detect anything but
the fluorescent A2A signals, losing the surrounding subcellular structures configuring
the synaptic complex as detected in electron microscopy. Instead, the advantage of the
immuno-fluorescence technique and confocal microscopy with high power objective is that
they can allow at a time detection of A2A aggregates, approaching synaptic size at cellular
level, as well as their distribution in the tissue in a relatively large microscopic field.

3.2. Distribution of A2A Aggregates

The high distribution of adenosine A2A receptors in the striatum and globus pallidus
of control Tor1a+/+ mice and their selective increase in the same areas of Tor1a+/−mice
suggest a major role of A2A within the indirect pathway for basal ganglia physiology
and dystonia pathophysiology. However, it is worth noting that besides the selective
postsynaptic localization of A2A receptors on striatal medium spiny enkephalin neurons
in the indirect pathway [25], a morphological segregation of A2A receptors has been
demonstrated at presynaptic levels in glutamatergic terminals that make synapses on
striatal medium spiny neurons of the direct pathway, where they exert a selective facilitator
modulation of cortico-striatal neurotransmission [31]. Further studies should investigate
the localization of A2A receptors at synaptic and extra-synaptic levels in dystonic mice,
clarifying the distinct changes of A2A receptors in basal ganglia sub-regions.

Our immuno-fluorescence technique and confocal microscopy with high power ob-
jective demonstrate the increased distribution density of A2A in Tor1a+/− mice in the
neuropil, likely targeting dendrites and spines in the striatum and globus pallidus, as
well as on the soma of the striatal projecting neurons, striatal cholinergic interneurons,
and neurons in the globus pallidus. The widespread increase in A2A receptors in the
striatal-pallidal complex may have functional relevance, affecting acetylcholine release in
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the striatum and regulating neuronal excitability and plasticity on cortico-striatal gluta-
matergic terminals, on GABAergic projecting neurons, and on GABAergic terminals in the
globus pallidus [21,25,31,32].

Moreover, the light A2A expression generally observed in the entopeduncular nu-
cleus of Tor1a+/+ mice [33] and its significant decrease in Tor1a+/−mice, detected with
different techniques, cannot be considered functionally irrelevant, and this suggests that
A2A receptors in the direct pathway could also be involved in basal ganglia function and
in dystonia pathophysiology. We hypothesize that the increased expression of A2A in
the striatum and in the globus pallidus is likely involved in increased inhibitory GABA
input at striatal-pallidal synapses demonstrated in globus pallidus in DYT1 dystonia [32],
disinhibiting the subthalamic nucleus and its excitatory glutamatergic input to the entope-
duncular nucleus [34]. In this scenario, the reduced A2A expression in the entopeduncular
nucleus may be viewed, at least in part, as an adaptive mechanism to regulate increased
glutamatergic input from the subthalamic nucleus to basal ganglia output. Future studies
should investigate the elaborated role of pre- and postsynaptic A2A receptors in the gluta-
matergic synapses of the direct- and indirect pathway neurons, respectively, on GABAergic
medium spiny neurons’ soma and dendrites in the striatum, and of their terminals in the
entopeduncular nucleus and globus pallidus in the pathophysiology of dystonia. While
the numbers of A2A positive dots were either increased or decreased, respectively, in the
striatal-pallidal complex and entopeduncular nucleus of Tor1a+/− mice, at the same time,
the size of A2A positive dots was significantly decreased in all three structures. Such a
decrease in the size of A2A receptor aggregates could be associated with the contemporary
decrease in the D2 synapses [18], and the consequent deficiency in A2A/D2 colocalization
and the formation of heteromers, at least in the striatum. The functional relevance of such
A2A microstructural change should be checked in the direct and indirect pathway since, in
general, the efficiency of neuronal connectivity is directly related to the synapses’ size [35].
Further studies should investigate whether the opposite changes in the numbers of D2
and A2A receptors in dystonic mice could also compromise the formation of D2/A2A
etheromers, changing their interaction not only quantitatively but also qualitatively.

3.3. Changes in Second Messenger cAMP

To verify whether the tissue levels of cAMP are influenced by the changes in A2A
expression, we evaluated the basal content of cAMP in tissue homogenates of the different
basal ganglia nuclei from Tor1a+/+ and Tor1a+/− knock-out mice. Surprisingly, we found
significantly increased cAMP levels only in the striatum of Tor1a+/−, whereas in the
globus pallidus and in the entopeduncular nucleus, cAMP levels were similar in Tor1a+/+
and in Tor1a+/− mice. The cAMP synthesis in striatal neurons is stimulated by dopamine
D1 receptors, which are significantly decreased in DYT1 transgenic mice [36], and by A2A
receptors, which are significantly increased in Tor1a+/−mice (present work), and so likely
determining the increased striatal cAMP levels in the Tor1a+/− striatum.

To explain the discrepancy between the higher levels of cAMP in the Tor1a+/−
striatum and the unchanged cAMP levels in the globus pallidus and entopeduncular
nucleus, we should consider the interference of other related factors in addition to the
increased or decreased stimulating action of the A2A receptors. We can hypothesize that
the A2A receptor dependent cAMP synthesis is out of the inhibitory control of the deficient
D2 receptors, but the D2 receptors appear to be functionally impaired both in the striatum
as well as in the globus pallidus [8,32].

In a previous work, we reported that PDE10A-dependent cAMP hydrolyzing activity
as well as total PDE activity are unaffected in the striatum of a mutant mouse model of DYT1
dystonia, wherein at the same time the PDE10A-dependent cAMP hydrolyzing activity
was increased in the globus pallidus and decreased in the entopeduncular nucleus [37].
Therefore, we could hypothesize that in the mutant DYT1 striatum, an insufficient total PDE
activity cannot timely catabolize the A2A dependent increased cAMP synthesis, whereas
the equilibrium between cAMP synthesis and catabolism is preserved in the globus pallidus
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and in the entopeduncular nucleus by a contemporary increase or decrease in PDE activity,
respectively. The reasons for the discrepant compensatory PDE activity in front of A2A-
dependent cAMP synthesis in the striatum of mutant DYT1 mice are unknown. We can
just speculate on the different cellular distributions of the PDE10A isoform in different
striatal neurons.

Indeed, PDE10A is selectively expressed in medium spiny neurons, but not in striatal
interneurons, and in particular it is absent in cholinergic interneurons [38,39]. A2A recep-
tors on cholinergic interneurons play a crucial role in striatal network function, activating
the release of acetylcholine in the striatum, and striatal cholinergic dysfunction has been
shown to have a widespread role in the pathophysiology of dystonia [21,40]. Therefore, we
can hypothesize that the increased levels of cAMP in the striatum may reflect, at least in
part, the A2A-dependent cAMP synthesis in cholinergic interneurons, wherein cAMP is
not hydrolysable by the absent PDE10A, nor adequately hydrolyzed by another unknown
phosphodiesterase isoform.

Anyway, the relevant impact of cAMP on the membrane excitability of striatal medium-
sized spiny neurons and cholinergic interneurons has been widely described [41–43]. Our
observation of a chronic elevation in neuronal cAMP in the striatum of Tor1a+/− can
open a new window to investigate the role of cAMP changes in the severely altered
synaptic plasticity of medium spiny neurons and cholinergic interneurons in dystonia
mouse models [8,11–16,40,44].

3.4. Changes in A2A mRNA

Finally, to evaluate whether the changes in A2A expression in Tor1a+/− mice are
regulated at translational or post-translational levels, we used the sensitive real-time PCR
technique analysis of A2A mRNA in basal ganglia. According to previous studies, the
A2A mRNA can be found only on the striatum in cell bodies of medium spiny striatal
neurons and occasionally in dendrites, coding for the synthesis of A2A receptors, which
would be transported to the terminals of striatal-pallidal efferent neurons till the globus
pallidus [45]. Within the basal ganglia, we detected significant levels of A2A mRNA only
in the striatum of Tor1a+/+ that were similar to A2A mRNA levels in the striatum of
Tor1a+/−, suggesting that the increased A2A expression in the Tor1a+/− striatum can
be regulated at post-translational levels. However, the striatal results of A2A mRNA
should be kept with caution since in tissue homogenates we cannot distinguish eventual
differentiated A2A mRNA levels in different classes of striatal neurons either to the direct or
indirect pathway, obtaining on the whole apparently unchanged striatal A2A mRNA levels.

Instead, a surprising A2A mRNA significant increase was observed in the globus
pallidus of Tor1a+/−, whereas A2A mRNA was detected just in a very low amount in the
globus pallidus of Tor1a+/+. Therefore, in Tor1a+/− it is likely that the globus pallidus is
coding for its own A2A receptors, and such A2A neo-expression may change, at least in
part, its dependent role from the striatal A2A inputs. The A2A mRNA changes in the basal
ganglia of Tor1a+/− appear to be specific, since in Parkinson’s disease A2A mRNA appears
either decreased in the striatum or unchanged in the globus pallidus [46]. Future studies
should clarify the cell types expressing A2A mRNA in the globus pallidus of Tor1a+/−
mice, and the function of their intrinsic A2A receptors.

4. Materials and Methods
4.1. Animals

C57BL/6 Tor1a+/− knock-out mice, which mimic the loss of function of the DYT1
dystonia Tor1a mutation [47], were bred at Santa Lucia Foundation Animal Facility. Control
Tor1a+/+, and Tor1a+/− knock-out mice were kept under an artificial day-night cycle,
with free access to food and water. Male control and mutant mice were sacrificed at
the age of 5–6 months. DNA was isolated and amplified from 1 to 2 mm tail fragments
with the Extract-N-Amp Tissue polymerase chain reaction (PCR) kit (XNAT2 kit; Sigma-
Aldrich Merck Life Science, Milan, Italy), and genotyping was performed as previously
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reported [17]. All the efforts were made to minimize the number of animals utilized and
their suffering. Treatment and handling of mice were carried out in compliance with both
the European Council and Italian guidelines (2010/63EU, 20 October 2010; D.L. 26/2014,
4 March 2014; 86/609/EEC, 24 November 1986; D.L. 116/1992—27 January 1992), according
to experimental protocols approved by the Animal Ethics Committee of the University of
Rome Tor Vergata (D.M. 153/2001-A, 9 April 2001, and 43/2002-A, 4 May 2002) and by the
IRCCS Santa Lucia Foundation Animal Care and Use Committee (D.M.9/2006-A, 2006),
and authorized by the Italian Ministry of Health (authorization 223/2017-PR, May 2017).

For biochemical studies, the animals were killed by cervical dislocation, and the brains
were removed rapidly and placed on an ice-cold plate. Thick brain sections were cut with
an Oxford vibratome, and the caudate–putamen, globus pallidus and entopeduncular
nucleus were dissected out rapidly from both hemispheres under a stereomicroscope, and
promptly frozen in liquid nitrogen and stored at −80 ◦C [48].

For morphological studies, the animals were deeply anesthetized with tiletamine/
zolazepam (80 mg/kg) and xylazine (10 mg/kg) and perfused trans-cardially with
1% heparin in 50 mL 0.1 M sodium phosphate buffer (PBS), and with 250 mL 4%
para-formaldehyde in 0.1 M in PBS (pH 7.4). The brains were removed immediately
and post-fixed in the same fixative solution overnight at 4 ◦C; then they were equili-
brated with 30% sucrose overnight, and finally frozen in liquid nitrogen and stored at
−80 ◦C [48].

4.2. Quantitative Analysis of A2A Protein

The quantitative analysis of A2A expressions in basal ganglia was assessed by West-
ern blotting. Tissues were lysated in 20 mM Tris-HCl buffer pH 7.2 containing 0.2 mM
EGTA, 5 mM MgCl2, 0.1% v/v Triton X-100, 5 mM β–mercaptoethanol, 1 mM PMSF and
2% v/v antiprotease cocktail (Sigma–Aldrich Merck Life Science, Milan, Italy). Thirty
micrograms of proteins were loaded on a 9% SDS polyacrylamide gel and subjected to
electrophoresis under a reducing condition. The proteins were then transferred to a ni-
trocellulose membrane (Bio–Rad, Milan, Italy). The blots were incubated overnight at
4 ◦C with a rabbit polyclonal anti–A2A receptor antibody (1:1000; BML–SA654, Enzo Life
Sciences, Farmingdale, NY, USA), or mouse anti-β-actin (1:10,000; Sigma-Aldrich Merck
Life Science, Milan, Italy) as a reference standard. A2A receptors-reactive bands were
revealed by horseradish peroxidase-conjugated secondary antibodies (1:10,000, Jackson
Immunoresearch, Cambridgeshire, UK), incubated in a lumi-light-enhanced chemilumines-
cence substrate (Bio-Rad, Milan, Italy), and exposed to Chemidoc (Bio–Rad, Milan, Italy).
Densitometric analysis of scanned blots was performed using the NIH ImageJ version l.29
program (NIH, Bethesda, MD, USA).

4.3. cAMP Measurement

The frozen samples were immediately submerged in 0.1 M HCl, and rapidly homoge-
nized. The homogenates were centrifuged at 13,000× g for 30 min at room temperature
and the supernatants were acetylated, according to the instructions of the commercial kit
manufacturer (Direct EIA kit, Enzo Life Sciences, Farmingdale, NY, USA). The kit uses a
polyclonal antibody to cAMP, which in a competitive manner binds the cyclic nucleotides
in the sample, or cyclic nucleotides conjugated with alkaline phosphatase molecules added
to the incubation medium. The samples were incubated for 2 h at room temperature, and
thereafter the substrate p-nitrophenyl phosphate (pNPP) was added for 1 h to reveal the
residual alkaline phosphatase activity in the medium, which generates a yellow product,
readable on a microplate reader (Multiskan™ FC Microplate Photometer, Thermo Fisher
Scientific, Monza, Italy) at 405 nm. The intensity of the yellow color in the medium is
inversely proportional to the concentration of cyclic nucleotides in the samples and in
comparative standards.
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4.4. RNA Extraction and Real–Time PCR

Total RNA was prepared using the TRI Reagent (Sigma-Aldrich Merck Life Science,
Milan, Italy), according to the manufacturer’s instructions, and quantified with a NanoDrop
1000 spectrophotometer (Thermo Fisher Scientific, Monza, Italy). One microgram of RNA
was reverse-transcribed using the QuantiTect reverse transcription kit (Qiagen, Milan, Italy).
Real-time PCR was performed on reverse-transcription products with the PowerUp™
SYBR™ Green Master Mix in the QuantStudio 3 Real-Time PCR System (Thermo Fisher
Scientific, Monza, Italy). Thermal cycling conditions consisted of an initial denaturation
step at 95 ◦C for 2 min, followed by 40 cycles at 95 ◦C for 15 s, 60 ◦C for 15 s, and
72 ◦C for 1 min. The threshold cycle (Ct) (defined as the fractional PCR cycle number at
which fluorescence reaches 10 times the baseline SD) was used for comparison analysis.
The 2−∆∆Ct method was used to evaluate the relative expression ratio for A2A receptors
compared with the internal control gene β–actin. The following sequences of primers
were used: A2A receptors (a) forward 5′–TCTTCTTCGCCTGCTTTGTCC–3′, (b) reverse 5′–
GCCCTCATACCCGTCACCA–3′; β-actin (a) forward 5′–GCGCAAGTACTCTGTGTGGA–
3′, (b) reverse 5′–AAGGGTGTAAAACGCAGCT–3′.

4.5. A2A Immunofluorescence in Confocal Microscopy

Coronal brain sections (40 µm thick) were cut with a freezing microtome. Tissue
sections were then incubated for 1 h at room temperature in 10% donkey serum solution in
PBS 0.25%–Triton X-100 (PBS-Tx). The sections were incubated with the primary rabbit
anti-A2A antibody (BML–SA654, Enzo Life Sciences, Farmingdale, NY, USA) 1:200, 3 days
at 4 ◦C; thereafter, the sections were incubated with cyanine 3 (cy3) conjugated secondary
antibody (Jackson Immuno Research, Cambridgeshire, UK) 1:200, 2 h at room temperature.
For negative controls, representative sections were processed with the omission of the
primary or of the secondary antibody. Cell nuclei were detected with a blue-fluorescent
DNA stain by 4′,6–diamidino–2–phenylindole (DAPI) (D9542, Sigma-Aldrich Merck Life
Science, Milan, Italy). After washout, tissue sections were mounted on plus polarized glass
slides with Vectashield mounting medium (Super Frost Plus, Thermo Fisher Scientific,
Monza, Italy) and cover-slipped.

Fluorescent images were acquired with a LSM700 Zeiss confocal laser scanning micro-
scope (Zeiss, Oberkochen, Germany), with a 5×, a 20× objective, or a 63× oil immersion
lens (1.4 numerical aperture) with an additional digital zoom factor (1×–1.5×–2×) under
no saturation conditions. Single-section images (1024 × 1024) or z-stack projections in the
z-dimension (z-spacing, 1 µm) were collected. Z-stack images were acquired to analyze the
whole neuronal soma, which spans multiple confocal planes. The confocal pinhole was
kept at 1, the gain and the offset were adjusted to prevent saturation of the brightest signal
and sequential scanning for each channel was performed. The confocal settings, including
laser power, photomultiplier gain, and offset, were kept constant for each marker.

A negative staining was obtained omitting the primary or the secondary antibody.
The 5× and 20× objectives were used to define areas of interest in the dorsolateral striatum,
globus pallidus, and entopeduncular nucleus; the distribution of A2A receptors was first
acquired using 20× objective with an additional digital zoom factor (1×–1.5×–2×), and
thereafter 63× oil immersion objective (1.4 numerical aperture).

For quantitative analysis of the number of A2A positive spots per microscopic field
and of their perimeters, images were collected from at least 3–4 slices per animal, processed
simultaneously from each basal ganglia nucleus (n ≥ 4 mice/genotype), and exported for
analysis with ImageJ software (NIH, Bethesda, MD, USA). Software background subtrac-
tion was utilized to reduce noise.

4.6. A2A Localization in Striatal Cholinergic Interneurons

A double immunofluorescent staining for choline-acetyltransferase (ChAT) and A2A
was used to evaluate the colocalization of A2A receptors in striatal cholinergic interneurons.
Brain sections were incubated with goat anti-ChAT (Nova biological, CA, USA) and rabbit
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anti-A2A receptors (BML–SA654, Enzo Life Sciences, Farmingdale, NY, USA). Both primary
antibodies were used at a 1:200 dilution, in 0.1 M PBSS containing 0.3% Triton X–100 for
72 h at 4 ◦C. Sections were then rinsed three times for 5 min at room temperature and
subsequently incubated with cyanine 2 (Cy2) and cyanine 3 (cy3) conjugated secondary
antibodies (Jackson Immuno Research, Cambridgeshire, UK) for 2 h at room temperature
at 1:200 dilution in a 0.1 M PB solution containing 0.3% Triton X–100. For negative controls,
representative sections were processed with the omission of the primary or of the secondary
antibodies. Cell nuclei were detected with a blue-fluorescent DNA stain DAPI (D9542,
Sigma-Aldrich Merck Life Science, Milan, Italy). Subsequently, sections were rinsed in PBS,
mounted on plus polarized glass slides with Vectashield mounting medium (Super Frost
Plus, Thermo Fisher Scientific, Monza, Italy) and cover-slipped.

The sections were preliminary examined under an epi-illumination fluorescence
microscope (Zeiss Axioskop 2, Oberkochen, Germany). Confocal laser scanner microscopy
(Zeiss LSM800, Oberkochen, Germany) was used to acquire immunofluorescent images as
reported in the previous subsection.

Immunofluorescence intensity and colocalization analysis were evaluated by using
the Java image processing and plugin analysis program included in Fiji ImageJ (NIH,
Bethesda, MD, USA). To quantify the density of the A2A specific marker on a defined area,
the “overlapping signal” of the A2A signal on ChAT neuronal bodies was calculated.

4.7. Experimental Design and Statistical Analysis

Biological samples and microscopic fields were randomly selected from the basal
ganglia areas of the two experimental groups. All data were initially entered into an
Excel database (Microsoft, Redmond, WA, USA) and the analysis was performed using the
Statistical Package for the Social Sciences Windows, version 15.0 (SPSS, Chicago, IL, USA).
Descriptive statistics consisted of the mean ± standard deviation (SD) for parameters with
gaussian distributions (after confirmation with histograms and the Kolgomorov–Smirnov
test), or of the mean ± standard error mean (SEM). Comparisons were performed in com-
pliance with data characteristics either with the Paired Samples Test, or ANOVA one-way
or ANOVA two factors and multiple comparisons by Bonferroni test. A p value of < 0.05
was considered statistically significant.

5. Conclusions

The increased expression of A2A receptors in the striatal-pallidal complex of Tor1a+/−
knock-out mice may suggest a gaining of function of such receptors, overwhelming the D2
loss of function in the indirect pathway; moreover, the associated decrease in A2A expres-
sion in the entopeduncular nucleus may be functionally significative. Future studies should
clarify the relevance of A2A changes in the direct and indirect pathway in dysregulating
the basal ganglia network in dystonia pathophysiology.

Supplementary Materials: The following are available online at https://www.mdpi.com/1422-006
7/22/5/2691/s1. Figure S1—Image of Western blot analysis of A2A receptors in brain tissue.
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Abstract: Food restriction is a robust nongenic, nonsurgical and nonpharmacologic intervention
known to improve health and extend lifespan in various species. Food is considered the most
essential and frequently consumed natural reward, and current observations have demonstrated
homeostatic responses and neuroadaptations to sustained intermittent or chronic deprivation. Results
obtained to date indicate that food deprivation affects glutamatergic synapses, favoring the insertion
of GluA2-lacking α-Ammino-3-idrossi-5-Metil-4-idrossazol-Propionic Acid receptors (AMPARs)
in postsynaptic membranes. Despite an increasing number of studies pointing towards specific
changes in response to dietary restrictions in brain regions, such as the nucleus accumbens and
hippocampus, none have investigated the long-term effects of such practice in the dorsal striatum.
This basal ganglia nucleus is involved in habit formation and in eating behavior, especially that
based on dopaminergic control of motivation for food in both humans and animals. Here, we
explored whether we could retrieve long-term signs of changes in AMPARs subunit composition in
dorsal striatal neurons of mice acutely deprived for 12 h/day for two consecutive days by analyzing
glutamatergic neurotransmission and the principal forms of dopamine and glutamate-dependent
synaptic plasticity. Overall, our data show that a moderate food deprivation in experimental animals
is a salient event mirrored by a series of neuroadaptations and suggest that dietary restriction may be
determinant in shaping striatal synaptic plasticity in the physiological state.

Keywords: food deprivation; dietary restriction; dorsolateral striatum; GluA1; calcium-permeable
AMPA; naphthyl-acetyl spermine

1. Introduction

Dietary restriction and acute food deprivation (fasting) are voluntary practices cur-
rently used in many cultures for religious and health reasons [1–3]. The popularity of
abstaining habits relies on their durable beneficial effects at a systemic level. In humans,
fasting has effects on the activity of brain areas involved in working memory tasks and
on performance in different cognitive domains [4,5]. It also improves executive functions,
such as mental flexibility and set-shifting [6], to produce long-lasting beneficial effects
when combined with conditioning tests [7].

Despite much evidence supporting the view of a general enhancement of cognition, the
effects of food restriction on the central nervous system are still debated due to experimental
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differences that include statistical issues, diet composition, protocols and settings [4].
Potential applications of fasting or dietary restriction to the most common neurological
diseases remain poorly investigated [8].

Animal studies, which provide mechanistic insights into the effects of food depriva-
tion or restriction, mostly focused on the hippocampus for its involvement in cognitive
functions and on the nucleus accumbens for its role in reward and motivation. Food
restriction has mainly been tested as a tool to enhance hippocampal-dependent memory
performance [9,10], leading to improvement in cognition and synaptic efficacy. In the hip-
pocampal CA (Cornu Ammonis)1 area, short-term dietary restriction increases the number
of glutamate receptors at the synapses responsible for an enhanced long-term potentiation
(LTP) and α-Ammino-3-idrossi-5-Metil-4-idrossazol-Propionic Acid receptor (AMPAR)
membrane incorporation [11,12]. Dietary restrictions are also associated with a reorgani-
zation of glutamatergic synapses, increasing surface expression and postsynaptic density
abundance of GluA1 subunits of AMPARs, suggesting synaptic incorporation of these
GluA2-lacking Ca2+-permeable AMPARs [13]. Other studies reported a compensatory
upregulation of D1 Dopamine (DA) receptors [14,15] with enhanced phosphorylation of
the glutamatergic AMPAR GluA1 at Ser845. This downstream effect increases peak current,
facilitates the trafficking to the cell surface [16–18] and stabilizes the membrane Ca2+-
permeable AMPARs [19]. In cells expressing these receptors, a combination of fast decay
kinetics and large conductances that enhance synaptic transmission create the conditions
for metaplasticity, in which the synapses become primed for a preferential direction of
plasticity [20,21].

The dorsolateral part of the nucleus striatum hosts two forms of D1 DA-dependent
synaptic plasticity that encode specific action-outcome associations in goal-directed behav-
iors. An intact function of striatal spiny projection neurons (SPNs) is needed for action
selection and initiation through the integration of sensorimotor, cognitive, and motiva-
tional/emotional information [22]. Relevant to eating behaviors, the dorsal striatum is a
site of action of DA control of motivation for food in both humans and animals [23,24].

Based on previous findings showing that food deprivation may impact glutamatergic
synapses through enhancement of GluA2-lacking AMPARs-mediated activity in inhibitory
neurons [25], we explored whether in SPNs of mice acutely deprived for 12 hours/day, for
two consecutive days, we could retrieve signs of the synaptic insertion of GluA2-lacking
AMPARs. Towards this aim, we analyzed the glutamatergic neurotransmission and the
principal forms of DA-and glutamate-dependent synaptic plasticity: the corticostriatal
long-term depression (LTD) and LTP.

2. Results
2.1. Acute Food Restriction Protocol Induced Long-term Changes in Spontaneous Glutamatergic
Synaptic Currents in the Corticostriatal Synapses

To explore the long-term effects of acute food restriction on the activity of striatal
SPNs, we first analyzed the basal membrane properties through ex vivo patch-clamp and
intracellular recordings from SPNs in corticostriatal slices obtained from 40-days-old Food
Restricted (FR) and aged-matched C57BL/6J male mice (Naïve) (Figure 1A). The current-
voltage relationship, obtained by applying hyperpolarizing and depolarizing current steps
to SPNs, showed no significant differences between the two experimental groups. No
differences were observed in the resting membrane potential (RPMs) and in the firing
patterns (Figure 1B,C, RPM -85.89 ± 0.95 mV for Naïve and −87.54 ± 0.66 mV for FR;
Student’s t-test p > 0.05, Naïve n = 18, FR n = 28). The firing rate was also unchanged as the
mean number of spikes was similar between FR and Naïve mice (Figure 1D, 14.65 ± 0.51
n = 17 for Naïve and 16.00 ± 0.71 n = 15 for FR).
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Figure 1. Acute food restriction is associated with changes in glutamatergic transmission in spiny projection neurons 
(SPNs). (A) Experimental plan of Naïve and food-restricted condition. (B) Representative firing traces and (C) current-
voltage (I/V) graphs of Naïve (n = 17) and FR mice (n = 15), obtained after applying hyperpolarizing and depolarizing steps 
of current to SPNs recorded in dorsolateral striatum. (D) The aligned dot plot shows the mean number of spikes triggered 
by a step that generates a maximum response. (E) Current/voltage curve and bar graph show the rectification pattern and 
the rectification index in SPNs of Naïve and FR mice. The α-Ammino-3-idrossi-5-Metil-4-idrossazol-Propionic Acid recep-
tor (AMPAR)- excitatory postsynaptic currents (EPSCs) were pharmacologically isolated by application of the N-Methyl-
d-aspartate (NMDAR) antagonist D-(-)-2-Amino-5-phosphonopentanoic acid (D-APV, 50 µM) (current/voltage curve, 
two-way ANOVA time x group interaction, Naïve n = 19 vs. FR n = 11, F(2,56) = 5.36, *** p < 0.001; bar graph, unpaired t-test, 
Naïve n = 13 vs. FR n = 15, t = 7.942, df = 28, *** p < 0.001). Example traces of evoked AMPAR-EPSCs recorded at -70, 0, 
and+40 mV. Scale bar: 100 ms, 100 pA. (F) Group mean AMPA:NMDA ratio calculated in Naïve and FR SPNs in the 
presence of D-APV (unpaired t-test, Naïve n = 10, vs. FR n = 8, t = 2.911, df = 16, * p < 0.05); example traces of evoked AMPA- 

Figure 1. Acute food restriction is associated with changes in glutamatergic transmission in spiny projection neurons (SPNs).
(A) Experimental plan of Naïve and food-restricted condition. (B) Representative firing traces and (C) current-voltage (I/V)
graphs of Naïve (n = 17) and FR mice (n = 15), obtained after applying hyperpolarizing and depolarizing steps of current to
SPNs recorded in dorsolateral striatum. (D) The aligned dot plot shows the mean number of spikes triggered by a step that
generates a maximum response. (E) Current/voltage curve and bar graph show the rectification pattern and the rectification
index in SPNs of Naïve and FR mice. The α-Ammino-3-idrossi-5-Metil-4-idrossazol-Propionic Acid receptor (AMPAR)-
excitatory postsynaptic currents (EPSCs) were pharmacologically isolated by application of the N-Methyl-d-aspartate
(NMDAR) antagonist D-(-)-2-Amino-5-phosphonopentanoic acid (D-APV, 50 µM) (current/voltage curve, two-way ANOVA
time x group interaction, Naïve n = 19 vs. FR n = 11, F(2,56) = 5.36, *** p < 0.001; bar graph, unpaired t-test, Naïve n = 13 vs.
FR n = 15, t = 7.942, df = 28, *** p < 0.001). Example traces of evoked AMPAR-EPSCs recorded at -70, 0, and+40 mV. Scale bar:
100 ms, 100 pA. (F) Group mean AMPA:NMDA ratio calculated in Naïve and FR SPNs in the presence of D-APV (unpaired
t-test, Naïve n = 10, vs. FR n = 8, t = 2.911, df = 16, * p < 0.05); example traces of evoked AMPA- and NMDA-EPSCs at
+40 mV (Dual: AMPA + NMDA EPSCs; NMDA EPSCs: obtained by subtraction of the EPSCs measured before and after the
application of 50 µM D-APV; AMPA EPSCs: isolated by application of 50 µM D-APV). Scale bar: 100 ms, 100 pA.
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2.2. SPNs of FR Mice Showed Increased Inwardly Rectifying AMPARs Currents and Unbalanced
AMPA:NMDA Ratio

In a separate set of experiments, in corticostriatal slices, we recorded combined
AMPAR-N-methyl-D-aspartate receptor (NMDAR)–mediated excitatory postsynaptic cur-
rents (EPSCs) at +40 mV, and then to determine the rectification index (RI), we recorded
AMPAR EPSCs at different holding potentials (−70 mV, 0mV, +40 mV) in the presence
of D-(-)-2-Amino-5-phosphonopentanoic acid (D-APV, 50 µM), a selective NMDAR an-
tagonist. In contrast with Naïve mice, we found that FR mice showed an increase in RI
whose value differed significantly from the control mice (Figure 1E, current/voltage curve
two-way ANOVA time x group interaction, Naïve n = 19 vs. FR n = 11, F(2,56) = 5.36,
*** p < 0.001; bar graph unpaired t-test, Naïve n = 13 vs. FR n = 15, t = 7.942, df = 28,
*** p < 0.001). We then examined the AMPAR: NMDAR ratio at +40 mV and observed a sig-
nificant difference between the two experimental groups (Figure 1F, unpaired t-test, Naïve
n = 10 vs. FR n = 8, t = 2.911, df = 16, * p < 0.05). The decreased ratio in FR mice suggests a
correlation between this parameter and the RI, indicating an increased contribution of the
GluA2-lacking AMPAR to the EPSC. Notably, in SPNs of FR mice, AMPA-mediated cur-
rents showed a marked difference in kinetics, with a more rapid decay of EPSCs (Figure 1F,
bottom right panel, green lines).

2.3. Enhanced GluA1-mediated Function in Striatal SPNs of FR Mice was associated with a
Change in the Direction of Corticostriatal Synaptic Plasticity

To explore if changes in AMPAR subunit composition could affect the corticostriatal
glutamatergic transmission, we examined spontaneous EPSCs (sEPSCs) in SPNs of mice
of the two experimental groups. As reported in Figure 2B, sEPSCs frequency was signifi-
cantly increased in FR mice compared with Naïve mice (Figure 2A; unpaired t-test, Naïve
n = 10, vs. FR n = 8, t = 3.088, df = 19, ** p < 0.01). Conversely, the amplitude of sEPSCs was
comparable in SPNs between the two groups (Figure 2A).

Subsequently, we tested the ability of SPNs to express the long-term depression (LTD).
In control condition, in which the bathing solution contained a physiological concentration
of magnesium ions, a high-frequency stimulation (HFS) protocol of the corticostriatal fibers
induced a robust LTD of the excitatory postsynaptic potentials (EPSPs) in the SPNs of
Naïve mice (Figure 2B, paired t-test pre- vs. 20 min post-HFS, Naïve n = 7, t = 12.10, df = 12,
*** p < 0.001). In contrast, the induction of this form of synaptic plasticity was impaired in
FR mice and, interestingly, we observed a long-term potentiation (LTP) (Figure 2B, paired
t-test pre vs. 20 min post-HFS, FR n = 9, t = 7.299, df = 17, *** p < 0.001), resulting in a
significant difference on the response to HFS between the two groups (Figure 2B, two-way
ANOVA: time x group interaction F(24,336) = 18.85, Bonferroni’s post hoc ###p < 0.001).
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Figure 2. Enhanced activity of GluA2-lacking AMPARs in food-restricted (FR) mice is associated with changes in the di-
rection of corticostriatal synaptic plasticity in SPNs. (A) Frequency and amplitude of sEPSCs glutamatergic transmission 
in Naïve and FR mice. In the upper part, comparison traces of spontaneous activity recorded from groups are shown. The 
frequency of sEPSC is increased in FR mice compared to Naïve mice (unpaired t-test, Naïve n = 10, vs. FR n = 8, t = 3.088, 
df = 19, ** p < 0.01). (B) Left panel: time course of excitatory postsynaptic potential (EPSP) amplitude of SPNs from Naïve 
and FR mice after induction of long‐term depression (LTD) protocol (high‐frequency stimulation, HFS) (paired t-test pre 
vs. 20 min post‐HFS, Naïve n = 7, t = 12.10, df = 12, *** p < 0.001, FR n = 9, t = 7.299, df = 17, *** p < 0.001). Grouped analysis 
shows significant group effect (two-way ANOVA: time x group interaction F(24,336) = 18.85, Bonferroni’s post hoc ### p < 
0.001). The scale factor is 50 ms/5 mV for all traces. Right panel, representative traces of single SPNs recorded from Naïve 

Figure 2. Enhanced activity of GluA2-lacking AMPARs in food-restricted (FR) mice is associated with changes in the
direction of corticostriatal synaptic plasticity in SPNs. (A) Frequency and amplitude of sEPSCs glutamatergic transmission
in Naïve and FR mice. In the upper part, comparison traces of spontaneous activity recorded from groups are shown. The
frequency of sEPSC is increased in FR mice compared to Naïve mice (unpaired t-test, Naïve n = 10, vs. FR n = 8, t = 3.088,
df = 19, ** p < 0.01). (B) Left panel: time course of excitatory postsynaptic potential (EPSP) amplitude of SPNs from Naïve
and FR mice after induction of long-term depression (LTD) protocol (high-frequency stimulation, HFS) (paired t-test pre vs.
20 min post-HFS, Naïve n = 7, t = 12.10, df = 12, *** p < 0.001, FR n = 9, t = 7.299, df = 17, *** p < 0.001). Grouped
analysis shows significant group effect (two-way ANOVA: time x group interaction F(24,336) = 18.85, Bonferroni’s post hoc
###p < 0.001). The scale factor is 50 ms/5 mV for all traces. Right panel, representative traces of single SPNs recorded from
Naïve and FR mice before (solid lines) and after HFS (dotted lines). (C) Left panel: time course of SPNs EPSP amplitude,
recorded from Naïve and FR mice in the presence of 30 µM 1-naphthylacetyl spermine (NASPM) bath application for the
whole duration of the experiment (paired t-test pre vs. 20 min post-HFS, Naïve n = 8, t = 8.017, df = 15; FR n = 9, t = 10.55,
df = 17, *** p < 0.001 for both groups). The scale factor is 50 ms/5 mV for all traces. Right panel, representative traces of
single SPNs recorded from Naïve and FR mice before (solid lines) and after HFS (dotted lines).
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2.4. Selective GluA1 Antagonism was Associated with the Reappearance of Corticostriatal LTD in
FR Mice

To test if this unexpected form of plasticity could depend on the increase in GluA1-
mediated activity, we analyzed the LTD expression in the presence of a selective blocker
of GluA2-lacking AMPARs, 1-naphthylacetyl spermine (NASPM, 30 µM). EPSPs were
recorded for 10 min to obtain a stable baseline and then for 20 min after applying the HFS
protocol. We found that in the presence of NASPM, SPNs recorded in Naïve and FR mice
showed LTDs of similar amplitudes (Figure 2C, paired t-test pre vs. 20 min post-HFS, Naïve
n = 8, t = 8.017, df = 15; FR n = 9, t =10.55, df = 17, *** p < 0.001 for both groups). Bath
application of 30 µM NASPM in corticostriatal slices from FR mice efficiently reduced the
EPSPs amplitude after HFS, contrasting the unphysiological potentiation observed in the
untreated condition, demonstrating that blocking GluA2-lacking AMPARs prevents the
shift in synaptic plasticity direction.

2.5. Enhanced GluA1-AMPARs Function was Associated with Changes in LTP Maintenance in
Striatal SPNs of FR Mice

Since AMPARs play a variety of roles in shaping synaptic plasticity and are important
for both LTD induction and LTP maintenance, we explored if the time course of LTP was
also changed by using whole-cell patch-clamp recordings of SPNs in corticostriatal slices.
To study this form of plasticity, Mg2+ ions were removed from the medium to promote the
activation of glutamate NMDARs.

Under these experimental conditions, an initial post-tetanic potentiation was normally
induced by the application of an HFS protocol in both Naïve and FR mice. Although
comparisons between EPSP amplitudes before and 20 minutes after HFS indicates that a
slight potentiation could still be observed in FR mice (paired t-test pre vs. 20 min post-
HFS, Naïve n = 5, t = 12.58, df = 9, p < 0.0001, FR n = 8, t = 4.075, df = 15, p < 0.001), the
LTP maintenance was different in the two groups. In FR mice, the amplitude of EPSPs
decreased over time, bringing to a significant difference in the strength of LTP between
the two groups (Figure 3, two-way ANOVA: time × group interaction F(24,264) = 4.23,
11–20 min, Bonferroni’s post hoc # p < 0.05).
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and FR mice before (solid lines) and after HFS (dotted lines). 
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tergic transmission with substantial modifications in the glutamate-dependent synaptic 
plasticity linked to an enhanced function of GluA2-lacking AMPARs.  

According to findings showing that food deprivation is associated with an enhanced 
abundance of Ca2+-permeable AMPARs at glutamatergic synapses [13], here we describe 
a significant increase of the AMPAR rectification index. In our paradigm, this measure 
provided an indication of the changed proportion of the GluA1 over the GluA2 AMPAR 
subunits. These latter are the most expressed subunits of AMPARs in the striatum of adult 
rodents [26–28], characterized by a unique editing at the mRNA level where a glutamine 
codon is switched to arginine that confers channel resistance to Ca2+. As a result, the neu-
rons with increased insertion of homomeric GluA1 AMPARs show inward rectification 
that becomes linear when the GluA1 subunits are coexpressed with the GluA2 subunits 
[29,30]. Therefore, AMPAR complexes that lack GluA2 are permeable to sodium and Ca2+ 
ions, resulting in a higher single channel conductance and fast decay kinetics.  

Since striatal AMPARs and NMDARs act in concert with dopaminergic neurotrans-
mission to shape the direction of corticostriatal synaptic plasticity, we explored a possible 
imbalance between AMPA- and NMDA-mediated glutamatergic transmission to find a 
link between the different AMPAR subunit composition and the changes in the 
AMPA:NMDA ratio. Our data show a reduction of such a ratio in SPNs of Naïve and FR 
mice and, as confirmation of the increased GluA1-mediated activity, AMPAR-mediated 
currents were markedly different in their decay slope, exhibiting faster channel deactiva-
tion kinetics [31] and more rapidly decaying EPSPs [32].  

Figure 3. AMPAR subunit composition is critical for the maintenance of long-term potentiation (LTP). Left panel: time
course of EPSP amplitude of SPNs from Naïve and FR mice after induction of LTP protocol. Grouped analysis shows
significant group effect (two-way ANOVA: time x group interaction F(24,264) = 4.23, 11–20 min, Bonferroni’s post hoc
# p < 0.05). The scale factor is 50 ms/5 mV for all traces. Right panel: representative traces of single SPNs recorded from
Naïve and FR mice before (solid lines) and after HFS (dotted lines).

3. Discussion

In this paper, we present evidence that acute but moderate (12 hours/day, for two
consecutive days) food restriction can be related to persistent and subunit-specific enhance-
ment in AMPARs function in SPNs of the dorsolateral striatum that emerges under specific
stimulation of the corticostriatal pathway.

In our experiments, striatal SPNs of FR mice displayed intrinsic membrane properties
and amplitude of spontaneous glutamatergic-mediated activity comparable with ad libitum
fed controls. However, we observed significant changes in other aspects of glutamatergic
transmission with substantial modifications in the glutamate-dependent synaptic plasticity
linked to an enhanced function of GluA2-lacking AMPARs.

According to findings showing that food deprivation is associated with an enhanced
abundance of Ca2+-permeable AMPARs at glutamatergic synapses [13], here we describe
a significant increase of the AMPAR rectification index. In our paradigm, this measure
provided an indication of the changed proportion of the GluA1 over the GluA2 AMPAR
subunits. These latter are the most expressed subunits of AMPARs in the striatum of
adult rodents [26–28], characterized by a unique editing at the mRNA level where a
glutamine codon is switched to arginine that confers channel resistance to Ca2+. As a
result, the neurons with increased insertion of homomeric GluA1 AMPARs show inward
rectification that becomes linear when the GluA1 subunits are coexpressed with the GluA2
subunits [29,30]. Therefore, AMPAR complexes that lack GluA2 are permeable to sodium
and Ca2+ ions, resulting in a higher single channel conductance and fast decay kinetics.

Since striatal AMPARs and NMDARs act in concert with dopaminergic neurotrans-
mission to shape the direction of corticostriatal synaptic plasticity, we explored a possible
imbalance between AMPA- and NMDA-mediated glutamatergic transmission to find a link
between the different AMPAR subunit composition and the changes in the AMPA:NMDA
ratio. Our data show a reduction of such a ratio in SPNs of Naïve and FR mice and, as
confirmation of the increased GluA1-mediated activity, AMPAR-mediated currents were
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markedly different in their decay slope, exhibiting faster channel deactivation kinetics [31]
and more rapidly decaying EPSPs [32].

We then tested the hypothesis that in deprived mice, the corticostriatal LTD, which
depends on the activation of AMPARs [33], was also changed.

In SPNs recorded from FR mice, a high-frequency stimulation protocol of the corticos-
triatal fibers that, in physiological condition, elicited LTD, induced a shift toward LTP. This
form of synaptic plasticity, whose induction is typically dependent on NMDAR activation,
was not observed at physiological concentrations of magnesium ion, which acts as a natural
blocker of the receptor pore. Such a change in synaptic plasticity direction might depend
on increased Ca2+ entrance due to the enhancement of GluA2-lacking activity after a strong
afferent stimulation. In such conditions, a massive corticostriatal stimulation would pro-
duce a greater depolarization of the SPNs membrane, relieving the NMDA receptors from
the magnesium block and facilitating the induction of LTP.

This interpretation was substantiated by the present electrophysiological findings
showing that NASPM, a selective blocker of GluA1-bearing AMPARs, restored a physio-
logical LTD in FR mice at a dose that did not induce any effects in Naïve mice.

A possible explanation for the effect of such a moderate restriction protocol could be
sought in a coincident impact of food deprivation on AMPARs changes during the develop-
ment. In the newborn striatum, GluR1 immunoreactivity was observed in the presynaptic
neurites, forming synapses with a more pronounced presence at the postsynaptic level in
morphologically mature synapses as shown in seminal immunoelectron microscopy stud-
ies [34]. Moreover, the expression of GluA2-lacking AMPA receptors at excitatory synapses
have been detected in many brain regions in the early postnatal development [35], and the
switch from this subunit to the GluA2-containing AMPARs subunit occurs within the first
two to three postnatal weeks [36–38]. However, we tested the animals far beyond these
time points, when subunit composition had reached a steady-state with a net prevalence of
GluA2-containing AMPARs. Thus, we excluded possible confusing developmental factor’s
effect on corticostriatal synaptic activity.

Given that AMPARs govern a variety of functions, including a fine regulation of both
Ca2+ influx and LTP maintenance, and the link with Ca2+-mediated kinase II [17,18,39], we
explored the possibility that a change in their function could also affect the maintenance of
LTP. While LTP was typically induced in SPNs from both groups, the amplitude of LTP in
FR mice degraded over time.

Although SPNs show a peculiar pharmacological modulation of LTP, due to co-
activation of DA and glutamate receptors and concurrent modulation by interneuronal
activity, a possible explanation would be that the phase transition between induction and
maintenance of LTP requires a change in membrane insertion of AMPARs subunits, as
observed in the hippocampal CA1 area. In fact, in pyramidal neurons of CA1, during LTP
induction, an initial incorporation of GluA2-lacking Ca2+-permeable AMPARs is followed
by a replacement with GluA2-containing Ca2+-impermeable receptors [40]. However, given
that this aspect has not been investigated in striatal SPNs, additional analyses are required
to clarify these dynamics and the relevant contribution of AMPAR- and NMDAR-mediated
components in the reduction of LTP.

These results support the view that a sudden, although moderate, food deprivation
in experimental animals that were fed ad libitum since birth could be a salient event that
may be encoded into a series of synaptic adaptations associated with long-term effects
with adaptive changes in the AMPAR-mediated functions. These changes observed in
isolated currents also emerged upon electrical stimulation of afferents without affecting
the NMDAR-dependent phases of corticostriatal plasticity. This is in agreement with
other studies reporting that increased Ca2+ influx via AMPARs lacking the GluA2 subunit
does not have an impact on the NMDA component of LTP [41] and might be managed in
homeostatic conditions.

Further investigations should clarify if the changes in AMPARs subunit composition
are only limited to the postsynaptic level. In fact, presynaptic GluA1-AMPARs have been
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identified in corticostriatal and thalamostriatal axon terminals [42,43]. A possible increased
insertion of these receptors [13] may explain the increased sEPSC frequency observed in
our experimental setting.

A concept of AMPA-dependent changes in presynaptic activity has already been put
forward in past studies using in vivo microdialysis and showing enhanced release of gluta-
mate in the striatum upon perfusion of AMPA that was blocked by AMPA antagonists [43],
an effect associated with presynaptic adenylyl cyclase-dependent processes [44]. These
data are in agreement with more recent findings demonstrating that AMPARs localize at
presynaptic sites on glutamatergic afferents [42], and that AMPA autoreceptors would
assure a positive feedback control of glutamate release that modulates synaptic scaling
with nonlinear characteristics [42]. This system would work in balance with presynaptic
metabotropic glutamate receptors, which, on the contrary, suppress or inhibit the release
from axon terminals [45].

Relevant to our observations, these findings suggest that a dynamic regulation of
synaptic scaling might also occur in FR mice, where an LTP is observed instead of an
LTD. Given the increase of sEPSC frequency, this shaping in the direction of plasticity
would be not only associated with an adaptive enhancement of postsynaptic GluA2-
lacking-mediated function (resulting in an increase of rectification index) but also extend to
changes in the AMPAR activity at presynaptic levels. A point that still awaits to be clarified
is the identification of the duration of possible adaptive changes in AMPAR subunits
composition in cortico- and thalamostriatal afferents, and if a switch toward GluA2-lacking
subunit-dependent function can also be detected at presynaptic sites.

In conclusion, with the present electrophysiological results, this study provides new
insights into the importance of Ca2+-permeable GluA1 AMPARs and their involvement
in the two primary forms of striatal plasticity, LTD and LTP. Dissecting the role of GluA2-
lacking AMPARs, although less expressed in the adult striatum, can be critical for a full
understanding of the mechanisms of compensative synaptic regulations that may occur in
physiological conditions when the limits of homeostasis are challenged.

4. Materials and Methods
4.1. Animals

Male C57BL/6JO1aHsd mice (n = 23; approximately 40 days old at study onset)
(Harlan, Italy) were used. All animals were housed four per cage, under a controlled
12-h light/12-h dark cycle and temperature (22–23 ◦C), with food and water ad libitum.
All efforts were made to minimize the number of animals used and their suffering, in
accordance with the European Directive (2010/63/EU). All procedures were approved by
the institutional review board and ethics committee (IRCCS Fondazione Santa Lucia) and
by the Italian Ministry of Health (Project identification code: 534/2019-PR). The animals
were randomly allotted into two groups, Food Restricted (FR) and aged-matched C57BL/6J
male mice (Naïve). The FR mice were subjected to a moderate food deprivation protocol
that limited their access to food for 12 hours, during the dark phase, for two consecutive
days [46]. Such a regimen resulted in no significant body weight loss. Thirty days later,
both Naïve and FR mice were sacrificed for the electrophysiological recordings (Figure 1A).

4.2. Slices Preparation

FR male mice and Naïve aged-matched C57BL/6J male mice were used in electro-
physiological experiments. All mice were sacrificed by cervical dislocation and the brain
was rapidly removed from the skull. Corticostriatal slices were cut from mice brains (thick-
ness, 240–280 µm) using a vibratome in Krebs’ solution (in mmol/L: 126 NaCl, 2.5 KCl,
1.2 MgCl2, 1.2 NaH2PO4, 2.4 CaCl2, 10 glucose, and 25 NaHCO3) bubbled with a 95%
O2–5% CO2 gas mixture. After at least 1 hr recovery, individual slices including the cortex
and the striatum were transferred to a recording chamber and continuously superfused
with oxygenated Krebs’ medium, at 2.5–3 mL/min and maintained at 32–33 ◦C.
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4.3. Whole-cell Patch-clamp Recordings

Current-clamp recordings from spiny projection neurons (SPNs) were performed
using the whole-cell patch-clamp technique. Neurons of the dorsal striatum were visu-
alized using infrared differential interference contrast microscopy (Eclipse FN1, Nikon,
Tokyo, Japan) [47,48]. Recordings were made with a Multiclamp 700B amplifier (Molecular
Devices, San José, CA, USA) and stored on PC using pClamp 9 (Molecular Devices, San
José, CA, USA). Borosilicate glass pipettes (6–9 MΩ) were filled with the following internal
solutions (in mM): 120 K-gluconate, 0.1 CaCl2, 2 MgCl2, 0.1 EGTA, 10 N-(2-hydroxyethyl)-
piperazine-N-s-ethanesulfonic acid, 0.3 Na-guanosine triphosphate, and 2 Mg-adenosine
triphosphate (Mg-ATP), adjusted to pH 7.3 with KOH. For recordings in voltage-clamp
mode the internal solution of glass pipettes contained (in mM): 120 CsMeSO3, 10 CsCl, 8
NaCl, 2 MgCl2, 10 HEPES, 0.2 EGTA, 10 TEA, 5 QX314, 0.3 NaGTP and 2 Mg-ATP. Striatal
neurons were clamped at the holding potential of -80 mV and identified by the absence of
spontaneous action potential discharge.

Whole-cell access resistance was 15–30 MΩ. Picrotoxin (50 µM) was added to block
GABAA-currents. D-APV (50 µM), an N-methyl-D-aspartate receptor (NMDAR) antag-
onist, was used to pharmacologically isolate the Ammino-3-idrossi-5-Metil-4-idrossazol-
Propionic Acid receptor (AMPAR)-excitatory postsynaptic currents (EPSCs). To obtain
the NMDA current, an evoked current at +40 mV was subtracted before and after the
application of this antagonist. To calculate the AMPAR:NMDAR ratio, the AMPAR EPSC
amplitude was divided by the NMDAR EPSC amplitude, both measured at +40 mV. The
rectification index (RI) of AMPARs was obtained by dividing the chord conductance cal-
culated at negative potential (−70 mV) and positive potential (+40 mV). Injected currents
and input resistances were checked throughout the experiments. Cells with variations in
these parameters >20% were rejected.

4.4. Intracellular Recordings with Sharp Electrodes

Current-clamp recordings, with an intracellular technique, were performed blindly
using sharp electrodes filled with 2 M KCl (30−60 MΩ). Signal acquisition was performed
with an Axoclamp 2B amplifier (Molecular Devices, San José, CA, USA), displayed on a
separate oscilloscope, stored. Online and offline analyses were performed using a digital
system (pClamp 9, Molecular Devices, San José, CA, USA).

To evoke EPSCs and glutamatergic excitatory postsynaptic potentials (EPSPs), the
stimulating bipolar electrode and the recording electrodes were located in the white matter
and within the dorsolateral striatum, respectively.

In both patch-clamp and intracellular recordings, EPSPs were evoked by electrical
stimulation every 10 s and EPSP peak amplitudes were used as a measure of SPNs activity,
according to previous studies from our and other research groups, which consider this pa-
rameter an optimal index to evaluate the extent of evoked striatal responses when recording
in current-clamp mode [33,49–52]. To induce long-term depression (LTD) and long-term
potentiation (LTP), we used a high-frequency stimulation (HFS) protocol, consisting of
three trains of 100 Hz, 3 s of duration, and 20 s of interval. For the LTP protocol, magne-
sium (Mg2+) ions were omitted from the Kreb’s solution to remove the Mg2+-dependent
block of NMDA receptors [49]. During tetanic stimulation, the intensity of stimulation
was increased to suprathreshold levels. EPSP modifications induced by HFS protocol
were expressed as a percentage of control, the latter representing the mean of responses
recorded during a stable period (15–20 min) before the tetanic stimulation. Current-voltage
relationships were obtained by applying steps of current of 200 pA in both hyperpolarizing
and depolarizing direction (from −400 to +200 pA). Firing frequency was calculated as the
mean number of spikes in response to a step of 600 pA and shown as averaged values in
scatter dot plots.
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4.5. Chemicals

D-(-)-2-Amino-5-phosphonopentanoic acid (D-APV) was from Tocris Bioscience (Bris-
tol, U.K.); 1-naphthylacetyl spermine trihydrochloride (NASPM) and Picrotoxin were
from Sigma-Aldrich (Milan, Italy). Drugs dissolved in the final concentration were bath
applied by switching the control perfusion to drug-containing solution. During the cell’s
recording, an aliquot of the stock APV solution was diluted in Krebs’ solution to 50 µM
and kept in a syringe for the entire duration of the experiment. For the NASPM and the
Picrotoxin an aliquot of the stock solution was diluted in Krebs’ solution to 30 µM and
50 µM, respectively.

4.6. Statistical Analyses

Analyses were performed using Prism 6.0 (GraphPad software). Electrophysiological
results are presented as mean ± SEM. Paired Student’s t-test was used for analysis of the
mean pre vs post-HFS in the same cell population. Analysis of variance (ANOVA) test with
a post hoc Bonferroni test were performed among different neuronal populations. Sample
size was calculated with G*Power software (5% type I error; 80% power).
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Abstract: Fear extinction requires coordinated neural activity within the amygdala and medial pre-
frontal cortex (mPFC). Any behavior has a transcriptomic signature that is modified by environmental
experiences, and specific genes are involved in functional plasticity and synaptic wiring during
fear extinction. Here, we investigated the effects of optogenetic manipulations of prelimbic (PrL)
pyramidal neurons and amygdala gene expression to analyze the specific transcriptional pathways
associated to adaptive and maladaptive fear extinction. To this aim, transgenic mice were (or not)
fear-conditioned and during the extinction phase they received optogenetic (or sham) stimulations
over photo-activable PrL pyramidal neurons. At the end of behavioral testing, electrophysiological
(neural cellular excitability and Excitatory Post-Synaptic Currents) and morphological (spinogenesis)
correlates were evaluated in the PrL pyramidal neurons. Furthermore, transcriptomic cell-specific
RNA-analyses (differential gene expression profiling and functional enrichment analyses) were
performed in amygdala pyramidal neurons. Our results show that the optogenetic activation of PrL
pyramidal neurons in fear-conditioned mice induces fear extinction deficits, reflected in an increase
of cellular excitability, excitatory neurotransmission, and spinogenesis of PrL pyramidal neurons,
and associated to strong modifications of the transcriptome of amygdala pyramidal neurons. Under-
standing the electrophysiological, morphological, and transcriptomic architecture of fear extinction
may facilitate the comprehension of fear-related disorders.

Keywords: fear extinction; fear conditioning; medial prefrontal cortex; RNA sequencing; differential
gene expression; electrophysiological recordings; excitatory post-synaptic currents; spinogenesis;
fear-related disorders

1. Introduction

In variable and challenging environments with various contextual situations, the
individuals face a number of approaching dangers. The knowledge of potential threats
allows developing fear of threatening situations, choosing among the various behaviors
the safest ones, and detecting future dangers. To develop adaptive fear responses, the brain
has to discriminate different sensory cues and associate relevant stimuli with aversive
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events [1]. Thus, when a relevant stimulus (or a context) is associated with an aversive
event, fear associations are learned and form a memory.

Learned fear has been widely studied using Contextual Fear Conditioning (CFC), a
very useful paradigm to analyze the neuronal and molecular bases of fear associative learn-
ing and memory [2,3]. In experimental models in which the CFC paradigm is implemented,
the conditioned stimulus (CS), such as a specific cue or context, is associated with the
unconditioned stimulus (US), such as foot-shock [3,4]. After the association has taken place,
CS alone is able to induce the conditioned response (CR) of fear, such as freezing behavior.
The repeated exposure to unreinforced (presented without US) CS gradually weakens the
fear CR. In fact, when in the same context the danger is no more present, fear memory goes
extinct and other survival functions may be implemented. Interestingly, extinguishing a
fear response does not simply involve the fading away of the previous learning. Rather,
during extinction process the subject learns something new - the cue no longer predicts
that the fearful event will occur [5]. Notably, the impairment of the coping mechanisms
dampening fear memory results in maladaptive behaviors. Compromised fear extinction
is the key clinical feature of several fear-related disorders, such as post-traumatic stress
disorders (PTSD), generalized anxiety, major depression, and phobias [5]. The acquisition
of CS-US associative memory as well as the acquisition and maintenance of extinction
memory require coordinated neural activity within the fear matrix, encompassing amyg-
dala, medial prefrontal cortex (mPFC), and hippocampus [6–11]. Specifically, the activation
of pyramidal neurons of the basolateral amygdala (BLA) is necessary to associate sensory
input with US [12,13]. Interacting with the amygdala, the mPFC exerts top-down control
allowing for appropriate fear responses. In this framework, it has been demonstrated that
the balance between expression and extinction of fear CR is modulated by bidirectional
inputs from/to the amygdala to/from two sub-regions of the mPFC: the prelimbic (PrL)
cortex, which promotes fear responses, and the infralimbic (IL) cortex, which promotes fear
extinction [14,15]. In literature are reported in vivo optogenetic manipulations performed
by stimulating or inhibiting, with advanced spatial and temporal precision, specific neu-
rons in the fear matrix. These studies demonstrate that the balanced firing activity between
amygdala and mPFC is causally involved in fear processing [14,16–20]. Fear extinction
decreases the efficacy of excitatory synaptic transmission in the projections from mPFC
to amygdala, and promotes the inhibition in mPFC-amygdala pathway [21]. In parallel,
projections from the amygdala to PrL cortex exhibit cell-type-specific plasticity during
states of high fear, whereas projections from the amygdala to IL cortex are activated during
states of low fear [19].

It has to be noted that any behavior has a specific genomic, transcriptomic, and epige-
netic signature. Namely, transcriptomic changes are a crucial component of the neuronal
modifications that underlie learning and memory [22–24], also after the fear exposure [25–27].
To date, specific genes involved in functional plasticity and synaptic wiring during fear
memory are retained possible disease contributors and potential therapeutic targets for
fear-related disorders [28–32]. The environmental experiences may modify the transcrip-
tome [33–36], and these modifications, in turn, may explain the variability in resilience or
predisposition to fear-related disorders as well as the severity of their symptomatology [37].
Understanding the transcriptomic architecture of compromised fear inhibition may thus
facilitate the comprehension of fear-related disorders and the identification of potential
therapeutic targets.

In the present study, adult transgenic mice, endowed with light-activated ion channel-
expressing pyramidal neurons, were used. These transgenic mice were submitted to CFC
receiving (or not) the US, to test the synergy between the activity of the amygdala and
mPFC in fear learning. In vivo optogenetic manipulations (photo-activations) of the PrL
pyramidal neurons were delivered during fear extinction. At the end of behavioral test-
ing, electrophysiological, morphological, and transcriptomic correlates were evaluated.
Namely, in PrL pyramidal neurons neural cellular excitability, excitatory neurotransmis-
sion, and spinogenesis were evaluated. In parallel, amygdala pyramidal neurons were
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sorted to perform cell-specific RNA-analyses (differential gene expression profiling and
functional enrichment analysis). This methodology permitted conducting a genome-wide
investigation of pyramidal neuron expression patterns without a priori selection of spe-
cific gene factors, and preventing bias in gene expression brought by bulk tissue analysis
and biological subject pooling. Notably, investigating the gene expression of amygdala
pyramidal neurons revealed the specific transcriptional pathways associated to impaired
fear extinction.

2. Results
2.1. Behavioral Results: In Vivo Optogenetics of the PrL Pyramidal Neurons during CFC

The animals were (or not) fear-conditioned by using the CFC with repetitive sessions
on day 1 (Conditioning phase), and 2, 3, 4, 7, and 14 (Extinction phase) (Figure 1A). During
the extinction phase, the mice received optogenetic (OPTO FEAR and OPTO NOT FEAR
groups) or sham (SHAM FEAR and SHAM NOT FEAR groups) stimulations. A three-way
ANOVA (stimulation× fear× day) on freezing behavior (measured during 0–3 min of CFC)
(Figure 1B, data expressed in percentage of freezing times are showed in Supplementary
Figure S1A) revealed significant stimulation (F1,36 = 6.13; p = 0.018), fear (F1,36 = 63.29;
p < 0.0001), and day (F5,36 = 50.27; p < 0.0001) effects. The first-order interactions (at least
p = 0.05), as well as the second-order interaction (stimulation × fear × day) (F5,180 = 3.00;
p = 0.013) were significant. As revealed by Newman-Keuls post-hoc comparisons, while
all animals showed similar responses in the 0–3 min of Conditioning phase, evidence of
consolidation was seen on the first extinction day only in the fear-conditioned animals
(OPTO FEAR and SHAM FEAR groups), as revealed by their significantly increased
freezing times between the Conditioning phase and day 2 (p = 0.00004 for both OPTO
FEAR and SHAM FEAR groups), and by the similar freezing times of the two groups
(p = 0.90). As expected, SHAM FEAR animals progressively extinguished fear memories
over time and on day 14 their freezing behavior returned to a level similar (p = 0.17) to
that showed during the Conditioning phase. Interestingly, OPTO FEAR group showed
impaired extinction of fear memories. On day 14, OPTO FEAR mice still displayed freezing
times significantly longer than those of the Conditioning phase (p = 0.00002). One-way
ANOVA on freezing behavior (measured during 0–6 min of day 14) of all groups revealed a
significant group effect (F3,36 = 11.05; p = 0.00003) (Figure 1C, data expressed in percentage
of freezing times are showed in Supplementary Figure S1B). As revealed by Newman-
Keuls post-hoc comparisons, OPTO FEAR group showed the highest freezing times in
comparison to the remaining groups (at least p = 0.0005).

To control for the effects of learned but not yet extinguished fear, other mice (No-EX
group) were fear-conditioned by using the CFC paradigm without the extinction protocol.
Freezing times in the 0–3 min of Conditioning phase and day 2 shown by No-EX group were
similar to those shown by OPTO FEAR and SHAM FEAR groups, in the same time-points.
A two-way ANOVA (group × day) on freezing times (measured during 0–3 min of CFC)
revealed significant group (F4,41 = 24.57; p < 0.0001) and day (F1,41 = 268.50; p < 0.00001)
effects. The interaction was significant (F4,41 = 35.87; p < 0.0001). As revealed by Newman-
Keuls post-hoc comparisons, only the fear-conditioned animals (No-EX, OPTO FEAR, and
SHAM FEAR groups) increased their freezing times between day 1 and day 2, showing
similar consolidation of fear memory.
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Figure 1. Experimental procedures and behavioral results of in vivo optogenetics of the Prelimbic (PrL) pyramidal neurons 
during Contextual Fear Conditioning (CFC). (A) On day 1 (Conditioning phase) of CFC, each Thy1-COP4 mouse was 
allowed to explore the conditioning chamber for 3 min (Baseline). Afterward, only a part of the entire sample received 
three foot-shocks. On days 2, 3, 4, 7, and 14 (Extinction phase), the fear-conditioned (n = 20) and not fear-conditioned (n = 
20) mice were placed again in the conditioning chamber for 6 min. During the Extinction phase, no shock was delivered 
and the mice received three optogenetic (OPTO FEAR and OPTO NOT FEAR groups, n = 10/group) or sham (SHAM FEAR 
and SHAM NOT FEAR groups, n = 10/group) stimulations of PrL pyramidal neurons. To control for the effects of learned 
but not yet extinguished fear, on day 1 (Conditioning phase) of CFC other Thy1-COP4 mice (No-EX group, n = 6) were 
allowed to explore the conditioning chamber for 3 min (Baseline) and then they received three foot-shocks. The day after 
the Conditioning phase (day 2) these animals were placed again in the conditioning chamber for 6 min (without receiving 
any optogenetic stimulation) and then sacrificed for electrophysiological and morphological analyses. A1) Representative 
image of the expression of the transgenic ChR2-YFP fusion protein detected in pyramidal cortical layer 5 neurons of PrL 
cortex. Scale bar 50 μm. (B) Freezing behavior measured during 0–3 min of CFC. The animals belonging to OPTO FEAR, 
OPTO NOT FEAR, SHAM FEAR, and SHAM NOT FEAR groups showed similar responses in the Conditioning phase 
and only the fear-conditioned animals (OPTO FEAR and SHAM FEAR groups) showed increased freezing times on day 
2. While SHAM FEAR group progressively extinguished fear memories over time, impaired extinction of fear memories 
was observed in OPTO FEAR group. (C) Freezing times measured during 0–6 min of day 14. OPTO FEAR group showed 
the highest freezing times in comparison to the remaining groups (*** p = 0.0005). (D) Freezing behavior measured during 
0–3 min of day 1 and 2 of CFC. Only the fear-conditioned animals (No-EX, OPTO FEAR, and SHAM FEAR groups) in-
creased their freezing times between day 1 and day 2 (**** p < 0.0001), showing similar consolidation of fear memory. Data 
are reported as mean ± SEM. 
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To test the ability of the optogenetics to modulate the activity of PrL cortex in fear-
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Figure 1. Experimental procedures and behavioral results of in vivo optogenetics of the Prelimbic (PrL) pyramidal neurons
during Contextual Fear Conditioning (CFC). (A) On day 1 (Conditioning phase) of CFC, each Thy1-COP4 mouse was
allowed to explore the conditioning chamber for 3 min (Baseline). Afterward, only a part of the entire sample received three
foot-shocks. On days 2, 3, 4, 7, and 14 (Extinction phase), the fear-conditioned (n = 20) and not fear-conditioned (n = 20)
mice were placed again in the conditioning chamber for 6 min. During the Extinction phase, no shock was delivered and
the mice received three optogenetic (OPTO FEAR and OPTO NOT FEAR groups, n = 10/group) or sham (SHAM FEAR
and SHAM NOT FEAR groups, n = 10/group) stimulations of PrL pyramidal neurons. To control for the effects of learned
but not yet extinguished fear, on day 1 (Conditioning phase) of CFC other Thy1-COP4 mice (No-EX group, n = 6) were
allowed to explore the conditioning chamber for 3 min (Baseline) and then they received three foot-shocks. The day after the
Conditioning phase (day 2) these animals were placed again in the conditioning chamber for 6 min (without receiving any
optogenetic stimulation) and then sacrificed for electrophysiological and morphological analyses. A1) Representative image
of the expression of the transgenic ChR2-YFP fusion protein detected in pyramidal cortical layer 5 neurons of PrL cortex.
Scale bar 50 µm. (B) Freezing behavior measured during 0–3 min of CFC. The animals belonging to OPTO FEAR, OPTO
NOT FEAR, SHAM FEAR, and SHAM NOT FEAR groups showed similar responses in the Conditioning phase and only the
fear-conditioned animals (OPTO FEAR and SHAM FEAR groups) showed increased freezing times on day 2. While SHAM
FEAR group progressively extinguished fear memories over time, impaired extinction of fear memories was observed in
OPTO FEAR group. (C) Freezing times measured during 0–6 min of day 14. OPTO FEAR group showed the highest freezing
times in comparison to the remaining groups (*** p = 0.0005). (D) Freezing behavior measured during 0–3 min of day 1 and
2 of CFC. Only the fear-conditioned animals (No-EX, OPTO FEAR, and SHAM FEAR groups) increased their freezing times
between day 1 and day 2 (**** p < 0.0001), showing similar consolidation of fear memory. Data are reported as mean ± SEM.

2.2. Electrophysiological Results: Cellular Excitability of PrL Pyramidal Neurons

To test the ability of the optogenetics to modulate the activity of PrL cortex in fear-
conditioned or not fear-conditioned animals, an extensive characterization of the cellular
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excitability of pyramidal layer 5 neurons after sham or optogenetic stimulation was per-
formed.

In OPTO FEAR group, the optogenetic stimulation induced a robust increase in the
evoked firing activities triggered by growing pulses of depolarizing current (0 to 400 pA).
Neurons of OPTO FEAR animals clearly showed a higher number of action potentials
in comparison to neurons of SHAM FEAR animals, at all current levels considered as
indicated by cumulative curve (Correlation test, SHAM FEAR group: Pearson r = 0.99,
R2 = 0.99, n = 8 neurons from 5 mice; OPTO FEAR group: Pearson r = 0.98, R2 = 0.97,
n = 8 neurons from 5 mice; p < 0.0001, Figure 2A). Rheobase that represents the lowest
current amplitude able to generate an action potential is a further useful parameter to
investigate changes in neural excitability. PrL pyramidal neurons of OPTO FEAR group
recorded after optogenetic stimulation showed a clear reduction in the rheobase value
in comparison to neurons of SHAM FEAR group (SHAM FEAR group: 69.88 ± 5.5 pA,
n = 8 neurons from 5 mice, OPTO FEAR group: 50.50 ± 3.7 pA, n = 8 neurons from 5 mice,
Mann-Whitney U Test p = 0.002; Figure 2B). To test the effect of optogenetic stimulation
upon glutamatergic input to pyramidal neurons, the Excitatory Post-Synaptic Currents
(EPSC) have been recorded in OPTO FEAR and SHAM FEAR groups. To avoid any
inhibitory current contamination, the recordings have been made under pharmacological
isolation by bath application of the GABAA blocker, Picrotoxin (10 min, 50 µM). Pyramidal
PrL neurons of OPTO FEAR group showed a significantly higher frequency with respect
to neurons of SHAM FEAR group (SHAM FEAR group: 4.11 ± 0.26 Hz, n = 8 neurons
from 5 mice, OPTO FEAR group: 6.01 ± 0.25 Hz, n = 8 neurons from 5 mice, Mann-
Whitney U Test p = 0.002, Figure 2C). Cumulative plot clearly corroborated such an effect
(Correlation test, SHAM FEAR group: Pearson r = 0.85, R2 = 0.72, n = 8 neurons from 5 mice;
OPTO FEAR group: Pearson r = 0.75, R2 = 0.56, n = 8 neurons from 5 mice, p = 0.0004,
Figure 2C). No significant differences in EPSC amplitudes were found between SHAM
FEAR and OPTO FEAR groups (SHAM FEAR group: 17.24 ± 0.81 pA, n = 8 neurons from
3 mice; OPTO FEAR group: 18.31 ± 0.69 pA, n = 8 neurons from 4 mice, Mann-Whitney U
Test p = 0.37, data not shown).

To control for the effects of learned but not yet extinguished fear on cellular excitability,
electrophysiological data recorded from PrL pyramidal neurons of No-EX group were
compared with those of OPTO FEAR and SHAM FEAR groups. The excitability of PrL
neurons in No-EX mice appeared significantly higher when compared with that showed
by SHAM FEAR mice and quite similar to that showed by OPTO FEAR mice. In particular
when compared with SHAM FEAR mice, No-EX mice showed an increased evoked firing
activities (No-EX group Correlation test: Pearson r = 0.96, R2 = 0.92, n = 6 neurons from
3 mice; p < 0.0001, Figure 2A), a lower rheobase value (No-EX group: 48.60 ± 4.1 pA,
n = 5 neurons from 3 mice; Mann-Whitney U Test p = 0.01; Figure 2B) and an higher EPSC
frequency (No-EX group: 5.77 ± 0.42 Hz, n = 5 neurons from 3 mice, Mann-Whitney U Test
p = 0.01, Figure 2C).

Conversely, in both groups of not fear-conditioned animals (SHAM NOT FEAR and
OPTO NOT FEAR groups) the optogenetic stimulation did not produce any significant
difference in cellular excitability. Neither the evoked firing nor the rheobase nor EPSC
frequency showed any significant difference between SHAM NOT FEAR and OPTO NOT
FEAR groups (Figure 2D).

Taken together these data demonstrate that optogenetic stimulation was able to modify
the intrinsic cellular excitability of PrL pyramidal neurons supporting the assumption that
this area is involved in modulation of the fear responses during extinction phase.

120



Int. J. Mol. Sci. 2021, 22, 810
Int. J. Mol. Sci. 2021, 22, x FOR PEER REVIEW 6 of 30 
 

 

 
Figure 2. Modulation of cellular excitability of Prelimbic (PrL) pyramidal neurons by optogenetic stimulation. (A) Repre-
sentative traces in current-clamp configuration reporting evoked firing activity triggered by a series of depolarizing cur-
rent steps (0 to 400 pA) applied to PrL pyramidal neurons of SHAM FEAR (black, n = 8 neurons from 5 mice), OPTO FEAR 
(red, n = 8 neurons from 5 mice), and No-EX (green, n = 5 neurons from 3 mice) groups. The cumulative plot shows the 
changes in firing activity. (B) Representative traces of PrL pyramidal neurons of SHAM FEAR (black, n = 8 neurons from 
5 mice), OPTO FEAR (red, n = 8 neurons from 5 mice), and No-EX (green, n = 5 neurons from 3 mice) groups showing the 
firing activity triggered by linear depolarization from 0 to 800 pA. Graph (on the right) reports the effects of optogenetic 
stimulation on rheobase value. Namely, PrL pyramidal neurons of OPTO FEAR and No-EX groups recorded after opto-
genetic stimulation showed a clear reduction in the rheobase value in comparison to neurons of SHAM FEAR group (* at 

Figure 2. Modulation of cellular excitability of Prelimbic (PrL) pyramidal neurons by optogenetic stimulation. (A) Repre-
sentative traces in current-clamp configuration reporting evoked firing activity triggered by a series of depolarizing current
steps (0 to 400 pA) applied to PrL pyramidal neurons of SHAM FEAR (black, n = 8 neurons from 5 mice), OPTO FEAR (red,
n = 8 neurons from 5 mice), and No-EX (green, n = 5 neurons from 3 mice) groups. The cumulative plot shows the changes in
firing activity. (B) Representative traces of PrL pyramidal neurons of SHAM FEAR (black, n = 8 neurons from 5 mice), OPTO
FEAR (red, n = 8 neurons from 5 mice), and No-EX (green, n = 5 neurons from 3 mice) groups showing the firing activity
triggered by linear depolarization from 0 to 800 pA. Graph (on the right) reports the effects of optogenetic stimulation on
rheobase value. Namely, PrL pyramidal neurons of OPTO FEAR and No-EX groups recorded after optogenetic stimulation
showed a clear reduction in the rheobase value in comparison to neurons of SHAM FEAR group (* at least p = 0.01).
(C) Representative traces of Excitatory Post-Synaptic Currents (EPSC) of PrL pyramidal neurons of SHAM FEAR (black,
n = 8 neurons from 5 mice), OPTO FEAR (red, n = 8 neurons from 5 mice), and No-EX (green, n = 5 neurons from 3 mice)
groups. Graph plot (in the middle) and cumulative curve (on the right) depict the clear increase in firing frequency in PrL
pyramidal neurons of OPTO FEAR and No-EX groups (* at least p = 0.01). (D) Graphs and cumulative curves report no
significant differences in cellular excitability in PrL pyramidal neurons of SHAM NOT FEAR (black) and OPTO NOT FEAR
(blue) groups. Data are reported as median with interquartile range.
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2.3. Morphological Results: Spine Counting of PrL Pyramidal Neurons

The five experimental groups exhibited different spine number and density in apical
arborizations of PrL pyramidal neurons (Figure 3), as demonstrated by one-way ANOVAs
on number (F4,18 = 34.47; p < 0.0001) and density (F4,18 = 37.15; p < 0.0001) of dendritic spines.
Newman-Keuls post-hoc comparisons indicated that No-EX group had the highest number
and density of dendritic spines in comparison to the other groups (at least p = 0.00001).
Furthermore, OPTO FEAR group showed higher spine number and density in comparison
to the other groups (at least p = 0.0001) that, in turn, exhibited similar spine number
and density.
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had the highest number (A) and density (B) of dendritic spines in comparison to OPTO FEAR, 
OPTO NOT FEAR, SHAM FEAR, and SHAM NOT FEAR groups (**** at least p = 0.0001). The 
OPTO FEAR group showed higher spine number (A) and density (B) in comparison to the other 
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Gene expression profiling resulted in 4550 protein-coding genes with a reliable ex-
pression and they underwent the downstream analysis. A Principal Component Analysis 
(PCA) was performed to assess sample clustering based on gene expression profiles (Fig-
ure 4). Notably, individual samples belonging to the same group clustered well together. 
Further, while gene expression profiles of mice belonging to SHAM FEAR and SHAM 
NOT FEAR groups appeared clustered, those of individuals belonging to OPTO FEAR 
and OPTO NOT FEAR groups were markedly segregated. Differential expression analysis 
was performed on 2 × 2 design (Group × Condition) and Differentially Expressed Genes 

Figure 3. Spine counting of the apical arborizations of Prelimbic pyramidal neurons. No-EX group,
encompassing animals submitted to fear learning but not to fear extinction (sacrificed at Day 2), had
the highest number (A) and density (B) of dendritic spines in comparison to OPTO FEAR, OPTO
NOT FEAR, SHAM FEAR, and SHAM NOT FEAR groups (**** at least p = 0.0001). The OPTO FEAR
group showed higher spine number (A) and density (B) in comparison to the other groups (◦◦◦ at
least p = 0.0001) that, in turn, exhibited similar spinogenesis. Data are reported as mean ± SEM.

2.4. Transcriptomic Results: Differential Gene Expression Profiling and Functional Enrichment
Analysis of RNA Extracted by Sorted Amygdala Pyramidal Neurons

Gene expression profiling resulted in 4550 protein-coding genes with a reliable ex-
pression and they underwent the downstream analysis. A Principal Component Analy-
sis (PCA) was performed to assess sample clustering based on gene expression profiles
(Figure 4). Notably, individual samples belonging to the same group clustered well together.
Further, while gene expression profiles of mice belonging to SHAM FEAR and SHAM
NOT FEAR groups appeared clustered, those of individuals belonging to OPTO FEAR
and OPTO NOT FEAR groups were markedly segregated. Differential expression analysis
was performed on 2 × 2 design (Group × Condition) and Differentially Expressed Genes
(DEGs) were identified. Significant differentially expressed genes were identified for a
q > 0.95, equivalent to an FDR-corrected p < 0.05. Subsequently, Gene Ontology (GO) and
Kyoto Encyclopedia of Genes and Genomes (KEGG) annotations and over-representation
analyses (ORA) were performed using clusterProfiler (extended results are reported as
Supplementary Results 1 and in Supplementary Figure S2). Significant pathways were
shown by means of enrichment map method.
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Figure 4. Principal Component Analysis revealing sample clustering based on gene expression
profiles. While gene expression profile of mice belonging to SHAM FEAR and SHAM NOT FEAR
groups appeared clustered, those of individuals belonging to OPTO FEAR and OPTO NOT FEAR
groups were markedly segregated.

2.4.1. Comparison between OPTO FEAR vs. SHAM FEAR Groups

Differential expression analysis showed 2417 significant DEGs (1043 up; 1374 down,
with reference level set on the SHAM FEAR condition) (Figure 5A,B, Table 1). To explore
further the biological significance of the transcriptomic modulations caused by optoge-
netic stimulation in the presence of fear memory, ORA was performed on the obtained
DEGs and resulted in 137 significantly enriched GO (Biological Processes, BP: 57; Cellular
Component, CC: 61; Molecular Function, MF: 19) terms and 132 significantly enriched
KEGG terms. The top twenty significant GO terms belonged to BP and CC and high-
lighted a differential involvement of the pathways associated with neuronal plasticity and
synaptic signaling, resulting in an overall modulation of synaptic organization (Figure 5C)
(namely: GO:0098590 Plasma membrane region, GO:0031226 Intrinsic component of plasma
membrane, GO:009897 Glutamatergic synapse, GO:0005887 Integral component of plasma
membrane, GO:0044456 Synapse part, GO:0030424 Axon, GO:0042734 Presynaptic mem-
brane, GO:0031253 Cell projection membrane, GO:0098794 Postsynapse, GO:0099537 Trans-
synaptic signaling, GO:0098609 Cell–cell adhesion, GO:0007155 Cell adhesion, GO:0099536
Synaptic signaling, GO:0022610 Biological adhesion, GO:0007268 Chemical synaptic trans-
mission, GO:0098916 Anterograde trans-synaptic signaling, GO:0030425 Dendrite,
GO:0097447 Dendritic tree, GO:0099572 Postsynaptic specialization, and GO:0097060 Synap-
tic membrane).

The top twenty significant KEGG terms resulted associated to signaling processes
related to several neurodegenerative diseases and metabolic pathways (Figure 5D) (namely:
mmu05022 Pathways of neurodegeneration—multiple diseases, mmu04144 Endocytosis,
mmu05010 Alzheimer Disease, mmu05012 Parkinson Disease, mmu04140 Autophagy—
animal, mmu05014 Amyotrophic Lateral Sclerosis, mmu04137 Mitophagy—animal,
mmu05132 Salmonella infection, mmu04714 Thermogenesis, mmu04360 Axon guidance,
mmu04919 Thyroid hormone signaling pathway, mmu04141 Protein processing in endo-
plasmic reticulum, mmu05231 Choline metabolism in cancer, mmu04722 Neurotrophin
signaling pathway, mmu03010 Ribosome, mmu04072 Phospholipase D signaling path-
way, mmu01212 Fatty acid metabolism, mmu01200 Carbon metabolism, mmu05020 Prion
disease, and mmu00190 Oxidative phosphorylation).
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Figure 5. Differential Gene Expression profiling and functional enrichment analysis of RNA extracted by amygdala
pyramidal neurons. Comparisons between OPTO FEAR vs. SHAM FEAR groups (upper part) and OPTO NOT FEAR vs.
SHAM NOT FEAR groups (lower part). (A,E) Heatmaps showing gene expression values for the Differentially Expressed
Genes (DEGs). (B,F) Volcano plots highlighting DEGs. The x-axis is the log2 fold change (log2FC) in normalized gene
expression and the y-axis is for the log10 absolute value of the difference in expression between conditions. Each dot
represents a gene. Grey dots are for DEGs, blue and red dots are for <−2 and >+2 log2FC genes, respectively. The top ten
genes with the highest absolute log2FC values are labeled. (C,D,G) Dot plots representing the top twenty enriched terms
from over-representation analyses (ORA) in Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG)
databases. GO terms from different domains (Biological Processes, Cellular Component, and Molecular Function) were
sorted by q-value before plotting them together.
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Table 1. The top 20 DEGs identified by differential expression profiling from RNA extracted by amygdala pyramidal
neurons. Comparison between OPTO FEAR vs. SHAM FEAR groups.

Gene Symbol Gene Name Fold Change
(log2 Scale)

OPTO FEAR
adj.mean

SHAM FEAR
adj.mean

Slc6a17 solute carrier family 6 (neurotransmitter
transporter), member 17 −4.24 12.86 242.95

2010300C02Rik RIKEN cDNA 2010300C02 gene −4.02 6.95 113.03
Lmo3 LIM domain only 3 −3.80 12.43 172.75
Celf5 CUGBP, Elav-like family member 5 −3.74 12.58 168.18
Hap1 huntingtin-associated protein 1 −3.65 13.22 166.13

Papss2 3′-phosphoadenosine 5′-phosphosulfate synthase 2 −3.60 9.79 118.38
Sphkap SPHK1 interactor, AKAP domain containing −3.52 23.12 265.56

Ccdc148 coiled-coil domain containing 148 −3.51 9.18 104.53
Lrp11 low density lipoprotein receptor-related protein 11 −3.50 8.59 97.11

6330403K07Rik RIKEN cDNA 6330403K07 gene −3.48 6.08 67.76
Ube2ql1 ubiquitin-conjugating enzyme E2Q family-like 1 −3.47 5.54 61.52

Brinp1 bone morphogenic protein/retinoic acid inducible
neural specific 1 −3.47 11.69 129.49

Arpp21 cyclic AMP-regulated phosphoprotein, 21 −3.44 33.80 366.38

Gabra4 gamma-aminobutyric acid (GABA) A receptor,
subunit alpha 4 −3.41 12.24 130.15

Csmd1 CUB and Sushi multiple domains 1 −3.39 25.79 269.68

Kcnh3 potassium voltage-gated channel, subfamily H
(eag-related), member 3 −3.34 5.02 50.67

Agt angiotensinogen (serpin peptidase inhibitor, clade
A, member 8) −3.28 33.63 327.00

St6gal2 beta galactoside alpha 2,6 sialyltransferase 2 −3.28 9.03 87.47
Bcl2 B cell leukemia/lymphoma 2 −3.27 17.48 169.00

Cbarp calcium channel, voltage-dependent, beta subunit
associated regulatory protein −3.23 16.69 156.53

2.4.2. Comparison between OPTO NOT FEAR vs. SHAM NOT FEAR Groups

Differential expression analysis showed 1661 significant DEGs (308 up; 1353 down, with ref-
erence level set on the SHAM NOT FEAR condition) (Figure 5E,F; Table 2). The ORA performed
on the obtained DEGs resulted only in 36 significantly enriched KEGG terms and 0 significantly
enriched GO terms. Here, the genes universe did not allow enriching many GO terms because of
sampling bias correction [38]. Again, the top twenty over-represented KEGG terms were related to
neurodegenerative diseases and metabolic pathways (Figure 5G) (namely: mmu04144 Endocy-
tosis, mmu00190 Oxidative phosphorylation, mmu04140 Autophagy—animal, mmu05014
Amyotrophic Lateral Sclerosis, mmu04714 Thermogenesis, mmu05010 Alzheimer Disease,
mmu05012 Parkinson Disease, mmu05022 Pathways of neurodegeneration—multiple dis-
eases, mmu05016 Huntington Disease, mmu01212 Fatty acid metabolism, mmu05020 Prion
Disease, mmu04141 Protein processing in endoplasmic reticulum, mmu03040 Spliceosome,
mmu04530 Tight junction, mmu04137 Mitophagy—animal, mmu01040 Biosynthesis of
unsaturated fatty acids, mmu04932 Non-alcoholic fatty liver disease, mmu04142 Lysosome,
mmu01200 Carbon metabolism, and mmu04071 Sphingolipid signaling pathway).
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Table 2. The top 20 DEGs identified by differential expression profiling from RNA extracted by amygdala pyramidal
neurons. Comparison between OPTO NOT FEAR vs. SHAM NOT FEAR groups.

Gene Symbol Gene Name Fold Change
(log2 Scale)

OPTO NOT
FEAR

adj.mean

SHAM NOT
FEAR

adj.mean

0610010K14Rik RIKEN cDNA 0610010K14 gene −4.83 2.44 69.50
Gm10163 predicted pseudogene 10163 −4.15 8.60 153.17

Dipk2a divergent protein kinase domain 2A −3.72 34.80 457.61
Nab1 Ngfi-A binding protein 1 −3.61 30.00 366.69
Nkap NFKB activating protein −3.56 19.30 227.98

Slc6a9 solute carrier family 6 (neurotransmitter
transporter, glycine), member 9 −3.53 67.13 778.02

Agt angiotensinogen (serpin peptidase inhibitor, clade
A, member 8) −3.51 33.15 378.72

Cpm carboxypeptidase M −3.47 45.96 509.16
Ermp1 endoplasmic reticulum metallopeptidase 1 −3.40 61.64 652.31

Gm15500 predicted pseudogene 15500 −3.40 54.43 573.54
Dazap2 DAZ associated protein 2 −3.36 59.16 608.47
Rtl8b retrotransposon Gag like 8B −3.35 33.48 340.80
Polm polymerase (DNA directed), mu −3.32 6.50 64.73
Gpx4 glutathione peroxidase 4 −3.31 39.34 391.42

Sos1 SOS Ras/Rac guanine nucleotide exchange factor 1 −3.31 73.41 727.62

Ctr9 CTR9 homolog, Paf1/RNA polymerase II
complex component −3.30 67.94 667.74

Tmem184c transmembrane protein 184C −3.29 47.58 464.32

Dzank1 double zinc ribbon and ankyrin repeat domains 1 −3.27 36.48 352.91

D430019H16Rik RIKEN cDNA D430019H16 gene −3.27 35.99 346.81
Klhl9 kelch-like 9 −3.24 57.35 543.23

2.4.3. Comparison between OPTO FEAR vs. OPTO NOT FEAR Groups

Differential expression analysis showed 3506 significant DEGs (2104 up; 1402 down,
with reference level set on the OPTO NOT FEAR condition) (Figure 6A–C, Table 3). Despite
the high number of DEGs, the ORA performed on the obtained DEGs resulted only in 3 sig-
nificantly enriched GO terms (BP: 0; MF: 0; CC: 3, i.e.,: GO:0005887 integral component of
plasma membrane, GO:0031226 intrinsic component of plasma membrane, and GO:0098590
plasma membrane region), indicating a broad modulation of genes without a significant
enrichment for specific pathways. These large differences in transcriptome include crucial
pathways linked to neuron morphogenesis and differentiation (e.g., GO:0031175 Neuron
projection development, GO:0048667 Cell morphogenesis involved in neuron differen-
tiation, GO:0007409 Axonogenesis, GO:0061564 Axon development, GO:0000904 Cell
morphogenesis involved in differentiation) (Supplementary Results 1).

In parallel, 169 KEGG terms resulted significantly enriched. The top twenty over-
represented KEGG terms were associated to neurodegeneration, metabolic regulation,
regulation of actin cytoskeleton, and cancer (namely: mmu04144 Endocytosis, mmu05132
Salmonella infection, mmu05022 Pathways of neurodegeneration—multiple diseases,
mmu04140 Autophagy—animal, mmu05014 Amyotrophic Lateral Sclerosis, mmu05012
Parkinson Disease, mmu05010 Alzheimer Disease, mmu04530 Tight junction, mmu04137
Mitophagy—animal, mmu04810 Regulation of actin cytoskeleton, mmu05020 Prion dis-
ease, mmu04360 Axon guidance, mmu04071 Sphingolipid signaling pathway, mmu05016
Huntington Disease, mmu04141 Protein processing in endoplasmic reticulum, mmu05017
Spinocerebellar ataxia, mmu05211 Renal cell carcinoma, mmu04928 Parathyroid hormone
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synthesis, secretion and action, mmu01212 Fatty acid metabolism, and mmu04714 Thermo-
genesis).
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Figure 6. Differential Gene Expression profiling and functional enrichment analysis of RNA extracted
by amygdala pyramidal neurons. Comparisons between OPTO FEAR vs. OPTO NOT FEAR groups
(upper part) and SHAM FEAR vs. SHAM NOT FEAR groups (lower part). (A,D) Heatmaps
showing gene expression values for the Differentially Expressed Genes (DEGs). (B,E) Volcano plots
highlighting DEGs. The x-axis is the log2 fold change (log2FC) in normalized gene expression and
the y-axis is for the log10 absolute value of the difference in expression between conditions. Each
dot represents a gene. Grey dots are for DEGs, blue and red dots are for <−2 and > + 2 log2FC
genes, respectively. The top ten genes with the highest absolute log2FC values are labeled. (C,F) Dot
plots representing the top twenty enriched terms from over-representation analyses (ORA) in Gene
Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) databases. GO terms from
different domains (Biological Processes, Cellular Component, and Molecular Function) were sorted
by q-value before plotting them together.
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Table 3. The top 20 DEGs identified by differential expression profiling from RNA extracted by amygdala pyramidal
neurons Comparison between OPTO FEAR vs. OPTO NOT FEAR groups.

Gene Symbol Gene Name Fold Change
(log2 Scale)

OPTO FEAR
adj.mean

OPTO NOT
FEAR

adj.mean

Ube2ql1 ubiquitin-conjugating enzyme E2Q family-like 1 −5.13 5.54 194.27

Slc6a17 solute carrier family 6 (neurotransmitter
transporter), member 17 −5.12 12.86 448.21

Papss2 3′-phosphoadenosine 5′-phosphosulfate synthase 2 −4.57 9.79 232.51
Hap1 huntingtin-associated protein 1 −4.29 13.22 258.18
Ngef neuronal guanine nucleotide exchange factor −4.28 18.41 358.22
Cpm carboxypeptidase M 4.24 871.36 45.96
Thy1 thymus cell antigen 1, theta −4.22 88.57 1649.90

Slc6a9 solute carrier family 6 (neurotransmitter
transporter, glycine), member 9 4.16 1202.20 67.13

Arpp21 cyclic AMP-regulated phosphoprotein, 21 −4.15 33.80 599.42
Enc1 ectodermal-neural cortex 1 −4.10 54.26 928.57
Celf5 CUGBP, Elav-like family member 5 −4.08 12.58 212.32

Ermp1 endoplasmic reticulum metallopeptidase 1 4.04 1016.54 61.64
Ptprg protein tyrosine phosphatase, receptor type, G −4.04 36.77 603.55

Cxcl14 chemokine (C-X-C motif) ligand 14 −4.02 19.49 315.59
Chrna4 cholinergic receptor, nicotinic, alpha polypeptide 4 −4.01 3.93 63.10

Arsg arylsulfatase G 4.01 580.93 36.15

Kcnq2 potassium voltage-gated channel, subfamily Q,
member 2 −4.00 27.21 436.00

Sfxn1 sideroflexin 1 −3.99 15.50 246.04
Thrb thyroid hormone receptor beta −3.91 13.85 208.27
Lmo3 LIM domain only 3 −3.89 12.43 183.70

2.4.4. Comparison between SHAM FEAR vs. SHAM NOT FEAR Groups

In line with PCA highlighting poor segregation between SHAM FEAR vs. SHAM
NOT FEAR groups, differential Expression analysis showed only 107 significant DEGs
(81 up; 26 down, with reference level set on SHAM NOT FEAR condition) (Figure 6D,E,
Table 4). Despite the small number of DEGs, the ORA performed on the obtained DEGs
resulted in 129 enriched GO terms (BP: 67; CC: 45; MF: 17) and 3 enriched KEGG terms.
The top twenty significant GO terms belonged to BP and CC and suggested the differential
involvement of pathways related to synaptic plasticity, in particular related to excitatory
synapse, and morphogenesis (Figure 6F) (namely: GO:0009986 Cell surface, GO:0048471
Perinuclear region of cytoplasm, GO:0030424 Axon, GO:0036477 Somato-dendritic com-
partment, GO:0030425 Dendrite, GO:0097447 Dendritic tree, GO:0043025 Neuronal cell
body, GO:0098590 Plasma membrane region, GO:0048812 Neuron projection morpho-
genesis, GO:0048667 Cell morphogenesis involved in neuron differentiation, GO:0120039
Plasma membrane bounded cell projection morphogenesis, GO:0048858 Cell projection
morphogenesis, GO:0032279 Asymmetric synapse, GO:0032990 Cell part morphogenesis,
GO:0060076 Excitatory synapse, GO:0005887 Integral component of plasma membrane,
GO:0098984 Neuron to neuron synapse, GO:0044456 Synapse part, GO:0097038 Perinuclear
endoplasmic reticulum, and GO:0033267 Axon part). KEGG analysis showed modulation
of the pathways associated to cAMP signaling (mmu04024), Prostate cancer (mmu05215),
and Thyroid hormone signaling (mmu04919).
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Table 4. The top 20 DEGs identified by differential expression profiling from RNA extracted by amygdala pyramidal
neurons. Comparison between SHAM FEAR vs. SHAM NOT FEAR groups.

Gene Symbol Gene Name Fold Change
(log2 Scale)

SHAM FEAR
adj.mean

SHAM NOT
FEAR

adj.mean

Gm13574 predicted gene 13574 −3.48 2.78 30.95
Gm49601 predicted gene, 49601 2.45 17.99 3.30

4931406B18Rik RIKEN cDNA 4931406B18 gene −2.31 10.68 52.82
D430019H16Rik RIKEN cDNA D430019H16 gene −2.30 23.45 115.51

Sphkap SPHK1 interactor, AKAP domain containing −2.25 73.14 346.81
Slx4ip SLX4 interacting protein 1.98 265.56 67.29

Smcr8 Smith-Magenis syndrome chromosome region,
candidate 8 homolog (human) −1.97 21.56 84.55

Olfr1233 olfactory receptor 1233 1.81 403.22 115.33

Hcn2 hyperpolarization-activated, cyclic
nucleotide-gated K+ 2 1.80 27.04 7.74

Sumf1 sulfatase modifying factor 1 1.79 859.93 248.23
Cd99l2 CD99 antigen-like 2 1.60 106.02 34.94

Kif6 kinesin family member 6 1.59 182.58 60.68
Plaa phospholipase A2, activating protein 1.55 185.44 63.29

Clstn3 calsyntenin 3 1.51 344.56 120.72

Adcyap1r1 adenylate cyclase activating polypeptide 1
receptor 1 1.35 235.84 92.81

Ino80 INO80 complex subunit −1.28 326.26 789.84
Cpe carboxypeptidase E 1.27 359.63 148.70

Uty ubiquitously transcribed tetratricopeptide repeat
gene, Y chromosome −1.23 2559.64 6021.69

Vmn2r114 vomeronasal 2, receptor 114 −1.21 448.82 1040.79
Gm13574 predicted gene 13,574 −1.19 720.62 1641.20

2.4.5. DEGs Involved in Learning/Memory and Fear Response in the Comparison between
OPTO FEAR vs. SHAM FEAR Groups

Despite the relative pathways were not identified as significantly enriched, we won-
dered whether genes involved in learning/memory and fear response were significantly
modulated in the case of impaired fear extinction caused by the optogenetic stimulation on
PrL pyramidal neurons.

By looking at genes with GO annotations related to BP associated to Learning/memory
and Fear response, we identified several DEGs between OPTO FEAR vs. SHAM FEAR
groups (with reference level set on the SHAM FEAR condition; genes related to Learn-
ing/memory: Learning or Memory, 64 over 103 from the gene universe, Learning, 41 over
63, Memory, 25 over 45, Associative Learning, 18 over 23, Long-term memory, 9 over 16,
and Visual Learning, 18 over 23; genes related to Fear response: Fear Response and Behav-
ioral Fear Response, 13 over 19) (Figure 7, Supplementary Results 2). This set contains 3 of
the top twenty DEGs, all down regulated (with the log2 Fold Change (FC) ranging from
−4.24 to −3.23): Brinp1 (associated to Fear response and Memory), Bcl2 (associated to Fear
response), and Agt (associated to Learning) in the comparison between OPTO FEAR and
SHAM FEAR groups. We also identified several genes well known to be associated with
fear extinction: ApoE, Cacna1 (Cav1.2), Creb1, App, and Arc. Most of them appeared to be
down regulated in the comparison between OPTO FEAR vs. SHAM FEAR groups, but
to a lesser extent (Apoe log2FC = −0.33; Cacna1c (Cav1.2) log2FC = −0.94; Creb1 log2FC
= −0.96), while we noted a mild but significant increase in the expression of App (log2FC
= +0.41) and Arc (log2FC = 0.37) genes. Despite non-being a gene with GO annotations
related to BP associated to learning/memory and fear response, we noted that Homer1,
another gene recently associated to fear memory extinction, appeared significantly down
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regulated (log2FC = −0.87), in the comparison between OPTO FEAR vs. SHAM FEAR
groups. Finally, we also noted the strong down regulation of Thy1 (log2FC = −2.77) gene.
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Figure 7. Differentially Expressed Genes (DEGs) with Gene Ontology annotations associated to Learning/memory and Fear
response, between OPTO FEAR vs. SHAM FEAR groups. DEGs for each indicated Biological Process (BP) are highlighted
as colored dots on the volcano plot representing the total DEGs between OPTO FEAR vs. SHAM FEAR groups, indicated by
grey dots. Numbers into brackets indicate the number of DEGs related to each indicated BP over the gene universe. Light
blue dots indicate genes described in literature as associated to fear extinction. When DEGs are part of the top twenty DEGs
list and/or part of the considered BP the gene name is indicated.
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3. Discussion

Starting from the assumption that fear learning and extinction are adaptive processes
caused by molecular changes in the amygdala-mPFC neural circuit, in the present research
adult mice were submitted to CFC receiving (or not) the aversive US as well as the optoge-
netic (or sham) stimulations to maintain the activation of the PrL pyramidal neurons and
impair fear extinction. At the end of behavioral testing, cellular excitability and excitatory
neurotransmission, as well as spinogenesis, were evaluated in PrL pyramidal neurons.
In parallel, amygdala pyramidal neurons were sorted to perform cell-type specific RNA
sequencing, able to reveal the specific transcriptional signature associated to impaired
fear extinction.

All fear-conditioned animals (OPTO FEAR, SHAM FEAR, and No-EX groups) showed
consolidation of aversive memory. However, while SHAM FEAR group progressively
extinguished fear memory as expected, impaired fear extinction was observed in OPTO
FEAR group (Figure 1 and Supplementary Figure S1).

Once reactivated through the re-exposure to the context, the memory of fear condi-
tioning becomes susceptible to be modified [39]. In fact, the re-exposure to the context
elicits a series of processes (retrieval, reconsolidation, and extinction), which are governed
by “boundary conditions” [39,40]. While extinction refers to the decrement of fear CR that
occurs with repeated presentations of CS (no more reinforced with US), and reflects the
formation of a new inhibitory memory, reconsolidation is a process whereby previously
consolidated memories can be reactivated and again made sensitive to mutate. Notably,
the manipulations during or shortly after the period of memory reactivation can influence
reconsolidation process. Thus, the present optogenetic stimulations of the PrL pyramidal
neurons applied from 3rd min onwards of each day of Extinction phase allowed reducing
extinction learning. Although the reconsolidation and extinction are distinct (even if inter-
related) processes, distinguishing the role of PrL in the transition between them was out of
the scope of the present work.

Interestingly, in fear-conditioned mice the optogenetic stimulation induced a robust
increase in evoked firing activity, number of action potentials, EPSC frequency (Figure 2),
as well as number and density of dendritic spines in the apical arborizations of PrL
pyramidal neurons (Figure 3). Conversely, in not fear-conditioned mice the optogenetic
stimulation did not produce any significant change in cellular excitability, evoked firing,
EPSC frequency, and spinogenesis (Figures 2 and 3). To better control the effects of learned
but not yet extinguished fear, electrophysiological and morphological data of PrL pyramidal
neurons from No-EX group were compared with those of the other groups. The findings
indicate that No-EX group that had consolidated fear memory, exhibited an excitability of
PrL neurons higher than that shown by PrL neurons of SHAM FEAR mice and similar to
the excitability shown by OPTO FEAR mice. Furthermore, No-EX mice displayed highest
number and density of dendritic spines in apical arborizations of PrL pyramidal neurons.
The results demonstrated that while the fear conditioning increased the excitability and
morphological properties of PrL pyramidal neurons, the fear extinction decreased them.
Optogenetic activation of PrL pyramidal neurons counteracted such reductions, thus
leading to impaired extinction.

It has been proposed that the boost of bidirectional amygdala-PrL synaptic trans-
mission leads to changes in the representation of learned CS-US association in mPFC
neurons [19,20]. Optogenetic experiments have confirmed that modified synaptic trans-
mission in the amygdala-PrL network during fear learning interferes with long-term fear
consolidation [14]. By using ex vivo electrophysiological recordings, combined with op-
togenetic techniques, it has been demonstrated that fear extinction decreases the efficacy
of excitatory transmission from mPFC to the amygdala [21]. In parallel, the amygdala
neurons projecting to mPFC exhibit cell-type-specific plasticity during fear extinction [19].

Cell-type-specific transcriptome analysis represents cutting-edge tool to reveal targets
useful for understanding and treating fear-related disorders. Differential gene expression
and co-expression network analyses identified diverse networks activated or inhibited by
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fear learning vs. extinction, and upstream regulator analysis and viral vector-manipulations
demonstrated that fear extinction is associated with reduced cAMP/Ca2+ responsive
element binding (CREB) expression [41].

Our study identifies cell-type amygdala pyramidal neuron-specific gene networks (by
means of the RNA-sequencing) disclosing pathways associated to adaptive or maladaptive
fear extinction and opening innovative possibilities to understand deeper the underlying
mechanisms of fear process and its impairment. Here we discuss some of the genes and
pathways that result as more relevant.

Optogenetic stimulation of the PrL pyramidal neurons was associated with strong
modifications of the amygdala pyramidal neuron transcriptome (Figure 5A,B, Table 1).
Bioinformatic analyses revealed that among the top twenty DEGs (resulted down regu-
lated in OPTO FEAR mice when compared with SHAM FEAR mice), there were Gabra4
(Gamma-aminobutyric acid—GABA—A receptor, subunit alpha 4) and Kcnh3 (potas-
sium voltage-gated channel, subfamily H, member 3), which are associated with synaptic
transmission. Namely, shunting inhibition via GABAA receptors reduces activation of
N-methyl-D-aspartate receptors, and impairs long-term potentiation [42], as well as voltage-
gated potassium channels control cellular excitability by regulating a variety of neuronal
properties, such as inter-spike membrane potential, action potential waveform, and firing
frequency [43]. Within the brain, Kcnh3 is expressed in the cerebral cortex, amygdala,
hippocampus, and striatal regions, with specific expression in pyramidal neurons [44].

Other DEGs that we identified as associated with impaired extinction were linked to
inflammation processes, such as Csmd1 [45] and Bcl2 [46]. Notably, overexpression of Bcl2
blocks the apoptotic death of the pro-B-lymphocyte cells and neurons [47,48]. Furthermore,
in the same comparison OPTO FEAR vs. SHAM FEAR, the top twenty GO terms associated
with impaired extinction highlighted the differential involvement of pathways associated
with neuronal plasticity and glutamatergic synaptic signaling, resulting in modulation
of overall pre- and post-synaptic organization. In parallel, the top twenty KEGG terms
were associated with processes related to several neurodegenerative diseases, metabolic
pathways, production of lipids and proteins, and thyroid hormone and neurotrophin
signaling. Remarkably, fear-associated enrichments have been related with dendritic and
post-synaptic processes, while extinction-associated enrichments have been related with
cellular metabolism and proliferation [41].

By looking at genes related to Learning/memory or Fear response processes, several
DEGs were scored in the comparison between OPTO FEAR vs. SHAM FEAR groups
(Figure 7). Among these, 3 DEGs (i.e., Brinp1, associated to Fear response and Memory;
Bcl2, associated to Fear response; Agt, associated to Learning) were part of the most
impacted genes (top twenty DEGs), and resulted strongly down regulated in OPTO FEAR
group. Several genes previously associated with fear extinction in the literature [41,49–54]
were present in OPTO FEAR group, as down regulated (Apoe, Cacna1c, Creb1, Homer1)
or up regulated (App, Arc). Although not always the afore-mentioned genes have been
associated specifically to amygdala activity, those down regulated have been positively
associated with extinction, while those up regulated have been positively associated with
fear memory retention.

The photo-stimulation of PrL pyramidal neurons in the presence or absence of fear
was differently associated with amygdala pyramidal neuron transcriptome (Figure 6A,B;
Table 3). Among the top twenty DEGs, some relevant genes resulted down regulated in
OPTO FEAR mice when compared with OPTO NOT FEAR mice. Among these genes,
there was Ngef (Neuronal guanine nucleotide exchange factor, also known as Ephexin1), an
ephrin (Eph) receptor-interacting exchange protein that promotes EphA4 binding and leads
to cell morphology changes [55] and reduces spine density [56]. Accordingly, the OPTO
FEAR mice (in which Ngef is down regulated) exhibited increased number and density
of dendritic spines in the apical arborizations. Furthermore, the binding of Eph with its
receptors constitutes a molecular link between Eph receptors and actin cytoskeleton and
modulates pre-synaptic calcium channel activity [57]. To explore the role of another member
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of Eph family (EphB2) in memory formation and enhancement, Alapin and colleagues [58]
used a photo-activatable EphB2 to activate EphB2 forward signaling in pyramidal neurons
of the lateral amygdala. Such a photo-activation during fear learning (but not afterwards)
enhances the long-term (but not the short-term) fear response. Accordingly, long-term fear
memory is impaired in mice lacking EphB2 forward signaling [58].

Among the top twenty DEGs, another gene associated with actin-binding protein was
Enc1 (ectodermal-neural cortex 1) that resulted down regulated in OPTO FEAR mice. Kim
and colleagues [59] showed that expression of Enc1 induces neuronal process formation,
whereas antisense treatment inhibits neurite development. Similarly, Thy-1 (thymus cell
antigen 1) involved in cell–cell interactions, Ptprg (protein tyrosine phosphatase, receptor
type, G) implicated in the control of cellular proliferation, and Kcnq2 (potassium voltage-
gated channel, subfamily Q, member 2) were down regulated in OPTO FEAR mice. It
has been demonstrated that Kcnq2-related proteins are localized on pyramidal neurons,
suggesting their pre-synaptic role in action potential propagation and neurotransmitter
release [60]. Even Chrna4 (cholinergic receptor, nicotinic, alpha polypeptide 4) linked to
the superfamily of ligand-gated ion channels that mediate fast signal transmission, was
down regulated in OPTO FEAR mice. Of note, as an ancillary remark on the extinction
process, mice optogenetically stimulated on amygdala cholinergic input during the initial
fear learning are more resistant to extinction learning than controls, supporting the role of
cholinergic modulation of amygdala circuits in learning and retention of fear memories [61].

Deficit in exploratory behavior and cognitive impairment in learning tasks as well as
neuronal death are reported in mutant mice for Arsg gene (arylsulfatase G) [62]. Consis-
tently, our analysis shows Arsg down regulation in OPTO FEAR mice. Despite the high
number (3506) of DEGs, while only 3 GO terms (components of plasma membrane) were
enriched, while 169 KEGG terms resulted enriched. The top twenty over-represented
KEGG terms were associated with neurodegeneration, metabolism, actin cytoskeleton
regulation, and parathyroid hormone regulation.

Optogenetic stimulation of the PrL pyramidal neurons per se, without fear experience,
was also associated with a strong down regulation of amygdala gene expression (Figure 5E,F,
Table 2). Among DEGs (down regulated in OPTO NOT FEAR mice when compared
with SHAM NOT FEAR mice), some genes were implicated in cell proliferation, synaptic
activation, and long-term potentiation (such as Nab1 and Sos1), others in inflammation
processes (such as Gpx4 and Nkap), with roles in transcriptional repression and RNA
splicing and processing (Nkap) [63]. Furthermore, in the same comparison the gene universe
did not allow enriching many GO terms because of sampling bias correction [38]. Again,
the top twenty over-represented KEGG terms were related to neurodegenerative diseases,
metabolic pathways, and biosynthesis of protein and unsaturated fatty acids.

Finally, we observed that fear conditioning per se (in the presence of an adaptive ex-
tinction), without optogenetic stimulation, was not greatly associated with gene expression
in amygdala pyramidal neurons (Figure 6D,E, Table 4), in line with PCA highlighting poor
segregation between SHAM FEAR vs. SHAM NOT FEAR groups. This result is in line
with those reported by McCullough and colleagues [41] who described a weak separation
between the transcriptomes of fear- and not fear-conditioned animals. The authors dis-
cussed their findings as result of stress-induced translational changes due to the handling
of animals and CS exposure. This hypothesis tested in a separate cohort of mice was
confirmed, demonstrating that stress-related genes were similarly regulated in both groups.
Thus, it is likely that the signature of associative fear learning was obscured by generalized
stress-related changes. Furthermore, while SHAM FEAR group learned the association
CS-US, it is not possible to exclude that the SHAM NOT FEAR group encoded the CS
(never paired with US). Such a coding might influence or even impede the subsequent
acquisition of conditioned associations between the CS and US, as occurs in the case of
latent inhibition process. Specifically, latent inhibition refers to the reduced ability to learn
the relevance of a stimulus that is paired with an aversive (or positive) condition through
classic conditioning if there has been a previous exposure to that stimulus in a neutral
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context [64,65]. However, the limited segregation between SHAM FEAR and SHAM NOT
FEAR gene profiles might also be caused by the time-point of the transcriptomic analyses.
In fact, gene profiling of the SHAM FEAR group was performed once the animals had
extinguished the fear memories, and fear response was over, although the fear engram was
likely still stored in the amygdala-hippocampus-mPFC circuit [66].

Actually, among DEGs present in the comparison between SHAM FEAR vs. SHAM
NOT FEAR groups, some genes (such as Slx4ip and Kif6) were up regulated in SHAM
FEAR group and are implicated in DNA/RNA regulation, maintenance, and repair [67,68].
Conversely, the Ino80 gene resulted down regulated in the same comparison. Notably, it has
been reported that the deletion of Ino80 results in defective cellular proliferation and pre-
mature entry into cellular senescence, due to activation of the DNA damage response [69].
Furthermore, other genes associated to metabolism (such as the down regulated Smcr8 and
the up regulated Clstn3), neurotransmission (such as the up regulated Hcn2), and inflamma-
tion (such as the up regulated Sumf1 and Plaa) were found differentially expressed in SHAM
FEAR group when compared with SHAM NOT FEAR group. Interestingly, also Adcyap1r1
(adenylate cyclase activating polypeptide 1 receptor 1) resulted up regulated in SHAM
FEAR group. The pituitary adenylate cyclase-activating polypeptide is a hormone that stim-
ulates the secretion of growth hormone, adrenocorticotrophic hormone, catecholamines,
and insulin, by its interaction with specific receptors. Interestingly, the methylation of
Adcyap1r1 in peripheral blood has been associated with PTSD, and Adcyap1r1 mRNA is
induced by fear learning [70]. Since DNA methylation of regulatory elements usually acts
to repress gene transcription, the findings by Ressler and colleagues [70] indicating that
methylation of Adcyap1r1 is associated with impaired fear extinction (as typically occurring
in PTSD) together with the present ones indicating that the up regulation of this gene is
associated with efficient fear extinction converge in highlighting that the system pituitary
adenylate cyclase-activating polypeptide with its receptors might be an important mediator
of abnormal fear responses following trauma [70].

In the same comparison (SHAM FEAR vs. SHAM NOT FEAR), the top twenty GO
terms were related to morphogenesis and synaptic plasticity, with the important specificity
of the excitatory synapse. KEGG analysis showed modulation of the pathways associated
to cAMP signaling, cancer, and thyroid hormone signaling.

Overall, our results show that the optogenetic activation of PrL pyramidal neurons in
fear-conditioned mice did not allow the disengagement of the fear matrix, and induced
fear extinction deficits mirrored by the increase of cellular excitability, excitatory neuro-
transmission, and spinogenesis of PrL pyramidal neurons, and by strong modifications of
the transcriptome of amygdala pyramidal neurons.

The optogenetic manipulation determined a photo-activation of the pyramidal neu-
rons of layer 5 of PrL cortex projecting to distinct cortical (including IL cortex) and subcorti-
cal (including amygdala) targets and allowed deepening the direct (PrL cortex—amygdala)
or indirect (PrLcortex—IL cortex—amygdala) crosstalk among structures involved in fear
extinction. It is certainly true that the optogenetic stimulation of PrL pyramidal neurons
modulated the circuit from mPFC to amygdala, but the effects of PrL optogenetic stimula-
tion were markedly displayed in fear-conditioned animals. This latter observation suggests
that the amygdala is the first hub to trigger the fear-associative memory and communicate
the fear association to the mPFC.

In optogenetically stimulated fear-conditioned mice the difference in gene expression
profiles was characterized by down regulation of genes associated with the synaptic
transmission, specifically the inhibitory GABAergic signaling, as well as by differential
involvement of pathways associated with neuronal plasticity and glutamatergic signaling.

The present findings indicate that impaired extinction is featured by specific changes of
transcriptome that validate previous findings [41], provide targets for future translational
research into cell type-specific control of fear extinction, and emphasize the key role
of pyramidal neurons belonging to fear matrix. This type of comprehensive cell-type
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specific analysis may produce an important array of targets potentially useful for diagnosis,
treatment, and prevention of fear-related disorders.

Limitations

For sake of clarity, we would like to report some limitations of the present study
that will require future and aimed investigations to be dissolved. First of all, the com-
parison between amygdala pyramidal neuron transcriptomes of naïve, conditioned (only
trained without extinction), and optogenetically stimulated fear-conditioned mice would
be an interesting deepening of the present study to definitively clarify what is the role of
PrL cortex activation during extinction. It is reasonably conceivable that the amygdala
gene expression patterns after fear training (without any optogenetic manipulation and
before extinction) are similar to those of mice that underwent PrL optogenetic stimula-
tion and thus showed impaired fear extinction. A strong support (even if not the final
demonstration) to this interesting hypothesis derives from the evidence that both cellular
excitability (EPSC, evoked firing, and rheobase) and morphological (spine number and
density) changes are similar in fear-conditioned (only trained without extinction) mice and
in PrL optogenetically stimulated mice showing impaired extinction.

Another point to be considered is that in selecting amygdala pyramidal neurons
for transcriptome analyses the used methodology, although innovative and fruitful in its
results, does not allow distinguishing whether the sorted neurons are directly or indirectly
connected with the PrL cortex. Thus, the reported connections between transcriptome
changes in amygdala pyramidal neurons and PrL optogenetic stimulation have to be
considered associative and not causal.

As final note, we are aware that although the focused laser beam is very well-suited for
spatially-localized optogenetic activation of PrL pyramidal neurons, the scarce out-of-focus
light could stimulate other photo-activable neurons very close to PrL pyramidal neurons,
reducing thus the spatial resolution. However, it is important to notice that the optogenetic
stimulation of PrL cortex elicited the typical behavior derived from PrL activation (as the
impaired extinction), and no typical behavior derived from IL activation (as the potentiated
extinction). Furthermore, it has to be underlined that OPTO NOT FEAR mice showed
no change in behavioral, electrophysiological and structural parameters in comparison to
SHAM NOT FEAR mice, suggesting that the PrL photo-activation did not elicit per se any
unnatural effect.

4. Materials and Methods
4.1. Subjects

Male adult (2.5 month-old) B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J (Thy1-COP4) (Jack-
son Laboratories, Bar Harbor, ME, USA) mice were used in the present research. These
transgenic mice express the light-activated ion channel, Channelrhodopsin-2 (ChR2), fused
to Yellow Fluorescent Protein (YFP) under the control of the mouse thymus cell antigen
1 (Thy1) promoter. The expression of the transgenic ChR2-YFP fusion protein is detected
in pyramidal cortical layer 5 neurons, in CA1 and CA3 pyramidal neurons of the hip-
pocampus, amygdala pyramidal neurons, cerebellar mossy fibers, neurons in the thalamus,
midbrain and brainstem, and olfactory bulb mitral cells. Transgene-expressing neurons
are morphologically and physiologically comparable to non-mutant neurons. The ChR2
functions as a blue light-driven cation channel that depolarizes the cell and elicits action
potentials. Thus, illuminating ChR2-expressing neurons with blue light (~470 nm) leads to
rapid and reversible photo-stimulation evoking action potential firing/neural activity.

The animals were group-housed (4 mice/cage) with food (Mucedola, Milan, Italy)
and water ad libitum, and kept under a 12-h light/dark cycle with the light on at 07:00 h,
controlled temperature (22–23 ◦C) and constant humidity (60 ± 5%). All experiments took
place during the light phase. All efforts were made to minimize animal suffering and to
reduce their number, in accordance with the European Directive (Directive 2010/63/EU).
The animals assigned to the same experimental group were never siblings.
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4.2. Experimental Procedure

Thy1-COP4 mice were unilaterally implanted with a guide cannula on PrL sub-region
of right mPFC and then were (or not) fear-conditioned by using the CFC paradigm with
the extinction protocol. During the extinction phase of CFC, the mice received optogenetic
(OPTO FEAR group, n = 10; OPTO NOT FEAR group, n = 10) or sham (SHAM FEAR
group, n = 10; SHAM NOT FEAR group, n = 10) stimulations. At the end of the behavioral
testing, the animals were sacrificed. Cellular excitability and spine number and density
of Thy1-COP4-expressing PrL pyramidal neurons were analyzed. Furthermore, in the
same samples in which PrL pyramidal neurons were electrophysiologically recorded, Thy1-
COP4-expressing BLA pyramidal neurons were sorted to purify individual cell-specific
RNA for transcriptomic analyses. Transcriptome-wide analyses were carried out by RNA-
sequencing, after total RNA ultra-low input library preparation and sequencing in PE75
mode on Illumina platform.

To control for the effects of learned but not yet extinguished fear on cellular excitability
and spinogenesis of Thy1-COP4-expressing PrL pyramidal neurons, other Thy1-COP4
mice (No-EX group, n = 6) were unilaterally implanted with a guide cannula on PrL sub-
region of right mPFC and then fear-conditioned by using the CFC paradigm without the
extinction protocol. In fact, the day after the Conditioning phase (day 2) the animals were
sacrificed and cellular excitability and spine number and density of PrL pyramidal neurons
were analyzed.

4.3. Stereotaxic Surgery and Fiber Optic Implantations

All mice were anesthetized by using Zoletil 100 (tiletamine HCl 50 mg/mL + zo-
lazepam HCl 50 mg/mL; Virbac, Milan, Italy) and Rompun 20 (xylazine 20 mg/mL;
Bayer S.p.A, Leverkusen, Germany) dissolved in a volume of saline of 4.1 mg/mL and
1.6 mg/mL, respectively and intraperitoneally injected in a volume of 7.3 mL/kg. Mice
were mounted onto a stereotaxic frame (David Kopf Instruments, Tujunga, CA, USA)
equipped with a mouse adapter and unilaterally implanted with optic fiber (ThorLabs,
Newton, NJ, USA) above the PrL part of the right mPFC (AP: +1.8 mm, ML: +0.25 mm, DV:
−2.00 mm). The coordinates from bregma were measured according to the atlas of Franklin
and Paxinos (1997) and Mouse Brain Atlases (The Mouse Brain Library; www.nervenet.org).
Ferrule-terminated implanted optical fibers were secured to the skull using dental acrylic.

Mice were allowed to recover from surgery for 1 week before behavioral testing.
During the recovery period, they were habituated to handling and connection of the optic
fiber with the optogenetic ferrule. Locations of implanted optical fibers were validated
using histology in all experimental mice.

4.4. CFC and In Vivo Optogenetic Stimulations of the PrL Pyramidal Neurons

As previously described [71–73], the CFC was carried out in a soundproof conditioning
chamber (50 cm long, 24.5 cm wide, 26.5 cm high) (Ugo Basile, Varese, Italy) made of gray
Perspex with a metal grid floor. A video camera placed above the conditioning chamber
allowed observing animal behavior. Before the behavioral testing, the mice were handled
to connect the optic fiber with the optogenetic ferrule.

As depicted in Figure 1A, on day 1 (Conditioning phase), each mouse was allowed to
explore the conditioning chamber for the first 3 min (Baseline). Afterward, only a sample
(n = 26) received three foot-shocks (0.5 mA, 2.0 s, 1 min inter-shock interval), representing
the US. The fear-conditioned animals (n = 26) were removed from the conditioning chamber
after 1 min from the third foot-shock, while the not fear-conditioned animals (n = 20) were
removed after 6 min from the insertion in the chamber, to return to their home cages.
The employed foot-shock parameters evoked signs of discomfort as freezing, flinching,
jumping, and vocalizing.

According to previous reports [71–73] on days 2, 3, 4, 7, and 14 (Extinction phase),
a sample of fear-conditioned (n = 20) and all not fear-conditioned (n = 20) mice were
placed again in the conditioning chamber for 6 min (Figure 1A). During the Extinction
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phase, no shock was delivered. From 3rd min onwards of each day of Extinction phase the
mice received three optogenetic or sham stimulations on PrL pyramidal neurons of mPFC,
by connecting the optic fiber to a light power source (473 nm; pE2, CoolLED, Andover,
UK). Light stimulation parameters were 2s, 20 Hz, 15 ms pulses, 1 pulse every minute,
density 14.32–15.91 mW/mm2 [74]. No light was delivered on sham-stimulated mice.
Notably, in vivo optogenetic manipulation of PrL pyramidal neurons was delivered in
fear-conditioned mice to maintain fear memories.

The remaining fear-conditioned mice (n = 6) on days 2 were placed again in the
conditioning chamber for 6 min (without receiving any optogenetic stimulation) and
then sacrificed.

Freezing was recorded by an experimenter blind to the group the animal belonged
to and freezing times during the first 3 min for Conditioning (Baseline) and Extinction
phases as well as during the entire 6 min of day 14 of Extinction phase were compared
among groups.

4.5. Slice Preparation and Electrophysiological Recordings of PrL Pyramidal Neurons

A sample of mice was anesthetized with an overdose of halothane (Sigma-Aldrich,
St. Loui, MO, USA) and decapitated on day 2 (n = 3) or day 14 of Extinction phase
(n = 5/group). Once removed, the brain was attached with cyanoacrylate glue to a tray and
then sectioned into 275 µM-thick coronal slices by means of a vibratome (Leica VT1200s,
Wetzlar, Germany). During slicing, brain was maintained in ice-cold artificial cerebrospinal
fluid solution (ACSF) containing (in mM): NaCl (126), NaHCO3 (26), KCl (2.5), NaH2PO4
(1.25), MgSO4 (2), CaCl2 (2) and glucose (10), gassed with 95% O2–5% CO2 (pH 7.4,
300 mOsm). Slices were maintained in the same solution at room temperature (~22 ◦C) for
at least 30 min. Then, a single slice was transferred to a recording chamber mounted on
upright infrared microscopy (BX51WI Olympus, Tokyo, Japan) and continuously perfused
with oxygenated ACSF (30 ◦C, 2.5 mL/min) for electrophysiological recordings. Cells were
visualized with a 40x water-immersion objective (LumpPlanFI, Olympus, Tokyo, Japan)
and by an infrared camera EM-CCD camera (ImagEm, Hamamatsu, Hamamatsu City,
Japan). Patch-clamp recordings were made by borosilicate glass pipette (3–5 MΩ) pulled
with a micropipette puller (P97, Sutter Instruments, Novato, CA, USA). For current-clamp
experiments, the pipette was filled with a solution containing (in mM): KMeSO4 (140),
KCL (10), HEPES (10), Mg2ATP (2) and Na3GTP (0.4) (pH adjusted to 7.25 with KOH). For
voltage-clamp experiments, the intracellular solution contained (in mM): CsMeSO3 (140),
EGTA (1), CsCl2, (5.5), CaCl2 (0.1), HEPES (1), MgCl2 (2) Mg-ATP (2) (pH adjusted to 7.3,
290 mOsm). Electrophysiological recordings were acquired by a Multiclamp 700b amplifier,
Digidata 1550A, and pClamp 10.4 software (Molecular Devices, San Jos, CA, USA). Signals
were digitized at 10 or 20 kHz and filtered at 2 kHz with a low-pass Bessel filter. For
voltage-clamp experiments, series resistance was monitored by repeated 5 mV steps. Cells
showing an increase of over 20% in series resistance were discarded from statistical analysis.
Spontaneous synaptic events were analyzed off-line by using the Minianalysis Program
(Synaptosoft Inc., Decatur, GA, USA) and ClampFit 10.2 (Molecular Devices).

4.6. Spine Counting of PrL Pyramidal Neurons

The remaining sample of mice was anesthetized with an overdose of Zoletil (800 mg/kg;
Virbac, Milan, Italy) + Rompun (200 mg/kg; Bayer S.p.A, Leverkusen, Germany) dissolved
in a volume of saline of 4.1 mg/mL and 1.6 mg/mL respectively, and intraperitoneally
injected on day 2 (n = 3) or day 14 of Extinction phase (n = 5/group). The animals were
decapitated, the brains were rapidly removed, fixed in 4% paraformaldehyde for 24 h, and
then cryoprotected in 30% sucrose solution. The brains were cut on a freezing microtome
into 50 µm-thick coronal sections. Sections were collected at the level of PrL region of
mPFC (AP: from 2.68 mm to 1.80 mm from bregma) [75] and then mounted onto slides,
dehydrated, and coverslipped using Fluoromount (Sigma-Aldrich).
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Dendritic spine counts were performed using an optical microscope (Axio Imager
M2, Zeiss, Oberkochen, Germany) equipped with a motorized stage and a camera con-
nected to software Neurolucida 2020.1.2 (MicroBright-Field, Williston, VT, USA). Dendrites
were traced with spines and images then exported to Neurolucida™ Explorer 2019.2.1
(MicroBright-Field) for spine quantitation.

Due to the difficulty of unequivocally distinguishing filopodia from long thin spines,
spine counts included all types of dendritic protrusions ≤4 µm on apical dendrites regard-
less of their shape or actual function.

Ten dendritic segments (length 20–25 µm) were obtained for each subject of the entire
sample. Spine density was calculated by measuring the length of the dendrite segment and
counting the number of spines along the segment.

4.7. Amygdala Pyramidal Neuron-Specific RNA Sequencing
4.7.1. Dissociation of Amygdala Tissue for Fluorescence-Activated Cell Sorting (FACS)

On day 14 of Extinction phase, the brains from which PrL pyramidal neurons of mPFC
were electrophysiologically recorded were cut to take bilateral amygdala 1-mm punches.
Manual and enzymatic dissociations were performed using the Neural Tissue Dissociation
Kit (P) (Miltenyi Biotec, Bergisch Gladbach, Germany) with some modifications. Each
solution was kept on ice to minimize RNA degradation. Pipette tips were pre-coated in
a 0.2 µM filtered 1× PBS-0.5% BSA solution (DPBS without Mg2+ and Ca2+, Gibco by
Life Technologies, Grand Island, NY, USA; BSA Fraction V (pH 7.0), PanReac AppliChem
GmbH, Darmstadt, Germany). Briefly, the amygdala punches were placed on a 35 mm
diameter Petri dish, cut into small pieces using a scalpel, and 1 mL of cold Hanks’ Balanced
Salt Solution without Mg2+ and Ca2+ (HBBS w/o) (Sigma-Aldrich, St. Louis, MO, USA)
was added. The tissue was transferred into a 1.5 mL protein LoBind tube. Additional 1 mL
HBBS w/o was used to rinse the dish and added to the 1.5 mL tube. Tissue was centrifuged
at 300× g for 2 min at room temperature, and the supernatant was carefully aspirated.
Then, 975 µL of pre-heated enzyme mix 1 (enzyme P 25 µL, buffer × 950 µL) was added to
the tissue, and the 1.5 mL tube was incubated for 15 min at 37 ◦C under slow, continuous
rotation using the MACSmix Tube Rotator (Miltenyi Biotec, Bergisch Gladbach, Germany).
Then, 15 µL enzyme mix 2 (enzyme A 5 µL, buffer Y 10 µL) was added to the sample. The
sample was gently inverted to mix and mechanically dissociated using the wide-tipped
fire-polished Pasteur pipette by pipetting up and down 10 times slowly, followed by a
further incubation in the rotator for 10 min at 37 ◦C under slow rotation. The second
round of mechanical dissociation was performed using serially fire-polished filtered-glass
Pasteur pipettes with gradual diameter diminution, and pipetting slowly up and down
10 times with each pipette, or as long as until tissue pieces were not yet observable. The
sample was again incubated at 37 ◦C for 10 min using rotator under slow rotation, before
being strained through MACS Smart Strainer (70 µm) (Miltenyi Biotec, Bergisch Gladbach,
Germany), placed on a 15 mL tube, pre-coated with 0.2 µM filtered 1× PBS-0.5% BSA,
adding 8 mL of HBBS with Mg2+ and Ca2+. Then, the cell sample was centrifuged at 300× g
for 10 min at room temperature and the supernatant was completely aspirated and collected
into a new 15 mL tube, and centrifuged again at 300× g for 10 min at room temperature.
The supernatant was again completely aspirated. The pellets obtained from these two
centrifugations were pooled into a 1× PBS-0.5% BSA pre-coated SNAP-cap tube containing
1 mL of PBS. Finally, 20U Superase-Inhibitor (Ambion, Invitrogen, ThermoFisher Scientific,
Walthem, MA, USA) was added and samples were stored on ice up to sorting.

4.7.2. Cell Sorting and Isolation of Purified Pyramidal Neurons

For the instrument set-up, the samples collected from the amygdala of wild-type
YFP-negative mice were used to gate YFP-positive neurons based on forward scatter (FSC)
and side scatter (SSC) light scattering and to set YFP negativity. Afterwards, amygdala
samples were collected from the Thy1-COP4 mice and stained with 1 µL of propidium
iodide (PI) in order to identify dead cells. Pyramidal neurons were then sorted by using
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the MoFlo Astrios EQ (Beckman Coulter, Brea, CA, USA) and the pyramidal neurons
characterized by YFP were collected on the basis of their physical parameters, singlets, PI
negative (live cells), and YFP intensity (Figure 8). For initial characterization, samples were
collected in PBS and samples examined under a fluorescent microscope to verify correct
sorting. Thereafter, cells were sorted directly into ice-cold lysis buffer (Reliaprep RNA Cell
Miniprep System, Promega, Fitchburg, WI, USA), mixed by vortexing, kept on ice, and
then stored at −80 ◦C until RNA extraction.

Int. J. Mol. Sci. 2021, 22, x FOR PEER REVIEW 25 of 30 
 

 

at room temperature. The supernatant was again completely aspirated. The pellets ob-
tained from these two centrifugations were pooled into a 1× PBS-0.5% BSA pre-coated 
SNAP-cap tube containing 1 mL of PBS. Finally, 20U Superase-Inhibitor (Ambion, Invi-
trogen, ThermoFisher Scientific, Walthem, MA, USA) was added and samples were stored 
on ice up to sorting. 

4.7.2. Cell Sorting and Isolation of Purified Pyramidal Neurons 
For the instrument set-up, the samples collected from the amygdala of wild-type 

YFP-negative mice were used to gate YFP-positive neurons based on forward scatter (FSC) 
and side scatter (SSC) light scattering and to set YFP negativity. Afterwards, amygdala 
samples were collected from the Thy1-COP4 mice and stained with 1 μL of propidium 
iodide (PI) in order to identify dead cells. Pyramidal neurons were then sorted by using 
the MoFlo Astrios EQ (Beckman Coulter, Brea, CA, USA) and the pyramidal neurons char-
acterized by YFP were collected on the basis of their physical parameters, singlets, PI neg-
ative (live cells), and YFP intensity (Figure 8). For initial characterization, samples were 
collected in PBS and samples examined under a fluorescent microscope to verify correct 
sorting. Thereafter, cells were sorted directly into ice-cold lysis buffer (Reliaprep RNA 
Cell Miniprep System, Promega, Fitchburg, WI, USA), mixed by vortexing, kept on ice, 
and then stored at −80 °C until RNA extraction. 

 
Figure 8. Gating strategy for amygdala pyramidal neurons cell purification. Amygdala pyramidal 
neurons, excited with a ~488 nm blue laser, were sorted on the basis of their physical parameters 
(forward scatter, FSC, and side scatter, SSC, light scattering) (A), singlets (B), propidium iodide 
negative (live cells) (C) and Yellow Fluorescent Protein (YFP) intensity (D), and the positive cells 
were collected. Cells are sorted by high-speed cell sorting (Moflo Astrios EQ). 

4.7.3. RNA-Seq Library Preparation 
After thawing on ice in presence of additional proteinase K, RNA was isolated ac-

cording to manufacturer’s instructions including on-column DNase treatment. RNA 

Figure 8. Gating strategy for amygdala pyramidal neurons cell purification. Amygdala pyramidal
neurons, excited with a ~488 nm blue laser, were sorted on the basis of their physical parameters
(forward scatter, FSC, and side scatter, SSC, light scattering) (A), singlets (B), propidium iodide
negative (live cells) (C) and Yellow Fluorescent Protein (YFP) intensity (D), and the positive cells
were collected. Cells are sorted by high-speed cell sorting (Moflo Astrios EQ).

4.7.3. RNA-Seq Library Preparation

After thawing on ice in presence of additional proteinase K, RNA was isolated according
to manufacturer’s instructions including on-column DNase treatment. RNA samples were
quantified and the quality was tested by Agilent 2100 Bioanalyzer RNA assay (Agilent
Technologies, Santa Clara, CA, USA) or Caliper (PerkinElmer, Waltham, MA, USA) (Table 5).

Library preparation and sequencing were performed at IGATechnology (Udine, Italy).
At least 3 independent biological replicates were used for each group (Table 5). Each
replicate corresponds to the amygdala of a single Thy1-COP4 animal.
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Table 5. Sketch of RNA samples extracted by amygdala pyramidal YFP neurons and sequenced in
PE75 mode. Only samples used for sequencing, i.e., 14 over the total, are reported. The samples that
did not pass quality control were excluded from further analyses.

Conditioning PrL
Stimulation

Sample
Name

RNA
(ng)

Library
(ng)

Reads
(M)

FEAR OPTO ID_FO1 0.540 0.270 33.954
FEAR OPTO ID_FO2 0.846 0.423 38.971
FEAR OPTO ID_FO3 0.225 0.112 40.455
FEAR OPTO ID_FO4 0.410 0.205 34.162
FEAR SHAM ID_FS1 0.140 0.070 34.804
FEAR SHAM ID_FS2 2.760 1.380 37.340
FEAR SHAM ID_FS3 0.640 0.320 30.547

NOT FEAR OPTO ID_NF01 1.770 0.885 30.483
NOT FEAR OPTO ID_NF02 0.240 0.120 32.432
NOT FEAR OPTO ID_NF03 0.510 0.255 34.756
NOT FEAR SHAM ID_NFS1 0.360 0.170 31.432
NOT FEAR SHAM ID_NFS2 0.520 0.260 30.438
NOT FEAR SHAM ID_NFS3 0.110 0.055 36.824
NOT FEAR SHAM ID_NFS4 1.060 0.530 54.741

Libraries were generated from each sample individually, starting from 0.05–1.4 ng
of total RNA, using the Ovation SoLo RNA-seq kit for Ultra-low input (NuGEN, Tecan
Genomics, Redwood City, CA, USA), following the manufacturer’s instructions (library
type: fr-second strand). Final libraries were checked with both Qubit 2.0 Fluorometer
(Invitrogen by Life technologies, Carlsbad, CA, USA) and Agilent Bioanalyzer DNA assay
(Agilent Technologies, Santa Clara, CA, USA) or Caliper (PerkinElmer, Waltham, MA,
USA). Libraries were then prepared for sequencing and sequenced on paired-end 2 × 75 bp
mode on NextSeq500 (Illumina, San Diego, CA, USA) producing 35.2 MR on average
(min 30.4 MR, max 51.7 MR). For the processing of raw data (format conversion and de-
multiplexing), Bcl2Fastq 2.20 version of the Illumina pipeline was used. Sequencing data
have been deposited in the NCBI Short Read Archive (https://www.ncbi.nlm.nih.gov/geo;
GEO accession number GSE162417).

4.7.4. Analysis of RNA Sequencing Data

GRCm38.p6 genome was used to map the reads, and transcript abundances were
estimated using Salmon v1.2 [76]. To obtain gene-level count matrices the quantification
data were imported using tximport [77]. All further analyses based on these count matrices
were performed with the free software R v4.0.2, Bioconductor v3.11 [78], and the package
NOISeq v2.31.0 [79]. Differences in RNA composition between samples were corrected by
the Trimmed mean of M-values (TMM) normalization [80], and filtered for low counts based
on a count per million reads (CPM) criteria. Subsequently, ARSyNseq was used to remove
the technical batch effect and NOISeqBIO was used to assess differential gene expression
(q > 0.95, equivalent to FDR-corrected p < 0.05) [79,81]. GO and KEGG pathway analyses
were performed by using ClusterProfiler v3.16.1 [82]. The enrichment map method was
used to identify functional modules of mutually overlapping gene sets [82,83].

4.8. Statistical Analysis

As regard the behavioral results, a three-factor ANOVA (stimulation × fear × day) or
a two-factor ANOVA (group × day) on freezing behavior (measured during 0–3 min of
contextual FC) and one-factor ANOVA on freezing behavior (measured during 0–6 min of
day 14) were used. Newman-Keuls post-hoc comparisons were applied when permitted.

As regard the morphological results, one-factor ANOVAs on spine number and density
were used. Newman-Keuls post-hoc comparisons were applied when permitted.
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As regard the electrophysiological results, Pearson r Correlation test (for evoked firing
activities and EPSC values) and Mann-Whitney U Test (for rheobase and EPSC values)
were used.

As for the behavioral, morphological, and electrophysiological results, all analyses
were performed by using Statistica 7.0 for Windows (TIBCO Software Inc., Aliso Viejo, CA,
USA) and values of p = 0.05 were considered statistically significant.

As regard the transcriptomic results, after TMM normalization and low counts filtering,
the resulting genes underwent the downstream analysis. Batch effect correction was
applied with ARSyN and a PCA was performed to assess sample clustering based on
their expression profiles. Differential expression analysis was performed on Group ×
Condition design and DEGs were identified using NOISeqBIO, a non-parametric analysis
for biological replicates. Significant differentially expressed genes were identified for a
q > 0.95, equivalent to an FDR-corrected p < 0.05. Subsequently, GO and KEGG over-
representation analyses were performed and significant pathways were represented by
means of enrichment map method to visualize and interpret results.

5. Conclusions

Given the critical role of the pyramidal neurons of amygdala and PrL cortex in
fear processing, the characterization of the structural, neurophysiological, and molecular
changes of this neuronal population associated to adaptive or maladaptive fear extinction
may provide valuable insight for the study of, and therapeutic interventions in, fear-related
and psychiatric disorders.
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Abstract: The correlation between dysfunction in the glutamatergic system and neuropsychiatric
disorders, including schizophrenia and autism spectrum disorder, is undisputed. Both disorders
are associated with molecular and ultrastructural alterations that affect synaptic plasticity and
thus the molecular and physiological basis of learning and memory. Altered synaptic plasticity,
accompanied by changes in protein synthesis and trafficking of postsynaptic proteins, as well as
structural modifications of excitatory synapses, are critically involved in the postnatal development
of the mammalian nervous system. In this review, we summarize glutamatergic alterations and
ultrastructural changes in synapses in schizophrenia and autism spectrum disorder of genetic or
drug-related origin, and briefly comment on the possible reversibility of these neuropsychiatric
disorders in the light of findings in regular synaptic physiology.

Keywords: glutamatergic system; synaptic ultrastructure; schizophrenia; autism spectrum disorder

1. The Glutamatergic System

Excitatory neurotransmission in the brain is primarily glutamatergic; glutamater-
gic neurons in the non-stimulated cerebral cortex consume up to 80% of the total brain
metabolic activity [1–3]. For the fast glutamatergic transmission, ionotropic glutamate-
gated channels (iGluRs) are recruited. iGluRs are tetrameric, and each of the four subunits
has four distinct structural protein domains: an extracellular N-terminal domain, an extra-
cellular ligand-binding domain, a transmembrane channel, and an intracellular C-terminal
domain [4]. In total, multiple subunits encoded by 18 different genes can contribute to the
formation of iGluRs. Most of these subunits derive from different mRNA splice or pre-
mRNA edited variants of genes coding for iGluR subunits, which increase the complexity
of the ionotropic glutamatergic neurotransmission system. Based on their main agonist,
iGluRs are divided into α-amino-3-hydroxy-5-methylisoxazole-4-propionate receptors
(AMPARs), N-methyl-D-aspartate receptors (NMDARs), and kainate receptors (KARs). All
members of these three receptor families are hetero- or homo-tetramers that are permeable
to cations. With the exception of KARs that are only permeable to Na+, other glutamate-
gated ion channels are also permeable to Ca2+. Thus, in response to glutamate activation,
they increase the intracellular Ca2+ levels, thereby activating Ca2+-dependent intracellular
responses upon glutamate stimulation. In the AMPAR family, the Na+ and Ca2+ permeabil-
ity is usually strictly determined by their subunit composition; only AMPARs that lack the
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GluA2 subunit are permeable to Ca2+ (CP+AMPARs). CP+AMPARs can contribute to some
forms of synaptic plasticity. For the induction of activity-induced synaptic transmission,
CP+AMPARs are translocated from extra-postsynaptic to postsynaptic sites in response
to intense presynaptic glutamate stimulation. Subsequently, activity-induced incorpo-
rated (CP+AMPARs) are replaced by Ca2+-impermeable AMPARs (CP-AMPARs) [5]. In
NMDARs, the Ca2+ influx is blocked during regular glutamatergic signal transmission at
resting membrane potential by a Mg2+ ion but is possible after repetitive stimulations that
largely depolarize the synaptic membrane and displace the Mg2+ ion [6].

The interplay of synaptic iGluR subtypes is thus specialized to regulate the activity-
dependent Ca2+ influx into the postsynapse, which can lead to either a transient or a
long-term alteration of the synaptic efficacy. Glutamate sensing in the synaptic cleft
is modified further by the presence of the G-protein-coupled metabotropic glutamate
receptors (mGluRs), for slower responses to increased glutamate levels in the synaptic
cleft. The mGluRs are classified into three groups based on the receptor structure and
ligand sensitivity [7]. Group I (mGluR 1 and 5) is mainly postsynaptic, while groups II
(mGluR 2 and 3) and III (mGluR 4, 6, 7, and 8) are primarily presynaptic and modulate the
neurotransmitter release [2,8]. Group I works through the activation of phospholipase C,
while group II and III mainly operate by decreasing cyclic AMP levels [8]. Their functions
are also different: group I potentiates presynaptic glutamate release and postsynaptic
NMDAR currents, and groups II and III inhibit presynaptic glutamate release [7].

This molecular complexity of the glutamate sensing system suggests that the glu-
tamate receptors play a major role in the experience-dependent modulation of the CNS.
This view was supported by the dependence of the expression of iGluRs and mGluRs
on development. Thus, for example, the NMDAR subunit (GluN2A) reaches its adult
expression level at postnatal day 12 (P12), while GluN2B mRNA levels fall after P12 in
rats [9]; and in young mice, the hippocampal long-term potentiation (LTP), induced by
1 × 100 Hz tetanic stimulation of CA3 to CA1 synapses, is in part independent of the
AMPAR GluA1 subunit [10], which is required for the induction of this LTP form in adult
mice [11]. Similarly, the structural organization and numbers of synapses are modified
postnatally, demonstrating that the maturation of synaptic transmission and plasticity is
accompanied by a structural reorganization of synapses (see below). In this process, gluta-
matergic postsynaptic scaffolding proteins such as the SH3 and multiple ankyrin domain
proteins (SHANKs) appear to play a central role. Similar to the complex glutamatergic
receptor system, in mammals, the SHANKs form a huge family of scaffolding proteins
encoded by three genes (SHANK1, 2, and 3) that can express multiple isoforms.

The glutamatergic system plays a central role in neurotransmission and synaptic
plasticity and its modulation during development, and it is not surprising that over the
past 25 years, substantial pharmacological, genetic, and experimental evidence using ge-
netically modified mice has highlighted the importance of glutamate not only in learning
and memory but also in neuropsychiatric disorders such as schizophrenia (SZ). In par-
ticular, the numerous iGluR and SHANK genes and their isoforms suggested that the
sensitivity to fast signaling of extracellular glutamate is central in neurodevelopment and
learning. Mutations introduced by gene targeting verified this hypothesis and provided
strong experimental evidence that gene mutations in Gria1 and the NMDAR subunit 1,
Grin1, are associated with SZ phenotypes. Mutations that disturb this glutamate-gated
NMDAR and AMPAR Ca2+ signaling ultimately lead to a dysfunction of neuron-to-neuron
communication, neuronal network dynamics, and thus responses to environmental stimuli,
as detailed below.

2. The Glutamatergic System in Neuropsychiatric Disorders
2.1. Schizophrenia (SZ)

In humans, SZ is a complex mental disorder characterized by a combination of symp-
toms including delusions, hallucinations, disorganized speech or behavior, lack of mo-
tivation, and cognitive deficits with a severe impact on patients’ quality of life and so-
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ciability [12–14]. The prevalence of SZ is approximately 1% of the population, and the
heritability was calculated to be 79% [15]. As summarized in a recent review, several phar-
macological, clinical, and genetic studies could correlate (i) glutamatergic dysfunction in
SZ and NMDAR hypofunction in humans, (ii) the schizophrenia-like symptoms due to the
autoimmune response against the extracellular domain of NMDARs, (iii) the exacerbation
of SZ symptoms in patients administered with glutamatergic receptor antagonists, and (IV)
de novo copy number variation (CNV) encoding NMDAR subunits and other proteins in
the postsynaptic density (PSD) in patients with increased risk of SZ (for a review, see [15]).
As summarized in that review, a meta-analytic study reported a significant elevation of
glutamate + glutamine (Glx) in glutamatergic transmission in the limbic system, but no
significant difference in glutathione—a tripeptide synthesized from glutamate, cysteine,
and glycine in proton magnetic resonance spectroscopic imaging (1H-MRSI) studies. Brain
imaging and EEG recordings supported the involvement of the glutamatergic system,
NMDARs in particular, in SZ (for a review, see [15]). Several studies using postmortem
brain tissues from SZ patients showed variable changes in mRNA and protein levels for
iGluRs and mGluRs in different brain regions (for reviews, see [15–17]), and in 2012, a
study of the Korean population identified GRIA1 variants, the gene for the AMPAR subunit
GluA1, as a SZ risk gene [18].

This strong correlation between genetically based impairments of the fast glutamater-
gic system and SZ led to several neurocircuitry hypotheses. One main experimentally
based hypothesis is that the hypofunction of NMDARs in cortical fast-spiking parvalbumin
interneurons leads to changes in cortical network oscillations [19–21], pointing to a commu-
nication impairment in the inhibitory and excitatory systems as an underlying mechanism
for neuropsychiatric disorders; this was experimentally verified for NMDAR hypomorphic,
NMDAR knockout mice [22] and conditional NMDAR mutant mice. In mice lacking the
NMDAR, specifically in parvalbumin-expressing neurons, the hippocampal–prefrontal
coherence was altered, indicating a disturbed excitatory-inhibitory balance [19,23,24]. In
mice with genetic depleted CP+AMPARs, the SZ-like phenotype was consistently con-
firmed in several studies [25–27] and the SZ phenotype was correlated with the loss of
NMDAR-dependent LTP in hippocampal CA1 cells in adults [11,28] (for a review of genetic
SZ mouse models with glutamate receptor deficiencies, see [29]).

In summary, data from clinical, pharmacological, and genetic studies strongly im-
plicate the glutamatergic system, and in particular the Ca2+ signaling of NMDARs and
CP+AMPARs, as the site of many of the abnormalities of brain processes that typically
occur in SZ.

2.2. Autism Spectrum Disorder (ASD)

Another prominent neuropsychiatric disorder that is genetically inherited or caused
by a de novo gene variant is ASD. Unlike SZ, ASD has a clear neurodevelopmental com-
ponent. The symptoms typically appear before 3 years of age and are characterized by
reduced social interactions, limited interest in communication, and repetitive patterns of
behavior [30]. ASD is usually associated with other neuropsychiatric disorders, includ-
ing, but not limited to, intellectual disability, anxiety, and attention-deficit hyperactivity
disorder [31]. The heritability is between 70–90%, with a prevalence of around 1.5% in
developed countries [32–34]. The high burden of ASD on society is further increased by
the fact that its pathophysiology is largely unclear, and that effective therapies for the core
symptoms of the disorder are not yet available [35].

The dysfunction of the glutamatergic system has been central to studies of neurotrans-
mitter involvement in ASD. Both hyper- and hypo-glutamate models have been proposed
on the basis of a variety of factors, such as ASD phenotypes, patient populations, experi-
mental methods, and the brain regions studied [36–38]. The hyperglutamate theory was
supported by the increased level of serum and plasma glutamate in children and adults
with ASD [39–46] (for a review and meta-analysis, see [47,48]). Moreover, in the valproic
acid (VPA)-induced ASD animal model, an upregulation of the GluN2A and GluN2B sub-
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units of the NMDARs was observed with a corresponding activity-dependent long-term
enhancement of synaptic transmission (LTP) [49], and an AMPAR antagonist restored the
social behavior [50]. Several other studies confirmed the therapeutic effectiveness of iGluR
antagonists, including topiramate (an antagonist of AMPARs/KARs) [51,52], memantine
and amantadine (NMDAR antagonists) [53–56], and acamprosate (antagonist of NMDARs
and mGluR5 [57,58]) in patients with ASD.

The alternative hypoglutamate theory was based on the dysfunction of the glutamate
receptors in ASD and on the pharmacological effects of glutamatergic agonists in rescuing
some ASD symptoms. Further evidence for a hypoglutamatergic state in ASD is provided
by the therapeutic effects of piracetam, a positive AMPAR modulator [59]. Additionally, in
several animal models of ASD, NMDAR signaling appears disrupted, mainly through a
hypofunction mediated by the downregulation of the principal NMDAR subunit GluN1 (for
a review, see [38]). Interestingly, the NMDAR agonists, e.g., D-cycloserine, which is known
to modulate glutamatergic transmission [60], have been shown to improve sociability in
patients with ASD [61–63] and in mouse models with an ASD-like phenotype [64–68]. In
addition to the rescue of social behavior, D-cycloserine was also reported to be effective in
attenuating stereotypic symptoms in adolescents and young adults with ASD [69]. AMPAR-
positive allosteric modulators were able to rescue social impairment in Cntnap2 knockout
mice [50]. Various animal models of ASD have revealed alterations in the expression of
glutamatergic receptors, along with their functions (for a review, see [38]).

In patients with fragile X syndrome (FXR), a leading genetic cause of autism, a hypo-
function of synaptic AMPARs is postulated to be responsible for the intellectual disability
(ID) and social–affective symptomatology of FXR patients. Numerous studies of Fmr1
mouse models showed that AMPAR trafficking to the synapse is impaired in the absence
of fragile X mental retardation 1 protein in Fmr1 KO mice (for reviews, see [70,71]).

Due to the low availability of postmortem human tissues, only a few postmortem
studies investigated the expression of iGluRs and mGluRs in ASD patients. These studies
revealed several alterations in the expression of glutamatergic receptors in multiple brain
regions [72–75] (for a review, see [47]). Genetic studies clearly implicate glutamate receptors
in ASD, including NMDARs [76–79], KARs [80–82], AMPARs [83,84], and mGluRs [85]
(for a review, see [47]). Many genes expressing molecular components related to the
glutamatergic system have been associated with ASD, including NRXN1, 2, and 3 [86–89],
NLGN1, 3, and 4 [90–93], CNTNAP2 [94,95] and SHANK1, 2, and 3 [88,96–100] (for a review,
see [101]).

Concerning the glutamate level, several in vivo neuroimaging studies have revealed
inconsistent alterations in the levels of glutamate and glutamine in various brain regions,
including the cortex and basal ganglia of ASD patients [102–110]. For example, in vivo
single-voxel and 1H-MRSI detected hyperglutamatergia (increased glutamatergic metabo-
lites) in the pregenual anterior cingulate cortex in children and adolescents with ASD [102].
1H-MRSI studies of non-clinical samples found that an increased glutamate/GABA+ ratio
in the right hemisphere superior temporal region was correlated with a higher expression
of the social disorganization, a shared phenotype within the autistic and schizotypal spec-
trum [111]. On the other hand, patients with ASD showed significantly lower glutamate
concentration in the right anterior cingulate cortex (ACC) [103]. Additionally, translational
1H-MRSI showed a reduced glutamate concentration in the striatum of ASD patients, which
was correlated with the severity of social dysfunction, implying that this endophenotype is
clinically significant [35]. This reduction was also found in a VPA mouse model of ASD
and mice and rats carrying Nlgn3 mutations, but not in other ASD rodent models [35].
These translational data support the involvement of glutamatergic dysfunction in the
corticostriatal pathway in the pathophysiology of ASD.

In summary, studies on humans and rodent models indicate that the glutamatergic
system dysfunction via alterations in glutamatergic receptor expression, trafficking, and
their synaptic/extrasynaptic localization leads to imbalanced excitatory transmission and
alterations in both NMDAR-mediated synaptic development and plasticity and mGluR-
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mediated signal transduction. All these amendments appear to play a significant role in
the pathophysiology of ASD [112].

3. Activity-Induced Modulation of Synaptic Ultrastructure

The study of neurotransmission has led to the conclusion that physiological properties
can have a structural correlate, and that different morphological parameters modify the
synaptic signal. The main physiological factors altering the structure of synaptic transmis-
sion are synaptic plasticity (for reviews, see [113,114]), development [115,116] (for reviews,
see [117–119]), and aging [120,121], but other elements such as drug administration have
also been shown to affect the synaptic structure [122] (Figure 1). The morphological changes
can be directly related to synapses, such as modifications in their density and structure,
or affect other organelles involved in synaptic transmission such as mitochondria and
the endoplasmic reticulum. Here, we will focus on the changes happening at the level of
synapses, briefly describing the changes occurring in the presynaptic side, and focusing
on the postsynaptic modifications of the glutamatergic system as well as on the density of
synapses. Later, we will describe the relevance of mitochondria in synaptic transmission.
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Figure 1. Factors affecting synaptic transmission. Physiological factors that affect synaptic transmission such as synaptic
plasticity, development, and aging, and other non-physiological factors such as drug administration, have a synaptic
ultrastructural correlate. Morphological changes include the density, size and shape of synapses, or affect organelles
involved in synaptic transmision such as mitochondria. The proteins affected in the different animal models that are
discussed in this review are colored according to the disorder, yellow for schizophrenia (see Table 1), and blue for autism
spectrum disorder (see Table 2). Important key players in ASD and SZ are encircled in purple.
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Table 1. Synaptic ultrastructural alterations in schizophrenia. Different studies have assessed the
synaptic ultrastructural changes of synaptic transmission in schizophrenia in postmortem human
tissues and rodent models (either chemical or genetic). The affected proteins are shown in Figure 1.
↑ stands for increased, ↓ stands for decreased. CA1: Cornu ammonis area 1, CA3: Cornu ammonis
area 3, PSD: postsynaptic density.

Schizophrenia

Humans

Brain Region Ultrastructure Modifications

Anterior cingulate cortex ↓ density of axospinous synapses and axonal
mitochondria [123].

Anterior limbic cortex
↑ density of axospinous and convex synapses;
↓ density of synapses on shafts, flat and concave

synapses [124].

Hippocampus CA3 ↓ density of axospinous synapses [125,126].

Caudate and putamen ↑ density of in axospinous synapses the caudate
matrix and putamen patches [127–129].

Nucleus accumbens ↑ density and ↓ size of axospinous synapses in
the core [130].

Rodents

Rodent Models Ultrastructure Modifications

Ketamine

In posterior cingulate cortex,
↑ thickness and curvature of the synaptic

interface;
↑ synaptic cleft width [131].

Dtnbp1−/−
In CA1,

↑ vesicle size and thickness of PSD;
↓ vesicles of reserve pool and width of synaptic

cleft [132].
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Table 2. Synaptic ultrastructural alterations in autism spectrum disorder. Different studies have assessed the synaptic ultrastructural
changes of synaptic transmission in autism spectrum disorder. Only one has been done in postmortem human tissue. Rodent models
are either chemical or genetic. The affected proteins are shown in Figure 1. ↑stands for increased, ↓stands for decreased. Full names of
brain regions, genes, proteins, and drugs are as in the main text and abbreviation list. Cx: cortex, HC: hippocampus, MPFC: medial
prefrontal cortex, CA1: Cornu ammonis area 1, PSD: postsynaptic density.

Autism Spectrum Disorder

Humans

Brain Region Ultrastructure Modifications

Anterior cingulate
cortex

↑ large axons in deep white matter,
↑ small axons in superficial white matter [133].

Rodents

Rodent Model Ultrastructure Modifications

VPA
In Cx and HC,

blurred and thickened synaptic cleft;
↓ synaptic vesicles; altered mitochondrial morphology [134].

Propionic acid
In CA1,

few atypically enlarged presynaptic terminals;
↓ density of synaptic vesicles and short active zone [135].

15q11-13 duplication

In somatosensory Cx,
↓size of PSD, spine head volume
↓width, spine neck width

↓density of shaft synapses and mushroom spines;
↑ density of axospinous synapses and filopodial spines [136].

Shank1−/− In CA1,
↓smaller spines and thinner PSD [137].

Shank3B−/− In striatum,
↓ thickness and length of PSD and spine density [138].

Lrfn2−/−
In CA1,

↑perforated synapses and synaptic cleft width;
↓PSD length; oddly shaped and spinule-like spines [139].

Cttnbp2−/− In dorsal HC,
↓PSD length and thickness and synaptic vesicle count [140].

Dip2a−/− In Cx,
a stubby postsynaptic structure and flattened PSD; defect in spine morphology [141].

Clstn2−/−

In MPFC,
↑ density of inhibitory synapses, ↑ negative curved PSD.

In ADD,
↑ size of perforated PSD; ↑ density of synaptic vesicles.

In HC,
↓ density of synaptic vesicles [142].

Vrk3−/− In CA1,
↓ PSD length and thickness [143].

Fmr1−/−

For a review reporting the spine phenotypes in different brain regions, see [144].
In CA1,

↑ diameter of secondary dendrites and dendritic spine density; ↑mature dendritic spines and
↑mature postsynaptic densities [145].

In the primary motor Cx, normal density but ↑ turnover rate of dendritic spines [146].
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3.1. The Presynapse

Regarding the presynaptic ultrastructure, it was shown in early studies on Aplysia that
the presynaptic compartment of synapses could be remodeled, leading to an increase in
the number, size, and vesicle complement of the active zones during long-term memory
formation [147]. Later studies have revealed similar mechanisms in other species, such
as Drosophila, where the readily releasable pool of vesicles can be dynamically modulated
during plasticity [148,149], or in rodents, where the regulation of presynaptic scaffold
proteins affects the availability of vesicles [150], and these can be replenished at different
rates [151].

3.2. The Synaptic Cleft

It has been proposed, based on computer simulations, that changes in the width of the
synaptic cleft alter synaptic function [152]. However, very little experimental research has
been done to date on this matter. Glebov et al. (2016) showed a slight reduction in the width
of the synaptic cleft after silencing neurons [153], and similar changes have been described
in a disease model in which synaptic function is altered [132]. On the other hand, other
models of synaptic malfunction exhibited opposite effects [131,139], and further research is
needed.

3.3. The Postsynapse

Structural changes have been widely described in mammalian postsynapses, mainly
in the glutamatergic system, in both the neocortex and hippocampus.

3.3.1. Synaptic Size

The size of the synaptic junction has been described as a structural correlate of its
function. The amplitude of synaptic currents correlates with the volume of dendritic
spines [154,155]. In turn, dendritic spine volume strongly correlates with synaptic size [156].
Release probability also scales with synaptic size [157], as well as synapse stability over time,
thus, larger synapses survive longer than smaller ones irrespective of synaptic activity [158].
It has been proposed that large synapses represent physical traces of long-term memory,
while smaller synapses would be preferential sites for LTP induction [159,160], which
has been also supported by simulation studies [160,161]. However, the size of synapses
undergoes significant spontaneous changes [162], challenging the notion that they could
be stable traces. Thus, new theories have arisen moving the focus of memory storage from
individual synapses to network connections [163,164]. In fact, synapses are not distributed
in two groups with clearly different sizes. Instead, the sizes of synaptic junctions follow a
continuous distribution with a single peak and a long tail to the right, which fits a log-normal
distribution both in the neocortex and hippocampus [165–168]. If, as commented above,
different functions are performed by synapses of different sizes, there would be a continuous
transition between the two types. It is interesting to note that other synaptic parameters,
such as the amplitude of unitary excitatory postsynaptic potentials (EPSPs) [169,170] and
spike transmission probability [171], also follow log-normal distributions (for a review,
see [172]). Model experiments also suggest that larger synapses would not only evoke larger
responses but would also be more homogeneous and reliable than smaller ones (i.e., their
stochastic variability is reduced when compared to smaller synapses) [173,174].

In any case, the amplitude of postsynaptic response does not depend only on the
size of the synapse but also the morphology of dendritic spines [175,176], as well as the
geometry of postsynaptic dendrites [177,178]. Another important factor is the concentration
of postsynaptic receptors. In the somatosensory cortex of rats, synapses of different sizes
express a constant density of AMPARs, so the larger the surface of the PSD, the higher
the absolute number of AMPARs [179]. In the hippocampus, however, different types
of synapses have different AMPAR content, and the number of AMPARs scales with
the synaptic size with different slopes [180]. The fact that NMDARs tend to be more
concentrated in smaller synapses [179,181] increases the complexity of the relationship
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between synaptic size and function. Therefore, although it is clear that the synaptic size
plays an important role in synaptic behavior, other factors, including dendritic spine
volume, the geometry of the postsynaptic element, or the density of postsynaptic receptors,
must also be considered.

3.3.2. Shape of Synapses

Another morphological trace related to synaptic transmission is the shape of the
synaptic junctions. Synapses can show a wide range of morphologies that have been
classified into four main types: macular (when they are disk-shaped), perforated (with
one or more holes in the PSD), horseshoe (when the perimeter is tortuous and horseshoe-
shaped with an indentation), and fragmented (when the PSD is divided into two or more
fragments) [182–185]. The different shapes also imply differences in the size of synapses:
macular synapses have a smaller mean area than more complex morphologies, although
their distributions greatly overlap [168].

The role that the shape of synapses plays in synaptic transmission is still under debate.
Some findings support the notion that complex morphologies correspond to more active
synapses; for example, it has been shown that in the hippocampus, there is an increase in
the proportion of fragmented synapses after the induction of LTP [186,187]. It has also been
shown that the shape of synapses might affect the proportion of postsynaptic receptors;
for example, in the stratum radiatum of the hippocampal CA1 of adult rats, perforated
synapses show a higher amount of AMPARs and NMDARs than nonperforated ones. This
suggests that perforated synapses may evoke larger postsynaptic responses, and hence
contribute to the enhancement of synaptic transmission associated with some forms of
synaptic plasticity [188]. However, these differences may only correspond to the different
sizes and might be independent of the shape of the synaptic junction.

3.3.3. Curvature of the Synaptic Apposition Surfaces

In the early 1980s, synapses were classified, based on the curvature of their synaptic
junction, as positive (when it was curved into the presynaptic terminal, in posterior studies
referred to as convex), flat, and negative (when it was curved towards the postsynaptic
side—later referred to as concave) [189]. This study described a shift towards more positive
junctions as an indication of the increasing maturity of the synapses, but they also related
the degree of curvature to the use of the synapse: junctions with pronounced negative
curvatures would be non-functional, while flat synapses would be more active [189]. This
theory was supported by the fact that the administration of barbiturates changed the
curvature of synapses towards more curved shapes [190]. Later studies have shown that
not only a variety of anesthetics [191] but also other parameters influence the curvature
of synapses in healthy individuals, such as age [185,192] and nutrition [193], making it
difficult to draw a conclusion about its relevance. The latest studies performed in rodent
hippocampus suggested that changes in synaptic curvature may influence synaptic efficacy
associated with long-term depression and LTP [194]. These changes could be due to the
increased fusion of vesicles that would result in a growth of the postsynaptic membrane,
or to changes in the cytoskeleton caused by the Ca2+ influx (for a detailed description of
the possible mechanisms responsible for the changes in curvature, see [195]). Furthermore,
another study showed that synaptic stimulation increased the curvature of the PSD, making
it more convex [196], however, the characterization of synaptic curvature in this study (as
in [189,190,193]) was performed in single sections instead of 3D reconstructions, which
could be misleading, since the curvature of a single synapse can change from one section
to another [195].

3.4. Synaptic Density

In the cortex, most synapses (90–98%) are established in the neuropil [197], which is
composed of dendrites, axons, and glial processes. Of these, most are excitatory synapses
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mainly located on dendritic spines, while the rest correspond to inhibitory synapses, mainly
established on the dendritic shafts [167,198,199].

The general view is that each spine establishes one synapse. However, some spines
present multiple synapses [167,200–203], while others show a clear lack of them [204]. The
presence of multiple synapses per dendritic spine [205–207], as well as a general increase
in the total number of synapses [201], has been proposed to be linked to long-term memory
formation. The fact that analyzing spines is much easier, due to their larger size, than
studying synapses, and the correspondence between the volume of spines and excitatory
synaptic strength have led to spines being considered a good structural criterion for
excitatory synapses. Different studies have shown an increase in spine number in a variety
of conditions, for example, in the mammalian cortex after the exposure to an enriched
environment [208]; in the hippocampus after spatial training [209], running [210], and
learning [211]; and in the brain of chicks after passive avoidance training [212]. Although
an increase in spine density seems to be a trend after brain stimulation, its significance
for activity must be considered carefully since, as stated above, changes in spines do not
necessarily reflect changes in synapses.

3.5. Mitochondria

Mitochondria play an important role in synaptic transmission by providing most
of the energy required by neurons and by acting as Ca2+ buffers [213–216]. The ATP
provided by mitochondria at the synapse is used for maintaining the resting membrane
potential, reversing the ion gradient after action and postsynaptic potentials, and for G-
protein signaling, neurotransmitter recycling, and vesicle cycling [217]. Mitochondria are
closely associated with synapses [218] and are transported along dendrites and axons to
the regions of the cell that require a high energetic supply [219–225]. In the somatosensory
cortex, the volume fraction of mitochondria located in axons and dendrites correlates
with the local density of synapses, while the volume fraction of mitochondria located in
non-synaptic processes does not [226]. The highest density of synapses is found in layer IV,
a recipient of thalamic afferents [167]. Interestingly, layer IV also shows the highest density
of mitochondria [226], which is associated with the synaptic vesicle pools to ensure the
efficacy of the thalamic transmission [227]. This recruitment occurs through variations in
the ADP/ATP ratio, but also other factors such as the activation of glutamate receptors [228]
and changes in the concentration of Ca2+ affect mitochondrial mobility [214,215,222]. As
Ca2+ buffers, mitochondria play a fundamental role in protecting the terminals by taking
up cytosolic Ca2+ during repetitive stimulation [229,230]. Synapses and mitochondria are
connected even further since there are proteins that regulate the mitochondrial distribution
and also influence the formation and maintenance of spines and synapses, e.g., B-cell
lymphoma extra large (Bcl-xL), which leads to more mitochondria at synapses and an
increase in the synapse number and size when overexpressed [231] (for a review, see [216]).

4. Excitatory Synaptic Ultrastructure Alterations in Neuropsychiatric Disorders

The ultrastructural plastic organization of synapses affects the transmission, thus
determining the mechanisms of adaptive or pathological behavior [124]. For example, as
discussed before, the size of the active zone and the form of synaptic contacts correlate
with the functional activity and maturity of the synapse. Therefore, the analysis of the
synaptic ultrastructural alterations is important for the assessment of the functional state
of synapses in different neuropsychiatric disorders.

4.1. Schizophrenia

Several studies identified synaptic ultrastructural alterations as evidence for gluta-
matergic dysfunctions in SZ patients (Table 1 and Figure 1) (for a recent review, see [232]).
These alterations may depend on differences in the stage of illness, medication status,
and brain regions. In the ACC, which plays a vital role in attention, executive functions
and cognitive tasks [233], response conflict [234,235], error rate [236,237], and emotional
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processing [238], the total synaptic density was found to be decreased by 28% in individuals
with SZ compared to healthy controls [123]. However, different types of synapses showed
different alterations. The density of the glutamatergic axospinous synapses was reduced
by 30%, while synapses on shafts showed no difference in SZ patients. The same study
also revealed a selective decrease in the density of mitochondria in axon terminals forming
excitatory axospinous synapses, specifically in layer III of the ACC [123], suggesting a
decrease in cortical synaptic efficiency which can impact the cognitive functions controlled
by the ACC activity.

In layer II of the anterior limbic cortex, a 128% increase in the density of total ax-
ospinous synapses and a decrease of 40% of synapses on the dendritic shaft were identified
in SZ subjects without determining whether the decreased numbers are in excitatory or
inhibitory synapses. These results suggest a disruption in the formation of connections
in the neuronal assemblages of the anterior limbic cortex or a defective elimination of
synapses during early adolescence, when synaptic pruning occurs by discarding weak
and redundant synaptic connections, and strengthening the remaining synapses [239,240].
Regarding the structure of synapses, the same study revealed an increase of 14% in the
convex synapses in SZ cases with a decrease in flat and concave synapses by 11% and 3%,
respectively [124].

In the hippocampus, two electron microscopy (EM) studies morphometric studies
reported a decreased number of glutamatergic axospinous synapses between the mossy
fiber axon terminals and branched dendritic spines of pyramidal neurons in the CA3 region
in SZ subjects. These results reflect a decrease in the efficacy of mossy fiber synapses in the
CA3 hippocampal region, which can impair cognitive maintenance [125,126].

In the caudate nucleus and putamen, as parts of the dorsal striatum that process
motor, cognitive, and limbic functions, a selective increase in the glutamatergic synaptic
density was reported in SZ patients, suggesting an enhanced cortical excitatory input, as
the striatum receives mainly excitatory inputs from the cortex and shows major GABAergic
output [127]. The caudate nucleus and putamen are composed of patches embedded in a
larger matrix [241]. The matrix compartment preferentially receives inputs from the motor
and somatosensory cortices [242], as well as from the dorsolateral prefrontal cortex [243]
which processes cognition, including working memory [244]. On the other hand, the patch
compartment receives input from the limbic system [128].

The glutamatergic axospinous synaptic density was elevated in both the caudate
matrix and the putamen patches in SZ cases on typical antipsychotic drugs [128]. However,
the increase in total and excitatory synapses in the patch (but not the matrix) was confined
to the treatment-resistant group, while the treatment respondent group had normal levels
of synapses except for an increase in the density of glutamatergic axodendritic synapses in
both the patch and matrix [129]. There is therefore evidence of altered glutamatergic activity
in SZ with an association between striatal function, structure, and treatment response.

The nucleus accumbens acts as a central hub for integrating signals from several
regions associated with SZ, including the prefrontal cortex, hippocampus, amygdala,
and thalamus [245]. It can be divided into the core and shell. In SZ patients, the core
showed an increased density of excitatory axospinous synapses, although they have smaller
PSDs. In contrast, the shell did not present any difference from healthy brains. Similarly,
mitochondrial density in the nucleus accumbens did not show any alterations in SZ. The
frequency of large elaborate multi-perforated synapses was equally found in axospinous
synapses and synapses on dendritic shafts and was not altered in SZ [130]. These large
synapses play a role in the complex interconnectivity of the nucleus accumbens, which
makes it a unique feature of the human brain [130,232].

Despite the presence of genetic rodent models with iGluR or mGluR depletions or
mutations described as having an SZ-like phenotype, these studies mainly focused on the
electrophysiological alterations (for a review, see [246]) with no synaptic ultrastructural
details available except for one pharmacological and one genetic-induced rodent model of
SZ. In a ketamine-induced SZ rat model, a reduction in the thickness and curvature of the
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synaptic interface and an increase in the synaptic cleft width in the posterior cingulate cortex
were found, which could be rescued by the administration of vinpocetine, a nootropic
phosphodiesterase-1 inhibitor [131]. In the sandy mouse line that harbors a spontaneously
occurring deletion in the Dtnbp1 gene and expresses no dysbindin protein, although
the overall appearance of presynaptic terminals and spines in the hippocampal CA1
glutamatergic synapses was normal, quantitative analysis revealed a shift of the vesicle
distribution to a ~10% larger size, with a normal count of docked vesicles, a reduced count
of reserve pool vesicles, and a decreased width of the synaptic cleft [132]. The glutamatergic
synapses in sandy mice also exhibited an increase in the thickness of PSDs.

The inconsistent synaptic ultrastructural alterations between human patients and
rodent models as well as between the different rodent models of SZ point to the severe
heterogeneity of this complex disorder. Moreover, it may indicate the limitation of the
rodents to modulate such complex disorders. Indeed, on the behavioral level, some of the
symptoms of SZ, such as auditory hallucinations and delusions, have not yet been modeled
due to the difficulty of finding a correlate in animals. In contrast, deficits in sensory pro-
cessing have proven more amenable to modeling in rodents, including sensorimotor gating.
Therefore, face validity is vital to signify that a rodent model can recapitulate important
anatomical, biochemical, neuropathological, or behavioral features of a neuropsychiatric
disorder. Additionally, before generating a new rodent model, it is important to achieve
a construct validation by recreating the same mutation in the gene that was found in the
patient to dissect the heterogeneous state of these disorders.

In summary, human postmortem and rodent studies have revealed several glutamater-
gic synaptic ultrastructural alterations related to SZ, confirming the notion of synaptic
involvement in SZ (for a summary of synaptic ultrastructural alterations in SZ, see Table 1
and Figure 1).

4.2. Autism Spectrum Disorder

In ASD, efforts to carry out comparative postmortem brain studies in patients were
hindered by poor tissue preservation and small sample sizes. To our knowledge, only one
EM study investigating the brains of ASD patients was performed, with a small sample
size of adult brains from five ASD patients and four controls. This study did not investigate
the synaptic structure but rather focused on the connectivity of myelinated axons in the
prefrontal cortex, revealing significantly fewer large axons in the deep white matter below
the ACC and much smaller axons in the superficial white matter of the same region,
suggesting increased local connectivity and decreased long-range connectivity [133].

Data on synaptic ultrastructure changes are available only for several pharmacological
and genetic-induced rodent models of ASD, which document the heterogeneity of ASD
(Table 2 and Figure 1). The synaptic ultrastructural alterations in two examples of the
pharmacologically induced rodent models of ASD will be described in detail. An ASD
rat model of prenatal exposure to VPA exhibited a blurred and thickened structure of the
synaptic cleft without clearly marked pre-and postsynaptic membranes. Synaptic vesicles
were found to be greatly reduced or completely absent in the presynaptic terminals in
the cerebral cortex and hippocampus, with altered mitochondrial shapes and fused mito-
chondrial cristae and membrane [134]. In a propionic acid mouse model of ASD, multiple
synaptic alterations were observed in the CA1 region of the hippocampus, including the
presence of some atypically enlarged presynaptic terminals with a reduced density of
synaptic vesicles and short active zones [135].

For the genetic-associated ASD rodent models, studying a mouse model with a human
15q11-13 chromosomal duplication revealed that the size of the PSD, the spine head volume,
and spine head and spine neck widths were reduced in layer II/III of the somatosensory
cortex, indicating a poor maturation of spines. The reported tendencies towards the
increased density of spine synapses, reduced densities of shaft synapses with a trend
towards increased fractions of filopodia, thin spines, and reduced fractions of mushroom
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spines support the idea of an altered balance between excitatory and inhibitory synapses
in this model [136].

The SHANK protein family comprises a group of postsynaptic scaffolding proteins
that play a vital role in the formation, organization, and signaling of glutamatergic
synapses [64], acting as the central organizer of the postsynaptic proteins. Since mu-
tations of all three members of the SHANK gene family are associated with ASD, the
ultrastructural alteration in Shank mutant mice was expected to give information on the
functional impairment of the network and to provide a link to the alterations found in SZ,
in particular SHANK2 variants associated with SZ [247]. The deletion of Shank1 in mice dis-
playing an ASD-like phenotype leads to smaller spines, thinner PSDs, and a weak synaptic
transmission in the hippocampal CA1 region [137]. In Shank3B−/− mice revealing an ASD-
like phenotype, the thickness and length of the PSD in the striatum were decreased, with a
reduction in the spine density accompanied by a reduced excitatory synaptic transmission,
pointing to the disruption of glutamatergic signaling [138]. In another ultrastructural study
in the hippocampal CA1 field in Shank3-deficient mice, the presence of synaptic pathology
at different developmental stages (5 weeks and 3 months of age) was assessed. Shank3+/–

heterozygote mice had significantly more perforated synapses at 5 weeks than at 3 months
of age and significantly more than 5-week-old controls, indicating that the ultrastructural
morphological alterations affecting synaptic structure may occur in an age-dependent
manner in Shank3-deficient mice [248].

LRFN2/SALM1 is a PSD-95-interacting synapse adhesion molecule [249]. In the Lrfn2-
deficient mouse model of ASD, the CA1 stratum radiatum of the dorsal hippocampus
revealed an increased ratio of perforated synapses to total excitatory synapses. Moreover,
the synapses had a shorter PSD length but a similar thickness and a wider synaptic cleft.
Furthermore, an unstable spine structure was suggested by the presence of oddly shaped,
spinule-like spines and perforated PSDs [139].

The ASD-associated cortactin binding protein 2 (CTTNBP2) is known to regulate
the subcellular distribution of synaptic proteins, such as cortactin, thereby controlling
dendritic spine formation and maintenance [250]. In the Cttnbp2−/− mouse model of ASD,
in all regions of the dorsal hippocampus, these mice showed a reduction in the length and
thickness of PSDs, the count of presynaptic vesicles, and the ratio of vesicle number to PSD
length [140].

The ASD candidate gene DIP2A (disconnected-interacting protein homolog 2 A)
encodes for a protein that is localized to dendritic spines in excitatory neurons [141]. The
deletion of Dip2a in mice exhibited a postsynaptic structure with a stubby appearance
and flattened PSD compared to an enlarged postsynaptic terminal with a distinct neck
and abundant PSDs in control mice [141]. These results were accompanied by a defect in
spine morphology and synaptic transmission, which may be mediated by PSD size and
glutamate receptor dysfunction.

Calsyntenin-2 (CLSTN2) is a synaptic protein that belongs to the superfamily of cad-
herins and has an important function in learning and memory [251]. In the Clstn2−/−

mouse model of ASD, the synaptic ultrastructural analysis revealed a reduction in the
density of inhibitory synapses both in the medial prefrontal cortex (MPFC) and the hip-
pocampus, as well as a general increase in negatively curved PSDs. The MPFC also showed
a reduction in the length of perforated synapses as well as in the width of the synaptic
cleft PSD, presenting a surprisingly increased number of synaptic vesicles. In contrast, the
presynaptic area of the hippocampal neurons was not changed in Clstn2 knockout mice,
but the number of synaptic vesicles was significantly reduced [142].

In addition to the aforementioned synaptic proteins, nuclear proteins associated
with ASD can also affect the synaptic ultrastructure, e.g., vaccinia-related kinases (VRKs)
that play a major role in cell signaling, cell cycle progression, apoptosis, and neuronal
development. In the hippocampal CA1 region of a VRK3-deficient mouse model of ASD,
prominent reductions in PSD length and thickness were revealed [143].
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Adding another layer of complexity, a mouse model of Phelan–McDermid syndrome
causing autistic phenotypes with a deficiency of mitogen-activated protein kinase 8 in-
teracting protein 2 (MAPK8IP2/IB2), which plays an important role in regulating the
ratio of AMPARs to NMDARs at glutamate synapses, revealed no synaptic ultrastructure
alterations of cerebellar glutamatergic synapses and featured normal synaptic clefts and
postsynaptic densities and abundant presynaptic vesicles [252]. However, despite the nor-
mal ultrastructure, a larger NMDAR-mediated current and enhanced intrinsic excitability
and LTP were revealed in this mouse model [253].

Although altered dendritic spine morphology is a hallmark of FXS, the degree of spine
abnormalities observed in the Fmr1 KO mouse model is variable (for a review reporting the
spine phenotypes in different brain regions of Fmr1 KO, see [144]). Additionally, in more
recent studies, a significant increase in the diameter of secondary dendrites, an increase in
dendritic spine density, a decrease in mature dendritic spines and less mature postsynaptic
densities were revealed in the hippocampal CA1 region of adult Fmr1−/− mice [145]. In
the primary motor cortex of Fmr1−/− mice, a normal density but higher turnover rate of
dendritic spines were shown [146].

In summary, several pieces of evidence from rodent studies have revealed hetero-
geneous synaptic ultrastructural alterations related to ASD, supporting the hypothesis
that ASD is, in part, the consequence of a developmental synaptopathy (for a summary of
synaptic ultrastructural alterations in ASD, see Table 2 and Figure 1). Improving the quality
of postmortem tissue preparation from ASD patients by the development of advanced
methods can confirm the synaptic ultrastructural changes revealed in rodent models of
ASD and pave the way for dissecting the heterogeneity of the disorder. Moreover, it will
facilitate finding ultrastructural alterations that are common with other neuropsychiatric
disorders and contribute to their pathophysiology.

5. Conclusions

Numerous experimental and EM-imaging methods have shown that in genetically and
pharmacologically caused SZ and ASD, glutamate concentration, glutamatergic receptor
expression, and the ultrastructure of glutamatergic synapses are differentially affected
in different brain regions, leading to alterations in synaptic signal transmission. Various
molecular, physiological, and structural changes of synapses have already been shown to
occur during brain development or learning. Those studies identified the glutamatergic
neurotransmission as an essential mechanism for an activity-dependent modulation of
synapses and the formation (learning) or stabilization (memory) of neural networks. For
those network changes, the Ca2+ influx at postsynaptic NMDARs and AMPARs and the
release of intracellular Ca2+ at the activated synapse are essential to initiate the required
modification of the synapses that experienced activation through depolarization of the
postsynaptic membrane. If the intracellular Ca2+ level rises too far, neuronal death will
result [254]. Thus, the amount and type of Ca2+ increase after glutamate stimulation
determines whether and which molecular changes will be activated in the neuron. This
could be associated with structural changes in the synapse(s) and increased/decreased
excitability. In SZ and ASD, the glutamatergic signal transduction in neuronal networks that
controls social and other behaviors is dysregulated. These structural alterations can have a
clear impact on synaptic neurotransmission and plasticity, which lead to neuronal circuit
defects. The maintenance of cognition and normal behaviors is heavily dependent on the
precise formation of mature neuronal circuits. For example, the increase in glutamatergic
synaptic density can cause hyper-excitability of cortical circuits consistent with multiple
lines of evidence that implicate imbalances in excitatory and inhibitory activity as a shared
pathophysiological mechanism in SZ and ASD. Additionally, as synaptic size and shape
can have an effect on the number of AMPARs and NMDARs, key components of learning
and memory, the alteration of these factors can explain the cognition impairment and
memory dysfunction in these neuropsychiatric disorders. However, to understand the
different features of both neuropsychiatric disorders and their individual heterogeneity,
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a more detailed picture of the neuronal network and more comparative ultrastructural
information are required. Importantly, structural and functional studies on SZ and ASD
also show that the glutamatergic synapses do not appear to lose their plasticity during
maturation and learning. In rodent models and human patients, the impaired glutamatergic
synaptic plasticity and social behavior can be at least partially normalized genetically or
by compensatory medication, as indicated by the rescue of the social impairment via
restoration of Shank3 expression in adult Shank3 KO mice [255] and by the treatment of
adult Shank2 KO mice with an NMDAR agonist, D-cycloserine [65]. Additionally, both
experimental and medical interventions were associated with normalized social behavior
but also improved learning abilities in adult animals and patients. Detailed synaptic
ultrastructural analysis of AMPAR and NMDAR KO mice are necessary to demonstrate
that changes in synaptic structures are associated with SZ and ASD phenotypes recognized
in AMPAR and NMDAR KO mice, as noticed in patients and the other mouse models
for ASD and SZ; in particular, the loss of NMDAR in hippocampal CA3 to CA1 synapses
and GluA1 receptor plasticity is associated with impairments in decision making, which
depends on the recognition and correct evaluation of environmental stimuli but is not
involved in the long-term memory formation [256,257].

Since astrocytes in tripartite synapses also influence synaptic transmission and react
to inflowing and intracellularly released Ca2+ signals, the role of astrocytes and their
mitochondria in neuropsychiatric diseases should be investigated.
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ceptor NMDA receptor subunit 1; GluN2A,B,C,D, Glutamate receptor NMDA receptor subunit
2A,B,C,D; GluA1,2,3,4, Glutamate receptor AMPA receptor subunit A,B,C,D; Gria1, Mouse gene for
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Centers by NIH; MPFC, Medial prefrontal cortex; NLGN, Human gene for neurolegin; NMDAR,
N-methyl-D-aspartate receptor; NRXN, Human gene for neurexin; P12, Postnatal day 12; PSD, Post-
synaptic density; SH3, Src-homology domain; SHANKs, SH3 and multiple ankyrin domain proteins;
SHANK1, 2, 3, Human SHANK1, 2, and 3 genes; Shank1, 2, 3, Mouse genes for SHANK1, 2, and 3
proteins; SZ, Schizophrenia; VPA, Valproic acid; VRK, Vaccinia-related kinase.
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Mouse lines
Clstn2−/−, global depletion Clstn2—not listed—a CRISPR-Cas9-edited KO mouse line is

available at MMRRC: Clstn2em1(IMPC)J (MGI:5766210);
Cttnbp2−/−, global depletion of Cttnbp2—not listed—a CRISPR-Cas9-edited KO mouse line is

available: Cttnbp2tm1a(KOMP)Wtsi (MGI:4455588);
Dip2a−/−, global depletion of Dip3a—not listed—a CRISPR-Cas9-edited KO mouse line is

available: Dip2aem#Ywz (MGI:5787957);
Dtnbp1−/−, DtnbP1 (floxed mice B6(Cg)-Dtnbp1tm1c(EUCOMM)Hmgu/DtlJ are available at

Jackson labs Stock 030840);
Fmr−/−, global Fmr depletion: Fmr1tm1Cgr (MGI:1857169) or Fmr1tm2Cgr (MGI:245108); Gria1−/−,

global GluA1 depletion: Gria1tm1Rsp (MGI:2178057);
Grin1neo/neo, hypomorophic GluN1 expression: Grin1tm1Bhk (MGI:1928280);
Grin1f/f/PV-Cre−/−, GluN1 depletion in parvalbumin-positive neurons: Grin1tm1Rsp (MGI:3611337)/Pvalbtm1(cre)Arbr

(MGI:3590684);
IB2−/−, global depletion of Mapk81P/Ib2: Mapk8ip2tm1.1Gol (MGI:4867721);
Lrfn2−/−, global depletion of Lrfn2/Salami—not listed—a similar 2lox mouse strain is available

from Jackson labs: B6J(Cg)-Lrfn2tm1.2Csbd/Mmjax (MMRRC Stock No: 50502-JAX);
Shank1−/−, global Shank1 depletion: Shank1tm1Shng (MGI:3762757); Shank3B−/−, global de-

pletion of the Shank3B isoform: Shank3tm2Gfng (MGI:4949738);
Vrk3−/−, global depletion of Vrk3—not listed—a CRISPR-Cas9-edited KO mouse line is avail-

able at MMRRC: VRK3em1(IMPC)MBP/MmUCD (MGI: 63152674).
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Abstract: Stroke is a major challenge in modern medicine and understanding the role of the neuronal
extracellular matrix (NECM) in its pathophysiology is fundamental for promoting brain repair.
Currently, stroke research is focused on the neurovascular unit (NVU). Impairment of the NVU
leads to neuronal loss through post-ischemic and reperfusion injuries, as well as coagulatory and
inflammatory processes. The ictal core is produced in a few minutes by the high metabolic demand
of the central nervous system. Uncontrolled or prolonged inflammatory response is characterized by
leukocyte infiltration of the injured site that is limited by astroglial reaction. The metabolic failure
reshapes the NECM through matrix metalloproteinases (MMPs) and novel deposition of structural
proteins continues within months of the acute event. These maladaptive reparative processes are
responsible for the neurological clinical phenotype. In this review, we aim to provide a systems
biology approach to stroke pathophysiology, relating the injury to the NVU with the pervasive
metabolic failure, inflammatory response and modifications of the NECM. The available data will be
used to build a protein–protein interaction (PPI) map starting with 38 proteins involved in stroke
pathophysiology, taking into account the timeline of damage and the co-expression scores of their
RNA patterns The application of the proposed network could lead to a more accurate design of
translational experiments aiming at improving both the therapy and the rehabilitation processes.

Keywords: stroke; neuronal extracellular matrix; neurovascular unit; matrix metalloproteinases;
systems biology; maladaptive plasticity

1. Introduction

As life expectancy increases, vascular diseases are progressively rising as major causes of disability
and death [1]. The central nervous system (CNS) is no exception and stroke represents one of the most
common and challenging pathologies of recent decades [2]. Stroke, along with neurodegeneration,
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can have a great impact on personal health and social burden for elderly people. Indeed, the increasing
prevalence of neurovascular disorders, alone or in combination with degenerative diseases, dramatically
enhances so-called vascular cognitive impairment (VCI) [3].

Various definitions of stroke have been assessed, however, the American Heart
Association/American Stroke Association (AHA/ASA) delineated stroke as a CNS infarction within
tissues of the brain, spinal cord or retina, due to ischemia [4]. It should be confirmed through
radiological, clinical and/or pathological evidence of permanent injury. Inside the AHA/ASA statement
are ischemic or hemorrhagic stroke and subarachnoid hemorrhage. The central element to unravel
the vascular disease physiopathology is the neurovascular unit (NVU) [5,6]. Understanding the
functionality of the NVU is key to a more efficient approach to stroke. The NVU encompasses
the endothelium, pericytes, astrocytes, microglia and neurons. These cellular elements of different
embryological origin are anatomically and functionally connected to ensure the correct pairing of
metabolic supply/catabolic discharge and CNS activity [5]. Oligodendrocytes are not classically
involved in the NVU, although recently they have been shown to actively respond to ischemic insult [7].
The CNS vasculature consists of a specialized form of endothelium with tight junctions (TJs) that
regulate osmotic exchanges between the blood and parenchyma [8], the so-called blood–brain barrier
(BBB). CNS tissue structure is completed by non-cellular elements such as the basal membrane and
other specialized forms such as the neuronal extracellular matrix (NECM), playing a central role in
physiological conditions and pathological modifications [9,10].

Injury of the NVU induces the immediate disruption of the BBB, not limited to the ischemic area,
with edema of the nearby tissue. Hemostatic and inflammatory responses are helpful in self-limiting
acute damage, however, it may lead to an amplification of cellular loss and consequent long-term
functional damage, particularly considering the massive necrosis induced by inflammatory responses.
In the white matter, it causes further damage to myelin, thus propagating further CNS tissue damage
via a vicious cycle mechanism [6,9]. Acute damage is caused by the loss of oxygen and nutrient supply,
driven by vessel occlusion (e.g., atheroma), rupture or thromboses (due to endothelial dysfunction
or embolization). Neuronal loss within the ictal core is the direct consequence of the acute energy
failure. However, the permanent injury of the neuronal networks is mainly caused by the maladaptive
reparative processes, the end product of a predominantly metabolic correlative damage of the NVU
and NECM with the involvement of glial cells and the immune system [6,11]. Indeed, the inflammatory
reaction following the injury within the CNS could be highly disruptive and sustained, with the
infiltration of macrophages to the site of injury surrounded by astroglial reactive cells [12]

In this review, we propose evidence for cell matrix and NVU interactions in the pathogenesis
of stroke and its sequelae. The experimental data call for the creation of protein–protein interaction
(PPI) maps which define the importance of both structural (Figure 1) and sequential coupling
(Figures 2 and 3) of cellular and extracellular matrix pathways. The maps are designed using the string
database platform [13] and are based on 38 selected proteins obtained through critical analysis of the
literature. The papers used to create the structural PPI map are presented considering the logical
structure of this review and the main experimental studies are presented in Table 1. The sequential
coupling is obtained considering stroke pathophysiological data and the observed co-expression of
proteins presented in Figure 2. This systems biology approach is essential to pave the way for an
improvement in acute therapy and in the rehabilitation process.
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Table 1. Synoptic table of the main representative experimental studies analyzed to select 38 proteins
used as input for the string database (Figures 1 and 2). NIH: neuro-immune hemostasis, MMPs: matrix
metalloproteinases, ADAMTS: a disintegrin and metalloproteinase with thrombospondin motifs,
TIMP: tissue inhibitor of metalloproteinases, CSPGs: chondroitin sulfate proteoglycan, HSPGs: heparan
sulfate proteoglycan, TnC: tenascin-C, TnR: tenascin-R, tPA: tissue plasminogen activator, GFAP: glial
fibrillary acidic protein, ITGAM: integrin subunit alpha M, HMGB1: high-mobility group box 1 protein,
TLR: Toll-like receptor, NFκB: nuclear factor-κB.

Research Paper Analyzed Pathways Selected Proteins Model

Qiu J et al., 2010 [14] Alarmins—
MMPs—NIH HMGB1, TLR4, MMP9 Mouse, in vivo and

in vitro

Gu BJ and Wiley JS, 2006 [15] Alarmins—
MMPs—NIH MMP9, P2X7R, TIMP-1 Human, in vitro

Gao, H et al., 2011 [16] Alarmins—NIH HMGB1, ITGAM, NFkB Mouse, in vitro

Choi MS et al., 2010 [17] Alarmins—
MMPs—NIH MMP9, P2YR Rat, in vitro

Manaenko A et al., 2010 [18] Alarmins—NIH HSP70, IL1, TNFα, collagen Mouse, in vivo

Malik R et al., 2018 [19] NIH—MMPs NOS, COL4A Human, clinical

Clausen BH et al., 2008 [20] NIH—Glial
activation IL1, TNFα, ITGAM Mouse, in vivo

Botchkina GI et al., 1997 [21] NIH—
Neurotrophins TNFα, p75NTR Rat, in vivo

Atangana E et al., 2017 [22] NIH—Glial
activation P-selectin, Iba1, ITGAM Mice, in vivo

Weisenburger-Lile D et al.,
2019 [23]

NIH—Glial
activation Neutrophil elastase, ITGAM Human, clinical

Stubbe T et al., 2013 [24] NIH—Glial
activation ITGAM, Iba1 Mouse, in vivo

Choucry AM et al., 2019 [25] NIH—
Neurotrophins p75NTR, TrkA Rat, in vivo

Candelario-jalil E et al.,
2011 [26] NIH—MMPs MMP2, MMP9 Human, clinical

Cheng T et al., 2006 [27] NIH—MMPs MMP2, MMP9, PAR1, Thrombin,
tPA, NFkB

Mouse in vivo, Human
in vitro

del Zoppo GJ et al., 2012 [28] NIH—MMPs—Glial
activation

MMP2, MMP9, GFAP, ITGAM,
COL4A, HSPGs

NonHuman Primate
in vivo, mouse in vitro

Mishiro K et al., 2012 [29] NIH—MMPs MMP9, tPA Mouse, in vivo

Chen W et al., 2009 [30] MMPs—Glial
activation

MMP2, MMP9, TIMP1, TIMP2,
GFAP Rat, in vivo

Ye H et al., 2015 [31] NIH—Glial
activation S100B Human, meta-analysis

Maysami S et al., 2015 [32] NIH—Glial
activation CXCL1, CCL3, Iba1 Mice, in vivo

Quattromani MJ et al.,
2018a,b [33,34] NIH—MMPs MMP2, MMP9, ADAMTS4,

TIMP1, tPA, CSPGs, TnC, TnR Rat and Mouse, in vivo

Matsumoto H et al., 2008 [35] NIH—Glial
activation Iba1, NG2, ITGAM Rat, in vivo

Carmichael ST et al.,
2005 [36] MMPs CSPGs Rat, in vivo
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Figure 1. Extracellular/intracellular network analysis within the damaged tissue (string-db.org 
platform) for protein–protein interactions (PPIs). The proteins related to stroke pathophysiology are 
clustered and PPIs are defined. This map is difficult to use for the design of further experiments since 
the interference with any node will apply to every edge at the same time, an atypical phenomenon in 
biological systems. The map is based on a critical analysis of recent literature (see Table 1 for selected 
experimental studies). The database query with 38 proteins showed 203 edges with an average node 
degree of 10.7 (expected number of edges 35, average local clustering coefficient 0.575; PPI enrichment 
p-value < 10−16). For further details, the map is accessible at this link: [37]. 

 

Figure 1. Extracellular/intracellular network analysis within the damaged tissue (string-db.org platform)
for protein–protein interactions (PPIs). The proteins related to stroke pathophysiology are clustered
and PPIs are defined. This map is difficult to use for the design of further experiments since the
interference with any node will apply to every edge at the same time, an atypical phenomenon in
biological systems. The map is based on a critical analysis of recent literature (see Table 1 for selected
experimental studies). The database query with 38 proteins showed 203 edges with an average node
degree of 10.7 (expected number of edges 35, average local clustering coefficient 0.575; PPI enrichment
p-value < 10−16). For further details, the map is accessible at this link: [37].
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Figure 2. Bidimensional matrix of RNA expression patterns and protein co-regulation. The 38 proteins
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proposed in the network map of Figure 1 are listed in a bidimensional matrix to show the co-expression
scores (from 0 to 1 on the color visual scale) based on RNA expression patterns and protein co-regulation
(string-db.org platform). The regulatory functions are subjected to a precise time-coupled expression.
For further details, the matrix is accessible at this link: [38].
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Figure 3. Protein–protein interaction (PPI) maps generated considering the timescale of stroke. 
Clustering is dependent on time-specific activation, avoiding a direct interaction analysis (presented 
in Figure 1) and considering the collected literature data and co-expression matrix presented in Figure 
2. (A) Alarmins are released and constitutive matrix metalloproteinase 2 (MMP2) and purinergic 
receptors are promptly activated following stroke. (B) The inflammasome activates the neuro-
immune pathway of cytokines, adhesion molecules, protease receptors and inducible MMPs. (C) 
Leukocytes arrive hours after stroke, act with their enzymes and remain for several days and, while 
glial activation proceeds, a novel extracellular matrix (NECM) is secreted and reactive gliosis 
regulates the neurotrophin concentration and receptors. 

2. The Brain Energy Failure in Stroke 

The interruption of regular perfusion causes an irreversible metabolic imbalance in the 
territories of the corresponding vasculature, which ultimately causes cell death. The extension and 
the nature of the vascular insult (e.g., small/large vessel disease, ischemic or hemorrhagic strokes) 
lead to a variety of parenchymal changes in the CNS, such as damage to cellular and extracellular 
elements in the ischemic core (i.e., cavitation), as well as a progressive reduction of the CNS tissue 
with spots of scar tissue and brain atrophy [39]. In the early phases of post-ischemic damage, typically 
within the first two weeks (before three months, i.e., standard chronic onset timepoint), the majority 
of patients with clinically diagnosed stroke will have well-defined cavitation at the ischemic core [40]. 
The cavity is surrounded and limited by glial cells that partially limit the area of damaged tissue 
(leukocyte infiltration, cellular debris, NECM and signaling molecules) [9,11] with long-lasting 
inflammation that could perdure more than three months according to injury models of myelinated 
tissues [41]. Myelin debris in particular should be removed to allow axonal regeneration and to 
reduce the inflammatory response, as it interferes with the crosstalk between the NVU (i.e., pericytes) 
and immune system (i.e., macrophages) during tissue repair [42,43]. The volume of the cavitation 
depends on the size of the afferent vessel and could range from 45 mL (medium sized cavity in a 
clinically determined stroke) to 150 mL in the case of a malignant middle cerebral artery occlusion 
[44]. If the damage is superficial, instead of the formation of a cavity, the area could be infiltrated by 

Figure 3. Protein–protein interaction (PPI) maps generated considering the timescale of stroke.
Clustering is dependent on time-specific activation, avoiding a direct interaction analysis (presented in
Figure 1) and considering the collected literature data and co-expression matrix presented in Figure 2.
(A) Alarmins are released and constitutive matrix metalloproteinase 2 (MMP2) and purinergic receptors
are promptly activated following stroke. (B) The inflammasome activates the neuro-immune pathway
of cytokines, adhesion molecules, protease receptors and inducible MMPs. (C) Leukocytes arrive
hours after stroke, act with their enzymes and remain for several days and, while glial activation
proceeds, a novel extracellular matrix (NECM) is secreted and reactive gliosis regulates the neurotrophin
concentration and receptors.

2. The Brain Energy Failure in Stroke

The interruption of regular perfusion causes an irreversible metabolic imbalance in the territories
of the corresponding vasculature, which ultimately causes cell death. The extension and the nature of
the vascular insult (e.g., small/large vessel disease, ischemic or hemorrhagic strokes) lead to a variety of
parenchymal changes in the CNS, such as damage to cellular and extracellular elements in the ischemic
core (i.e., cavitation), as well as a progressive reduction of the CNS tissue with spots of scar tissue and
brain atrophy [39]. In the early phases of post-ischemic damage, typically within the first two weeks
(before three months, i.e., standard chronic onset timepoint), the majority of patients with clinically
diagnosed stroke will have well-defined cavitation at the ischemic core [40]. The cavity is surrounded
and limited by glial cells that partially limit the area of damaged tissue (leukocyte infiltration, cellular
debris, NECM and signaling molecules) [9,11] with long-lasting inflammation that could perdure more
than three months according to injury models of myelinated tissues [41]. Myelin debris in particular
should be removed to allow axonal regeneration and to reduce the inflammatory response, as it
interferes with the crosstalk between the NVU (i.e., pericytes) and immune system (i.e., macrophages)
during tissue repair [42,43]. The volume of the cavitation depends on the size of the afferent vessel and
could range from 45 mL (medium sized cavity in a clinically determined stroke) to 150 mL in the case of
a malignant middle cerebral artery occlusion [44]. If the damage is superficial, instead of the formation
of a cavity, the area could be infiltrated by granulomatous tissue comprehending macrophages and
blood vessels where glial cells are obliterated [41]. This macroscopic phenomenon is underlined by
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distinct molecular steps involving the NVU and NECM elements which interact with CNS resident
and blood-derived immune cells [6].

3. Acute Ischemic Damage

The failure to meet the energy demand and counterbalance the osmotic gradient disrupts the
organized membrane structures and cell death (necroptosis) [45], a mechanism different from apoptosis
(caspase-mediated programmed cell death) or autophagy. The starving cells, lacking a trophic supply
and oxygen, release signaling molecules during the death process, such as chaperonins, chromatin
proteins and purinergic mediators [46,47]. The early modifications of the NECM generate degraded
structural proteins. These molecules are the first to be released as damage-associated molecular
patterns (DAMPs). These DAMPs are called alarmins and activate the innate immune response
following an acute disruption of the BBB and before the margination of leukocytes [48]. Among the
abovementioned molecules, the main factors seem to be high-mobility group box 1 protein (HMGB1),
adenosine triphosphate (ATP) and heat-shock protein 70 (HSP70) [14,15,46,49]. Hyaluronic acid (HA),
fibronectin and heparan sulfate (HSPGs) or chondroitin sulfate proteoglycans (CSPGs) are the main
factors of the NECM [50]. These are endogenous molecules that can activate the immune response
within minutes (Figure 3).

3.1. Necroptosis and Chromatin Exposure

HMGB1 is a nuclear protein with transcriptomics functions associated with chromatin structural
proteins [51]. The release of the acetylated form of HMGB1 in the extracellular space, following ischemic
injury, can activate the inflammatory response, binding to the Toll-like family receptors, particularly
types 2 and 4 (TLR2/4) and the receptor for advanced glycation end-products (RAGE), expressed on
the resident cells (neurons, astrocytes, microglia) with the secretion of matrix metalloproteinase 9
(MMP9) [14,47]. Indeed, the reshaping of the NECM is an early step, essential in the initial phases
of neuroinflammation. Microglia, a scavenging component, express complement receptor 3 (CR3),
an integrin αMβ2, also known as macrophage antigen complex 1 (MAC1) which can bind HMGB1 and
connect the immune response to cell adhesion and phagocytosis [6,16].

3.2. Purinergic System Activation

ATP has been extensively investigated in various damage models as an endogenous factor
in maladaptive plasticity both in the acute and chronic rearrangement of the NECM and cellular
elements (reactive gliosis), [15,17,52,53]. The activity of extracellular ATP in acute stroke could
mediate the migration of microglia, assisted by the rapid secretion of MMP9 [15,17], reinforcing the
HMGB1 cascade. The endothelium, neurons, glial cells and leukocytes express purinergic receptors
(ionotropic P2Xs and metabotropic P2Ys) which account for the multimodal and rapid signaling
function. Microglia–astrocyte signaling with ATP as a neurotransmitter is involved in the inflammatory
CNS response with a prominent role of P2X4/7 and P2Y1/6/12 subtypes. ATP can tune the dead
or alive response of oligodendrocytes, interacting with P2X7 or P2Y1 receptors, respectively [53].
The cation-selective opening of P2X receptors has an essential role in a faster response to the ligand and
in a slower neuromodulatory response that needs to be further clarified [49]. The microglia–astrocyte
crosstalk with ATP release and its metabolite adenosine diphosphate (ADP) has been reported in both
glutamatergic excitotoxicity and astrocytic feed-forward potentiation in the early phases of reactive
gliosis [11,54,55].

3.3. Chaperonine and Stress Response

HSP70 is a chaperonin expressed intracellularly and involved in protein folding or supporting
the repair of misfolding processes. It has a role in the proteasome–ubiquitin catabolism of damaged
protein [46]. HSP70 is part of a system identified to be stress inducible, with historical reference to
heat shock, but currently known to be part of multiple stressor responses (e.g., ischemia, oxidative
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stress, misfolded protein accumulation) [56]. HSP70 is expressed either as a constitutive or inducible
form. Recent studies have demonstrated the role of HSP70 in neuroprotection, considering ischemic
and hemorrhagic stroke [46]. HSP70 seems to play a role in both intrinsic and extrinsic apoptotic
pathways at multiple levels [46]. It has been shown to reduce vulnerability to specific ischemic insults
in astrocytes, preserving higher intracellular ATP and glutathione levels with reduced reactive oxygen
species (ROS) accumulation [57]. HSP70 exerts a bivalent role: (i) in anti-inflammatory intracellular
pathways and (ii) by immunostimulating extracellular activity [46]. The overexpression of HSP70
reduced the production of tumor necrosis factor-α (TNFα) and IL1 and has been shown to attenuate BBB
disruption in a model of hemorrhagic stroke [18,58]. The main HSP70-modulated intracellular systems
are inducible nitric oxide synthase (iNOS) expression and nuclear factor-κB (NF-κB) activation [59].
An exonic polymorphism in NOS3 has been recently considered as a locus associated with stroke [19].

NF-κB deregulation probably caused the decreased expression of MMP9 in cultured astrocytes
with HSP70 overexpression in an ischemic-like in vitro model [60]. In the same study, an MMP2
reduction was demonstrated, even if its regulation did not depend on NF-κB [60].

On the extracellular side, HSP70 (and other HSPs) can interact with TLR2/4, activate microglia
and macrophages and promote lymphocyte differentiation [61–63].

These pathways are deeply connected with (i) neuro-immune hemostasis, (ii) MMP modulation
and (iii) reactive gliosis.

4. Neuro-Immune Hemostasis

The essential molecules for transcript formation (HMGB1), cellular energetic metabolism (ATP)
and protein-folding assistance (HSP70) constitute the endogenous pathology alarm molecules and
damage control systems.

Establishing a network of such proteins in a systems biology model is essential to identify
perturbations in metabolic supply, block the energy-consuming activities, save ATP, avoid ROS
production and ultimately prompt a fast response to damage in the extracellular medium
(Figures 1 and 2). Whether the rescue system is effective or not, it depends on the well-timed
resolution of the vascular insult. Nowadays, there are systemic and local treatments to guarantee good
tissue reperfusion in ischemic stroke [64], however, the modulation of the intracellular–extracellular
alarmins system could increase the time window for efficient therapy and improve the clinical outcome.

The activation of the coagulation cascade and the network involving clot formation, thrombin
signaling, immune response and synaptic plasticity has been proposed in several neurological
diseases [6]. During stroke, clotting dysfunction is part of the disease itself, with a prominent role in
cell survival and the loss of the vital elements in the ischemic core.

4.1. Blood–Brain Barrier Failure

The damage to the BBB structure is the main harm to the NVU during acute stroke, it allows the
permeation of blood elements, normally confined to the systemic circulation. These are constituted
basically of plasma proteins and immune cells [65]. The DAMP response, on the other hand, produces
in a few hours the second phase of the inflammatory process: the production of cytokines such as
TNFα and IL1 [20,66]. The astrocytes of the NVU retract their podocytes, the basement membrane
is modified by the release of MMPs and the production of cytokines promotes the margination of
the first infiltrating leukocytes (neutrophils and monocytes) that act together with the microglia as
host defenders.

The activated endothelial cells, in the area of vasogenic edema, express on their membrane
cytokine receptors [21,67] and cell adhesion molecules (CAMs) of the immunoglobulin family, such as
vascular (V)CAM-1 and platelet (P) and endothelial (E) selectins and integrins (e.g., MAC1), facilitating
the rolling, margination and migration of leukocytes in the CNS [22,68].

Indeed, the expression of CAMs has been largely studied as a cell-based phenomenon, but more
recent data have shown a direct involvement of NECM molecules, particularly laminin-8/10,

177



Int. J. Mol. Sci. 2020, 21, 7554

fundamentally expressed in the basal lamina of the NVU. It has been shown that in mice lacking
laminin-10, a facilitated infiltration of leukocytes with the loss of cadherin junctional support following
TNFα administration occurred, while knocking out laminin-8 significantly reduced immune cell
margination [69,70].

4.2. Perivascular Space Signaling

Perivascular spaces with low-density collagen type IV, a fundamental constituent of the basement
membrane, and laminin are characterized by a prevalent neutrophil infiltration [71]. The mutation of
the gene encoding for the α1 chain of collagen type IV, COL4A1, is responsible for a monogenic stroke
syndrome (hemorrhagic and/or ischemic small vessel disease) [72], whereas an intron variant of the
same gene has been associated with increased risk of multifactorial stroke [19].

The immune cell infiltration (hours to days) of the CNS utilizes both elastases and MMPs to
further open the pathway to the second wave of leukocytes: the lymphocytes [23,73]. This process
is self-limiting, with a modulatory function principally attributed to T cells, in the tardive phases
(Figure 3) of tissue remodeling (weeks to a month timescale) [24,73].

The cytokine shift mediated by the regulatory T cells is typical of this phase, with the production
of IL6/10, transforming growth factor β (TGFβ) and possibly neurotrophins such as brain-derived
neurotrophic factor (BDNF) and nerve growth factor (NGF) [25]. The stabilization of the lesion is
fundamental for neurological signs of partial recovery [74,75].

The schematic description of early to late phases of the immune response needs to be considered as
overlapping phenomena playing a pivotal role in NECM remodeling and reactive gliosis (Figure 3) [6,11,76].

5. Matrix Metalloproteinase Modulation

The activation of MMPs is absolutely essential, as it begins during the early phases of stroke
pathophysiology. The two main factors are MMP2 and MMP9. MMP2 is constitutively expressed
and secreted as a zymogen and can be activated by the formation of a complex involving MMP14
(a membrane-type MMP), tissue inhibitor of metalloproteinase 2 (TIMP 2) and pro-MMP2 itself.
MMP14 contains a hydrophobic C-terminal domain and its activity is restricted to the cell membrane [77].
This feature accounts for the spatial definition and limited activation of MMP2 [78]. MMP9 production,
on the other hand, is induced during inflammation and its zymogen cleavage is mainly granted by
MMP3, activated in neuroinflammatory responses [79]. TIMP1 is the natural inhibitor of MMP9 [80].
TIMP2 has a role as a sensor of damage and confinement of the injury, being able (if not complexed with
MMP14) to inhibit MMP2 (Figures 2 and 3) [79,81]. Similarly, the protease thrombin can activate the
coagulatory cascade and, once complexed with thrombomodulin and endothelial protein C receptor
(EPCR), can mediate the downregulation of coagulatory factors with activated protein C (aPC) [10].
Both MMP2 and MMP9 systems are associated with NVU dysfunction, mainly mediated by the
breakdown of claudin-5, occludin and zonula occludens 1 (ZO-1) [26].

These functions are essential in the development of the CNS and in adult brain vascular remodeling
following pressor insults, non-occlusive vascular lesions or microvascular recanalization [82–84].
Major ischemic injury causes massive damage to BBB permeability with tissue edema and reperfusion
damage; these factors are independent of the extension of the lesion area beyond the volume of the
ischemic core [85,86].

The thrombolytic treatment could enhance the activation of already produced MMPs [87,88].
Thrombin or recombinant tissue plasminogen activator (rt-PA)-mediated PAR1 activation contribute to
NFκB-induced MMP9 expression [27]. The PAR1-mediated increment of MMP9, particularly through
pericytes, could worsen the intracranial hemorrhage clinical outcome [89].

The efficacy of rt-PA has changed the perspective for ischemic stroke patients, however,
understanding of the time schedule of NECM modifications could further improve the clinical outcome.
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Metalloproteinase Differential Activation

MMPs’ timely activation is fundamental in the pathophysiology of stroke. An improved
neurological outcome has been shown in an MMP2-deficient mouse model, which presented a smaller
hemorrhagic volume and transformation rate upon occlusion [90]. The MMP2 levels were not
significantly increased in hemorrhagic transformation, and the infarct area was not affected by MMP2
knockout, which although apparently in contrast with the previous data, further demonstrates its
role in the early phases of BBB failure, with a constitutive, scarcely inducible expression and is later
replaced by other MMPs (i.e., inducible MMP9) [91].

MMP9 is mainly expressed by resident cells, such as neurons, astrocytes, microglia and endothelial
cells [92]. Indeed, MMP9 seems to be involved in the late phases of parenchymal modifications.
MMP9 is also expressed by infiltrating leukocytes, but these cells are not considered as the main
source [28]. Within the first 24 h of stroke onset, MMP3 activation (via proteolytic cleavage) appears to
affect MMP9 levels [79]. In vivo studies with a pan-inhibitor of MMPs (GM6001) showed interesting
results, preserving the TJ proteins [29,30]. MMPs are essential in adaptive plasticity phenomena
(neuroblast formation, revascularization, synaptic plasticity) [93,94]. MMPs’ selective and limited
inhibition/activation seems to be the real translational target. Indeed, a potential detrimental effect
of pan-MMP inhibition 7 days after cerebral ischemia has already been shown, with the blockage of
physiologic reparative phenomena [93].

NVU components (mainly pericytes and endothelial cells) have been shown to be protected by
another MMP inhibitor in a focal embolic ischemia model that avoids pericyte contraction and laminin
degradation [95].

MMPs and a disintegrin and metalloproteinase with thrombospondin motifs (ADAMTS) are the
major NECM modifiers (Figure 2) implicated in the regulatory functions both in health and diseases [9].
Their function is not restricted to the processing of the NECM, they modulate synaptic plasticity. It has
been reported that the local inhibition of MMP9 through endogenous inhibitors, hypothermia and
synthetic compounds could help in reducing the inflammatory process and improve the outcome in
the acute phase [96]. In the subacute phase, MMP9 blockade could be harmful as it has been reported
to play a role in the migration of neural progenitors of the subventricular zone (SVZ), suggesting a
stimulating role for adult neurogenesis [94]. Moreover, ADAMTS4 has been considered useful in CSPG
degradation and axonal regeneration [97].

6. Reactive Gliosis and NECM Deposition

The proliferative response of glial cells to an ischemic event is stimulated by cytokines [11].
An ongoing registry is evaluating cytokines in stroke, based on the previous finding of the S100B
(an astrocyte marker) association with neurological outcome and infarct size [31,98]. The upregulation
of glial fibrillary acidic protein (GFAP) expression has been generally used as a reactive astrocyte
biomarker throughout various models of maladaptive CNS plasticity in CNS diseases [11,52,99,100].
Astroglial response functionally confines the damage with the recruitment of scavenger cells as
peripheral macrophages to remove the debris of the acute damage, through the secretion of chemokines,
classified based on the first two amino-terminal cysteine (C) sequences as adjacent (CC motif) or
separated by another amino acid (CXC). CC ligand 3 (CCL3) and CXC ligand 1/2 (CXCL1/2) have been
identified as the main chemokines involved (Figure 1) [32,101,102]. The damaged tissue is replaced
by a newly formed NECM and by the proliferation of non-neuronal cells, particularly immune cells
and glia (astrocytes and microglia) with the production of tenascins (Tn), proteoglycans and collagen
(i.e., fibrous tissue) that rapidly aid tissue repair but definitively inhibit neural plasticity (potentially
avoiding maladaptive rewiring) through the scar [103].
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6.1. Astroglial Adaptive Plasticity

The subsequent propagation of the necrotic inflammatory response is limited by the surrounding
protection of the glial cells. Modeling compromised scar formation showed increased neuronal
dysfunction with combinatory death and demyelination in both ischemic and traumatic injury [104,105].

The glial signaling regulates the immune response, organizes the structural reshape of the NECM
and avoids maladaptive neuronal plasticity. The leukocyte invasion is indeed regulated by CSPG and
tenascin-C (TnC) expression [106,107]. Both these constituents and astrocytic-produced keratan sulfate
proteoglycans (KSPGs) are regulatory molecules for neural plasticity and axonal outgrowth [108].
The second Tn expressed in the CNS (TnR) is instead expressed in the perineural nets (PNNs),
representing another specialized form of NECM [92]. At this time, rigorous debate concerns if and
how it could be beneficial for neural plasticity and limiting scar formation, and if it could play a role in
rescuing post-lesional axonal sprouting. Even though targeting astrocytic proliferation and NECM
production or NECM degradation has been proposed in various models of injury, [80,82,95,100,109]
affirm that it is not always true that astrogliosis “per se” inhibits axonal sprouting and, moreover, it has
been reported that astrogliosis has anti-inflammatory and anti-edema activity. The release of CSPGs
and TnC may not be detrimental and may help axon regeneration and guidance, while the blockage of
MMPs could be useful to increase neurotrophin levels, as demonstrated in injury models [11,100,110].

A recent model has been proposed focusing on the PNNs, a quadruple knockout mouse for
brevican, neurocan and TnC/R [33]. It has shed light on NECM modifications in damaged tissue and in
the functionally associated parenchyma. The results were controversial, with higher intrahemispheric
connectivity and worse behavioral outcomes in the early phases of stroke, further contributing to the
idea that a timely modulation is required [33].

6.2. CSPG/HSPG Expression

The NECM has a structural storage function for signaling molecules and growth factors [9,92].
During brain development, HSPGs are necessary for lineage differentiation, cell positioning and
neural wiring [111,112]. An important role in the differential expression of CSPGs and HSPGs may
provide dynamic path-finding for axonal wiring, with HSPGs enhancing and CSPGs restricting the
outgrowth [113].

The CSPGs overexpressed in the late phases of stroke are neurocan, brevican, phosphacan and
NG2 [35,114]. The latter is the marker of oligodendrocyte precursor cells (OPCs), which are a putative
functional reservoir of multipotent cells, involved in the remyelination of damaged circuitry and
supporting axonal outgrowth as the only non-neuronal cell that can form synapses with neurons [115].
OPCs contribute to NECM remodeling by upregulating versican in the damaged area [35]. CSPGs in
the PNNs far from the lesion are reduced as a result of the plastic remodeling of the entire system
following the injury [36].

A CSPG/HSPG ratio, similar to the developmental processes, has been observed in ischemic
models and could be potentially targeted in order to modify neuronal plasticity [113]. The physiological
role of the scar could be to inhibit the neural plasticity from the perilesional area into the ischemic core
with a certain grade of synaptic plasticity in the ischemic penumbra and neighboring intact tissue [116].
The reactive microglia, astrocytes and leukocytes persist in the ischemic core and are responsible for the
structure of the stroke-damaged tissue, including the NECM remodeling. However, the data available
were totally produced, except for a few, in rodent animal models typically used in stroke research.
We must consider that these animals show very little white matter in their hemispheres, therefore,
a vascular injury such as obstruction of the middle cerebral artery leads to gray matter injury, with
very little myelin involvement and self-limiting inflammation. To date, despite the growing amount of
data, the correct understanding of the role of each element in the clinical outcome following vascular
damage is very poor. The systems biology approach could provide designs for conceptual maps
with the simultaneous analysis of multiple factors (Figure 1). The benefit of a new methodological
approach aimed at assessing the overall molecular networks involved in a specific disease is needed to
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overcome the old attitude limited to a single cellular or structural element as the key to understanding
the pathophysiology of a disease [117]. The therapeutic approach to these models could allow us
to overcome the inhibition/enhancement dualism, focused on a single path (valid for monogenic
diseases), as this strategy is very poor if applied to the multifactorial pathophysiology of sporadic
stroke (Figure 2).

7. Designing the Network: The Time Variable

The modulation of the NECM should be investigated considering its cellular components and how
these molecules act as intracellular signal transducers. To the same extent, it is impossible to investigate
diseases clearly showing NVU impairment without analyzing its components and blood-derived
infiltrating cells. All these factors have their prominent roles on the stage and are mutually influenced
by a specific proximity and temporal activation/inhibition (Figure 3). The structural network (Figure 1)
needs to be improved, adding the time variable to the same hub connections (Figure 3). In these
networks, no targets are defined to block maladaptive phenomena and/or improve adaptive plasticity.
The validation of the available data requires adequate experiments based on well-designed networks.
These must consider the progression of the injury site and the timing of the reparative processes.

The scaffold of the NECM is mainly composed of HA, proteoglycans, collagen and Tns and,
although many of these elements act as signaling molecules in precise phases (development, injury),
they are expressed as constitutive elements in the normal adult brain, with physiological turnover
but consistent stability [92]. Signaling factors with gradient expression or short-range efficacy are
embedded among these functional nets. Indeed, many of these signaling molecules are strictly
connected to the abovementioned structural elements and their regulators are found in the same
environment [92].

8. Future Perspectives and Therapies

Novel experiments proposed on the basis of the designed rational networks could be helpful to
elucidate the role of the NECM in the pathophysiology of stroke. Another limitation to overcome is the
current knowledge of both ischemic and hemorrhagic stroke founded on various models (atherogenic,
embolic, hypertensive) without discrimination of the involved pathways. BBB failure, on the other
hand, could be used to redirect pharmacological treatment to selectively deliver anti-inflammatory
drugs to the damaged and edematous tissue.

8.1. Metalloproteinases and Proteoglycans

There is one ongoing double-blind, placebo-controlled clinical trial evaluating minocycline (as an
MMP9 inhibitor) and molecular hydrogen (an antioxidant) in stroke [118]. Their protective role could
prevent ischemia/reperfusion injury. Moreover, minocycline has been showed to be effective in inhibiting
poly(ADP-ribose) polymerase. This trial is a proof of concept for the results of a study that showed a
possible role of minocycline in lowering MMP9 plasma levels following rt-PA treatment of stroke [119].

Another clinical trial [120] will also consider MMP9 levels as a possible predictive factor for
hemorrhagic transformation of ischemic stroke treated with rt-PA.

Efforts to translate the data on NECM remodeling in stroke recovery is represented by the use of
HSPG mimetics that, administered intravenously in an acute ischemic stroke model, demonstrated
a good spatial localization and within 6 h of the event, reduced functional deficits and increased
plasticity phenomena (neo-angiogenesis, neurogenesis). An open study, the first in humans, to assess
the clinical safety of an HSPG mimetic (OTR4132) in anterior circulation acute ischemic stroke of
patients re-vascularized with both rt-PA or endovascular thrombectomy, will be conducted [121].

8.2. Engineering Bioscaffolds

The inflammation post trauma or post stroke needs to be the first contained/eliminated issue
before an implant is considered. However, the chance to replace the lost NECM using engineered
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biomaterial has been developed with a top-down approach of modified natural bioscaffolds to achieve
a promising bottom-up hydrogel synthesis [122]. There are various technical issues to overcome to
realize a translational success in this field, although there are promising results in animal models [122].
In particular, experimental data are based on rodent models of stroke and are limited to brain tissue
(with higher gray/white matter ratio than humans) and could be reconsidered to favor nervous tissue
richer in white matter, although this has other limitations [123,124].

One of the main biological challenges is represented by the intrinsic connectivity of the CNS.
The replacement of novel neurons, infiltrating the bioscaffold, needs to be coupled with a robust
newly formed and functional network. The restoration of complex cognitive functions can be achieved
with the correct coupling of axonal growth and synapse formation both in local circuitry and with
long-distance connections. Hydrogels with HA and vascular endothelial growth factor (VEGF) seem
to be able to replicate angiogenesis and axonal networks in the infarct area, similar to the contralateral
hemisphere [122]. Studies on axonogenesis, substance deliveries and cell influence on the newly formed
tissue have been considered [125–127], but a lack of knowledge on the intricate network of biological,
behavioral and experience-dependent processes halts the organization into a functional brain tissue.
The major risk is the mere substitution of scar tissue with an organized but useless, or even detrimental,
cell/matrix mass. Finally, the role of the environment is crucial for the development of a functional
network, as already demonstrated by the impact of early physiotherapy in post-stroke recovery that
could partly act on the remodeling of the NECM. It has been shown that an enriched environment
could decrease PNNs around neurons and modulate the transcription levels of NECM-modifying
proteins in the somatosensory cortex [34].

9. Conclusions

The treatment of stroke has so far been focused on limiting acute damage at the onset and securing
the hemodynamic stabilization of the patient to reduce the loss of CNS tissue.

This approach, with rt-PA and mechanical thrombectomy approved for acute ischemic stroke,
represented a major contribution and, together with early rehabilitation, significantly improved clinical
outcomes. However, this success is limited to selected patients with rescuable brain tissue (within a
time window or with significant ischemic core/penumbra mismatch). Hemorrhagic stroke without
coagulatory diseases or aneurysmatic ruptures can be clinically modified solely with the strict control
of blood pressure values. The actual paradigm is indeed to avoid further damage. We are unaware
of how to affect disease progression depending on these variables in the post-acute phase. The focus
of further research should be on the cellular capability to reduce the neuroinflammatory phenomena
and actively reshape the matrix in early reperfusion and beyond. For instance, a patient treated with
rt-PA could benefit from the reduction of constitutive MMP (e.g., MMP2) activation or the blockage of
the thrombin-mediated PAR1 pathway. Mechanical thrombectomy, on the other hand, could assist in
reducing the prominent BBB failure secondary to large vessel diseases, focusing on endothelial activation
and leukocyte margination. These pathways, together with induced MMP activity (e.g., MMP9), could be
partially shared with hemorrhagic stroke. These speculations may not actually be proven and may need a
systems biology approach to better understand the adaptive reparative mechanisms and try to improve
the sequalae with an active approach. MMP and cytokine interference, biomaterial scaffolds, growth
signals and an enriched environment are slowly being translated into clinical trials.

The therapeutic benefits, however, may be flawed by the incorrect modulation of proteins without
the understanding of the complex structural and temporal phases of their adaptive functioning.
This could be the reason for the knockout or pan-inhibitory models that have so far provided
contradictory results. All the elements analyzed, cellular and molecular, are affected by a single
constant problem, the damage to the NVU. This results in an energy deficit that alters the behavior of
all components of the CNS, as reported for neurodegenerative diseases [122]. Defining a model that
allows an energy rescue of the NVU and the NECM is the real therapeutic goal.
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Abstract: In multiple sclerosis (MS), inflammation alters synaptic transmission and plasticity,
negatively influencing the disease course. In the present study, we aimed to explore the influence of
the proinflammatory cytokine IL-1β on peculiar features of associative Hebbian synaptic plasticity,
such as input specificity, using the paired associative stimulation (PAS). In 33 relapsing remitting-MS
patients and 15 healthy controls, PAS was performed on the abductor pollicis brevis (APB) muscle.
The effects over the motor hot spot of the APB and abductor digiti minimi (ADM) muscles were tested
immediately after PAS and 15 and 30 min later. Intracortical excitability was tested with paired-pulse
transcranial magnetic stimulation (TMS). The cerebrospinal fluid (CSF) levels of IL-1β were calculated.
In MS patients, PAS failed to induce long-term potentiation (LTP)-like effects in the APB muscle and
elicited a paradoxical motor-evoked potential (MEP) increase in the ADM. IL-1β levels were negatively
correlated with the LTP-like response in the APB muscle. Moreover, IL-1β levels were associated with
synaptic hyperexcitability tested with paired-pulse TMS. Synaptic hyperexcitability caused by IL-1β
may critically contribute to alter Hebbian plasticity in MS, inducing a loss of topographic specificity.

Keywords: paired associative stimulation (PAS); multiple sclerosis (MS); interleukin (IL)-1β; synaptic
plasticity; long-term potentiation (LTP); transcranial magnetic stimulation (TMS)

1. Introduction

Multiple sclerosis (MS) is an immune-mediated disease characterized by inflammation of the
central nervous system (CNS), which is associated with demyelinating white matter lesions and
neurodegeneration. Relapsing-remitting (RR)-MS is characterized by a very variable disease course,
with stable phases alternating with acute relapses. The ability to compensate for ongoing brain damage
critically influences the disease course, promoting clinical stability and preventing the accumulation
of disability. Synaptic plasticity, and particularly long-term potentiation (LTP), is one of the main
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physiological mechanisms involved in clinical recovery after brain damage [1,2]. Accordingly, it has
been speculated that efficient LTP induction could have a positive influence on MS disease course [3].

Studies in experimental autoimmune encephalomyelitis (EAE), an animal model of MS, and in
patients with MS, have shown that CNS inflammation affects synaptic functioning. In particular,
specific proinflammatory mediators released by the immune cells influence synaptic transmission and
plasticity. Interleukin (IL)-1β is one of the most important proinflammatory cytokines associated with
MS pathogenesis [4] and plays a crucial role in regulating neuronal functioning in both physiological
and pathological conditions [5–7]. Experimental studies in EAE have demonstrated that IL-1β alters
synaptic functioning, promoting synaptic hyperexcitability and glutamate-mediated excitotoxicity [8,9].
Accordingly, raised IL-1β signaling has been associated with worse disease course and increased
neurodegeneration in EAE and in patients with MS [10,11].

However, how IL-1β modifies LTP expression has not yet been conclusively clarified. In fact,
studies in mice with EAE have demonstrated both impaired hippocampal LTP [12] and pathologically
increased LTP [13] in response to IL-1β. Notably, it has been demonstrated that IL-1β induces
both increased glutamatergic transmission and defective GABAergic signaling [8,9,14]. Altered LTP
induction has also been found in patients with MS using transcranial magnetic stimulation (TMS).
In particular, in RR-MS, a paradoxical LTP-like effect has been evidenced in response to continuous
theta burst stimulation (cTBS), a protocol inducing long-term depression (LTD), and has been correlated
with IL-1β cerebrospinal fluid (CSF) levels [15].

In the present study, to better characterize how IL-1β could affect LTP in human MS, we investigated
in a group of RR-MS patients the effect of IL-1β on LTP induction using paired associative stimulation
(PAS). This TMS protocol is particularly suitable to investigate the peculiar features of associative
Hebbian synaptic plasticity, such as input specificity, which can be particularly altered in MS
patients due to the imbalance between excitatory and inhibitory synaptic transmission induced
by neuroinflammation.

2. Results

The clinical characteristics of MS patients and healthy controls are shown in Table 1. TMS was
well tolerated by all participants, and no adverse effects were reported.

Table 1. Clinical Characteristics of MS Patients and Controls.

MS (33) Controls (15)

Sex, females N (%) 19 (57.6%) 10 (66.7%)

Age, years mean (SD) 35.51 (9.34) 28.9 (7.4)

Disease duration, months median (IQR) 13 (8–29) -

Radiological activity N (%) 13 (39.4%) -

EDSS median (IQR) 1.5 (1–2) -

IL-1β, pg/mL median (IQR) 0.1 (0–26.67) -

Abbreviations: EDSS (expanded disability status scale); IL (interleukin); IQR (interquartile range); MS (multiple
sclerosis); SD (standard deviation).

2.1. PAS-Induced LTP-like Plasticity is Altered in RR-MS Patients

Repeated measures analysis of variance (RM-ANOVA) exploring the effects of PAS in MS patients
and controls showed a significant MEP size increase after PAS (time effect: F = 12.336; p < 0.001),
and the effect differed between abductor pollicis brevis (APB) and abductor digiti minimi (ADM)
muscles (muscle effect: F = 11.319; p = 0.002). The MEP increase after PAS was significantly greater
in controls compared with MS patients (interactions time × group effect: F = 3.557; p = 0.022) and
more evident in APB compared to ADM muscle (interaction time ×muscle effect: F = 3.979; p = 0.014).
Finally, significant differences were found when comparing the PAS response in APB and ADM muscles
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between controls and MS patients (interaction muscle × group effect: F = 44.854; p < 0.001; interaction
time ×muscle × group effect: F = 15.061; p < 0.001).

Post hoc analyses showed that in control subjects, PAS induced a significant LTP-like effect in
the APB muscle and had no effect in the ADM muscle. Conversely, MS patients lacked the expected
LTP-like effect in the APB and showed a paradoxical motor-evoked potential (MEP) increase in the
ADM (Figure 1).
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Figure 1. PAS Effects in RR-MS Patients and Controls. Figure 1 legend. In healthy subjects, PAS elicited
the expected homosynaptic LTP-like effect in the APB muscle (left panel), whereas in MS patients,
PAS elicited heterosynaptic LTP in the ADM muscle (right panel). * p ≤ 0.05; ** p ≤ 0.01. The p values
refer to the comparisons between pre and post 0, post 15, and post 30 in each muscle. All p values
were adjusted by Benjamini–Hochberg correction. Abbreviations: APB (abductor pollicis brevis);
ADM (abductor digiti minimi); MEP (motor-evoked potential); PAS (paired associative stimulation);
RR-MS (relapsing-remitting multiple sclerosis).

No significant correlations emerged between PAS effect and the clinical and demographic
characteristics explored (age, disease duration, disability; all p > 0.2).

2.2. CSF IL-1β Alters PAS Effects

To explore the influence of IL-1β on synaptic plasticity in MS patients, we analyzed the correlation
between the CSF levels of this cytokine and the PAS-induced LTP-like effect.

A significant negative correlation emerged between IL-1β CSF concentrations and the amount of
LTP-like effect induced by the PAS protocol in the APB muscle at post 0 (Spearman’s r (33) = −0.360,
p = 0.040, B-H adjusted p = 0.040) post 15 (Spearman’s r (33) = −0.463, p = 0.007 B-H adjusted p = 0.011),
and post 30 (Spearman’s r (33) = −0.430, p = 0.013, B-H adjusted p = 0.017) (Figure 2). Conversely,
no significant correlations emerged between the CSF levels of this cytokine and the effect of PAS
explored on the ADM.

Finally, a significant negative correlation emerged between IL-1β CSF concentrations and the ratio
of the LTP-like effect induced by the PAS protocol on APB and ADM muscles at post 0 (Spearman’s
r (33) = −0.627, p < 0.001, B-H adjusted p < 0.001), post 15 (Spearman’s r (33) = −0.508, p = 0.003,
B-H adjusted p = 0.006), and post 30 (Spearman’s r (33) = −0.499, p = 0.003, B-H adjusted p = 0.006).
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Figure 2. Correlation between IL-1β CSF Levels and PAS Effects. Figure 2 legend. A negative correlation
was found between IL-1β CSF concentrations and LTP-like effects in the APB muscle at post 0, post 15,
and post 30 (upper panels); conversely, no significant correlation emerged with LTP-like effects in the
ADM muscle (middle panels). A significant negative correlation was found between IL-1β CSF levels
and the ratio of the LTP-like effect induced in APB and ADM muscles (lower panels). Abbreviations:
APB (abductor pollicis brevis); ADM (abductor digiti minimi); CSF (cerebrospinal fluid); IL (interleukin);
MEP (motor-evoked potential).

2.3. Detectable IL-1β CSF Levels are Associated with Paradoxical Response to PAS

To further explore the impact of IL-1β CSF concentrations on PAS, we divided MS patients into
two groups according to the presence of IL-1β in the CSF. Patients with detectable IL-1β in the CSF
(IL-1β positive) amounted to 20, while IL-1β was undetectable in the CSF of 13 patients (IL-1β negative).
The clinical characteristics of the two groups are shown in Table 2.

Table 2. Clinical Characteristics of MS Patients According to IL-1β Group.

IL-1β Negative (13) IL-1β Positive (20)

Sex, females N (%) 8 (61.5%) 11 (50%)

Age, years mean (SD) 38 (11.72) 33.9 (7.28)

Disease duration, months median (IQR) 12 (9–35) 14 (6.5–31.5)

Radiological activity N (%) 4 (30.8%) 9 (45%)

EDSS median (IQR) 1.5 (1–2) 1.75 (1–2)

Abbreviations: EDSS (expanded disability status scale); IL (interleukin); IQR (interquartile range); MS (multiple
sclerosis); SD (standard deviation).

In MS patients, RM-ANOVA showed that response to PAS in APB and ADM muscles significantly
differed according to the presence of IL-1β in the CSF (interactions muscle x group: F = 17.162; p < 0.001;
interaction time x muscle x group effect: F = 6.144; p = 0.002). Post hoc comparisons showed in the
IL-1β positive group a significant LTP-like effect in the ADM muscle but not in the APB, while no
significant LTP-like effect was observed in the IL-1β negative group on both muscles (Figure 3).
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Figure 3. IL-1β CSF Detectability and PAS Effects. Figure 3 legend. In the IL-1β negative group, PAS failed
to induce LTP-like effects in both APB and ADM muscles (left panel), whereas in the IL-1β positive group,
PAS elicited an abnormal LTP in the ADM muscle (right panel). * p ≤ 0.05. The p values refer to the
comparisons between pre and post 0, post 15, and post 30 in each muscle. All p values were adjusted by
Benjamini–Hochberg correction. Abbreviations: APB (abductor pollicis brevis); ADM (abductor digiti
minimi); CSF (cerebrospinal fluid); IL (interleukin); PAS (paired associative stimulation).

2.4. IL-1β and Intracortical Excitability

To explore whether IL-1β affects intracortical excitability, we correlated the CSF concentration of
this cytokine with the short-interval intracortical inhibition (SICI) and intracortical facilitation (ICF).
A significant correlation emerged between IL-1β and both SICI (Spearman’s r (23) = 0.497, p = 0.016,
B-H adjusted p = 0.018) and ICF (Spearman’s r (23) = 0.665, p = 0.001, B-H adjusted p = 0.004) (Figure 4).
SICI and ICF did not correlate with the PAS-induced effect on the ADM muscle. Finally, no significant
correlations were found between SICI, ICF, and the clinical and demographic characteristics (age,
disease duration, disability, and disease activity; all p > 0.2).
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Figure 4. Correlation between IL-1β CSF Levels and Inhibitory/Excitatory Intracortical Transmission.
Figure 4 legend. IL-1β CSF levels positively correlated with reduced intracortical inhibition (left panel)
and increased intracortical facilitation (right panel). Abbreviations: CSF (cerebrospinal fluid);
ICF (intracortical facilitation); IL (interleukin); MEP (motor-evoked potential); SICI (short-interval
intracortical inhibition).

3. Discussion

The PAS protocol significantly changes cortical excitability by combining repeated TMS activation
of M1 with peripheral nerve stimulation, separated by specific time intervals [16,17]. This protocol
resembles the Hebbian spike-timing-dependent plasticity described in animal experiments where
pre- and post-synaptic neuronal activation induces changes in synaptic efficacy [18,19]. Repeated
low-frequency electrical stimulation of the median nerve followed 25 ms after by single-pulse TMS
over the cortical representation of the contralateral APB muscle is able to increase the amplitude of

194



Int. J. Mol. Sci. 2020, 21, 6982

the MEPs in the APB muscle, persisting up to 60 min. The effect of PAS requires the activity of the
N-Methyl-D-Aspartate (NMDA) receptor as shown by the administration of NMDA antagonists [20].
Moreover, PAS effects are bidirectional and strongly governed by temporal rules, as LTD is induced
when the TMS pulse follows the electric nerve stimulation at an ISI of 10 ms [21]. Finally, PAS effects
are somatotopically specific, being evident only in the muscle receiving homotopical input by afferent
stimulation and TMS [20,22]. Therefore, associativity and input specificity of PAS follow the Hebbian
rules of synaptic plasticity.

In the present study we found that CSF IL-1β expression is associated with altered PAS25-induced
LTP in RR-MS patients. Patients with detectable IL-1β showed both absent LTP in the APB muscle and
abnormal LTP expression in the ADM muscle. These results suggest that IL-1βmay promote a profound
alteration of Hebbian synaptic plasticity mechanisms, characterized by impaired homosynaptic LTP
expression and loss of topographic specificity leading to heterosynaptic effects.

The finding that IL-1β CSF detectability is associated with an absent LTP-like effect is in line with
previous studies showing that inflammation in MS is associated with altered LTP induction [23,24].
TMS studies investigating the homosynaptic effects of PAS25 in MS patients have shown that elevated
CSF levels of the proinflammatory cytokine IL-6 negatively correlated with the LTP-like effects induced
by the PAS protocol [24]. Conversely, comparable effects of PAS25 between remitting MS patients and
controls have been reported [25].

Notably, inflammation has also been associated with a paradoxical LTP-like response produced
by LTD-inducing protocols both in EAE and MS [13,15,26]. IL-1β has been specifically associated
with LTP induction in response to low frequency stimulation in mice hippocampal slices [13] and
to LTP-like response after cTBS [15]. Lacking LTD-like effects during MS relapses may depend on
reduced GABAergic transmission [10,27]. Accordingly, IL-1β has been associated with synaptic
hyperexcitability due to enhanced glutamatergic and impaired GABAergic transmission in both EAE
and MS, promoting excitotoxic neurodegeneration [10,14]. Interestingly, blocking IL-1β signaling
with an IL-1 receptor antagonist normalized synaptic transmission and plasticity [10,15], confirming
the specific role of IL-1β as a key player of inflammatory synaptopathy in EAE and MS. While the
increased IL-1β levels could explain the lack of PAS-induced homosynaptic LTP, the altered balance
between excitatory and inhibitory transmission caused by IL-1β might have altered the topographic
specificity of PAS in RR-MS responsible for abnormal heterosynaptic LTP shown here.

Due to the positive-feedback nature of LTP, uncontrolled increases of synaptic efficacy can
destabilize neuronal activity, and therefore homeostatic mechanisms are required to constrain
synaptic strength in a dynamic physiological range [28]. A compensatory mechanism aimed at
preventing excessive synaptic plasticity from developing relies on the Bienenstock–Cooper–Munro
theory [29], postulating that the threshold for LTP induction varies as a function of the integrated
postsynaptic activity. Accordingly, low levels of postsynaptic activity favour LTP induction
whereas high levels block it. Another mechanism involved in the homeostatic control of synaptic
activity is synaptic scaling. This form of homeostatic plasticity modifies the expression of
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs), inducing increases
or decreases of neuronal excitability (upscaling and downscaling, respectively). Unlike Hebbian
plasticity, scaling has a negative-feedback nature and lacks input specificity as it involves all synapses
in a neuron [30,31]. This mechanism contributes to counterbalance the synaptic instability produced
by unrestrained increases in synaptic excitability induced by LTP alone.

Altered spatial specificity of the PAS protocol has been previously reported in other neurological
manifestations, in particular in patients with dystonia [22,32], and has been related to a defective
neuronal inhibition [33].

Altered mechanisms of homeostatic control of synaptic plasticity have also been demonstrated in
EAE and MS. Experimental studies have demonstrated that inflammatory molecules influence the
induction and maintenance of synaptic scaling in the brain [34–37]. Accordingly, in EAE, increased
post-synaptic glutamatergic excitatory currents have been evidenced before the appearance of clinical
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manifestations [8]. These alterations have been associated with exacerbated neuronal damage,
which can be prevented by the administration of AMPA blockers [8].

In the present study we found that IL-1β CSF levels correlated with enhanced ICF and reduced
SICI in RR-MS patients. Therefore, heterosynaptic LTP-like effects on the ADM muscle elicited by PAS
might depend on synaptic hyperexcitability associated with raised IL-1β CSF concentrations.

Given the pivotal role of IL-1β in the pathogenesis of MS and in the development of synaptic
alterations, anti-IL-1β drugs might have a potential therapeutic role. Although recent reports suggest
a possible beneficial effect of anti-IL-1β therapies (i.e., anakinra and canakinumab) in MS [38],
current evidence is limited. A clinical trial is ongoing to test the efficacy and safety of anakinra in
patients with MS (ClinicalTrials.gov: NCT04025554).

Although various proinflammatory and anti-inflammatory molecules can regulate synaptic
plasticity in MS [39], we focused on the proinflammatory cytokine IL-1β which has been previously
identified as one of the main determinants of the inflammatory synaptopathy in MS [40]. However,
a wider set of CSF molecules should be analyzed to better explore the impact of the inflammatory
milieu on synaptic functioning, and additional preclinical investigations are needed to clarify
the pathophysiological mechanisms of IL-1β-driven synaptic alterations. Related to this issue,
another important feature to address is the contribution of different disease phases in synaptic
alterations in MS. In this study, we did not find a significant difference in PAS response between
relapsing and remitting patients; however, the presence of radiological activity has been previously
associated with synaptic alterations [23,26] and may represent a possible confounding factor.

PAS is particularly suitable for investigating some properties of spike timing-dependent plasticity
in humans. Our results have shown that MS synaptic hyperexcitability induced by IL-1β may critically
contribute to alter Hebbian plasticity, inducing a loss of topographic specificity.

4. Materials and Methods

4.1. MS Patients

The study involving human subjects was approved by the Ethics Committee of the University Tor
Vergata Hospital in Rome, Italy (approval code 123/15, approval date 25 September 2015). All patients
gave written informed consent. A group of 33 RR-MS patients admitted to the neurological clinic of
University Tor Vergata Hospital participated in the study. MS diagnosis was based clinical, laboratory,
and MRI parameters [41]. A group of 15 healthy controls was also included.

All patients underwent clinical examination, MRI scan, CSF withdrawal, and TMS evaluation
during hospitalization. Corticosteroids or disease modifying therapies were initiated later if indicated.
All patients were asymptomatic in the upper right limb. Disability was assessed using the Expanded
Disability Status Scale (EDSS) [42]. Disease duration was calculated as the number of months from
disease onset to the time of diagnosis. MRI examination consisted of dual-echo proton density,
fast fluid-attenuated inversion recovery, T2-weighted spin-echo images, and pre-contrast and
post-contrast T1-weighted spin-echo images.

4.2. CSF Collection and Analysis

After lumbar puncture, CSF was centrifuged and immediately stored at −80 ◦C until analysed
using a Bio-Plex multiplex cytokine assay (Bio-Rad Laboratories, Hercules, CA, USA) according to
the manufacturer’s instructions. CSF concentrations of IL-1β were calculated according to a standard
curve generated for the specific target and expressed as picograms per milliliter (pg/mL).
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4.3. Transcranial Magnetic Stimulation

MEPs were elicited through a figure-of-eight coil with an external loop diameter of 70 mm
connected to a Magstim 2002 magnetic stimulator (The Magstim Company Ltd., Whitland, Dyfed,
UK). The coil was held tangentially to the scalp with the handle pointing backward and away from
the midline at about 45◦, in the optimal scalp sites (hot spots) to evoke MEPs in the contralateral APB
and ADM muscles. Raw electromyographic signals were recorded with surface electrodes. Responses,
sampled at 5 KHz with a CED 1401 A/D laboratory interface (Cambridge Electronic Design, Cambridge,
UK), were amplified and filtered (bandpass 20 Hz to 2 kHz) with a Digitimer D360 amplifier (Digitimer
Ltd., Welwyn Garden City, Hertfordshire, UK), then recorded by a computer with Signal software
(Cambridge Electronic Design).

Resting motor threshold (RMT) was defined as the lowest stimulus intensity able to evoke MEPs at
rest with peak-to-peak amplitude of 50 µV in five out of ten consecutive trials. Active motor threshold
(AMT) was defined as the lowest intensity able to elicit MEPs of 100 uV in five out of ten consecutive
stimuli, during a slight voluntary contraction of the target muscle.

Intracortical excitability was assessed by testing the SICI and ICF with a paired-pulse TMS
paradigm. A conditioning stimulus (CS) set at an intensity of 80% AMT was delivered before a test
stimulus (TS) with an intensity set to obtain MEPs with peak-to-peak amplitude of 0.5–1.0 mV [43,44].
For SICI, the interstimulus interval (ISI) elapsing between the CS and the TS was 3 ms, whereas for ICF
the ISI was 10 ms. Three different conditions (10 test pulses given alone and 10 conditioned pulses
for each ISI) were randomly tested. The conditioned MEPs were expressed as a percentage of the
unconditioned MEPs.

LTP-like cortical plasticity was explored with the PAS protocol [16]. Median nerve electric shocks
were followed by single TMS pulses over the abductor pollicis brevis (APB) muscle hot spot with
an ISI of 25 ms. The median nerve was stimulated at the wrist with a constant current stimulator
(model DS7A, Digitimer Ltd.) through a pair of surface electrodes (0.2 ms duration, cathode proximal).
The intensity of the TMS pulses was set to evoke MEPs of about 0.5–1 mV peak-to-peak amplitude
in the APB and in the ADM muscles at baseline. The same intensity was used to elicit MEPs after
PAS. The median nerve was stimulated with an intensity set at 300% of the perceptual threshold.
Two hundred pairs of electric and magnetic stimuli were repetitively delivered at a rate of 0.25 Hz.
Twenty MEPs were recorded from the APB and from the ADM muscles at the baseline, immediately
after PAS (post 0) and 15 and 30 min later (post 15 and post 30). At each time interval after PAS,
MEP amplitudes were averaged and normalized to the mean baseline amplitude.

4.4. Statistical Analysis

Normality distribution of continuous variables was assessed by Shapiro–Wilk test. Data were
expressed as the mean (standard deviation, SD) or, when necessary, the median (interquartile range, IQR).
Categorical variables were shown as absolute (n) and relative frequency (%). Logarithmic transformation
was applied to reduce the skewness of data distribution and better approximate the normal distribution.
Pearson’s correlation or, if data were not normally distributed, Spearman’s non-parametric correlation,
was applied to evaluate possible associations between continuous variables. The relationship between
two continuous variables was depicted by a scatter plot.

Possible differences in PAS response between patients and controls were explored with RM-ANOVA
with time (pre, post 0, post 15, post 30) and muscle (APB, ADM) as within-subject factors and group
(SM, Controls) as between-subject factors. Only for the MS sample was an RM-ANOVA with time
(pre, post 0, post 15, post 30) and muscle (APB, ADM) as within-subject factors and MS group (MS
IL1-β positive, MS IL-β negative) as between-subject factors performed to assess whether IL-1β CSF
detectability influenced the PAS response. For post-hoc comparisons, two-tailed paired sample t tests
were conducted to compare pre- vs post- (0, 15, 30) MEP amplitudes. For multiple comparisons,
Benjamini–Hochberg correction was applied.
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Abbreviations

ADM abductor digiti minimi
AMPA α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
AMT active motor threshold
APB abductor pollicis brevis
CS conditioning stimulus
cTBS continuous theta burst stimulation
EDSS expanded disability status scale
ICF intracortical facilitation
IL interleukin
IQR interquartile range
ISI interstimulus interval
iTBS intermittent theta burst stimulation
LTD long-term depression
LTP long-term potentiation
MEP motor-evoked potential
NMDA N-Methyl-D-Aspartate
PAS paired associative stimulation
RMT resting motor threshold
RR relapsing–remitting
SD standard deviation
SICI short-interval intracortical inhibition
TMS transcranial magnetic stimulation
TS test stimulus
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Abstract: The brain-derived neurotrophic factor (BDNF) plays crucial roles in both the developing
and mature brain. Moreover, alterations in BDNF levels are correlated with the cognitive impairment
observed in several neurological diseases. Among the different therapeutic strategies developed to
improve endogenous BDNF levels is the administration of the BDNF-inducing drug Fingolimod, an
agonist of the sphingosine-1-phosphate receptor. Fingolimod treatment was shown to rescue diverse
symptoms associated with several neurological conditions (i.e., Alzheimer disease, Rett syndrome).
However, the cellular mechanisms through which Fingolimod mediates its BDNF-dependent
therapeutic effects remain unclear. We show that Fingolimod regulates the dendritic architecture,
dendritic spine density and morphology of healthy mature primary hippocampal neurons. Moreover,
the application of Fingolimod upregulates the expression of activity-related proteins c-Fos and
pERK1/2 in these cells. Importantly, we show that BDNF release is required for these actions
of Fingolimod. As alterations in neuronal structure underlie cognitive impairment, we tested
whether Fingolimod application might prevent the abnormalities in neuronal structure typical of
two neurodevelopmental disorders, namely Rett syndrome and Cdk5 deficiency disorder. We found
a significant rescue in the neurite architecture of developing cortical neurons from Mecp2 and Cdkl5
mutant mice. Our study provides insights into understanding the BDNF-dependent therapeutic
actions of Fingolimod.

Keywords: Fingolimod; FTY720; BDNF; primary cultures; dendrites; dendritic spines; Rett syndrome;
Mecp2; Cdkl5

1. Introduction

The secreted growth factor brain derived neurotrophic factor (BDNF) belongs to the Neurotrophin
family and is produced by neurons in an activity-dependent manner in all major brain areas [1].
It interacts with the tropomyosin receptor kinase B (TrkB) to accomplish its trophic and
plasticity-promoting activities. In the developing central nervous system (CNS), BDNF enhances cell
survival, promotes morphogenesis and differentiation, and contributes to the formation and maturation
of synapses [2]. In the mature CNS, BDNF is essential for activity-dependent synaptic plasticity,
regulating synaptic transmission, and maintaining the mature neuronal architecture, including
dendritic spine density, size and shape [3,4], as well as for learning and memory processes [5].
The expression of BDNF is tightly regulated and alterations in BDNF levels and function have been
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suggested to underlie both the cognitive decline during aging processes as well as the pathogenesis
of several neurological and psychiatric disorders [6–8]. While BDNF has been shown to exhibit
potent therapeutic effects, its delivery to the brain remains challenging due to its short half-life and
poor diffusion across the blood-brain-barrier. Current therapeutic strategies employ viral-mediated
Bdnf gene delivery or modulation of TrkB activity to promote BDNF-TrkB signaling. Alternatively,
the administration of BDNF-inducing drugs has been shown to rescue different neurological diseases
characterized by BDNF dysregulation. Of special interest in this context is the sphingosine-1-phosphate
analog Fingolimod, an immunomodulatory oral drug used in relapsing-remitting forms of multiple
sclerosis [9]. The pro-drug (Fingolimod) diffuses across the blood–brain barrier into the CNS
parenchyma where it is phosphorylated into its active form Fingolimod-P and acts as ligand to
a subset of Sphingosine-1-phosphate receptors (S1PR1 and 3–5) expressed, among others, also by
different brain cells [10]. Interestingly, Fingolimod has been shown to upregulate BDNF mRNA levels
and increase BDNF protein release both in vitro and in vivo in an activity- and MAPK-dependent
manner [11]. The functional significance of the Fingolimod-induced BDNF release is marked by its
ability to improve the cognitive impairment typical of different neurological diseases, e.g., Alzheimer’s
and Huntington’s diseases [12,13]. Furthermore, the rescue of typical symptoms upon Fingolimod
treatment was shown to be associated with improved synaptic plasticity and amelioration of dendritic
spine loss in the hippocampus of a mouse model for Huntington’s disease [13] and prevented spine
loss in the cortex during the acute phase of experimental acute encephalitis [14,15].

Rett syndrome (RTT) is an X-linked neurodevelopmental genetic disorder mainly due to loss
of the Mecp2 function resulting at the cellular level in impaired neurite outgrowth and abnormal
neuronal architecture [16,17] associated with the reduction of both BDNF mRNA and protein levels [18].
BDNF overexpression, its exogenous application, or TrkB agonistic activation have been shown to
restore synaptic plasticity, improve neuronal activity and structural aberrations in Mecp2 deficient mice,
mimicking the human disorder [18–20]. Moreover, Fingolimod administration increased BDNF levels
in the cortex, hippocampus, and striatum and significantly improved the motor deficits observed in
Mecp2 mutant mice [11]. Cdkl5 deficiency disorder (CDD), an X-linked atypical variant of RTT is also
characterized by impairment in neuronal morphology [21,22] and reduced BDNF mRNA levels [22].
Treatment with a specific TrkB agonist was shown to rescue the structural and functional impairments
in a Cdkl5 deficient mouse [23] indicating an important role of the BDNF-TrkB signaling in this context.

While Fingolimod has been established as a promising therapeutic agent for several disease
models, whether it is able to modulate the structure of mature, healthy CNS neurons is currently
not known. Here, we examine the ability of Fingolimod to modulate dendritic architecture in
a BDNF-dependent manner of primary wild type hippocampal neurons. Moreover, in our study, we
tested whether Fingolimod application can rescue structural anomalies in cortical neurons of Mecp2
and Cdkl5 mutant mice.

2. Results

2.1. Fingolimod-Phosphate (FTY720-P) Modulates Dendritic Architecture of Mature, Healthy Hippocampal
Neurons

To address a potential role of Fingolimod-phosphate (FTY720-P) in modulating the dendritic
architecture of healthy hippocampal neurons, 21 DIV primary hippocampal cultures were treated for
24h with 10 nM FTY720-P or DMSO, as control. The Sholl analysis, performed on feGFP expressing
hippocampal neurons, showed a significantly higher dendritic complexity upon FTY720-P treatment
when compared to controls (Figure 1A). The increase in dendritic complexity was found to be statistically
significant specifically for the portion of the dendritic tree closer to the cell soma (Figure 1A,B; two-way
ANOVA F1,4560 = 87.78, p < 0.0001). Accordingly, a significant increase was observed in the total
number of dendritic intersections (Figure 1C; two-tailed unpaired t-test: t = 2.710, df = 6, p < 0.01;
DMSO: 330.8 ± 13.10 vs, FTY720-P: 383.4 ± 14.20) as well as in the total dendritic lengths of FTY720-P
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treated neurons compared to controls (Figure 1D; two-tailed unpaired t-test: t = 2.820, df = 76, p < 0.01;
DMSO: 3867 ± 142.9 vs. FTY720-P: 4488 ± 166.0).

Figure 1. Fingolimod-phosphate (FTY720-P) modulates neuronal morphology in mature hippocampal
neurons. FeGFP expressing 21DIV primary hippocampal neurons from healthy wild type BL/6J mice
were treated with 10nM FTY720-P for 24h. (A) Representative images (left) of feGFP expressing neurons
treated with DMSO (above, black) and 10nM FTY720-P (below, magenta) and the relative Neurolucida
tracing used to perform the Sholl analysis (right). Scale bar: 100µm. (B) Sholl analysis displaying
dendritic complexity plotted against distance from the cell soma. F value refers to the DMSO v/s
FTY720-P comparison. The graphs show (C) the total dendritic complexity and (D) total lengths of
dendrites for the DMSO (black) and FTY720-P (magenta) treated neurons. (E) Representative segments
of secondary dendrites from feGFP transfected neurons used to analyze dendritic spine density. Scale
bar: 5µm (F) Graphical representation of the spine density for neurons treated with 10 (magenta solid)
or 100nM (magenta open) FTY720-P their respective DMSO controls (10nM black solid; 100nM black
open). (G) the graph shows the distribution of different dendritic spine types across all treatment
groups. The four different types of spines– mushroom (M), thin (T), stubby (S) and filopodia (F)
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as represented in the schematic, were quantified and represented as a fraction of total spines for neurons
treated with FYT720P (10 nM magenta solid; 100nM magenta open) or DMSO (10 nM black solid;
100nM black open). (H) Images of fields of view (FOV) of DMSO (left) and FTY720-P (right) treated
primary hippocampal cultures immunostained for c-Fos (inset: above) and MAP2 (inset: below) with
their respective merged images (right). The arrows indicate c-Fos expressing MAP2 positive neurons
in the merged picture. Scale bar: 100µm. (I) Graph comparing the normalized number of c-Fos+

cells over total MAP2+ neurons between DMSO (black) and FTY720-P (magenta) treated cultures.
All plots represent data as mean + SEM. Numbers in the bars indicate total number of neurons or of
FOV analyzed, obtained from ≥3 sets of independent experiments. Two-way ANOVA followed by
Bonferroni post-hoc test was used in (B) and (G). For (C,D) and (I) unpaired Student’s t-test and for (F),
one-way ANOVA with Bonferroni post-hoc was used. Significance is denoted as ** p < 0.01, *** p <

0.001, **** p < 0.0001.

Next, to determine if FTY720-P also influences dendritic spines number, dendritic spine density
was quantified on secondary dendritic branches of control and FTY720-P treated neurons (Figure 1E).
We observed a significant increase (~10%) in the number of dendritic spines per µm in the FTY720-P
group (Figure 1E,F; two-tailed unpaired t-test: t = 2.669, df = 76, p < 0.01; DMSO: 1.027 ± 0.0283,
FTY720-P: 1.137 ± 0.0299). Subsequently, a possible concentration-dependent activity of FTY720-P
in regulating dendritic spine density was tested by treating primary hippocampal cultures with
a 10-fold higher concentration of FTY720-P (100 nM) or its respective DMSO control. The analysis
revealed that, in comparison to the control, the higher drug concentration significantly enhanced
spine density by ~20% (Figure 1E,F; two-tailed unpaired t-test: t = 4.369, df = 82, p < 0.0001; DMSO:
1.071 ± 0.0334, FTY720-P_100nM: 1.289 ± 0.0373). Next, a possible concentration-dependent role of
FTY720-P was tested in modulating dendritic spine morphology. For this purpose, dendritic spines
were structurally classified into four subtypes-mushroom, thin, stubby or filopodia-like (Figure 1G,
schematic) based on their length and their head-to-neck ratios [24]. While the neurons treated with
lower FTY720-P concentration (10 nM) did not show any difference in their spine-type distribution
compared to the relative control neurons, treatment with higher FTY720-P concentration (100 nM)
showed a significant increase in the proportion of mushroom-type spines (Figure 1E,G; p < 0.0001;
DMSO: 0.591± 0.027 vs. FTY720-P: 0.735± 0.023) associated with a significant decrease in the proportion
of thin spines (Figure 1E,G; p < 0.001; DMSO: 0.353 ± 0.023 vs. FTY720-P: 0.233 ± 0.021). The fraction
of stubby and filopodia-like spines remained unchanged across all treatment groups (Figure 1E,G).

Overall, these observations indicate that, in mature primary hippocampal neurons, a 24-h treatment
with FTY720-P results in a mild increase in the dendritic complexity, particularly at the proximal
dendrites and in total dendritic length. Moreover, a FTY720-P treatment affects the dendritic spine
density and structure in a concentration-dependent manner, with the higher concentration inducing an
increase in the proportion of mature dendritic spines.

2.2. Fingolimod-Phosphate induces the Expression of the Activity-Related Immediate Early Gene c-fos

FTY720-P has been shown to positively modulate network activity of cultured cortical neurons by
promoting excitatory and suppressing inhibitory synaptic transmission signaling via the S1PR1 [11].
Moreover, treatment with FTY720-P induces the phosphorylation of the activity-related kinases
ERK1/2 and CREB in primary cortical neurons [11] and FTY720 has been shown to upregulate
the activity-related immediate early gene c-fos in cultivated cerebellar neurons [25]. Therefore, we next
tested whether FTY720-P can also enhance c-Fos protein expression in hippocampal neurons. Therefore,
primary hippocampal cultures treated for 24h with FTY720-P or DMSO were immunostained for
c-Fos and the number of c-Fos (c-Fos+, Figure 1H, inset above) and MAP2 (MAP2+, Figure 1H, inset
below) immunoreactive neurons was quantified. Both treatment groups displayed a clear nuclear
localization of c-Fos in neurons, identified by their immune-positivity for MAP2 (Figure 1H). However,
in the control group only few neurons were positive for c-Fos in comparison to those treated with
FTY720-P (Figure 1H). Quantification of c-Fos+/MAP2+ fraction after FTY720-P treatment revealed
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a significant, almost two-fold higher number in c-Fos+ neurons than under control conditions (Figure 1I;
two-tailed unpaired t-test: t = 4.337, df = 127, p < 0.0001; DMSO: 1.000 ± 0.0856, FTY720-P: 1.975 ±
0.2174).

This observation shows the ability of a 24-h treatment with FTY720-P to upregulate c-Fos
transcription factor in primary hippocampal neurons.

2.3. Fingolimod-Phosphate (FTY720-P) Mediated Effects are BDNF-Dependent

Several studies have reported the ability of FTY720 and/or FTY720-P to positively modulate
the expression and the secretion of BDNF both in vitro and in vivo [11,12,15,26]. Deogracias et al.
(2012) showed a time-dependent increase in BDNF mRNA and protein levels with a peak after 24 h
FTY720-P application in primary cortical neurons. Interestingly, the increase in BDNF protein was
shown to be inversely correlated with the drug concentration [11]. A low dosage of FTY720 was also
reported to influence in vitro viability of neural stem cells [27] and recently, also to rescue memory
impairment in a mouse model of Alzheimer’s disease [28]. Thus, we next tested the activity of
a 5-fold lower concentration of FTY720-P in modulating the dendritic architecture of hippocampal
neurons in primary hippocampal cultures. DIV21 feGFP expressing neurons were treated for 24 h with
2 nM FTY720-P (FTY720-P_2nM) or DMSO and dendritic complexity was compared using the Sholl
analysis (Figure 2A). Interestingly, this low FTY720-P concentration also led to significant alterations
in the complexity of proximal dendrites (Figure 2A,B; two-way ANOVA F3,8418 = 33.53, p < 0.0001).
Indeed, a significantly higher number of intersections were observed, especially between 20 and
50 µm from the cell body (Figure 2A,B) compared to DMSO treated neurons. Likewise, significantly
more total intersections were computed for neurons treated with 2 nM (FTY720-P_2nM) than for
the neurons treated with DMSO (Figure 2C; one-way ANOVA F3,138 = 3.469, p < 0.05; DMSO: 243.9 ±
9.940, FTY720-P_2nM: 281.0 ± 9.429).

Figure 2. Cont.
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Figure 2. Fingolimod-phosphate (FTY720-P) regulates neuronal architecture in a BDNF-dependent
manner. (A) Representative Neurolucida tracings, used to perform the Sholl analysis of dendritic
complexity for feGFP expressing neurons treated for 24h with: DMSO (black), 2nM FTY720-P (gray),
DMSO + TrkBFc (dark blue) and 2nM FTY720-P + TrkBFc (light blue). Scale bar: 100 µm. (B) Sholl
analysis displayed as number of dendritic intersections against distance from the cell body for DMSO
(black), 2nM FTY720-P (gray), DMSO + TrkBFc (dark blue) and 2nM FTY720-P + TrkBFc (light blue) and
(C) total dendritic complexity of all treatment groups. F value in (B) refers to comparison between all
the 4 treatment groups. (D) Dendritic spine densities for DMSO (black), 2nM FTY720-P (gray), DMSO
+ TrkBFc (dark blue) and 2nM FTY720-P + TrkBFc (light blue) calculated using segments of secondary
dendritic branches as shown in (E) feGFP panel. The Syn panel displays the corresponding staining
of the pre-synaptic marker SynapsinI/II and the merge panel shows the images with overlapping
SynapsinI/II puncta (red, pre-synapse) to its matching feGFP dendrite segment (green, post-synapse).
The arrows point to coinciding puncta, indicative of mature synapse between the post and pre-synaptic
compartments. Scale bar: 5µm. (F) The graph compares the fraction of SynapsinI/II positive feGFP
labelled spines for DMSO (black), 2nM FTY720-P (gray), DMSO + TrkBFc (dark blue) and 2nM FTY720-P
+ TrkBFc (light blue). (G) Representative fields of view (FOV) of the DMSO, 2nM FTY720-P, DMSO +

TrkBFc and 2nM FTY720-P + TrkBFc treated hippocampal cultures stained for c-fos. Scale bar: 100µm.
(H) Quantification of the proportion of c-Fos expressing neurons represented as normalized fraction
for DMSO (black), 2nM FTY720-P (gray), DMSO + TrkBFc (dark blue) and 2nM FTY720-P + TrkBFc
(light blue) treated cultures. All graphs represent data as mean + SEM. Numbers in the bars show
either total number of neurons or of FOV analyzed, obtained from ≥3 sets of independent experiments.
Two-way ANOVA followed by Bonferroni post-hoc test was used in (B). For (C,D,F) and (H) one-way
ANOVA with Bonferroni post-hoc was used. Denotations for significance are * p < 0.05, ** p < 0.01,
**** p < 0.0001.

FTY720 has been shown to modulate BDNF levels in a time and concentration-dependent manner.
BDNF, which is a critical modulator of structural and functional plasticity in neurons [3], promotes
dendritic growth and branching [29,30], and regulates dendritic spine density and morphology in
mature neurons [31–33]. Therefore, we asked whether an increase in BDNF release is required for
the FTY720-P induced changes in the dendritic architecture. To achieve this aim, DIV21 primary
hippocampal cultures were treated with a either FTY720-P_2nM or TrkB receptor bodies (TrkB-Fc) or
a combination of the two for 24 h. Treatment with TrkB-Fc alone did not alter dendritic morphology
compared to the relative DMSO control as measured using Sholl analysis (Figure 2A,B; two-way ANOVA
F3,8418 = 33.53, p < 0.0001). However, when applied in combination with TrkB-Fc, a 24-h treatment with
FTY720-P_2nM failed to induce the significant modifications in the dendritic architecture observed
upon application of FTY720-P_2nM alone (Figure 2A,B). Indeed, also the increase in total intersections
upon FTY720-P_2nM treatment was completely abolished through the TrkB-Fc co-treatment and
reduced to control levels (Figure 2C; one-way ANOVA F3,138 = 3.469, p < 0.05; DMSO: 243.9 ± 9.940,
FTY720-P_2nM: 281.0 ± 9.429, TrkB-Fc: 251.8 ± 6.460, FTY720-P_2nM+TrkB-Fc: 251.0 ± 8.672). Further,
a BDNF-dependent effect of FTY720-P_2nM in regulating the number of dendritic spines was analyzed
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on secondary dendritic branches of primary hippocampal neurons. While a treatment with TrkB-Fc
alone resulted only in a mild decrease in dendritic spine density, a 24-h application of FTY720-P_2nM
significantly augmented spine density relative to the control treated neurons (Figure 2E-feGFP, D;
one-way ANOVA F3,72 = 13.66, p < 0.0001; DMSO: 1.226 ± 0.0449, FTY720-P_2nM: 1.574 ± 0.0736).
This increase was completely prevented when the FTY720-P_2nM was co-applied with TrkB-Fc
(Figure 2E-feGFP, D; one-way ANOVA F3,72 = 13.66, p < 0.0001; DMSO: 1.226 ± 0.0449, FTY720-P_2nM:
1.574 ± 0.0736, TrkB-Fc: 1.180 ± 0.0388, FTY720-P_2nM+TrkB-Fc: 1.142 ± 0.0451). To probe whether
the increase in dendritic spine density corresponds to an increase in the absolute number of functional
synapses, the cultures were immunostained for the pre-synaptic marker SynapsinI/II (Figure 2E-Syn)
and its co-localization with the dendritic spines of feGFP transfected neurons was compared between
the different treatments (Figure 2E-Merge). Across all treatment groups, the proportion of synapsinI/II
positive spines was found to be about ~57% with only a slight increase upon FTY720-P_2nM treatment
and a slight decrease upon the combined treatment with FTY720_2nM and TrkB-Fc (Figure 2E-Merge,
F; one-way ANOVA F3,72 = 1.398, p = 0.2505; DMSO: 0.5800 ± 0.0168, FTY720-P_2nM: 0.6093 ± 0.0194,
TrkB-Fc: 0.5740± 0.0267, FTY720-P_2nM+TrkB-Fc: 0.5516± 0.0183). These differences, however, did not
reach significance (Figure 2F). This constant fraction of SynapsinI/II positive, mature synapses suggest
that FTY720-P_2nM indeed increases the absolute number of functional synapses (Figure 2E-Merge, F).

In the CNS, c-fos is primarily associated with the regulation of neuronal plasticity [34] and has
been shown to be activated downstream of BDNF signaling [33,35]. Thus, we next assessed whether
the FTY720-P-induced increase in the proportion of c-Fos positive neurons also depends upon the release
of BDNF. Indeed, while treatment with 2nM FTY720-P significantly increased the number of c-Fos
positive neurons, combining it with TrkB-Fc completely prevented the enhancement in the number
of c-Fos expressing neurons (Figure 2G,H; one-way ANOVA F3,118 = 17.78, p < 0.0001; DMSO: 1.000
± 0.0414, FTY720-P_2nM: 1.350 ± 0.0454, TrkB-Fc: 1.043 ± 0.0404, FTY720-P_2nM+TrkB-Fc: 0.9985 ±
0.0340).

Taken together, these observations demonstrate that low concentrations of FTY720-P efficiently
modulate dendritic architecture and neuronal activation in mature, healthy primary hippocampal
neurons. Moreover, the TrkB-Fc co-treatment results indicate a crucial role for the release of BDNF in
mediating the effects of FTY720-P.

2.4. Non-Phosphorylated Fingolimod (FTY720) Recapitulates the Dendritic Modifications Induced by
the Phosphorylated (FTY720-P) Form

FTY720-P is the active drug form known to interact with its target S1P receptors at membrane
surfaces. However, in a clinical scenario the drug is provided in the form of non-phosphorylated
FTY720, due to its ability to cross the blood brain barrier and the lipid membrane. Therefore, we next
wanted to investigate whether the non-phosphorylated FTY720 is capable of recapitulating the effects
we observed using the phosphorylated form. Thus, mature DIV21 hippocampal cultures were treated
for 24 h with 10 nM FTY720 or the relative DMSO control. First, the dendritic complexity was analyzed
in feGFP expressing neurons using Sholl analysis (Figure 3A,B). The dendritic tree of FTY720 treated
neurons was significantly more complex than the one of the DMSO-treated counterparts (Figure 3A,B;
two-way ANOVA F1,4636 = 55.64, p < 0.0001). Accordingly, total dendritic complexity (Figure 3B;
two-tailed unpaired t-test: t = 2.277, df = 76, p < 0.05; DMSO: 330.8 ± 13.10, FTY720: 373.4 ± 13.29) as
well as total dendritic lengths (Figure 3C; two-tailed unpaired t-test: t = 2.410, df = 76, p < 0.05; DMSO:
3867 ± 142.9, FTY720: 4385 ± 159.2) showed a significant increase in the FTY720 treated group when
compared to the controls. Finally, the effect of a 24h application of FTY720 was analyzed for dendritic
spine density. Also here, FTY720 application led to a significant increase in dendritic spine density
compared to the DMSO application (Figure 3D,E; two-tailed unpaired t-test: t = 3.550, df = 77, p <

0.001; DMSO: 1.027 ± 0.0283, FTY720: 1.162 ± 0.0256).
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Figure 3. Treatment with the non-phosphorylated Fingolimod (FTY720) modulates neuronal
architecture. (A)| Representative Neurolucida tracings from feGFP positive hippocampal neurons used
for the Sholl analysis from cultures treated either with DMSO or 10nM FTY20 for 24 h. Scale bar: 100µm.
(B)| Dendritic complexity shown by the number of dendritic intersections plotted against the distance
from the soma for DMSO (black) and FTY720 (blue) treated neurons. The F value shows the statistical
comparison between the two groups. The inset graph represents total dendritic complexity upon
treatment with DMSO (black) and FTY720 (blue). (C)| Total dendritic length for DMSO (black) and
FTY720 (blue) treated neurons. (D)| Representative stretches from dendrites of eGFP transfected
hippocampal neurons showing dendritic spine protrusions, treated either with DMSO or FTY720 for
24h. Scale bar: 5µm. (E)| The graph shows dendritic spine density for DMSO (black) and FTY720 (blue)
treated neurons. (F)| Representative images of fields of view (FOV) from primary hippocampal cultures
stained with anti phospho-ERK1/2 antibody, 30 min post-application of one of the following: DMSO,
10nM FTY720, DMSO_100, 100nM FTY720, DMSO_100 + TrkB-Fc, 100nM FTY720 + TrkB-Fc or 40ng
recombinant BDNF protein as a positive control. Scale bar: 100µm. (G)| The graph displays the fraction
of pERK1/2 expressing neurons relative to the total number of MAP2+ neurons. The data is normalized
to the respective controls and compared between the different treatment groups: DMSO (black), 10nM
FTY720 (light blue solid), DMSO100 (gray), 100nM FTY720 (dark blue solid), 40ng recombinant BDNF
(magenta), DMSO100 + TrkB-Fc (gray open), 100nM FTY720 + TrkB-Fc (dark blue open). All data is
plotted as mean + SEM. Numbers in the bars show total number of neurons or FOV analyzed, obtained
from ≥3 sets of independent experiments. Two-way ANOVA followed by Bonferroni post-hoc test
was used in (B). For (B) total intersections, (C) and (E) unpaired Student’s t-test and for (G) one-way
ANOVA with Bonferroni post-hoc was used. Denotations for significance are * p < 0.05, *** p < 0.001,
**** p < 0.0001.

As shown by Deogracias et al., (2012) a 30-min FTY720-P treatment upregulated
the phosphorylation of extracellular signal-regulated kinase 1/2 (pERK1/2). We tested if this ERK1/2
phosphorylation could also be enhanced by the non-phosphorylated form. Primary hippocampal
neurons were treated with 10 nM FTY720 for 30 min and stained using antibodies against pERK1/2 and
MAP2. A clear immunofluorescence was observed in the cytoplasm and nucleus of pERK1/2 expressing
cells (Figure 3F). The number of cells positive for pERK1/2 (pERK1/2+) were quantified over the total
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of MAP2+ neurons. While at a concentration of 10 nM, FTY720 did not enhance pERK1/2 expressing
cells compared to its DMSO control (Figure 3F,G; one-way ANOVA F6,342 = 18.17, p < 0.0001; DMSO:
1.000 ± 0.0639, FTY720: 0.8692 ± 0.0558), a 10 times higher dose (100 nM), significantly increased
the number of pERK1/2+ neurons by ~80% compared to the DMSO treated cultures (Figure 3F,G;
one-way ANOVA F6,342 = 18.17, p < 0.0001; DMSO_100: 1.000 ± 0.07469, FTY720_100nM: 1.862 ±
0.1214). it is noteworthy that this increase in the pERK1/2+ fraction was comparable to the one, resulting
upon a 30 min application of recombinant BDNF protein (40 ng) (Figure 3F,G; one-way ANOVA F6,342

= 18.17, p < 0.0001; BDNF: 1.825 ± 0.1876). We then probed whether this upregulation of pERK1/2+

after 100 nM FTY720 treatment could be driven by BDNF. Therefore, the 30 min treatment with 100 nM
FTY720 was repeated in the presence of TrkB-Fc receptor bodies. TrkB-Fc co-application completely
prevented the FTY720-induced increase in the number of pERK1/2 expressing neurons. (Figure 3F,G;
one-way ANOVA F6,342 = 18.17, p < 0.0001; DMSO+TrkB-Fc: 1.000 ± 0.07079, FTY720_100nM+TrkB-Fc:
1.291 ± 0.07765).

These observations confirm that the non-phosphorylated FTY720 can indeed successfully
induce similar structural alterations in mature hippocampal neurons, as produced by its active
phosphorylated form FTY720-P. Additionally, at a higher concentration (100 nM) FTY720 acutely
upregulates phosphorylation of ERK1/2 in neurons in a BDNF-dependent fashion.

2.5. Fingolimod-Phosphate (FTY720-P) Completely Rescues the Neurite Defects Observed in Young Mecp2-/y

Neurons and Only Partially in Cdkl5-/y Neurons

Our results so far demonstrate the ability of FTY720-P to positively modulate the dendritic
architecture of hippocampal neurons in a BDNF-dependent fashion. Therefore, we wondered if
the drug could be extended for use onto mouse models for neurodevelopmental diseases characterized
by defects in neuronal architecture combined with BDNF deficiency. We selected the Mecp2-/y transgenic
mouse as a model for Rett Syndrome (RTT) caused by the expression of a dysfunctional Mecp2 protein.
In addition, Cdkl5-/y transgenic mice were used as a model for the cyclin-dependent kinase-like 5
(Cdkl5) deficiency disorder (CDD) caused by loss of function mutation in the X-linked Cdkl5. Both
diseases are associated with abnormalities in the neuronal architecture in hippocampal and cortical
neurons, including simpler dendritic arbors and reduced dendritic lengths starting already at very
early stages during development [16,17,36] [21,22,37,38].

Low-density primary cortical neurons from wild type (WT) or Mecp2 knockout (Mecp2-/y) mice were
used to test the ability of FTY720-P to rescue the impairment in the neuronal structural development
typical of RTT. The DIV1 primary cortical neurons were let develop in the presence of 10 nM FTY720-P or
DMSO for 7 days (Figure 4A schematic) before being fixed and stained for MAP2 (Figure 4B). Individual
MAP2 positive neurons with well-defined cell bodies and neuritic protrusions were selected to analyze
dendritic development using Sholl analysis (Figure 4B,C; two-way ANOVA F3,7826 = 137.4, p < 0.0001).
WT cells treated with DMSO or FTY720-P were qualitatively indistinguishable (Figure 4B). In addition,
the quantification of their neuritic complexity by Sholl analysis displayed no difference between these
two treatment groups (Figure 4C,F). The Mecp2-/y neurons, on the other hand were remarkably smaller
than WT with shorter and fewer neurites (Figure 4B). When compared to WT, Mecp2-/y neurons were
characterized by a significantly lower neuritic complexity as shown by the Sholl analysis (Figure 4C,D).
In addition, the total complexity of Mecp2-/y neurons was significantly lower compared to WT neurons
(Figure 4G; one-way ANOVA F3,560 = 43.11, p < 0.0001; WT: 41.02 ± 1.221, Mecp2 -/y: 26.13 ± 0.9886).
While WT neurons had an average number of 9.29 ± 0.2442 primary neurites arising from the cell
soma (Figure 4H; one-way ANOVA F3,564 = 6.042, p < 0.001), the Mecp2-/y neurons only had 8.30 ±
0.2507 (Figure 4H). However, Mecp2-/y neurons that developed for 7 days in the presence of FTY720-P
showed longer and more complex neurites than the control-treated counterparts (Figure 4B). This
was also true for neurite complexity which significantly increased in the FTY720-P treated group
(Figure 4C,E). Moreover, compared to the WT neurons, Mecp2 -/y neurons displayed a decrease of ~37%
in total neurite intersections which was completely rescued upon treatment with FTY720-P (Figure 4G;
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one-way ANOVA F3,560 = 43.11, p < 0.0001; Mecp2-/y + FTY720-P: 38.74 ± 1.098). Also, the average
number of primary neurites in the Mecp2-/y cultures treated with FTY720-P was restored to WT level
(Figure 4H; one-way ANOVA F3,564 = 6.042, p < 0.001; Mecp2-/y + FTY720-P: 9.752 ± 0.2274). Lastly,
the neurites of Mecp2-/y neurons were overall significantly shorter than the WT neurons (Figure 4I) and
treatment with FTY720-P completely rescued their total neurite length (Figure 4I; one-way ANOVA
F3,560 = 49.24, p < 0.0001; WT: 455.7 ± 12.93, Mecp2-/y: 279.6 ± 10.69, Mecp2-/y + FTY720-P: 417.2 ±
11.79). The FTY720-P treatment in WT cultures did not alter total neurite intersections (Figure 4G;
one-way ANOVA F3,560 = 43.11, p < 0.0001; WT: 41.02 ± 1.221, WT+FTY720-P: 42.25 ± 1.307) and length
(Figure 4I; one-way ANOVA F3,560 = 49.24, p < 0.0001; WT: 455.7 ± 12.93, WT+FTY720-P: 467.8 ± 14.95).

Figure 4. Fingolimod-phosphate (FTY720-P) completely rescues the neuronal architecture in developing
Mecp-/y cortical neurons. Young DIV7 cortical cultures from Mecp2-/y mice or littermate wild type (WT)
controls were allowed to develop for one week with either DMSO alone or with 10nM FTY720-P in
the growth medium. (A) The diagram shows the scheme of treatment from culture preparation on DIV0,
treatment from DIV1 to fixation on DIV7. (B) Micrographs showing representative fluorescent images
of DIV7 WT and Mecp2-/y cortical neurons stained for MAP2 and treated with either DMSO or FTY720-P.
Scale bar: 50 µm. Neurite complexity plotted as number of neurite intersections against the distance
from the soma for: (C) all four test groups- WT (black), WT neurons treated with 10nM FTY720-P
(gray), Mecp2-/y (dark green) and Mecp2-/y neurons treated with 10nM FTY720-P (light green). F value
for comparison between all sets is described with the graph. For better visualization of differences
between different pairs, Sholl curves are also plotted separately: (D) WT (black) and Mecp2-/y (dark
green) neurons (E) Mecp2-/y neurons treated with 10nM FTY720-P (light green) v/s DMSO controls
(dark green) and (F) WT neurons treated with 10nM FTY720-P (gray) v/s DMSO controls (black).
(G) Total intersections, (H) number of neurites and (I) total length of neurites as computed for WT
neurons treated with DMSO (black) or FTY720-P (gray) and Mecp2-/y treated with DMSO (dark green)
or FTY720-P (light green). Data in graphs is plotted as mean + SEM. Numbers in the bars show total
number of neurons analyzed for each genotype and treatment, obtained from ≥3 sets of independent
experiments. Two-way ANOVA followed by Bonferroni post-hoc test was used in A. For G,H and I
one-way ANOVA with Bonferroni post-hoc was used. Denotations for significance are *** p < 0.001,
**** p < 0.0001.
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Next, DIV 1 WT or Cdkl5-/y cortical cultures were cultured in the presence of 10 nM FTY720-P or
DMSO until DIV 7 (Figure 5A). MAP2 positive neurons from each treatment group show cell body
with several neurites of different lengths (Figure 5B). WT neurons treated with DMSO alone or with
FTY720-P displayed no difference in overall appearance (Figure 5B) and the quantification of their
neuritic complexity showed no significant difference both for the Sholl analysis (Figure 5C,F) and
their total complexity (Figure 5G; one-way ANOVA F3,669 = 10.48, p < 0.0001; WT: 45.51 ± 1.306,
WT+FTY720-P: 45.17 ± 1.393). On the other hand, neurons lacking Cdkl5 exhibited significant structural
deficits identifiable by their less complex neurite morphology and shorter neurites (Figure 5B). The Sholl
analysis revealed significantly lower complexity for Cdkl5-/y neurites in comparison to WT neurons
(Figure 5C,D; two-way ANOVA F3,11373 = 32.07, p < 0.0001). FTY720-P in the growth medium resulted
in a mild, albeit significant increase in the neurite complexity of Cdkl5-/y neurons (Figure 5C,E). While
total neuritic complexity of FTY720-P treated Cdkl5-/y neurons was only slightly higher than control
Cdkl5-/y neurons (Figure 5G; one-way ANOVA F3,669 = 10.48, p < 0.0001; Cdkl5-/y: 37.18 ± 1.104, Cdkl5-/y

+ FTY720-P: 40.63 ± 1.204), the total neuritic length was significantly enhanced (Figure 5I; one-way
ANOVA F3,670 = 10.48, p < 0.0001; Cdkl5-/y: 427.2 ± 12.53, Cdkl5-/y + FTY720-P: 478.1 ± 13.89). Although
the average number of primary neurites in Cdkl5-/y neurons was slightly lower than the WT, it was
statistically not significant (Figure 5H; one-way ANOVA F3,669 = 1.162, p = 0.3235; WT: 9.086 ± 0.3673,
Cdkl5-/y: 8.804± 0.3707, Cdkl5-/y + FTY720-P: 9.166± 0.4110). WT neurons treated with FTY720-P showed
a mild, though not statistically significant increase in the number of primary neurites (Figure 5H;
one-way ANOVA F3,669 = 1.162, p = 0.3235; WT: 9.086 ± 0.3673, WT+FTY720-P: 9.780 ± 0.3909) and
did not show any changes in their total neurite length (Figure 5I; one-way ANOVA F3,670 = 10.48,
p < 0.0001; WT: 526.1 ± 14.77, WT±FTY720-P: 514.7 ± 15.48).

Figure 5. Fingolimod-phosphate (FTY720-P) shows mild rescue in neuronal morphology of young
cortical neurons from Cdkl5-/y mice. Young DIV7 cortical cultures from mice carrying a Cdkl5-/y mutation
or littermate wild type (WT) controls, were grown in presence of DMSO alone or 10 nM FTY720-P in
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the growth medium. (A) The diagram shows the scheme of treatment from culture preparation on DIV0,
treatment from DIV1 to fixation on DIV7. (B) Micrographs display representative DIV7 MAP2 positive
cortical neurons. The WT and Cdkl5-/y neurons were both treated either with DMSO or FTY720-P.
Scale bar: 50 µm. (C) Neurite complexity for both genotypes treated with DMSO and FTY720-P was
analyzed and plotted as number of neurite intersections against the distance from the soma. F value for
comparison between the four sets is described in the graph. The Sholl curve for following genotype
and treatment sets are also displayed separately (D) WT (black) v/s Cdkl5-/y (dark red), (E) Cdkl5-/y

neurons treated with 10nM FTY720-P (rosa) v/s DMSO controls (dark red), (F) WT neurons treated with
10nM FTY720-P (gray) v/s DMSO controls (black). (G) Total intersections, (H) number of neurites and
(I) total length of neurites as computed for WT neurons treated with DMSO (black) or FTY720-P (gray)
and Cdkl5-/y neurons treated with DMSO (dark red) or FTY720-P (rosa). Data in graphs is represented
as mean + SEM. Numbers in the bars show total number of neurons analyzed for each genotype
and treatment, obtained from ≥3 sets of independent experiments. Two-way ANOVA followed by
Bonferroni post-hoc test was used in (A). For (G,H) and (I) one-way ANOVA with Bonferroni post-hoc
was used. Denotations for significance are * p < 0.05, **** p < 0.0001.

In conclusion, these results illustrate that the deficiency of Mecp2 and Cdkl5 protein respectively
leads to severely stunted growth of immature developing cortical neurons as seen by reduction in
neurite length and complexity. These defects can be entirely rescued by FTY720-P application into
the growth medium for Mecp2-/y neurons and only partially for Cdkl5-/y neurons.

3. Discussion

Our results describe a role of the immunomodulatory drug Fingolimod in modulating the dendritic
architecture of healthy mature primary hippocampal neurons. Indeed, Fingolimod application to
hippocampal primary neurons results in a significant increase both in dendritic complexity and in
dendritic spine density, associated to a higher proportion of mature, mushroom-like spines. Moreover,
we show that a treatment with Fingolimod is able to prevent the structural defects described in
hippocampal neurons from the mouse models of two neurodevelopmental disorders, namely Rett
syndrome and Cdkl5 deficiency disorder.

3.1. Fingolimod Regulates Neuronal Architecture and the Expression of Activity-Related Genes in Healthy
Mature Neurons in a BDNF-Dependent Manner

Fingolimod crosses the blood brain barrier and accumulates within the brain where, binding
to S1PRs exerts a series of direct functions on CNS cells including enhanced neuroprotective effects,
reduced inflammation and improvement of neuronal pathology in different neurological disorders.
Moreover, Fingolimod rescues the cognitive impairment and associated dendritic spine pathology
observed in mouse models of Alzheimer and Huntington disease [12–14] indicating that, at least in
part, the beneficial effects of Fingolimod may derive from its ability to modulate neuronal architecture.
However, very little is currently known about the possible effects of Fingolimod in modulating
the dendritic and spine architecture of healthy neurons. We show here that Fingolimod application to
primary hippocampal neurons results in increased spine density, associated with a higher proportion
of mushroom-like, mature spines identified by their positivity for SynapsinI/II. While application of
Fingolimod has been previously shown to promote neurite outgrowth in developing neurons [25], we
show that this effect also extends to mature healthy hippocampal neurons, showing an increase in
dendritic complexity after treatment. While these observations in vitro do not allow us to conclude
that a similar effect could be observed in vivo, they do indicate a role for Fingolimod in modulating
dendritic and spine architecture to promote neuronal connectivity within primary hippocampal cultures
and are supported by previous reports showing an increase in network activity after Fingolimod
application [11].

Several lines of evidence indicate that Fingolimod promotes BDNF synthesis and secretion both
in vivo and in vitro [11–13,15]. Moreover, BDNF has been shown to modulate dendritic and spine
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architecture in an age-dependent manner [3,33]. Here, we show that co-application of the BDNF
scavenging TrkB receptor bodies completely prevents the increase in dendritic complexity, spine
density and maturation observed upon Fingolimod-P treatment in hippocampal primary neurons
indicating the requirement for BDNF secretion in this context. Indeed, several in vitro studies support
a role for BDNF signaling in modulating the dendritic architecture during development [3,33,39] and
in regulating dendritic spine density and morphology in mature hippocampal neurons [31,32]. We
report similar observations on dendritic complexity, spine density and spine morphology of mature
hippocampal neurons upon Fingolimod application. It is noteworthy, that although the effects observed
upon treatment in mature, healthy neurons are relatively mild they are significant and consistent in
their manner of expression. Indeed, Fingolimod specifically increases the complexity of the proximal
dendritic tree. A specific effect on proximal dendrites has been previously described in cortical neurons
overexpressing BDNF [29] and after exogenous BDNF treatment in cultured hippocampal neurons [30].
However, while in our study Fingolimod affects mature neurons already after 24 h of treatment,
the effects of exogenous BDNF application required days [30]. While a clear effect of the exogenous
application of BDNF in modulating dendritic spine density in hippocampal neurons could be observed
in some studies [31,32], our laboratory failed to reproduce it [33], possibly due to differences in culture
conditions. However, in the current study we observe a significant, BDNF-dependent increase in
dendritic spine density upon Fingolimod treatment. This observation suggests a higher efficacy of
the Fingolimod-induced release of endogenous BDNF compared to its exogenous application, possibly
due to a requirement for a specific action at the release site rather that a global effect, as per bath
application. On the other hand, it should be noted that previous studies did not observe a regulation
of BDNF synthesis upon Fingolimod treatment in vivo [11] indicating the need for further studies.

The effects of BDNF on dendritic spine density have been show to occur in an activity-dependent
manner [33] and the positive modulation of dendrite architecture by BDNF occurs via
the activity-dependent expression of the cAMP response element-binding protein (CREB) [30].
Interestingly, an increase in the phosphorylation of CREB and of network activity was observed
in Fingolimod treated cortical cultures [11] suggesting that the structural changes upon its application,
could be mediated via an increase in neuronal activity and CREB phosphorylation. This increased
activity is likely since we show a significantly higher number of c-Fos expressing neurons upon
Fingolimod application. The immediate early gene c-fos is known to be upregulated upon membrane
depolarization via CREB phosphorylation and is a commonly used marker for recently activated
neurons [40]. Such a sustained increase in c-Fos positive neurons, as seen 24 h after the beginning
of Fingolimod treatment could support a positive BDNF-feedback loop and thus contribute to
the structural alterations. Indeed, c-fos is known to participate in a positive feedback loop downstream
of TrkB signaling promoting BDNF expression [41]. Finally, our data show also in hippocampal neurons
an increase in the phosphorylation of the extracellular signal-regulated kinase 1/2 (ERK1/2) in treated
cultures as previously reported for cortical neurons [11]. The increase in the proportion of pERK1/2+

cells in Fingolimod treated cultures was comparable to the one observed in BDNF treated ones and was,
as for c-Fos expression reduced to control levels upon co-treatment with TrkB-Fc receptor bodies again
supporting the necessity of BDNF secretion for the Fingolimod induced effects in hippocampal neurons.

3.2. Fingolimod Treatment Rescues the Impaired Neurite Outgrowth in Cortical Neurons in Two X-linked
Neurodevelopmental Disorders

While a growing body of evidence supports the benefits of modulating BDNF-TrkB signaling in
several neurological conditions, its inability to cross the blood brain barrier as well as the need for
temporally and spatially regulated BDNF signaling limit its direct use in therapy. Alternative methods
for modulating BDNF levels within specific brain areas include drug-induced BDNF expression. Among
these drugs Fingolimod has been successfully used to rescue the cognitive impairment observed in
many neurological diseases. However, still, little is known about the cellular mechanisms underlying
its beneficial action. Our study adds to this notion, by analyzing the cellular effects of Fingolimod
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in two X-linked neurodevelopmental disorders, namely Rett syndrome (RTT) and Cdkl5 deficiency
disorder (CDD). Both disorders show severe anomalies in neuronal structures both in patients [42]
and in the relative mouse models: Mecp2 [17] or Cdkl5 knockout mice [37]. Our results confirmed
the altered neuronal phenotype in developing cortical neurons derived from Mecp2-/y as well as Cdkl5-/y

mice. The knockout neurons were found to be significantly simpler in complexity and shorter when
compared to their relative controls. Fingolimod application completely rescued the impairment in
neurite growth in Mecp2-/y cortical neurons. While our results cannot exclude a BDNF-independent
activity of Fingolimod, it is interesting that the onset of RTT-like phenotypes in Mecp2 knockouts is
associated with the absence of the typical increase in BDNF levels observed postnatally. The bdnf /Mecp2
double knockout shows exacerbated symptoms and an earlier disease onset [18], indicating a link
between the impaired BDNF expression and the RTT pathology. Accordingly, promoting BDNF/TrkB
signaling via Fingolimod injection significantly improved motor behavior and the average lifespan of
Mecp2 mutant mice [11]. The current results support the hypothesis that Fingolimod might rescue
neuronal structure in Mecp2-/y mice, possibly in a BDNF-dependent manner. It is important to
note that our findings indicate benefits of Fingolimod by rescuing the typical defects in neuronal
architecture at an early developmental stage. However, whether a rescue of the morphological
phenotype could be obtained in fully developed neurons in juvenile or adult knockout animals needs
further investigation. While application of a TrkB agonist has been shown to rescue both functional
and structural impairments in the perirhinal cortex of Cdkl5-/y mice [23], little is known about the role
of BDNF in the pathology of CDD in contrast to RTT. Our results show that application of Fingolimod
results in a partial rescue of the structural impairments observed in Cdkl5-/y cortical neurons. While
our current results cannot exclude an effect of Fingolimod independent of its ability to promote BDNF
release, the partial rescue in Cdkl5-/y could be explained by looking at the position of BDNF along
the Mecp2 and Cdkl5 downstream signaling pathways. Indeed, while Mecp2 functions upstream
of BDNF to regulate its activity-dependent transcription [43], Cdkl5 lies downstream of BDNF-TrkB
signaling to activate Rac1 [44]. Thus, while modifying endogenous BDNF levels using Fingolimod
may compensate for its reduced levels in Mecp2-/y neurons, it may not rescue the effects of the loss of
the intermediate signaling protein in Cdkl5-/y neurons. The partial rescue observed possibly indicates
an indirect, neuroprotective action of Fingolimod in this context.

In summary, the results of our study can be divided in two main independent parts. On one side,
our study reports specific BDNF-dependent effects of the immunomodulatory drug Fingolimod in
modulating the dendrite architecture of mature, healthy CNS neurons. In addition, our observations add
to the understanding regarding the cellular mechanisms underlying the positive effects of a Fingolimod
treatment in two highly relevant X-linked neurodevelopmental disorders.

4. Materials and Methods

4.1. Animals

All studies including wild-type (WT) mice were done using C57Bl/6J mice bred in the mouse
facility of the TU Braunschweig. The Mecp2 null mouse strain, originally purchased from Jackson
Laboratories (003890 B6.129P2(C)-Mecp2<tm1.1Bird>/J), was backcrossed and maintained on a clean
CD1 background [45]. The Cdkl5 null mouse strain was originally kindly donated by Dr Elisabetta
Ciani (University of Bologna). C57BL/6 Cdkl5 heterozygous females were crossed with CD1 WT male
mice for at least ten generations. Timed-pregnant females were generated by overnight crossing wild
type or hemizygous CD1 males with Mecp2+/− or Cdkl5+/- CD1 females. The Mecp2 and the Cdkl5 null
mutant strains were bred in the laboratory of Prof. Nicoletta Landsberger where the experiments
with these mice were performed (University of Milan, Milan). Genotypes were assessed by PCR on
genomic DNA purified from tails to distinguish knockouts and littermate WT controls. Mice were
housed on a 12 h light/dark cycle in a temperature-controlled environment (21 ± 2 ◦C) with food and
water provided ad libitum. All procedures concerning animals were performed in accordance with
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the European Union Communities Council Directive (2010/63/EU) and were approved by the animal
welfare representative of the TU Braunschweig and the LAVES (Oldenburg, Germany, Az. §4 (02.05)
TSchB TU BS) as well as by the Italian Council on Animal Care, the Italian Government decree No.
210/2017 and the San Raffaele Scientific Institutional Animal Care and Use Committee in accordance
with the Italian law.

4.2. Reagents and Stock Solutions

Fingolimod hydrochloride: FTY720 (USBiological, Swampscott, MA, USA) and
Fingolimod-Phosphate: FTY720-P (Cayman chemical, Ann Arbor, MI, USA), were dissolved in
Dimethyl sulfoxide (DMSO, anhydrous; ThermoFisher Scientific,Waltham, MA, USA). FTY720-P
required gentle sonication for 2–5 min for dissolution. Stock solution for FTY720 (100mM), FTY720-P
(1mM) and control DMSO vials were stored at −20 ◦C until used. Recombinant Human BDNF protein
(R&D systems, Minneapolis, MN, USA) was dissolved in sterile PBS with 0.1% BSA at a concentration
of 50 ng/µL. BDNF scavenging TrkB-Fc receptor bodies (Recombinant Human TrkB-Fc Chimera, R&D
systems, Minneapolis, MN, USA) were reconstituted in sterile PBS at 50 µg/mL. BDNF and TrkB-Fc
were stored at −70 ◦C until used.

4.3. Primary Hippocampal Cultures

Primary mouse hippocampal and cortical cultures were prepared on embryonic day 18.
The pregnant female was rapidly killed by cervical dislocation, the abdomen was sterilized, and
the embryos were collected under sterile conditions. Post-decapitation the embryonic brains were
quickly isolated and immersed in ice-cold Gey’s balanced salt solution supplemented with glucose and
with a pH adjusted to 7.3. The hippocampi and/or cortices were dissected, incubated in Trypsin-EDTA
(Sigma-Aldrich, St. Louis, MO, USA) at 37 ◦C for 30 min and further dissociated mechanically using
a Pasteur pipette. The cells were re-suspended in Gibco Neurobasal medium ( ThermoFisher Scientific,
Waltham, MA, USA) supplemented with 2% B27(Invitrogen, Carlsbad, CA, USA) (v/v), 10% N2 and
0.5 mM Gibco glutamax ( ThermoFisher Scientific, Waltham, MA, USA) and plated at high (7 ×
104/cm2) or low density (3.5 × 104/cm2) on 12 mm glass coverslips previously coated with poly-L-lysine
(Sigma-Aldrich, St. Louis, MO, USA). The cultures were incubated at 37 ◦C, 5% CO2 and 95% O2 until
usage. Medium change was done once a week by replacing 20% of the medium. The C57Bl/6J WT
hippocampal cultures were fixed at DIV21 whereas Mecp2 and Cdkl5 cortical cultures, at DIV7.

4.4. Transfection and Treatments

At DIV20, mature hippocampal neurons were transfected using Lipofectamine2000 (ThermoFisher
Scientific, Waltham, MA, USA) as per manufacturer’s instructions. 0.8µg farnesylated-eGFP (Clonetech:
pEGFP-F, Mountain View, CA, USA) expressing plasmid were used for each well. Then, 24-h after
transfection, the cells were treated with 2, 10, or 100 nM Fingolimod phosphate (FTY720-P) or 10 and
100 nM Fingolimod (FTY720) and the respective DMSO controls diluted into Neurobasal medium
without supplements. All FTY720-P concentrations used in the study were in the nM range. Since
the physiological levels of Fingolimod crossing the blood brain barrier and accumulating in local
neuronal vicinity cannot be clearly estimated, our dosage selection was based on a previous report by
Deogracias et al. (2012). They showed nM ranges of FTY720-P to maximally enhance BDNF levels
(2-fold) in cortical cultures. This effect however was reduced when the drug concentration reached µM
range. In some experimental sets DMSO and FTY720-P (2 nM) treated cultures were co-treated with
TrkB-Fc receptor bodies (500 ng/mL). For pERK1/2 experiments, BDNF (40 ng/mL) treatment was used
as a positive control. The cells were fixed 24 h or, for pERK 30 min after treatment. Mecp2 and Cdkl5
knockout cortical cultures were treated starting at DIV1 by adding 100 µL of fresh Neurobasal medium
with supplements containing either 10nM FTY720-P or DMSO to the wells and were fixed at DIV7.
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4.5. Immunocytochemistry

The cultured cells were fixed for 10 min in ice cold-Paraformaldehyde (4% in PBS) and washed
3 times with PBS. Permeabilization and blocking of unspecific binding sites was done at room
temperature (RT) for 1 h with PBS containing 0.2% Triton X-100 (Sigma-Aldrich, St. Louis, MO,
USA) and 1.5% Normal Goat Serum (NGS, ThermoFisher Scientific, Waltham, MA, USA). Next,
the cells were incubated overnight with primary antibodies diluted in 1.5% NGS + 0.2% Triton X-100
containing PBS at 4 ◦C on a rocker. The following primary antibodies were used: mouse anti-MAP2
(1:1000, Sigma-Aldrich, St. Louis, MO, USA)), rabbit anti-cFos (1:10,000, Synaptic systems, Goettingen,
NI, Germany), rabbit anti-Phospho-MAPK/Erk1/2 (1:1000, Cell signaling technology, Danvers, MA,
USA), rabbit anti- SynapsinI/II (1:1000, Millipore, Burlington, MA, USA). Secondary antibodies were
diluted 1:500 in PBS in varying combinations: anti-rabbit IgG, anti-mouse IgG conjugated with
appropriate cyanine fluorophores Cy2/Cy3 or Cy5 (Jackson ImmunoResearch Labs, West Grove, PA,
USA). The secondary antibody incubation was done for 2h at RT on a rocker. Finally, the cultures
were counterstained with 4′,6-diamidino-2-phenylindole (DAPI) diluted 1:1000 in PBS for 10 min.
The coverslips were then washed with PBS and mounted onto glass slides using anti fading Fluoro-Gel
embedding medium (Electron Microscopy Sciences, Hatfield, PA, USA).

4.6. Image Acquisition and Analysis

Fluorescence microscopy was performed using a Zeiss Axioplan2 microscope equipped with
an ApoTome module (Carl Zeiss AG, Oberkochen, BW, Germany), 10× (NA 0.3), 20× (NA 0.8) and
63× (oil, NA 1.4) objectives along with a Zeiss AxioCam MRm camera. For Sholl analysis [46], single
feGFP transfected neurons were imaged using a 10× objective. A healthy neuron was identified by
a well-defined cell body and absence of irregular membranous protrusions around the soma. Dentate
gyrus cells, readily identifiable via their smaller cell body and thicker, shorter dendrites were excluded
from the analysis. The neuronal images were subsequently imported into the Neurolucida 6 software
(MicroBrightField, Williston, VT, USA), the dendritic trees were traced and thereafter their complexity
was analyzed using Neurolucida explorer by quantifying the number of intersecting dendrites at every
10 µm incremental step, starting at the cell body. The total dendritic complexity, as the sum of all
dendritic intersections and total dendritic length were also calculated for each cell. Spatially isolated
and non-overlapping secondary dendrites were selected for spine density analysis and classification.
These were imaged using a 63× (oil, NA 1.4) objective and z-sectioned at 0.5 µm increments using
the ApoTome module for structured illumination. Dendritic spine density was quantified by dividing
the number of dendritic spines counted with ImageJ (NIH, Bethesda, MD, USA) per the length in µm
of the analyzed dendritic segment. Dendritic spines were classified as previously described [24] based
on their length (from spine base at dendrite to spine head tip: Spinelen), head width (Headmax) and
neck width (Neckmin). These factors were measured manually for individual spines using ImageJ and
the spines were sorted into different subtypes based on the following criteria:

Spinelen ≤ 1µm & Headmax/Neckmin ≤ 1 µm : Stubby

Spinelen > 1µm & Headmax/Neckmin < 1.5 µm : Thin

Spinelen ≥ 3µm & Headmax/Neckmin ≤ 1 µm : Filopodia

Headmax/Neckmin ≥ 1.5 µm : Mushroom

In some experimental sets, additional immunolabeling for SynapsinI/II was performed.
The proportion of the co-localization between immunoreactive SynapsinI/II positive puncta and
feGFP-labelled dendritic spines was analyzed using ImageJ (NIH). A feGFP- labelled spine (green) was
considered co-localized with SynapsinI/II puncta (red), when a resulting yellow punctum was observed
within the same focal plane or two planes above and below. Furthermore, quantification of c-Fos (Cy3)
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and pERK (Cy3) immunopositivity was done over MAP2+ (Cy2) neurons: neurons were imaged with
10× (NA 0.3) objective under different fluorescent channels. In DIV7, low density cultures, isolated
cells were identified based on their MAP2 staining to avoid cells with overlapping neurites. With 20×
(NA 0.8) objective, neurons were imaged and analyzed for neurite morphology using Sholl analysis.
The analysis was always done by an experimenter blinded for the different genotypes and treatments.

4.7. Data Representation and Statistics

Each treatment was performed in duplicate or triplicate for each experimental set and data from
at least three sets of independent experiments were grouped together in Microsoft Excel (Microsoft
Corporation, Redmond,WA, USA). For plotting the graphs and performing the appropriate statistical
tests, the data sets were imported into Prism 6 (GraphPad Software Inc, San Diego, CA, USA ). Unless
otherwise mentioned, all data in the graphs are represented as mean +SEM. For comparing only
two treatment groups a two-tailed unpaired Student’s t-test was used. The comparison of more
than two experimental groups was done by using a one-way ANOVA followed by a Bonferroni’s
multiple comparisons post-hoc test. For Sholl analysis measurements, a regular two-way ANOVA was
performed followed by a Bonferroni’s multiple comparisons post-hoc test. Significance was considered
for p value < 0.05.
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Abstract: The motor thalamus (MTh) plays a crucial role in the basal ganglia (BG)-cortical loop
in motor information codification. Despite this, there is limited evidence of MTh functionality
in normal and Parkinsonian conditions. To shed light on the functional properties of the MTh,
we examined the effects of acute and chronic dopamine (DA) depletion on the neuronal firing of
MTh neurons, cortical/MTh interplay and MTh extracellular concentrations of glutamate (GLU) and
gamma-aminobutyric acid (GABA) in two states of DA depletion: acute depletion induced by the
tetrodotoxin (TTX) and chronic denervation obtained by 6-hydroxydopamine (6-OHDA), both infused
into the medial forebrain bundle (MFB) in anesthetized rats. The acute TTX DA depletion caused a
clear-cut reduction in MTh neuronal activity without changes in burst content, whereas the chronic
6-OHDA depletion did not modify the firing rate but increased the burst firing. The phase correlation
analysis underscored that the 6-OHDA chronic DA depletion affected the MTh-cortical activity
coupling compared to the acute TTX-induced DA depletion state. The TTX acute DA depletion
caused a clear-cut increase of the MTh GABA concentration and no change of GLU levels. On the
other hand, the 6-OHDA-induced chronic DA depletion led to a significant reduction of local GABA
and an increase of GLU levels in the MTh. These data show that MTh is affected by DA depletion
and support the hypothesis that a rebalancing of MTh in the chronic condition counterbalances the
profound alteration arising after acute DA depletion state.

Keywords: electrophysiology; microdialysis; immunohistochemistry; L-DOPA; deep brain
stimulation

1. Introduction

The motor thalamus (MTh) plays a pivotal role in motor information processing in both physiological
and pathological conditions, being directly connected to both the basal ganglia (BG) and the cortex [1]. In
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particular, the MTh receives the BG input at the level of the ventral-anterior (VA) and the ventral-medial
(VM) nuclei [2]. BG are assumed to inhibit the thalamus under basal conditions because substantia nigra
pars reticulata (SNr) and internal globus pallidus (GPi) display high spontaneous spiking rates, releasing
GABA in the MTh. However, when the BG network is activated by cortical input, BG output is transiently
suppressed and downstream targets, including the MTh, are disinhibited [3,4]. Another source of
GABA in the MTh comes from the nucleus reticular thalami (NRT) [5], a thin layer of GABAergic cells
adjacent to the relay nuclei of the dorsal thalamus, that we have shown to be able to modulate the
oscillatory activity of MTh in dopamine (DA)-depleted animals [6]. On the other hand, the excitatory
input to the MTh is classically provided by the cerebellothalamic [7] and corticothalamic synapses [8,9].
Moreover, it has been recently shown that some substantia nigra (SN) neurons project to the NRT and
the posterior thalamus, and co-release glutamate (GLU) and DA, while the VA and VM would receive
preferential GABAergic SN fibers [10]. GABA, GLU and DA, therefore, may interact when modulating
synapse and excitability within the MTh in normal and pathological conditions [11–14]. Although it is
well established that the appearance of the cardinal features of Parkinson’s disease (PD) is due to the
degeneration of DA neurons, with the contextual dysfunction of different neurotransmitter systems and
cortical and BG activity [15–17], the evidence of MTh alterations, both at the circuit and cellular level, is
scanty and controversial [1,6]. According to the canonical BG schema [18,19], an increase in MTh GABA
levels could be the consequence of the DA loss. This agrees with clinical evidence showing that clinical
effective sub-thalamic nucleus (STN) deep brain stimulation (DBS) or even levodopa (L-DOPA) in PD
patients reversibly reduced the extracellular MTh GABA [20,21]. Nevertheless, a decrease of GABA
has been observed in the MTh of 6-OHDA-lesioned rats [22] and certain regions of the thalamus of
post-mortem PD brains [23]. Therefore, these discrepancies cannot be only due to the difference in BG
circuitry in rats compared to humans.

No changes in GLU concentrations have been described in the thalamuses of PD patients [23],
or the striatum or SNr of 6-OHDA-lesioned rats [24]; there was a GLU increase in the entopeduncular
nucleus (EPN) [25], in the SNr and the striatum in L-DOPA-induced dyskinesia (LID) 6-OHDA rat [24].
Indeed, AMPA, NMDA and metabotropic GLU receptor antagonists might be a useful target for PD,
especially for LID (Cenci et al., 2014).

Finally, the role of the MTh in PD is questioned by the fact that a stereotactic MTh lesion neither
worsens Parkinsonian bradykinesia in PD nor regularly causes bradykinesia in patients with essential
tremor [26], clearly in contrast to the canonical box and arrow schema of BG [18,19].

Thus, the present study was aimed at elucidating the effects of acute and chronic DA depletion,
induced respectively by TTX and 6-OHDA [27], on MTh functionality. We, therefore, investigated
the electrophysiological changes in the MTh at the level of single neurons from acute and chronic
DA-depleted rats. Our main hypothesis was that the MTh is altered differently during rapid changes
of DA levels compared to chronic depleted states. This might account for the controversial findings
on MTh. Since the BG activity changes in relation to the cortical pattern [28,29], all the recordings
were performed during stable cortical slow-wave activity (SWA) induced by urethane anesthesia. This
stable cortical pattern allowed us to investigate the coupling of SWA activity with the MTh neuronal
activity in acute and chronic DA depletion states. In addition, we measured the extracellular levels of
GABA and GLU by microdialysis in the same experimental conditions.

2. Results

2.1. Effects of DA Depletion on the Activity of the Motor Thalamus Neurons

We recorded a total of 82 neurons from the MTh (n = 23 control, n = 25 in 6-OHDA and n = 34 in
TTX, Figure 1). We found that the mean firing rate of the recorded MTh neurons was lower after TTX
infusion (TTX: 3.69 ± 0.18 spike/s, p < 0.05) compared to control group (CTL: 7.12 ± 0.15 spikes/s) and
6-OHDA-lesioned rats (6-OHDA: 8.02 ± 0.29 spikes/s; p < 0.05) (Figure 2a). The percentage of spikes
in burst in chronic 6-OHDA DA-depleted rats (6-OHDA 76.72 ± 4.18%) was higher than in control
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(CTL 59.89 ± 4.22%, p < 0.05) and TTX groups (60.53 ± 6.30%, p < 0.01) (Figure 2b). Burst length and
interspike of burst (Figure 2c,d) were significantly higher in chronic than in acute TTX-mediated DA
depletion but were not different from controls (length of burst: 6-OHDA 34.03 ± 3.01 ms, TTX 22.84 ±
2.61 ms, p < 0.05; burst interspike: 6-OHDA 15.33 ± 1.65 ms, TTX 10.5 ± 1.29 ms).
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Table 6. hydroxydopamine (6-OHDA)-lesioned rats, respectively. (C) Histological reconstruction of the
MTh recording site in tetrodotoxin (TTX)-treated rats (in blue). The black circles represent the recorded
neurons in MTh during the TTX-mediated blockade of MFB.
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Figure 2. (A–D) Firing rate and pattern of the MTh in CTL, during tetrodotoxin (TTX) infusion and in
6-hydroxydopamine (6-OHDA)-lesioned rats. * p < 0.05. (E,F). Phase correlation analysis. (E) MTh
circular plots of the phase-locked firing of the MTh neurons in control, acute and chronic DA depletion
states. The vectors of the preferred firing of individual neurons are shown as lines radiating from the
center. The last smaller circular plots show the mean vector for the preferred phases of neurons in each
group. (F) The histograms on the right show the vector lengths and phase angle comparisons between
MTh (blue) in control (dark color), acute (dashed color) and chronic (light color) DA depletion states.
On the left, the representation of hypothetical cortical slow oscillation comparing the phase angle and

223



Int. J. Mol. Sci. 2020, 21, 2734

vector length between MTh (blue) control (dark color), TTX (dashed color) and 6-OHDA (light color)
rats. * p < 0.05, Kruskal–Wallis test. MTh: motor thalamus; CTL: control; TTX: tetrodotoxin; 6-OHDA:
6-hydroxydopamine. The 0◦ represents the mid-ascending phase of cortical slow-wave activity
(SWA), the 90◦ represents the cortical SWA peak and the 180◦ represents the mid-descending phase of
cortical SWA.

2.2. Effects of DA Depletion on the Cortical–Thalamic Coupling

We compared the preferred phase angles and the vector lengths in control, acute and chronic
DA depletion states. In control rats, the MTh neurons fired preferentially at 42.77 ± 12.36◦ (n = 21,
Figure 2e), with a vector length of 0.73 ± 0.06. In acute DA-depleted animals (n = 34), the phase was
22.54 ± 6.96◦ with a vector length of 0.83 ± 0.03, while in the chronic DA depletion state (n = 22), it was
79.89 ± 15.98◦ with a vector length of 0.56 ± 0.07. The vector length, i.e., the strength of corticothalamic
coupling, was significantly lower in chronic DA depletion state than in control and in acute DA
depletion state (p < 0.05). The phase angle was significantly lower in control and acute DA depletion
state than that in chronic DA depletion state (p < 0.05) (Figure 2e).

2.3. Effects of DA Depletion on the Extracellular Levels of GABA and GLU in the Motor Thalamus

ANOVA analysis followed by Dunnet’s multiple comparison test showed a significant effect of
TTX infused in the medial forebrain bundle induced an increase in the endogenous GABA extracellular
level (215 ± 67.5; n = 14; p < 0.05) compared to the control (100 ± 7.90, n = 14) and post-infusion
period (159.2 ± 50.2, n = 14) (Figure 3a). No changes in the GLU levels were observed in the MTh
after the infusion of TTX (PRE: 100 ± 2.69; TTX: 122.7 ± 24.8, n = 7; POST: 123.7 ± 53.9, n = 14)
(Figure 3b). The extracellular GABA levels in the MTh were significantly lower in 6-OHDA animals
than in sham-lesioned animals (100 ± 11.09 vs. 43.54 ± 6.65, n = 9; ** p < 0.01) (Figure 3c). GLU
levels were significantly augmented in the MTh of 6-OHDA rats when compared to those measured
in sham-lesioned rats by unpaired student t-test (100 ± 13.75 vs. 276.69 ± 43.52, n = 9; ** p < 0.01)
(Figure 3d) levels.
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Figure 3. Effect of acute (TTX) and chronic (6-OHDA) dopamine (DA)-depletion on the extracellular
levels of endogenous GABA and glutamate (GLU) in the motor thalamus (MTh). TTX infused in
the medial forebrain bundle induced an increase in the endogenous GABA extracellular levels (A)
while did not change the GLU levels in the MTh. Data in (A) and (B) are expressed as mean ± SEM
normalized to the baseline levels (pre TTX infusion) from n = 14 experiments per group; * p < 0.05.
One-and two-way ANOVA for repeated measures, followed by Dunnet’s multiple comparison test.
6-OHDA-lesion infused in the medial forebrain bundle produced, after 2 weeks, a decrease in GABA
(C) and an increase in GLU extracellular levels in the MTh (D). Data in (C) and (D) are expressed as
means ± SEMs normalized to sham-lesioned (n = 9) neurotransmitter levels from n = 9 experiments per
group; ** p < 0.01, unpaired student t-test.

3. Discussion

We demonstrated that MTh is deeply affected by both acute and chronic DA depletion both in
terms of electrophysiological and neurochemical alterations. The main findings of the present study
are threefold. Firstly, the results emphasize the different effects of DA deafferentation on MTh, with
a decrease in firing rate in TTX-treated animals and an increase of burst firing in 6-OHDA-lesioned
rats. Secondly, the results show that DA depletions change, in an opposite fashion, MTh-cortical
coupling with the MTh neurons fired preferentially at the beginning of the UP-state in TTX-treated rats
compared to the 6-OHDA-lesioned rats, which showed a shift towards the peak of the SWA. Finally,
the neurochemical results demonstrated that the extracellular levels of GABA increase and those of
GLU do not change in the MTh of TTX-treated animals; in the 6-OHDA-lesioned rats, GABA levels
decreased and those of GLU increased.

Despite representing a crucial point in the cortico-BG circuit, only a few studies have investigated
the role of the MTh and its properties in PD, and controversial data are present in the literature [1,6].
Furthermore, controversial data are present in the literature which regard MTh electrophysiology and
properties in the Parkinsonian state. While some studies show a slight MTh firing rate reduction in
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awake Parkinsonian monkeys [30–34], others revealed increased [1] or unchanged firing rates [35]. We
recently showed that all the EEG frequency bands are altered in TTX and 6-OHDA-depleted states;
MTh oscillation changes occur preferentially in acute DA depletion, but not in the chronic state [6].

In the present study, we demonstrated that the TTX-inhibition of the medial forebrain bundle
(MFB) (for technical details, see our review [27]) determined an acute increase in GABA content with
the reduction of the MTh activity. In rats, the SNr activity is reduced after acute DA depletion caused
by TTX [36], in accordance with electrophysiological and biochemical data obtained in PD patients [37].
Thus, the changes in MTh activity have to be due to other GABAergic afferents of the network. For
instance, we occasionally recorded NRT neurons during TTX infusion and observed a consistent
increment of their activity (unpublished observation). Considering that NRT is a powerful modulator
of different high-order thalamic nuclei [38], it is likely that this nucleus tightly controls the MTh as
well. Conversely, we observed that the MTh neuronal firing rate returns to control condition in the
chronic depletion state induced by 6-OHDA. This could be due to the aberrant decrease in GABA and
an increase in GLU levels in the MTh of 6-OHDA-lesioned rats that might compensate for the marked
inhibition observed in the acute depletion state. The shift of the excitation/inhibition (E/I) balance
toward a net excitation in the MTh of the 6-OHDA lesioned rats might indicate that the plastic changes
observed in the striatum and cortex of the PD animal model [39] could also occur at the level of the
thalamic area. Surprisingly, GABA levels decrease in the chronic DA-depleted MTh, a finding that
cannot be explained by the canonical BG/thalamus/cortex loop [19]. Nevertheless, our data, although
surprising, are in line with the findings of the only available in vivo study showing a decrease of GABA
in the MTh of rats lesioned by striatal infusion of 6-OHDA [22]. Instead, we are the first to report
a sustained GLU increase in the MTh of animal models of PD. The decrease in GABA levels is not
trivial since the administration of the vasoactive intestinal peptide (VIP) was effective at reversing the
motor deficits and contextually increased thalamic GABA contents [22]. Other areas may be involved
in rebalancing the MTh activity in chronic DA depletion, such as hyperactivity of the cortex, likely
leading the increased release of GLU that we observed within the MTh of 6-OHDA-lesioned rats. The
increase of burst activity in the MTh that we recorded in 6-OHDA conditions might depend on the
cortex, which, by acting as the main driver, produces a burst input, leading to a coincident burst of
activity in MTh neurons, without necessarily causing LTS bursts [1]. The fact that we did not observe a
strong effect on burst activity may depend on the canceling effects of different inputs to the MTh, such
as synchronized bursts from the BG. The contextual increase in GLU may also cause the production of
nitric oxide and contribute to PD development processes [15,40,41].

However, it is also necessary to underline that, since the lesion in our study was unilateral,
we cannot exclude that the contralateral hemisphere could compensate, at least partially, for these
changes [42]. Furthermore, a recent tractography study in healthy subjects showed that MTh may
receive DAergic projections from the ventral tegmental area that are directed towards the supplementary
motor area and primary motor cortex (44).

An interesting finding of this study is the interplay between motor thalamus and cortical activity.
The DA depletion influenced mainly the MTh-cortical coupling. The divergence of MTh-SWA coupling
in the chronic state of DA depletion further suggests that the MTh has undergone the effect of
compensatory mechanisms, changing the cross-talk between MTh and the cortex. In accordance with
the SWA pattern, the MTh neurons fired preferentially at the beginning of the UP-state in TTX-treated
rats compared to the 6-OHDA-lesioned rats, which showed a shift towards the peak of the SWA.
Thus, in 6-OHDA rats, there is a delay in the coupling between neuronal activity and the beginning of
cortical SWA

We showed that, following the acute reduction of DA, the MTh immediately changes the activity,
but the chronic lack of DA leads other structures to rebalance the MTh activity. It is possible to
hypothesize that, inside the complex circuit involved in PD, rapid clinical transitions of the motor and
non-motor symptoms could be directly related to rapid changes in MTh activity, as observed during
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DBS surgery [20,21]. These hypotheses need further investigation of the MTh activity in PD animal
models and PD patients.

Our study presents a number of limitations. For instance, we should keep in mind that our
recordings and the position of the microdialysis probe were at ranges of depths in the MTh that
correspond to both basal ganglia and cerebellar recipient zones. Therefore, our electrophysiological
and neurochemical data may have included values obtained from the two different MTh territories.
Moreover, we did not distinguish the two types of MTh neurons during cortical activation by performing
the tail-pinch (Nakamura et al., Cerebral cortex, 2014). Further experiments will be required to identify
the tonic and burst firing cells in MTh in response to cortical activation, and the eventual changes of
their firing characteristics following DA depletion by TTX and 6-OHDA treatment. Another limitation
of this study is the use of toxin-induced PD animal models and anesthetized preparations. Despite the
usefulness of the animal models, they have limitations that need to be considered when interpreting
our findings and translating them to humans [27]. Nevertheless, although rodent models cannot
recapitulate all features of PD, they remain a crucial approximation in order to open new avenues.

In conclusion, our data show that in chronic conditions, the firing changes observed in the MTh
are relatively mild, considering the profound changes observed in other BG nuclei. This could be due
to remodeling and adaptation developed as a consequence of the DA depletion. Indeed, acute TTX
induced a strong decrease in the firing rate of MTh neurons. On the other hand, the modification of
GLU and GABA are highly significant in 6-OHDA DA-depleted rats and are likely a consequence
of changes in the MTh inputs, difficult to explain with the current knowledge of PD pathology. The
roles of the MTh in the mechanisms of information processing under physiological and pathological
conditions need to be further investigated and clarified.

4. Materials and Methods

4.1. Animals

Most of the electrophysiological, neurochemical and histological procedures were carried out on
adult male Sprague-Dawley rats in compliance with Swiss laws on animal experimentation, and all
procedures were approved by the Animal Research Committee and the Veterinary Office of the Canton
of Ticino, Switzerland (TI-08-2015).

A subset of neurochemical experiments was performed on male Sprague-Dawley rats at the
Department of Physiology and Biochemistry at the University of Malta in accordance with the European
Union (EU) Directive 2010/63/EU and the Institutional Animal Use and Care Committee (IAUCC) of
the University of Malta.

Utmost care was taken to limit the number of rats used and their suffering.

4.2. Pharmacological Blockade of the Medial Forebrain Bundle

The pharmacological blockade of the MFB was performed on adult male Sprague–Dawley rats
weighing 399 ± 68.4 g according to our previously described method [6,27]. Briefly, TTX was infused
via reverse microdialysis using a probe with a 1 mm dialytic membrane (CMA/11 microdialysis probe,
CMA Microdialysis, Stockholm, Sweden), which was positioned according to the following coordinates:
2.5 mm posterior to the bregma, 2 mm lateral to the midline and 8.6 mm below the cortical surface [43].
The probe was perfused with saline solution for 1 h and then with TTX (1 µM) using a syringe pump
(CMA/400, CMA Microdialysis) at a flow rate of 1 µL/min. The MTh neuronal activity was recorded
and analyzed for at least the next 10 min after the TTX infusion in 27 animals, while the GABA and
GLU MTh levels were measured in 14 rats.

4.3. Unilateral 6-OHDA Lesion

We performed standard unilateral 6-OHDA denervation in the left hemisphere [6,27] to obtain
chronic DA-depleted animals. The animals (399 ± 36.3 g) were anesthetized with 1.5%–2.5% isoflurane
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in oxygen and then injected with desipramine (25 mg/kg, i.p.) and pargyline (50 mg/kg, i.p.) to
minimize 6-OHDA uptake by noradrenergic neurons and metabolism by MAO, respectively. Then,
the animals were mounted on a stereotaxic instrument (Stoelting Co., Wheat Lane, Wood Dale, IL,
USA) for injection of the neurotoxin (6-OHDA; Sigma; 8 µg/4 µL of saline solution containing 0.1%
of ascorbic acid) in the medial forebrain bundle (MFB; stereotaxic coordinates: 2.5 mm posterior
to the bregma, 2 mm lateral to the midline, and 8.6 mm below the cortical surface) [44]. The MTh
neuronal activity was recorded an analyzed in 6-OHDA-lesioned rats (n = 8) and control animals
(n = 6). The microdialysis experiments were performed in sham animals (n = 9), receiving instead,
4 µL of saline solution containing 0.1% of ascorbic acid infused into the MFB and 6-OHDA-lesioned
animals (n = 9). Electrophysiological and microdialysis experiments were performed 21–29 days after
the administration of 6-OHDA

4.4. Prerecording Surgery

Rats were anesthetized with urethane (1.4 g/kg, i.p.) (Sigma Chemical Co., St Louis, MO,
USA) and mounted on a stereotaxic instrument (Stoelting Co.) according to our standard operating
procedure [6,27]. Body temperature was maintained at 37–38 ◦C with a heating pad (Stoelting Co.).
After a local anaesthetic injection (lidocaine 0.5%), a midline scalp incision was made, and the skull was
almost completely drilled on the left side. The dura were then spread out to expose the cortical surface.

4.5. Electrophysiological Recordings

We recorded single neurons for the entire dorsoventral track in the same medio-lateral site in the
MTh. In particular, we recorded a total of 82 neurons from the MTh (n = 23 control, n = 25 in 6-OHDA
and n = 34 in TTX) from 5000 µm from the cortex to a maximum of 5770 µm.

We recorded multiple MTh neurons from TTX infused rats over the 10 min after infusion The MTh
neurons (n = 34) recorded after the TTX-mediated blockade of the MFB were localized from 5250 µm to
5870 µm from the first neuronal detection of the cortex.

The MTh neurons recorded were localized at the following coordinates: 1.8 mm posterior and
2.2 medial to bregma. Single unit activity was off-line analyzed using Spike 2 software (Cambridge
Electronic Design, Cambridge, UK) and principal component analysis for spike sorting.

The Electrocorticogram (ECoG) was recorded through a screw electrode (Dentorama, 8 mm of
total length, 3 mm tip length) placed on the cortical surface above the frontal cortex (3.0 mm anterior
of bregma and 2.0 mm lateral to the midline) and referenced against an indifferent screw electrode
placed above the cerebellum. Raw ECoG was bandpass filtered (0.1–300 Hz) and amplified (×2000;
Neurolog). The ECoG was on-line digitalized at a sample rate of 600 kHz through an analogical/digital
interface (Micro1401 mk II, Cambridge Electronic Design, Cambridge, UK) and stored on a computer
to identify off-line robust SWA, which will be the object of further analysis. Simultaneously, we
collected the single-unit activity from the MTh. The acquisition of the recording was performed after
the stabilization of neuronal activity. The recordings were performed using a tungsten electrode (WPI,
TM33B01; impedance 0.9–1.2 MΩ). The trace containing the neuron action potentials was amplified
(×10,000; Neurolog), bandpass filtered (300–1000 Hz) and sampled at 60 kHz for digital storage on a
computer connected to the CED 1401 interface [36]. The neuronal activity was recorded for at least
10 min after the TTX infusion.

Figure 1A shows an example of the recordings with the EEG traces, i.e., SWA (top panel); the
discriminated single neurons (middle panel); and the neuronal traces (bottom panel).

4.6. Microdialysis Analysis

An additional series of experiments were conducted on adult rats (312 ± 25 g) to measure
GABA and GLU before, during and after the TTX-mediated blockade of MFB and in sham and
6-OHDA-lesioned rats [28]. Microdialysis was performed using concentric microdialysis probes
(CMA11 with 1 mm PES membrane, outside diameter 0.6 mm, cut-off 35 kDa, Microbiotech) which
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were positioned into the right MTh (1.8 mm posterior to the bregma, 2 mm lateral to the midline and
6.2 mm below the cortical surface).

Probes were then connected to a high precision micro-injection pump (CMA/100, CMA 159
Microdialysis) and infused at a flow rate of 5 µL/min with an artificial cerebrospinal fluid containing
160 (in mM): NaCl 145, KCl 3, MgCl2 1, CaCl2 1.26, buffered at pH 7.4 with 2 mM phosphate buffer.

After stabilization (4 h), consecutive samples were collected every 10 min. In the acute depleted
animals, TTX was infused in the MFB (see above) at the end of the 3rd sample. All samples were
immediately frozen at −80 ◦C until analyzed. At the end of the experiment, rats were sacrificed, and
the correct position of the probe was histologically verified (36).

For the experiments in 6-OHDA and sham-lesioned animals, the microdialysis experiments were
performed 21–29 days after the lesion.

The concentrations of GABA and GLU in the samples were determined by HPLC analysis
following precolumn derivatization with o-phthalaldehyde and resolution through a C18-reverse phase
chromatographic column (Chrompack, Middleburg, The Netherlands) connected to a fluorometric
detector (excitation 350 nm; emission 450 nm). Buffers were prepared as follows: solvent A, 0.1 M
sodium acetate (pH 5.8): methanol, 80:20; solvent B, 0.1 M sodium acetate (pH 5.8): methanol, 20:80;
solvent C, 0.1 M sodium acetate (pH 6.0): methanol, 80:20. Gradient programme: 100% C for 4 min
from the initiation of the programme; 90% A and 10% B in 1 min; isocratic step for 2 min; 78% A and
22% B in 2 min; isocratic step 172 for 6.50 min; 66% A and 34% B in 1.10 min; isocratic step for 1.50 min;
42% A and 58% B in 1.10 min; isocratic step for 3.50 min; flow rate 0.9 mL/min (Waters 600MS gradient
system). Homoserine was used as an internal standard [21].

4.7. Histological and Microscopic Analysis

At the end of the experiment, the positions of the electrodes (Figure 1b,c) were histologically
checked, and the unilateral dopaminergic lesion in each PD rat was confirmed by quantification of
tyrosine hydroxylase (TH) immunoreactivity, as described and analyzed in our previous publication [28].

4.8. Statistical Analysis

Concerning the single-unit data, statistical comparisons of firing rates and burst parameters (control
vs. 6-OHDA and post-TTX) were conducted using the Kruskal–Wallis test with the Man–Whitney test
for post hoc comparisons (asymptotic significance (2-tailed) p-value).

The firing rate comparison was performed taking into account the mean of the first 5 min of
recording. The comparison of the burst activity was performed in selected 100-s increments in the
presence of stable cortical urethane-induced SWA with a frequency below 3 Hz, as shown elsewhere
(45.) SWA is not affected by DA denervation and DAergic treatment [45].

To investigate the correlation between cortex and MTh, we performed the phase correlation
analysis, with the calculation of descriptive circular statistics being performed using the CircStat
toolbox for MATLAB (2). For the burst analysis, the phase correlation analysis was performed in
the same selected 100 s in the presence of stable cortical SWA. For circular analyses and statistical
comparisons, we included all neurons from the previous analyses.

For each neuron, the linear phase histograms were analyzed, taking into account the up phase of
the SWA, and the spike phase values were used for circular analysis. Then, each neuron was tested for
significant SWA phase-locked firing (comparison of degree; Rayleigh’s uniformity test). The selected
neurons were then used for the analysis of the preferred phase angle, i.e., the mean resultant vector in
degree (with 90◦ corresponding to the peak of the SWA phase), and the vector length (corresponding
to the level of dispersion of the firing). The mean resultant vector length of the phase distribution,
bound between zero and one, was used to quantify the level of phase-locking around the mean angle
(the closer to one, the more grouped the firing; 2).

The differences between the mean of the resultant vector (degree) and the vector lengths of the
three groups (Control, TTX and 6-OHDA) of MTh were tested using the Kruskal-Wallis test.
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All circular analyses were performed using the degree and the upper peak in SWA oscillations
corresponding to a 90◦ phase and the down peak to a 270◦ phase.

In all experimental conditions, all neurons were tested for significantly phase-locked firing; i.e.,
not randomly distributed in relation to the SWA (comparison of degree; Rayleigh’s uniformity test)
according to the method described by Nakamura and colleagues [2]. Firstly, we analyzed the activity
by using the CircStat toolbox for MATLAB. As reported in the text, for each neuron, the linear phase
histograms were analyzed, taking into account the up phase of the SWA, and the spike phase values
were used for circular analysis. Then, each neuron was tested for significant SWA phase-locked firing;
i.e., not-randomly distributed in relation to the SWA (comparison of degree; Rayleigh’s uniformity
test). To exclude this hypothesis, we performed chi-square tests on the percentage of discarded MTh
neurons in the three conditions; i.e., control, acute and chronic DA depletion states. The significance
threshold was set at p < 0.05 for all analyses.
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Abbreviations

MTh motor thalamus
DA dopamine
GLU glutamate
GABA gamma-aminobutyric acid
TTX tetrodotoxin
6-OHDA 6-hydroxydopamine
VA ventral-anterior thalamus
VM ventral-medial
SNr substantia nigra pars reticulata
GPi internal globus pallidus
NRT nucleus reticular thalami
SN substantia nigra
substantia substantia nigra pars compacta
PD Parkinson’s disease
STN sub-thalamic nucleus
DBS deep brain stimulation
L-DOPA levodopa
HT2A entopeduncular nucleus
EPN immunohistochemistry
LID L-DOPA-induced dyskinesia
SWA slow-wave activity
MFB medial forebrain bundle
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