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Preface

This Special Issue entitled “Intermetallic Compound (Volume II)” contains seventeen articles of

which one article is a review article. The articles presented are a continuation of the first part and

focus on the broadly understood physical properties of intermetallic compounds.

In the first article, Halit Sübütay et al. present experimental studies on the nature of

the ball-milling mechanism in a ternary materials system (Mg-Sn-Na) for proper mechanical

alloying. In 12 milling conditions, the homogenous secondary phase distribution is achieved,

which eventually supplies the highest relative density (95%), modulus of elasticity (34.5 GPa), and

hardness (89 HV) values in this ternary material system. In Dheyaa F. Kadhim et al.’s research,

processing–structure–property relations were systematically investigated at room and elevated

temperatures for two FCC Al0.3CoFeCrNi and Al0.3CuFeCrNi2 high-entropy alloys. The structure,

elastic properties and electronic structure of Ti-Al intermetallics including Ti3Al (space group

P63/mmc), TiAl (space group I4/mmm) and TiAl3 (space group P4/mmm) are systematically studied

by first-principles calculations by Fuyong Su et al. Tianyi Han et al.’s theoretical work presents

Ginzburg–Landau analysis on the physical properties of the Kagome superconductor CsV3Sb5. In

Lei Cao et al.’s research, the morphology and structure of V-rich carbides in V-bearing pig iron were

studied, and the precipitation characteristics of V-rich carbides in molten iron were discussed. The

next paper by Jingjing Wang et al. aims to develop a high-performance CA model incorporating

the decentered square capture rule to simulate dendrite growth with different orientations more

efficiently. Chenglu Jiang et al. present first-principles calculations of structural and mechanical

properties of Cu–Ni alloys. Based on two-band Bogoliubov–de Gennes theory, Hai Huang et al.

study the boundary effect of an interface between a two-gap superconductor FeSe and insulator. In

Jonathan Gjerde and Radi A. Jishi’s worl, the optical and magnetic properties of several rare-earth

tellurides have been examined. In Milad Takhsha Ghahfarokhi et al.’s research, dewetting process

has been investigated in shape-memory Heuslers. Christopher Dickens et al. use density functional

theory to investigate Fe substitution in CuAlS2. The magnetocaloric effect in the TbCo2 -H system

in the region of the Curie temperature was studied both by direct and indirect methods in external

magnetic fields up to 1.4 and 14 T by Galina Politova et al. Hydrogen-induced order–disorder effects

in FePd3 was presented by Holger Kohlmann et al. In N. V. Kostyuchenko’s research, the peculiarities

of the magnetization process in the ferrimagnetic intermetallic compound (Nd0.5Dy0.5)2Fe14B have

been studied theoretically and experimentally using ultrahigh magnetic fields. Next theoretical paper

by Sara J. Yahya et al. presents structural, elastic, magnetic and electronic properties of inverse

and conventional Heusler (Co2CrAl, Cr2MnSb) compounds. In Junqing Han et al.’s work, boron

particles with β-rhombohedral structure were prepared in Cu-4B alloy and the morphology and

growth mechanism of β-B and pentagonal twins were analyzed. In the last article Santosh Sampath

et al. present an overview on synthesis, processing and applications of Nickel aluminides.

I hope that the presented set both theoretical and experimental articles will arouse genuine

interest among readers and, perhaps, push them to their own successful research in the field of

intermetallic compounds.

Thanks to all contributing authors of this Special Issue and the Editorial staff of Crystals.

Jacek Ćwik

Editor
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An Overview on Synthesis, Processing and Applications of
Nickel Aluminides: From Fundamentals to Current Prospects
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Old Mahabalipuram Road, Kalavakkam 603110, Tamilnadu, India
* Correspondence: santoshs@ssn.edu.in

Abstract: Nickel aluminides have desirable properties for use in high-temperature applications.
Nickel aluminides have certain desirable qualities, but for almost a decade in the 1990s, those
benefits were overshadowed by the challenges of processing and machining at room temperature.
Manufacturing improvements, increased knowledge of aluminide microstructure and deformation
processes, and developments in micro-alloying have all contributed to the development of nickel
aluminides. Key developments in nickel aluminides, such as their microstructure, alloy addition and
alloy development, are given and discussed at length. Methods of production from the past, such as
ingot metallurgy and investment casting and melting are addressed, and developments in powder
metallurgy-based production methods are introduced. Finally, the difficulties of producing nickel
aluminides and possible solutions are examined. This paper gives an overview of the fundamentals,
preparation, processing, applications and current trends in nickel aluminides.

Keywords: nickel aluminides; intermetallics; processing; applications

1. Introduction

Intermetallic compounds are a class of metallic materials, which are now the subject
of extensive research by scientists and engineers working in the field of materials science.
Intermetallic compounds are used in higher temperature engineering applications, as they
have properties intermediate of metals and ceramics. These materials are now necessary
in a wide variety of applications and have the potential to provide additional advances
in performance in a variety of domains such as magnetic materials, hydrogen storage
materials, and high-temperature structural materials (>1200 ◦C), etc. [1–3]. Most inter-
metallic compounds have high melting temperatures and are brittle at normal temperature.
Because of the low number of separate slip systems necessary for plastic deformation,
intermetallics typically fracture in a cleavage or intergranular manner. However, some
intermetallics, such as Nb-15Al-40Ti, exhibit ductile fracture modes. Alloying with addi-
tional elements can increase grain boundary cohesion, resulting in increased ductility in
other intermetallics [4,5]. Figure 1 shows few compounds of current interest by comparing
melting temperature and density. Examples of some intermetallics based on their properties
are shown in Figure 2.

Sometimes, intermetallics are categorized based on crystal formation, and have highly
complicated atomic arrangements with common structures adhering to the simple stoi-
chiometric formulae AB, AB2 and C [5,6]. The immense promise of intermetallics, par-
ticularly aluminides, arises from their numerous desirable features, including excellent
oxidation resistance, corrosion resistance, comparatively low densities, stiffness at in-
creased temperatures and the ability to preserve strength [7–9]. Despite its usefulness,
poor ductility—especially at low and intermediate temperatures—is a major drawback of
intermetallics. Different compounds have different reasons for lacking ductility, which is
presented in Figure 3 [8–11].

Crystals 2023, 13, 435. https://doi.org/10.3390/cryst13030435 https://www.mdpi.com/journal/crystals
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Figure 1. Few intermetallic compounds of current interest by comparing melting temperature
and density.

Small amounts of alloying additives, however, have shown to improve ductility several
intermetallics: Boron in Ni3Al, Manganese in TiAl, and Niobium in TiAl [8]. Titanium
aluminides and nickel aluminides systems have been the focus of the majority of research
in the field of intermetallics [7]. Ni3Al and NiAl are the two important aluminides that are
found in the nickel–aluminum system. As a possible structural alloy, Ni3Al has garnered a
significant amount of attention recently. The majority of superalloys contain Ni3Al, which
functions as a strengthening phase [7,9].
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Figure 2. Classification of intermetallics based on properties.

 

Figure 3. Factors that cause low ductility of intermetallics.
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When exposed to oxygen-rich environments, the aluminide of a transition metal will
produce a continuous, totally adhering alumina coating on its surface. Aluminides typically
include aluminum concentrations between 10 and 30 wt%, which is much greater than
the aluminum content of standard superalloy and alloy. Alumina layer that forms upon
nickel surface and iron aluminides is what allows these materials to retain their superior
oxidizing and carburizing resistivity at temperatures of 1000 ◦C or higher [10]. Therefore,
aluminides do not always need chromium for producing layer of oxide upon material
surface to counter higher temperature oxidizing and rust, in contrast to typical steels and
superalloys based on Fe, Co and Ni [11]. The characteristics of alumnides are shown in
Figure 4.

 
Figure 4. Characteristics features of Aluminides [12–15].

There are often many intermetallic equilibrium aluminide phases present in metal-
aluminum binary systems. In thin-film bilayers, it is typically found that only a single
phase is growing at any one moment [16,17]. This is in contrast to bulk diffusion couples,
in which, after adequate indurating, all of the equilibrium stages normally occur. Located
somewhere in the middle of these two patterns of behavior are lateral diffusion couples.

2. Importance of Nickel Aluminides

Nickel aluminides have a low density and great resistance to oxidation. They also
keep their strength well at higher temperatures. Because of these characteristics, they are
a good choice for high-temperature structural applications. One of Ni3Al’s most notable
characteristics is the fact that its yield stress rises as its temperature rises to a maximum
temperature of 600 ◦C, as shown in Figure 5 [8,18]. Table 1 indicates the weight percentage
and melting point of aluminum based intermetallics. This behavior has been noticed in
other L12 intermetallics as well. This effect is caused by the cross slip of screw dislocations,
which are thermally triggered, moving from the planes labelled (1 1 1) to the planes labeled
(1 0 0), which is where the antiphase boundary (apb) energy lies. Observations of apb
energies using electron microscopy that are given in Table 2 illustrate that the apb energy on
{1 0 0} declines with increasing amounts of aluminum content. This affects the composition
dependency of the strength, which is shown in Figure 5. A significant work hardening

4
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rate is also caused by the cross-slipping of screw displacements by {111} planes with
cube planes.

Table 1. Intermetallics weight percentages of aluminum, the temperatures at which they form, and
their melting points [19].

Intermetallics
Weight Percent (wt%)

of Aluminum
Heat of Formation

<298 (kcal/mol)
Melting Point

(◦C)

Ni3Al 13.28 −66.6 ± 1.2 1395
NiAl 31.49 28.3 ± 1.2 1639

Ni2Al3 40.81 67.5 ± 4.0 1133
degNiAl3 57.96 36.0 ± 2.0 854

Table 2. Anti-Phase Boundary Energies in Ni3Al [8].

Alloy γ111 (mJ/m2) γ111/γ100 γ100 (mJ/m2)

Ni-23.5Al + 0.25B 170 ± 13 1.37 124 ± 8
Ni-26.5Al 175 ± 12 1.51 113 ± 10
Ni-25.5Al 175 ± 13 1.31 134 ± 8
Ni-24.5Al 179 ± 15 1.25 143 ± 7
Ni-23.5Al 183 ± 12 1.17 157 ± 8

 

Figure 5. The influence of aluminum content on the temperature dependence of flow stress in
Ni3Al [8]. Reproduced with permission from Elsevier.

3. Challenges Involved in Nickel Aluminides

Nickel aluminide is a long range ordered intermetallic. Consequently, due to longer-
ranged orders, there is a significant problem of lower ductility and inelastic intergranular
fissure at room temperatures [19,20]. A limited number of simple slip systems, restricted
cross-slip, large slip vectors and adversity of transferring slip through grain boundary
are some of factors that may be the reason for the brittle failure of intermetallic alloys [8].
In spite of this, several metallurgical processes such as processing control, grain refining,
micro and macro alloying, and quick solidification [6,8,20], have culminated noticeable
improvements into ductility and toughness of material. For instance, it has been found that
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adding a minuscule amount of boron to Ni3Al increases the grain boundary adhesion level,
which in turn reduces the tendency for the polycrystalline material to crack along its brittle
intergranular boundaries.

There are at least three different ways that may be improved upon for increasing
ductility of NiAl as shown in Figure 6 [21–27]. The structural properties of NiAl and Ni3Al
are shown in Table 3.

Improvement 
in ductility

microalloying macroalloying microstructural 
control

Figure 6. Different methods for improving ductility of NiAl.

Table 3. Structural properties of NiAl and Ni3Al [28–38].

Particulars NiAl Ni3Al

Lattice stelecructure

Ordered body-centered cubic
Ordered face-centered cubic

Phase formation composition range of ~45–60 at% Ni below
~400 ◦C 23–28 at% Al

Strukturbericht-
superstructure

B2, (ordered crystal structure of simple
CsCl prototype)

L12, (systematized crystal structure of simple
AuCu3 prototype)

Space group pm-3m (221) cubic pm-3m (221)

Lattice parameter 2.887 A

0.356 nm (No ternary addition)—Bradley
and Taylor
0.357 nm—by Mishima et al. and y Guard
and Westbrook

sublattices (alpha and beta)
Ni in corners (0,0,0)
Al atoms into center body
positioning (1/2,1/2,1/2)

Al atoms into (0,0,0) lattice locations are
coexisting with nickel atoms into (0,1/2,1/2,
1/2,0,1/2, and 1/2,1/2,0) lattice positions.

Ordering behavior nonlinear second-order transition behavior
[34]

Linear dependency of lattice constraints upon
LRO constraints
Order–order relaxation had been observed for
one of the very first times in the Ni3Al phase of
an intermetallic compound [33,34]

Density 5.85 g/cm3 7.50 g/cm3

Youngs Modulus (GPa) 294 179

6
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4. Phase Diagram of Nickel Aluminides

The phase diagram of NiAl is shown in Figure 7. Ni has a poor solubility in Al, making
it very hard to obtain compounds with a higher availability of Al; nevertheless, Al becomes
significantly soluble in Ni, being accountable for the formation of Ni-rich complexes upon
its adding. When it comes to the primary phase regions, Al-Ni phase diagram is a very
precise structure. It is possible to come across Ni3Al with a percentage of Al between 73%
and 76%. As per the binary phase diagram of Al-Ni, the compounds of Al3Ni, Al3Ni2,
AlNi, AlNi5, and AlNi3 are produced progressively with increasing Ni content. There are
two eutectic processes and three peritectic zones in the Al-Ni phase diagram, with Al3Ni,
AlNi, and Ni3Al as intermetallic compounds and NiAl3 as an intermetallic compound with
constant composition.

Figure 7. The Phase Relationships in the Al-Ni System: A Plot of the Al-Ni Binary Phase Diagram [7].
Reproduced with permission from Elsevier.

There has been a long period of development for the Al-Ni phase diagram, during
which it has been tweaked and improved upon on numerous occasions by a number of
experts. Evolution and development of the Ni-Al phase diagram is shown in Figure 8 [5,39].

Figure 8. Evolution and development of Ni–Al phase diagram [5].

5. Properties of Nickel Aluminides

Comparisons of the mechanical and physicochemical characteristics of Ni3Al inter-
metallic alloys comparing with traditional metallic materials have been subject of a signifi-
cant amount of research in the scientific literature. The Ni3Al alloys are, for the most part,
exceptional when compared with commercialized alloys, particularly in the category of
higher-temperature application, in conditions that are both oxidizing and carburizing.

7
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5.1. Hardness

Unalloyed nickel aluminides show composition-dependent hardness, with stoichio-
metric NiAl having lower hardness than off-stoichiometric compositions [39,40]. The
existence of triple defects was responsible for the shift in hardness at the stoichiometric
ratio of 2.4 to 3.2 GPa. Triple defects, consisting of two vacancies with one sublattice and
antisite upon other, are specific to intermetallic complexes. To no one’s surprise, high
hardness attributes observed for mildly Al- or Ni-rich stoichiometric complexes of Ni52Al
and Ni48Al could be explained by the existence of thermally flustered vacancies upon the
Al-rich side of stoichiometric NiAl and antisite kinds of deformities for the Ni-rich side of
stoichiometric NiAl alloy [41,42].

Hardness deliberations of both stoichiometric and non-stoichiometric composites were
also reported by Guard and Westbrook.

• Hardness was found to be lower for stoichiometric compositions than for Al-rich
compounds with non-stoichiometric compositions, which had greater hardness values.

• Guard and Westbrook also looked at how hardness changed with temperature for
materials of the same composition, finding that measures of hardness were lowest at
low temperatures, and highest with a Ni:Al ratio of 3 [43,44].

5.2. Magnetic Properties

Ni3Al is either highly paramagnetic or weakly itinerant ferromagnetic, with Tc (curie
temperature) varying as a function of Al content [45,46]. Due to the presence of a larger
number of nonmagnetic Al atoms, NiAl, like Ni3Al, is a weekly ferromagnetic material
whose magnetic moment diminishes by an upsurge in Al concentration. Whether alloying
atoms are located into the Ni site or the Al site has no effect on whether adding Mn and Fe
improves the total magnetic moment [47,48].

5.3. Electrical Properties

NiAl’s electrical conductivity at normal temperature is composition dependent.
13 × 106 S/m at stoichiometric composition, but 6 × 106 S/m for Ni and Al-rich near
stoichiometric configurations [49,50].

Despite having the same conduction, as-cast specimens were 50% less conductive than
homogenized NiAl-Ag alloys. Due to higher Ag solubility into NiAl lattice, alloying with
Ag reduces electric conduction at ambient temperatures or above 5 at%. Precipitation and
coarsening increase conductivity in homogenized alloys [49–54].

5.4. Grain-Boundary Embrittlement

It is noteworthy that single crystals of Ni3Al have a ductile structure, but pure poly-
crystalline Ni3Al has a brittle structure at an ambient temperature due to intergranular
fracture. In traditional materials, brittle intergranular fracture is typically followed by
isolation of impurity elements like sulphur, phosphorus, and oxygen, which results in
embrittlement at the grain boundaries. However, in sufficiently pure polycrystalline Ni3Al,
no evidence of such segregation has been detected. This leads one to believe that grain
boundary is intrinsically friable. It is noticed that grain border fragility is linked to both a
lack of grain-boundary cohesiveness and environmental fragility. Grain-boundary cohesion
absence is connected to differences in the energy ordering, electronegativity, vacancies and
size of atoms that exist amongst atomic components that make up the intermetallics. The
formation of atomic hydrogen as a result of the interaction of Ni3Al with moisture is what
causes grain-boundary embrittlement [55–57].

5.5. Creep Behaviour

According to the findings of a few investigations, both single- and polycrystalline
Ni3Al exhibits the characteristic “inverse creep” behavior into average temperatures. In
this case, creep curves have a transitory primary phase lasting until the 1% strain, and is
distinguished with a drop-in strain rate having a rising strain. This stage is trailed with an

8
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“inverse” tertiary phase that exhibits increased creep that ultimately leads to failure. These
creep curves do not display the steady phase creep stage anywhere in their progression. In
the case of samples consisting of a singular crystal, creeping failure is not by the formation
of voids but by necking.

In addition, creep studies conducted on single crystals of Ni3Al with 1% Ta content
revealed the existence of a steady-state creep stage for all orientations tested. It has been
discovered, which is quite fascinating, that the steady-state creep rate of single crystal
specimens orientated in a variety of directions scales, having resolved the shear stress of
cube cross-slip planes. TEM experiments did show evidence of slip upon octahedral planes
while in the primary phase of creep, and upon cube cross-slip planes while in the secondary
creep phase. This finding is consistent with what was anticipated [58].

In Mo, Fe, and Co additions increase the proportion of metallic bonds into intermetallic
framework of NiAl, hence shifting the electron concentration at the Fermi level. Peierls
energy Up and interrelated Peierls hindrance of plastic deforming Rp drop as covalent
component of interatomic bonds decreases:

Rp =
2pUp

ba

here a: lattice constraint; b: Burgers vector.
Reduction of Rp enhances alloy plasticity and diminishes its strength. Such impact is

supported with strong link amongst the microhardness and electronic structural properties
of NiAl-based alloys as depicted in Figure 9 [4].

Figure 9. Correlation between micro-hardness and electronic structure characteristics of alloys on
base of NiAl [4]. Reproduced with permission from Elsevier.

Examining the mechanical characteristics of nickel aluminide alloy in strain, compres-
sion, and impact toughness yielded the findings depicted in Figure 10. A cold fragility
threshold for nickel aluminide compound is, as expected, in the range of a 0.43–0.45 of
melting point—Tm. Every sample failed brittle as in tensile tests with temperatures under
500 ◦C, and high elongation values, following failures, were observed around 450–650 ◦C.
The effect of alloying on NiAl’s brittle/ductile transition temperature is most pronounced
in tensile trials [4].

9
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Figure 10. Elongation of NiAl alloys tested with 400–1200 ◦C. (1) casting of NiAl; (2) extruded NiAl;
(3) NiAl(Mo); (4) NiAl(W); (5) NiAl(Fe); (6) NiAl(Cr); (7) NiAl (Co, B, La) [4]. Reproduced with
permission from Elsevier.

6. Impact of Alloying upon Strength and Ductility

When Ni3Al is alloyed with ternary, quaternary, and quinary elements, the oxidation
resistance, scale adhesion, capacity to create an Al2O3 scale, and oxidation processes are
dramatically altered. The effect of alloying elements is presented in detail in Table 4.

Table 4. Importance of Alloying elements on Nickel Aluminides [50–70].

Elements Description Reference

Boron

• Improved ductility.
• Due to the substantial creation of geometric voids upon the

substrate surface, adding B to Ni3Al did not increase oxidizing
resistivity or the oxide scale adhesion, but it did improve the
aqueous corrosion resistance [70–72].

• Improve strength with addition of elements like Hf, Ti etc.

[51–58]

Chromium

• The general oxidation behavior of Ni3Al is marginally
improved by Cr’s presence, however this improvement is
negated at temperatures above 1300 ◦C due to the creation of
blisters caused by the transition of Cr2O3 into volatile CrO3.

• Nevertheless, oxidation rates may decrease at low temperatures
when 8 at.% Cr is present. This is due to the fact that Cr
enhances the capacity to produce a healing layer of Al2O3,
which prevents further damage.

• According to one traditional theory, Cr might play the role of
the secondary getter of oxygen, therefore lowering flow of
oxygen in alloy in event that the primary getter (Al) is
destroyed because of corrosion.

[59–64]

Titanium

• When combined with B, Ti enhances the scale’s adhesion, but
this often leads to worse oxidation behavior due to large weight
increases from the formation of Ti-containing oxides and the
disruption of the Al2O3 scale.

• although the addition of titanium alone to Ni3Al at a weight
percentage of 2.99% has a tendency to lower the cyclic
oxidation resistance

[65]
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Table 4. Cont.

Elements Description Reference

Lithium

• The higher temperature oxidizing resistivity of Ni3Al alloys
may be significantly improved by the addition of lithium.

• According to the rule of Hauffe, replacing Ni with Li can bring
about a reduction in the concentration of cation vacancy in
p-type NiO. This, in turn, can bring about a slowdown in the
rate of oxidation. In addition, adding Li altered the morphology
of oxide scales, reduced the size of oxide grains, made the oxide
more homogenous, densified oxide scales, and increased the
mechanical characteristics of oxide scales.

[66]

Molybdenum

• The overall oxidation behavior is reduced due to the limited
solubility of the molybdenum, and as a result, oxidation of the
molybdenum-rich phases leads to the formation of volatile
species. This is true even though the addition of 3 weight
percent of molybdenum does reduce the overall oxide
weight gain.

• Improves strength at low and high temperatures [6].

[66]

Reactive
elements

• Adherence of oxide scales can be enhanced with the existence of
reactive elements including Hf, Y, and Zr. Incorporating Y as an
oxide dispersion keeps the favorable advantages of adding a
reactive element. Individually and in combination with B
enhancements, Hf and Zr seem to give the greatest overall
behavior. Ni3Al’s isothermal oxidation behavior was
investigated by Kuenzly and Douglass from 900 to 1200 ◦C in
air with and without Y addition (0.5 wt.%). They found scaling
behavior in alloys following strict parabolic rule, because
adding Y had no effect on the steady-state scale ratio of Ni3Al.

[71–74]

Table 5 displays the effect of alloying on properties like ductility and strength for
nickel aluminide. Compression testing at room temperature represents metal’s soft stress
condition. As a result, all of the samples into compression testing demonstrated adequately
higher/lower temperature ductility [75–78].

Table 5. Effect of alloying on the strength and ductility characteristics of nickel aluminide (compres-
sion testing at room temperature) [4,11,19].

Alloy σ0.2 (MPa) ε (%) ψ (%)

NiAl 292 12.0 0
NiAl (B) 400 25.6 0
NiAl (La) 311 29.5 70.0
NiAl (Fe) 396 28.0 65.0
NiAl (Co) 384 30.8 69.0
NiAl (Cr) 421 24.8 60.8
NiAl (Mo) 340 26.0 17.0

When tested in air at room temperature, it was found that adding B to polycrystalline
Ni3Al with 25% Al increased its tensile ductility by a lot, so much so that the way it
broke changed from intergranular to transgranular [79–82]. Ni3Al microalloyed with
0.1 wt% B broke with a tensile strain of more than 50% in air [79]. Table 6 shows some
of the results of tensile tests that were done on Ni3Al, with and without B in different
environments. [79,81–83].

Two ideas have been put forward to explain how adding B makes a material more
ductile: (i) rise into cohesive strength at the grain boundary due to the addition of B [84–87]
and (ii) slip transferring transversely with grain boundary [88–90].
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Table 6. Tensile properties of Ni3Al and Ni3Al-B Alloys under different environments [8,10,79–81].

Alloy
Composition

Strain Rate (s−1)
and Environment

Yield Strength
(MPa)

Ultimate Tensile
Strength (MPa)

Elongation to
Failure (%)

Tests at room temperature
Ni-24 Al 3.3 × 10−3, air 280 333 2.6
Ni-24 Al 3.3 × 10−3, oxygen 279 439 7.2
Ni-24 Al-500 ppm B 3.3 × 10−3, air 290 1261 41.2
Ni-24 Al-500 ppm B 3.3 × 10−3, oxygen 289 1316 39.4
Ni-24.8 Al-500 ppm B 3.3 × 10−3, air 290 671 18.1
Ni-24.8 Al-500 ppm B 3.3 × 10−3, oxygen 306 801 25.4
Ni-25.2 Al-500 ppm B 3.3 × 10−3, air 221 300 8.4
Ni-25.2 Al-1000 ppm B 3.3 × 10−3, air 344 552 10.2
Tests at −196 ◦C (77 K)
Ni-23.4 Al 254–269 672–762 31.3–31.8

7. Processing of Nickel Aluminides

When deciding on a method of processing, it is important to consider the characteristics
of the final product. A coating, for instance, would use a thin-film processing technology,
while near-net-shaped bulk materials could benefit more from ingot metallurgy processing,
which includes melting and casting, or appropriate powder metallurgy processing. For
intermetallics, in order to prevent the oxidation of constituent elements and contamination
of the products during processing, which could result in inadequate densification and
the production of unwanted or deleterious phases as impurities, vacuum or inert gas
conditions are typically recommended. Composites and alloys based on Ni aluminides
can be treated with the ingot and powder metallurgical methods. Many commercially
viable uses of these alloys have been developed because of their undeniable benefits
over “conventional” materials [11,91]. Any material’s microstructure and characteristics
rely on how it is processed. As certain intermetallic alloys have complicated crystal
structures, their characteristics are affected by stoichiometry, impurities, and defects. The
intermetallic compounds have an ordered structure and distinctive chemistry. These alloys
must have a certain atomic ratio of elements for a specified crystal structure and mechanical
properties. In alloys with a variety of stoichiometry, microstructures and characteristics
rely on atomic ratios.

7.1. Melting and Casting

Ni3Al and NiAl have differing melting points, hence special consideration must be
given to melting and casting each material. For instance, NiAl has a greater melting point
than either Al or Ni individually. Because of the reaction of alloying elements with H and
the absence of grain-boundary cohesion, fabrication of Nickel Aluminides by casting was
not easily obtained. It was also attempted to employ fluxes for casting. However, this
could lead to the creation of brittle compounds that weaken the grain boundary [92] due to
reactivity amongst flux components and alloys. Maxwell and Grala [93] were effective in
melting and casting in the 31.5–33 wt% Al range, but not the 31.5–34 wt% Al range. For Al
contents above 35 wt%, castings failed and alloys shattered completely. Ordnance Research
and Development Laboratory (ORNL) developed Exo-Melt casting for such alloys, which
makes the advantage of heat reactivity in the efficacious cast of Ni3Al alloy [93,94].

In 1996, ORNL came up with the “Exo-melt” process to lessen these effects [11]. In
the process known as ExoMeltTM, the melt stock is divided into numerous sections and
then loaded into the furnace in such a way that an extremely exothermal reactivity having
higher adiabatic combusting temperature is preferred at the beginning. This results in
the production of a molten product (Figure 11). For Ni3Al, forming NiAl is an extremely
exothermal process and the melting point of NiAl corresponds to the temperature at which
it may be burned in an adiabatic reaction [12–15,94].
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Figure 11. Exo-melt process [77]. Reused from MDPI under Creative Commons Attribution license.

Furthermore, the Exo-Melt procedure is even helpful into cutting production expenses.
It saves about 50% both for energy and timing.

Casting processes like sand, investment, centrifugal casting, respectively, and direc-
tional solidifying can all be utilized in the production of aluminides. Other casting methods
include directional solidification. Cast aluminides are then subjected to a subsequent
processing step.

Utilizing a variety of metal formation procedures like hot extrusion, swaging, forging,
flat and bar rolling, cold flat and bar rolling, and cold drawing in tube, rod and wire,
all of which contribute to the microstructural refining and augmentation of mechanical
characteristics of the metal. For instance, temperature ranging from 1050–1150 ◦C is used
for the hot forging process when alloys of Ni3Al comprising less than 0.3 at.% Zr. It is
possible to duce the reactive cast of NiAl-based intermetallic alloys with a mix of Ni and
Al or NiCo and Al in liquid in air form, and then allowing the mixture to solidify to form
a compound that is either NiAl or NiAl-Co, depending on which compound is desired.
This approach was also used to cast the Fe-containing NiAl, and neither the failure of the
casting due to cracking nor cracks presence had been recorded.

The hot fabricating of Ni3Al intermetallics is negatively impacted with excess inclusion
of Hf and Zr at levels greater than 103, which results in the development of surface fissures
and early failure. Both ductileness and strength of nickel aluminides were demonstrated to
be improved with adding alloy elements B, Cr, Co, C, and Ce, as well as by the strengthening
element TiB2. The majority of nickel aluminide alloys used in the production of products
comes from the commercial sector [91,95]. These alloys are used to make bars, wires, sheets,
and strips.

A further noteworthy accomplishment was the invention of the casting process utiliz-
ing the software known as ProCast (Figure 12a). Because of its lower fluidic nature and
shrinking of the material after it has been cast, casting alloys based on Ni3Al can be quite
challenging. This fact should be brought to your attention. On the other hand, it was stated
that a particular version of the ProCast software makes it possible to cast components that
are free of flaws while having a complex shape (Figure 12b) [19,91,92].
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Figure 12. (a) Modeling in ProCast software and (b) actual casting [77]. Reused from MDPI under
Creative Commons Attribution license.

7.2. Powder Metallurgy

Processing powder metallurgy can be done through spark plasma sintering, pressure-
less sinter, uni/multi-axial hot press, liquid phase-assist or reactive sintering by application
or non-application of pressure, or uniaxial or multiaxial hot pressing. Atomization carried
out in an environment devoid of oxygen results in the production of aluminide powders
such as Ni3Al.

After that, the powders are packed into cans and hot extruded at temperatures ranging
from 1100 ◦C to 1200 ◦C using a reduction ratio of between 8 and 1. The products that are
consequently created from these powder metallurgical procedures often has a tiny grain
size as a result of dynamic recrystallization, and as a result, they are able to be molded
using superplastic techniques in order to obtain near-net shapes.

7.3. Solid State Sintering

This is a common powder metallurgy process for producing Nickel Aluminide. Longer
sintering makes compacts denser and grains increase. If hardness increases during sintering,
the Kirkendall effect may make it tougher to obtain full density and good mechanical
characteristics as it increases intermetallic phase volume percentage [5,21,24]. Powder
metallurgy (P/M) was used to make B-alloyed Ni3Al, and the effect of alloying was studied
by adding Fe, Cr, Zr, and Mo while keeping the Al content at 23 at% [24]. The main problems
with P/M-processed Ni3Al alloys are their sensitivity to strain rates below 104 s−1 and
their microstructures (FCC solid solutions) [5,21–23,95].

7.4. Mechanical Alloying

Mechanical alloying also was employed to effectively create nickel aluminides, but
it is time-consuming and costly, and unalloyed aluminides are vulnerable to impurity
contamination and oxide development. An Ni-containing Al-supersaturated solid solution
containing unreacted Ni and Al is the first kind of intermetallic to emerge during mechanical
alloying of Ni–Al mixtures. Milling parameters, such as milling duration and power, largely
determine the final product’s chemical makeup. To reach intermetallic NiAl, this phase
must first be milled into Al3Ni, where it may coexist with Ni3Al and AlNi2 [25–30].

7.5. Reaction Synthesis

In this method, the heat from an exothermal reaction amongst Ni and Al is used
to make intermetallic. High temperatures, between 500 ◦C and 750 ◦C, are applied to
contents of a container, while the container is kept under a vacuum [31,95]. During the
reaction synthesis process, the reaction is often not complete. The unreacted parts may also
make the final product stronger, since intermetallic powders are usually fragile and need
more pressure to pack them together. Metallic powder size is an important factor in this
process [96].
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8. Applications of Nickel Aluminides

Many commercially viable uses of these alloys have been developed because of their
undeniable benefits over “conventional” materials. Applications for Ni3Al-based alloys
are diverse. This is shown in Table 7. Commercialization of Ni3Al alloys for specified
applications is expected to happen very soon, since the degree of research into this material
has been significantly higher than that of other aluminides.

Table 7. Overall Applications of nickel aluminides [80–97].

Application Description Example

Automotive:

• dyes for hot press
Fe-B-Nd magnetic
powders

• Turbocharger rotors
Diesel trucks

• Car bodies

1. able to withstand high temperatures without
weakening, oxidation resistance, chemical
compatibility low cost and improved fatigue life
2. Compared to common automotive materials,
this one is more corrosion-resistant and can
withstand high temperatures without deforming.
It is also lighter and five times stronger than
stainless steel. Since this is the case, Ni3Al alloys
may be utilized for a wide variety of purposes,
including those requiring high strength or the
absorption of energy, such as in the construction
of car bodies.

IC-221M

Hydroturbine rotors

• Good cavitation
• erosion resistance
• Because of their great corrosion resistance,

these materials may also be employed as
working elements in a
seawater environment.

Alloy IC-50

Glass processing
• Oxidizing resistivity,
• higher temperature strength
• higher weariness life

IC-221M

Chemical processing
• strength
• corrosion resistance IC-218LZr

Metal processing

• As a Die material for
isothermal forging.

• The rollers for steel slab
heating furnaces

• higher temperature oxidizing resistivity
(1100 ◦C or below)

• high strength

IC-221
IC-221 M

Binder for ceramics

• suitable for use in tungsten carbide systems
in place of cobalt. Nickel aluminide-bonded
tungsten carbide provides better higher-
and lower-temperature strength and
cutting capabilities

IC-50
IC218LZr

Roller bearings
• From room temperature to 650 ◦C, nickel

aluminide’s wear resistance improves by
over a factor of 1000.

IC218LZr

Steel Industry

• Transfer rolls in furnace
for hydrogenation,
carburization and used
as a roll continuous
casting process

• Sometimes used as a
replacement for currently
used stainless steel

• considerable energy cost reductions by
eliminating the need for water cooling

• prolonging the operating life four to six
times over presently utilized materials

IC-221M
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Table 7. Cont.

Application Description Example

Compressor and Turbine
Blades in Aircraft Engines

• high temperature structural materials
• Ni3Al base alloy, commercialized under the

name IC6 to utilize into higher-performance
jet engine turbine vanes and blades
working at temperatures between 1050 ◦C
and 1100 ◦C, was created. Second stage gas
turbine vanes are being made from this
material with a NiCrAlYSi coating.

IC6
IC10
VKNA’s

8.1. Nickel Aluminide Coating

Coatings made of nickel-aluminide have received a lot of interest recently because
of the fact that they offer a variety of potential applications in technology and science.
NiAl has a long history of use as a protective coating for machinery and buildings. Its
main purpose is to improve coating adherence, and its secondary purpose is to reduce
thermo-mechanical stress at the substrate-coating interface. NiAl’s lengthy history of usage
may be attributed to the material’s low density, high melting point, outstanding thermal
conductivity, and great oxidizing resilience. [79,80,91].

NiAl coatings’ high-temperature oxidation behavior in moving air is seen around
750 ◦C and 850 ◦C, according to previous studies [81,82]. The aerospace industry, along
with other high-performance applications, has increased demand for nickel-aluminum
alloys and its derivatives. This is because, for certain alloys, an increase in temperature also
results in an increase in yield strength. The second major nickel aluminide, Ni3Al, has also
been receiving considerable notice of late. Ni3Al is an essential component of NiAl that
serves as a stiffening agent, and the two elements together are extensively used for higher
temperature structural material for aircraft engines and aerospace applications. [79,80,93].
Table 8 shows the applications and properties of nickel aluminide coatings.

Table 8. Application and properties of nickel aluminide coating [80–85].

Applications Properties

Furnace rollers for heating steel slabs
• High temperature strength
• good oxidation
• corrosion resistance

Hydro turbine rotors • Excellent vibration
• cavitation resistance in water

Jet engines turbine blades vanes • Superior strength
• Creep resistance

Cutting tools • High and low temperature cutting tool strength

8.2. Ni3Al Thin Foils

Ni3Al intermetallics like thin foils and tapes are anticipated in contributing the produc-
tion of highly advanced tools of MEMS and MECS. This is because Ni3Al possess unique
physical and chemical properties in addition to a relatively low weight. A comparison is
shown in Figure 13.

Ni3Al alloys do, however, have a few drawbacks, the majority of which are related to
the fact that they have a lower vulnerability in plastic deforming and higher propensity in
getting brittle crack. Because of these disadvantages, the manufacturing sector is unlikely to
ever be able to mass-produce components, having a thickness of lesser than 400 μm [53,91].
However, two processing methods have matured to the point that they might be employed
in a laboratory setting:

• directional solidifying and cold rolling
• directional crystallization: deliberated upon meticulous deforming of traditional cast

of alloys.
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Figure 13. Temperature vs. specific strength for comparing Ni thin foils with other metal alloys [77].
Reused from MDPI under Creative Commons Attribution license.

Mechanical and electrical components (such as an actuator, a sensor, and a micro-
processor) that can withstand their environments are integrated in MEMS and MECS
systems, allowing for the fabrication of a device with both controlling and specialized
capabilities [91–93].

It has been noticed that there is an increase in people’s curiosity into Ni3Al inter-
metallics with thin foils because these intermetallics have excellent explicit strength, higher
environment resistivity, and higher catalyst activities. Additionally, the creation of com-
posite materials has been reported by Ni3Al-based alloys serving as the matrix and being
toughened by elements such as TiC, ZrO2, WC, SiC, and graphene [94–98].

Uses of foils and strips made of Ni3Al-based alloys that are extremely promising
include those known as MEMS or MECS devices. A comparison in mass gain and hydrogen
production is shown in Figure 14 for Ni and Ni3Al foils. It would appear that the creation
of microsensors/systems of chemical separators, heat exchanger and micropumps would
benefit enormously from the particular qualities that they possess [99–101].

  

Figure 14. Comparison of production rates of H2 in methanol decomposition of Ni3Al foils and Ni
foils [77]. Reused from MDPI under Creative Commons Attribution license.

9. Conclusions

This review paper seeks to improve understanding of the nickel aluminide structure,
properties, and applications, as well as their scope, characteristics, advantages, and disad-
vantages. In addition, current alloy applications were summarized. The effect of alloying
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elements on phase transformation, mechanical properties, and corrosion was investigated.
Furthermore, the most significant barriers to the widespread use of nickel aluminide were
considered. To overcome the difficulties faced by alloys, different metal processing method
were discussed. Properties and application of thin foil of nickel aluminides were discussed.
Finally, characteristics of nickel coating were studied.
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Abstract: In this work, boron particles with β-rhombohedral structure were prepared in Cu-4B
alloy. The morphology and growth mechanism of β-B and pentagonal twins were analyzed. Results
show that boron crystals possessed an approximate octahedral structure which consisted of two
planes belonging to {001} facet and a rhombohedron formed by {101} planes. The morphology of
the boron crystal was determined by the position and size of {001} planes. During growth, parts
of boron crystal formed twins to reduce surface energy. Five particular single crystals can shape a
pentagonal twin. The morphological distinction between pentagonal twins mainly came from the
difference in morphology of single crystal. When the {001} exposed planes were large and showed
a hexagonal shape, the boron crystal often formed parallel groupings and polysynthetic twins to
reduce surface energy.

Keywords: β-rhombohedral boron; twins; pentagonal twin; growth mechanism

1. Introduction

In the aviation industry, boron (B) is considered the most ideal combustion aid for jet
fuel, due to having the highest volumetric heating value and extremely high gravimetric
heating, which is second only to that of beryllium (Be) [1]. 10B, isotope of boron, possesses
a relatively strong neutron absorbing capacity [2], so 10B and its composite materials are
widely used for boron neutron capture therapy [3] and thermal neutron detectors [4]. Many
different shapes of boron have been successfully prepared by chemical and physical meth-
ods, such as boron nanotubes, [5,6] boron nanowires, [7,8] boron nanocones, [9] and boron
nanoribbons. [10,11] In addition, in our previous studies, we also spheroidized eutectic
boron by varying the cooling rate and adding alloying elements to prepare submicron
boron spheres and hollow boron spheres. [12] However, the morphology and structure of
boron have a great influence on its application. For instance, Evgeni S. Penev discovered
that boron had the potential to transform a superconductor when the boron possessed a
two-dimensional structure [13].

Allotropy of boron has been widely reported in recent years, as seen with γ-B [14] and
t-B [15], but the growth model and mechanism of boron crystal are still focused on the field
of simulation. Wataru Hayami calculated the surface energy of α-B [16] and t-B [17], and
gave the crystallographic monomorph of these two allotropies. However, the structures of
t-B and γ-B are different from those of rhombohedral boron. Under normal temperature
and pressure, boron often exists in the form β-B (a = 10.145 ± 0.015 Á, α= 65◦17’ ± 8’) [18]
and each lattice point is occupied by an icosahedron (B12) [19,20]. Both α-B and β-B have
a rhombohedral structure, the space group of R3m (group no. 166). The B12 in α-B is
distributed at each lattice point of the rhombohedral unit cell, while the B12 of β-B is not
only distributed at the lattice points, but also at the center of the edge of the rhombohedral
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unit cell. In addition, there are two triple-fused B28 polyhedrons in the center of β-B unit
cell, and these two polyhedrons are linked by a gap boron atom [20,21]. In an experiment of
using aluminum-doped β-rhombohedral boron, a three-dimensional framework made of
B12 icosahedra with voids being occupied by the B28–B–B28 units was found [22]. Sun [23]
et al. studied the growth mechanisms of alpha-boron (α-B) and beta-boron (β-B) in Cu-B
alloys in copper melts and observed lamellar growth traces and twin structures of alpha-
boron (α-B) and beta-boron (β-B) and produced a model for the growth of β-B, but there is
little information about their monotype and exposed surface.

Because boron has a special three-center bond structure [24,25], the dislocations are
difficult to form. To reduce the surface energy and release stress, boron crystals often
twin during crystallization [23] and ball milling [26]. Some particular pentagonal twin
structures have been found in B4C [27] and gold nanocrystal [28], but there are almost no
reports for boron. In this work, the morphology of β-B and pentagonal twins were reported
and analyzed.

2. Experimental Section

Pure Cu (>99.7 wt%) and pure B (99.9 wt%) were used to prepare Cu-4B (with the
same weight percentage as that reported below, unless otherwise specified) alloy. Pure Cu
was melted using a high-frequency stove. After Cu melt, the B enfolded by copper foil was
added to the melt. Then, the melt was poured into a cast-iron mold to obtain Cu-4B alloy.
Small alloy blocks cut from Cu-4B alloy were re-melted by a high-frequency induction coil
to obtain blow-cast alloys and rapidly solidifying alloy strips. During the preparation of
rapidly solidifying alloy, the rotating speeds of the rotated copper mold with a perimeter of
690 mm were 1500 r/min and 3000 r/min. The cooling of Cu-4B alloy ingots was 100 K/s,
and the cooling rate of alloy ingots, blow-cast alloys and alloy strips increased in turn.

The Cu in Cu-4B alloy ingots, blow-cast alloys and alloy strips was eroded by 50%
HNO3, and the B powders remained. The B powders were repeatedly cleaned with
deionized water until the PH reached 7. The micro-morphology of boron was characterized
by field emission scanning electron microscope (JSM-7800F SEM, Japan). The chemical
composition of boron was analyzed using the JEM-2100F high-resolution transmission
electron microscope linked with an energy dispersive X-ray spectroscopy (EDS) attachment
and Oxford XMax80 spectrometer (SU-70, Japan). The crystal structure was analyzed using
a transmission electron microscope (TEM, JEM-2100F, Japan).

3. Results and Discussion

The morphology of Cu-4B alloy and boron particles extracted from Cu-4B ingots,
blow-cast alloys and alloy strips (1500 r/min and 3000 r/min) is shown in Figure 1. The
white arrows in Figure 1a indicate some special structures, such as hexagonal boron, twins
and pentagonal twins. The particles shown in Figure 1b–f were typical primary boron [23].
As shown in Figure 1b, the diameter of boron particles was about 5–10 μm. The EDS
result in Figure 1c confirms that these crystals were indeed boron, and the existence of
the concentration of Au was caused by the gold spray treatment before the SEM test. As
shown in Figure 1d, compared with Figure 1b, the diameter of boron particles extracted
from blow casting alloy was relatively small. The size of boron particles extracted from
alloy strips was about 3–5 μm, no matter what rotation rate was used. As for the Cu-B
binary phase diagram [29], the primary boron in Cu-4B wt% (about Cu-20B at%) alloy
was precipitated at 1050 ◦C, while the eutectic boron was precipitated at 1013 ◦C, and the
cooling rate was relatively high; therefore, the time needed for crystals to grow was very
short. Both in blow-cast alloy and alloy strips, the crystals did not grow enough, so the
size of particles extracted from blow casting alloy and alloy strips was similar. Although
the size of the boron particles extracted from ingots alloys or strips was slightly different,
there was almost no distinction in terms of morphology. This indicates that in this work,
the cooling rate did not affect the crystal structure of boron. Therefore, the source of boron
crystal was not considered in the following crystal morphology analysis.
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Figure 1. (a) Backscattered electron (BE) image of Cu-4B alloy and the enlarged images of the boron
particles with pentagonal twins. Secondary electron (SE) images of boron particles extracted from
(b) alloy ingots, (c) EDS result of boron crystal extracted from alloy ingots, (d) blow-cast alloy, (e) alloy
strips (1500 r/min) and (f) alloy strips (3000 r/min).

Figure 2 shows several typical crystal morphologies of boron, with partial planes
and facet families were marked in Figure 2a–f. According to the calculation results of
Hayami et al. [16], the {001} and {101} have lower surface energy, and the (001) facets have
the lowest surface energy for the trigonal structure β-B. The exposed surfaces of these
boron crystals were {001} and {101} planes. These crystals can be considered as a structure
formed by a completed rhombohedron composed of {101} planes and cut by (001) plane.
The morphological difference of these boron crystals is mainly due to the location of {001}
planes. As shown in Figure 2a, when the (001) plane closed to the top of the crystal, the
shape of the (001) plane was a triangle and the {101} planes were pentagons. As the (001)
plane descended, the size of the (001) plane was gradually increased. When the (001) plane
dropped to the position shown in Figure 2b, the size of the triangular (001) plane reached
its maximum. At this moment, the morphology of the boron crystal was similar to that
of an octahedron [30]. Together with {001} planes, all {101} planes were triangles. When
the (001) plane was in the middle of the boron crystal, the shape of {001} and {101} planes
transformed into hexagons and trapezoids, respectively, as shown in Figure 2c,f. In order to
further confirm the crystal structure of boron crystal, TEM and selected electron diffraction
were used. As shown in Figure 2g, the morphology of boron crystals was mainly hexagonal
under TEM. A relatively thin hexagonal boron crystal, as shown in Figure 2h, was chosen
for selected electron diffraction. The diffraction pattern confirmed that the boron particle
possessed β-B structure, and the diffraction spots correspond to the (201), (306) and (105)
planes of β-B. The results of selected area electron diffraction are consistent with those of
Sun et al. [23], suggesting that the pentagonal B particles also have the structure of β-B.

25



Crystals 2022, 12, 1516

 

Figure 2. (a–c) Schematic diagrams of three typical crystal morphologies of boron crystal; (d–f) SEM
images of boron crystals correspond to Figure 2a–c, respectively. (g,h) TEM images of boron crystals
extracted from Cu-4B alloy ingot. (i) Diffraction pattern of boron crystal in Figure 2h. All the exposed
surfaces of completed rhombohedron in (a–c) were {101} planes.

During the growth of boron crystal, twins are very common [31]. Figure 3 shows some
of the twin structures of boron. The pentagonal twin in Figure 3a was shaped by complete
rhombohedral boron crystals. To form a pentagonal structure, angle 1 must be close to
72◦. The (101) plane is marked in Figure 3a. Another pentagonal twin, which was formed
by the crystals shown in Figure 2a,b, can be seen in Figure 3b. Like the pentagonal twin
shown in Figure 3a, the theoretical value of angle 2 was also close to 72◦. The pentagonal
twin was not perfect; there were grooves and protrusions in the twin, as shown by the
white arrows. A side view of the pentagonal twin is shown in Figure 3c, and the crystals
that formed the pentagonal twin are marked by yellow and green lines, respectively. The
theoretical value of the plane angle between

(
011

)
and

(
111

)
was 72.8◦, which was closed

to angles 1 and 2. This pentagonal twin crystal has morphological similarity with the
penta-twinned gold nanocrystals discovered by Zhang et al. [32] As shown in Figure 3d,
when the {001} planes showed the hexagonal shape in Figure 2c, it was difficult for boron
crystals to form pentagonal twins. This type of boron crystal is prone to take shape original
twins, parallel grouping, as well as the polysynthetic twin that can be observed in the white
box in Figure 3c.
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Figure 3. (a,b) Pentagonal twins, (c) the side view of pentagonal twin, (d) twins and parallel grouping.
Parts of planes belonging to {101} and {001} are marked in Figure 3.

Figure 4 is the schematic diagram of the growth of several twins. Different morpho-
logical crystals can form distinct twins. As shown in Figure 4a, the original rhombohedral
boron crystals could form the pentagonal twin I shown in Figure 3a without being cut by
{001} planes. First, rhombohedral boron crystal was twinned, and the twin plane was

(
011

)
exposed planes. Then, the crystal 2, 3 and 5 emerged by twinning, and their twin planes
were

(
011

)
or

(
111

)
exposed face. Finally, the pentagonal twin was finished. The formation

process of pentagonal twin II shown in Figure 4b was similar to that of pentagonal twin
I, both adopting

(
011

)
or

(
111

)
planes as the twin plane. Most of its monomers are the

crystals shown in Figure 2e (simple form 2), that is, octahedral like crystals, and sometimes
the crystals shown in Figure 2d also exist. For example, the pentagonal twins in Figure 3b
were all composed of octahedral like crystals, while the pentagonal twin II in Figure 3c had
the crystals shown in Figure 2d, which are marked with yellow dotted lines. However, the
twin plane of pentagonal twin II was located inside crystal 1. As shown in Figure 4b, when
the twin plane is inside, the edges of crystal 1 and crystal 2 will intersect. Therefore, after
twinning, two new edges were formed on (001) and (101) planes. Edge 1 corresponded
to the groove shown in Figure 3b and edge 2 participated to shape angle 2 in Figure 3b.
After the formation of rhombohedral boron crystals 3–5, pentagonal twin II with a sunken
pentagon in the center formed. The five new edge 2s and the original edges of the crystal
together formed the pentagonal funnel shaped defect in Figure 3b.

Boron crystals that have hexagonal {001} planes can take the shape of common twins,
parallel groupings, and polysynthetic twins. As shown in Figure 4c, boron crystals like
simple form 3 can take the (001) plane as the twin plane to form twin. The twin can continue
to grow in this shape, or can turn into a parallel grouping and polysynthetic twin, as shown
in the white box in Figure 3c. If single crystal 1 forms a pentagonal twin, the large {001}
planes will be exposed, and there will be a hole in the middle of this pentagonal twin. These
two phenomena are both harmful in reducing the overall surface energy. On the contrary,
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the formation of twins as shown in Figure 4c by sharing {001} planes can significantly
reduce the surface energy.

Figure 4. Schematic diagram of twin growth of (a) pentagonal twin I, (b) pentagonal twin II and
(c) twins, parallel grouping, and polysynthetic twin.

4. Conclusions

In the Cu-4B alloy, boron particles mainly possessed the β-B structure. Three typical
boron crystal morphologies were analyzed and their exposed surfaces were {001} and
{101} planes. The morphological difference between them was due to the position of {001}.
Boron was prone to twinning during growth, and the complete rhombohedron formed by
{101} planes could form relatively complete pentagonal twins. Boron crystals enclosed by
triangular {001} planes and {101} planes could take the shape of pentagonal twins with
a sunken pentagon in the center. When the {001} planes transformed into hexagons, it
was easy for boron crystals to form parallel grouping and polysynthetic twin to reduce
surface energy.
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Abstract: In this paper, the full-potential, linearized augmented plane wave (FP-LAPW) method
was employed in investigating full-Heusler Co2CrA1’s structural, elastic, magnetic and electronic
properties. The FP-LAPW method was employed in computing the structural parameters (bulk
modulus, lattice parameters, c/a and first pressure derivatives). The optimized structural parame-
ters were determined by generalized gradient approximation (GGA) for the exchange-correlation
potential, Vxc. Estimating the energy gaps for these compounds was accomplished through modified
Becke–Johnson potential (mBJ). It was found that the conventional Heusler compound Co2CrA1 with
mBJ and CGA approaches had a half-metallic character, and its spin-down configuration had an
energy gap. It was also found that the conventional and inverse Heusler Cr2MnSb and tetragonal
(139) (Co2CrA1, Cr2MnSb) compounds with a half-metallic character had direct energy gaps in the
spin-down configuration. To a certain degree, the total magnetic moments for the two compounds
were compatible with the theoretical and experimental results already attained. Mechanically, we
found that the conventional and inverse full-Heusler compound Co2CrAl was stable, but the inverse
Cr2MnSb was unstable in the ferromagnetic state. The conventional Heusler compound Cr2MnSb
was mechanically stable in the ferromagnetic state.

Keywords: full-Heusler compound; electronic band structure; magnetic order; elastic properties;
FP-LAPW

1. Introduction

Since their discovery in 1903, Heusler compounds have found many applications
including spintronics [1], shape-memory devices [2] and thermoelectric power genera-
tors [3]. Heusler compounds have a type of face-centered cubic (fcc) crystal structure. These
compounds can be categorized into two classes: XYZ (half-Heuslers), which consist of
three FCC sub-lattices, and X2YZ (full-Heuslers), which have four FCC sub-lattices, where
transition elements are represented by X and Y, and the s, p . . . elements are represented
by Z [4].

Full-Heusler X2YZ compounds crystallize in two kinds of inverse and conventional
forms. Conventional Heusler compounds crystallize in a Cu2MnAl structure with a space
group of Fm-3m (space group number 225) having atomic positions of X2 (1/4,1/4,1/4),
(3/4,3/4,3/4), Y (1/2,1/2,1/2) and Z (0,0,0). Inverse Heusler compounds crystallize in a
Hg2CuTi structure with space group of F-43m (space group number 216) having atomic
positions of X2 (1/4,1/4,1/4), (1/2,1/2,1/2), Y (3/4,3/4,3/4) and Z (0,0,0) [5]. Some Heusler
compounds have a half-metallic (HM) character [5–18], where only a single conduction
spin channel exists for half metals. For one spin channel, the spin-polarized band structure
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shows metallic behavior. On the other hand, at the Fermi level, the other spin band structure
shows a gap. Therefore a 100% spin polarization is exhibited by half-metallic materials.

Certain studies have explored the electronic, magnetic, elastic and structural properties
of these compounds using different methods. Zhang et al. [19] focused on the Co2CrAl
Heusler compound’s electronic band structure and transport properties. They measured
the lattice parameter, magnetic moment and indirect band gap and found those to be 5.74 ,
3 μB and 0.475 eV, respectively. Hakimi et al. [20] conducted an experimental study of the
Co2CrAl compound’s magnetic and structural properties. They found that the conventional
Co2CrAl’s total magnetic moment was 2 μB.

Ozdogan and Galanakis [21] determined half-metallic antiferromagnetic Cr2MnSb’s
magnetic and electronic properties for both conventional and inverse structure types. They
found that for both structural types, Cr2MnSb is a half-metallic ferrimagnetic compound
for a broad array of lattice constants.

Heusler alloys are well-known for their potential application in the spin-transfer
torque (STT) sector. These materials crystallize in multifaceted structures in both cubic
and tetragonal symmetries with multiple magnetic sublattices. Galanakis [22] conducted
research on the magnetic and electronic properties of both full-Heusler and half-Heusler
alloys. The full-Heusler alloys investigations included Co2MnSi and Co2MnGe, and the
half-Heusler alloys included PtMnSb, CoMnSb and NiMnSb.

Atsufumi Hirohata et al. [23] reviewed the development of anti-ferromagnetic (AFM)
Heusler alloys for the replacement of iridium as a critical raw material (CRMs). They
established correlations between the crystalline structure of these alloys and the magnetic
properties, i.e., antiferromagnetism. This study revealed that the Heusler alloys consisting
of elements with moderate magnetic moments require perfectly or partially ordered crys-
talline structures to exhibit AFM behavior. Using elements with large magnetic moments, a
fully disordered structure was found to show either AFM or ferrimagnetic (FIM) behavior.
The considered alloys may become useful for device applications due to the additional
increase in their anisotropy and grain volume being able to sustain AFM behavior above
room temperature.

Recently, Abu Baker et al. [24] investigated the elastic, electronic, magnetic and struc-
tural characteristics of half-metallic ferromagnetic full-Heusler alloys, namely conventional
Co2TiSn and inverse Zr2RhGa, employing the FP-LAPW technique. The lattice parameters
for the conventional Co2TiSn and inverse Zr2RhGa were found to be 6.094 A0 and 6.619 A0,
respectively. In addition, the total magnetic moments for these compounds were recorded
as 1.9786 μB and 1.99 μB, respectively. The conventional Co2TiSn and inverse Zr2,RhGa
compounds had indirect energy gaps of 0.482 eV and 0.573 eV, respectively. From their elec-
tronic properties, it can be noted that the conventional full-Heusler Co2TiSn compound and
the inverse full-Heusler Zr2RhGa compound had stability from a mechanical perspective.

Furthermore, Gupta et al. prepared Cr2MnSb thin films on a MgO (001) substrate
using the DC/RF magnetron sputtering method. The XRD analysis of the deposited films
revealed that they crystalized in a cubic phase with full B2 and partial L21 ordering [25].
Previously, Dubowik et al. deposited 100 nm Co2CrAl films on glass and NaCl substrates
using the flash evaporation technique [26].

Paudel and Zhu [27] showed that the full Heusler alloy Co2ScSb is stable at the
ferromagnetic phase with an optimized lattice constant of 6.19 . They confirmed the
structural stability from the calculations of the negative cohesive, formation energy and real
phonon frequency. Paudel and Zhu [28] also showed that the half-metallic ferromagnetic
properties of a Fe2MnP alloy have energy band gaps of 0.34 eV and half-metallic gaps of
0.09 eV at an optimized lattice parameter of 5.56 .

In this article, the motivation for investigating the mechanical, electronic and magnetic
characteristics of the full-Heusler compounds Co2CrAl and Cr2MnSb in both the conven-
tional and inverse form was to study in detail their mechanical and structural stability and
preferable magnetic phase, as well as to introduce their elastic properties and behaviors.
The article is organized as follows: after the introduction and background review, the
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computational methods and model are introduced. This is followed by a presentation of
the results, discussion and conclusion.

2. Computational Method

In the current study, the calculations were accomplished using the full-potential, lin-
earized augmented plane wave procedure executed in the WIEN2k [29] suite. Generalized
gradient approximation (GGA) was used to calculate the structural parameters, i.e., the
lattice parameters and bulk modulus. The GGA method depends on the local gradient
of the electronic density in addition to the value of the density, giving a more accurate
description of variations in the electron–electron interactions. GGA functionals provide a
severe underestimation of the energy band gaps, so a modified Becke–Johnson (mBJ-GGA)
functional was used to improve the energy band gaps. For the compound Co2CrAl, the
muffin-tin radii (RMT) of the Co, Cr and Al atoms were taken to be 2.1, 2.05 and 1.95 a.u., re-
spectively, and for the compound Cr2MnSb, the RMT of Cr, Mn and Sb atoms were 2.14, 2.2
and 2.2 a.u., respectively. Moreover, 35 special k-points in the irreducible Brillion Zone (IBZ)
with a grid size of 10 × 10 × 10 (equal to 1000 k-points in the Full Brillion Zone (FBZ)) [30]
were employed in obtaining self-consistency calculations for the Co2CrAl and Cr2MnSb
compounds. In addition, the plane waves quantity was limited as KMAX × RMT = 8, and
the wave functions’ expansions was set by l = 10 inside the muffin-tin spheres. Further-
more, the self-consistent computations were only perceived as well-converged when the
computed aggregate crystal energy converged to lower than 10−5 Ry. In addition, the cubic
phase’s elastic constants were computed using the second-order derivatives within the
WIEN2k-code-contained formalism.

3. Results and Discussion

3.1. Structural Properties

By fitting the total energy to Murnaghan’s equation of state (EOS) [31], the optimized
lattice constant (a), bulk modulus (B) and its pressure derivative (B′) were computed as
given below:

E(ν) = E0 +
BV
B′

⎡
⎢⎣
(

V0
V

)B′

B′ − 1
+ 1

⎤
⎥⎦− B′V0

B′ − 1
(1)

where B represents the bulk modulus at the equilibrium volume, B′ is the pressure deriva-
tive of the bulk modulus at the equilibrium volume and E0 is the minimum energy. The
bulk modulus (B) and the pressure (P) are given by B = −V dP

dV = V d2E
dV2 and P = − dE

dV .
The conventional Heusler Co2CrAl and Cr2MnSb compounds had a space group

Fm-3m L21 (225) and the inverse Heusler Co2CrAl and Cr2MnSb compounds had a space
group F-43m Xa (216) [5], while tetragonal crystal lattices were the result of stretching of
the cubic lattice along with one of its vectors. This resulted in the cube taking the shape of
a rectangular prism whose base was a square (a by a), and the height (c) was different from
the base edge a. Therefore, the tetragonal Heusler Co2CrAl and Cr2MnSb compounds had
space groups of I4/mmm (139) and I-4m2 (119). The full-Heusler structural properties
of the Co2CrAl and Cr2MnSb compounds were calculated. Figure 1 presents the crystal
structures of the full-Heusler Co2CrAl and Cr2MnSb compounds. The aggregate energy as
a function of the volume for the Heusler Co2CrAl and Cr2MnSb compounds are presented
in Figures 2 and 3. Moreover, the state (EOS) was used to compute the optimized structural
parameters, presented in Tables 1 and 2.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1. Different crystal structures of Heusler Co2CrAl. (a) Conventional Heusler structure
Co2CrAl Fm-3m L21 (225), (b) inverse Heusler Co2CrAl structure F-43m X (216), (c) tetragonal
structure I4/mmm (139) and (d) tetragonal structure I-4m2 (119).

Tables 1 and 2 show our computed lattice parameters compared with other theoretical
and experimental lattice parameters of conventional and inverse Heusler Co2CrAl and
Cr2MnSb compounds. The calculated lattice parameters for the conventional Heusler
Co2CrAl compound deviated from the measured one within 0.38% [19]. The calculated
lattice parameters for the conventional and inverse Heusler Cr2MnSb compounds perfectly
agreed with the theoretical outcomes [21]. As far as we know, comparable experimental
results for conventional and inverse Heusler Cr2MnSb compounds are not available.
These results ensured the reliability of the present first-principle computations.
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Figure 2. The total energy (Ry) versus volume (a.u.3) for different crystal structures of Heusler
Co2CrAl.

Figure 3. The total energy (Ry) versus volume (a.u.3) for different crystal structures of Heusler
Cr2MnSb.
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Table 1. Calculated lattice parameter (a), bulk modulus (B), and total energy (Etot) for Heusler
Co2CrAl compound.

Structure Space Group
Magnetic

Phase
Reference

Lattice
Parameter

a (Å)
B (GPa)

Etotal
(Ry)/f.u

c/a

Co2CrAl

Conventional Fm-3m (225) NM Present 5.6830 213.468 −8161.3694 1

Conventional Fm-3m (225) FM

Present 5.7082

206.811 [19] −8161.4115 [19] 1Experimental 5.74 [19]
5.70 [26]

Theoretical 5.73 [20]

Inverse F-43m (216) NM Present 5.6936 212.056 −8161.3309 1

Inverse F-43m (216) FM Present 5.7398 169.0397 −8161.3454 1

I4/mmm (139) FM Present 4.011 202.24 −8161.41148 1.4175

I4/mmm (139) AFM Present 4.0239 202.133 −8161.4095 1.4175

I-4m2 (119) FM Present 3.9382 166.847 −8161.34608 1.5253

I-4m2 (119) AFM Present 3.9441 163.781 −8161.3458 1.5253

Table 2. Calculated lattice parameter (a), bulk modulus (B), and total energy (Etot) for Heusler
Cr2MnSb compound.

Structure Space Group
Magnetic

Phase
Reference

Lattice
Parameter

a (Å)
B (GPa)

Etotal
(Ry)/f.u

c/a

Cr2MnSb

Conventional Fm-3m (225) NM Present 6.1116 201.77 −19,487.9803 1

Conventional Fm-3m (225) FM

Present 6.1381

248.45 −19,487.98197 1Theoretical
Experimental

6.0 [21]
5.95 [25]

Inverse F-43m (216) NM Present 6.0724 220.322 −19,487.9644 1

Inverse F-43m (216) FM

Present 6.0571

149.5381 −19,487.9683 1Theoretical
Result 5.9 [21]

I4/mmm (139) FM Present 4.3337 296.852 −19,487.982 1.4158

I4/mmm (139) AFM Present 4.2637 386.728 −19,487.9823 1.4158

I-4m2 (119) FM Present 4.0617 142.459 −19,487.9394 1.6513

I-4m2 (119) AFM Present 4.0459 153.8705 −19,487.9394 1.6513

According to the results obtained in this study, our volume optimization results
showed that AFM tetragonal distortion (No. 139) was more preferred than FM cubic L21 for
the Cr2MnSb compound with a slightly small energy difference ΔEtet−cubic = 0.0047R Ry

f.u
(see Equation (2)). On the other hand, FM cubic L21 was more preferred than tetragonal
distortion for the Co2CrAl case, with an energy difference ΔEtet−cubic = 0.002 Ry

f.u . To make
the AFM tetragonal phase stable, the energy difference with a cubic structure should
be greater than 0.1 eV/f.u. As reported previously, Cr2MnSb crystallizes in a cubic
L21 structure with a fully compensated ferrimagnetic configuration, where the magnetic
moment of Cr and Mn are dominated by antiparallel exchange [21].

ΔEtet−cubic = Etet − Ecubic (2)

3.2. Magnetic Properties

This part involved the calculation of the inverse, conventional and tetragonal I4/mmm
(139) Heusler Co2CrAl and Cr2MnSb compounds’ partial and total magnetic moments. The
results obtained were compared with other theoretical values as shown in Tables 3 and 4.

36



Crystals 2022, 12, 1580

Table 3. Total magnetic moment for inverse, conventional and tetragonal I4/mmm (139) Heusler
Co2CrAl compound.

Compounds
Magnetic Moment in μB

Co Co Cr Al Interstitial Total Magnetic Moment (Mtot) in μB

Inverse
Co2CrAl Present 0.96069 1.36311 −1.26906 −0.00841 −0.21497 0.83116

Conventional
Co2CrAl

Present 1.01815 1.01815 1.32570 −0.06082 −0.30118 3

Theoretical
Result 0.650 [19] 0.650 [19] 1.745 [19] −0.045 [19] _ 3 [19]

Theoretical
Result _ _ _ _ _ 2.96 [22]

Tetragonal
I4/mmm (139)

Co2CrAl
Present −0.04084 −0.04084 0.81717 1.45741 −0.05097 2.99994

Table 4. Total magnetic moment for inverse, conventional and tetragonal I4/mmm (139) Heusler
Cr2MnSb compound.

Compounds
Magnetic Moment in μB

Cr Cr Mn Sb Interstitial Total Magnetic Moment (Mtot) in μB

Inverse
Cr2MnSb

Present −1.72053 2.68899 −1.05810 0.04777 0.04187 0

Theoretical
Result 1.96 [21] −3.18 [21] 1.29 [21] - - 0 [21]

Conventional
Cr2MnSb

Present −1.51854 −1.51854 3.21064 0.06167 −0.23513 0.00011

Theoretical
Result 1.77 [21] 1.77 [21] −3.44 [21] - - 0.01 [21]

Tetragonal
I4/mmm (139)

Cr2MnSb
Present 0.05294 0.05294 −1.46141 3.08253 −0.20953 0.00312

We found that the conventional and tetragonal Heusler Co2CrAl compounds were fer-
romagnetic compounds. Furthermore, the total magnetic moment for the inverse Co2CrAl
compound was Mtot = 0.83116 μB, while it was Mtot = 3 μB for the conventional Co2CrAl
compound. The physics interpretation behind this huge difference between the total spin
magnetic moment of the conventional and inverse Co2CrAl was due to antiparallel ex-
change interactions between the Cr atom and Co atom in the case of inverse Co2CrAl,
whereas it was a direct interaction in the case of the conventional phase. Therefore, it can
be noted from the results produced here that the conventional Co2CrAl compound’s com-
puted total magnetic moment perfectly matched with the prior theoretical results [19,22],
as Table 3 shows. Theoretically, a compound with a total magnetic moment Mtot with an
integer value means it is a half-metallic material.

Table 4 shows the results for the inverse, conventional and tetragonal I4/mmm (139)
Heusler Cr2MnSb compounds. Table 4 shows that the inverse Heusler Cr2MnSb had a
negative spin moment for one Cr atom and one Mn atom and a positive spin moment for
the second Cr atom. The conventional Heusler Cr2MnSb had a negative spin moment for
its Cr atoms and a positive spin moment for its Mn atom. The Sb atom’s spin moment
was extremely tiny in both structural types of Cr2MnSb. The electronic configurations in
the Mn and Cr atoms were similar, and they had one electron difference. Consequently,
their exchange maintained the compound’s ferromagnetic character, which led to small
variations in the spin moments per site.

We found that the conventional Heusler Cr2MnSb had a small total magnetic moment
(non-zero total magnetization) due to the decrease in the atomic disorder in the Mn–Sb sub-
lattice. This implied that the conventional Heusler Cr2MnSb compound had a ferrimagnetic
order.
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On the other hand, we found that the inverse Heusler Cr2MnSb had a zero total
magnetic moment, which meant that this compound had an antiferromagnetic magnetic
order. The tetragonal Cr2MnSb had a small total magnetic moment, which meant that this
compound was ferrimagnetic.

3.3. Electronic Properties

In this section, the partial and total density of states and the band structure for the
inverse and conventional Heusler (Co2CrAl, Cr2MnSb) compounds were investigated. An
analysis of the density of states and band structure showed that the conventional Co2CrAl,
conventional Cr2MnSb and inverse Cr2MnSb Heusler compounds exhibited a half-metallic
conduct in a ferromagnetic state. This implied that the spin-up electrons in the materials had
a metallic behavior; when they behaved as semiconducting with a spin-down direction, the
materials had a semiconducting behavior. On the other hand, the inverse Heusler Co2CrAl
compound had a metallic behavior. The tetragonal I4/mmm (139) Heusler (Co2CrAl,
Cr2MnSb) compounds had a half-metallic behavior in the antiferromagnetic state.

Figure 4a,b shows the metallic behavior of the spin up and spin down band structures
within the PBE-GGA method for the inverse Heusler Co2CrAl compound with zero energy
gap. Figure 5a,b also shows the metallic behavior of the spin-up and spin-down band
structures within the mBJ-GGA method for the inverse Heusler Co2CrAl compound with
zero energy gap.

  
(a) (b) 

Figure 4. The band structure for the inverse Heusler Co2CrAl compound by employing the PBE-GGA
technique for (a) spin-up inverse Heusler Co2CrAl compound and (b) spin-down inverse Heusler
Co2CrAl compound.
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(a) (b) 

Figure 5. The band structure for the inverse Heusler Co2CrAl compound by employing the mBJ-
GGA technique for (a) spin-up inverse Heusler Co2CrAl compound (b) spin-down inverse Heusler
Co2CrAl compound.

From Figure 6a,b, the conventional Heusler Co2CrAl compound’s band structure
had an indirect energy band gap (spin down) using the PBE-GGA technique. In addition,
Figure 7a,b shows that the conventional Heusler Co2CrAl compound’s band structure
had an indirect energy band gap (spin-down) when using the mBJ-GGA technique. As
indicated in Table 5, the indirect energy gaps within PBE-GGA and mBJ-GGA were 0.6 eV
and 0.9 eV, respectively.

Table 5. The energy band gaps for conventional and inverse Co2CrAl compound using PBE-GGA
and mBJ methods.

Compounds Band Gap Type
High Symmetry

Lines
Eg-PBE-GGA (eV) Eg-mBJ-GGA (eV)

Conventional −Co2CrAl Indirect Γ − X 0.6 0.9

Inverse − Co2CrAl Metallic - - -

From Figure 8a,b, the band structure (spin-down) of the inverse Heusler Cr2MnSb
compound had a direct energy band gap using the PBE-GGA technique. In addition,
Figure 9a,b shows that the inverse Heusler Cr2MnSb compound’s band structure (spin-
down) had a direct energy band gap when the mBJ-GGA technique was used. As can be
seen in Table 6, the direct energy gaps within the PBE-GGA and mBJ-GGA methods were
0.8 eV and 0.9 eV, respectively.
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(a) (b) 

Figure 6. The band structure for the conventional Heusler Co2CrAl compound by employing the
PBE-GGA technique for (a) spin-up conventional Heusler Co2CrAl compound and (b) spin-down
conventional Heusler Co2CrAl compound.

  
(a) (b) 

Figure 7. The band structure for the conventional Heusler Co2CrAl compound by employing the
mBJ-GGA technique for (a) spin-up conventional Heusler Co2CrAl compound and (b) spin-down
conventional Heusler Co2CrAl compound.
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(a) (b) 

Figure 8. The band structure for the inverse Heusler Cr2MnSb compound by employing the PBE-
GGA technique for (a) spin-up inverse Heusler Cr2MnSb compound and (b) spin-down inverse
Heusler Cr2MnSb compound.

 
(a) (b) 

Figure 9. The band structure for the inverse Heusler Cr2MnSb compound by employing the mBJ-
GGA technique for (a) spin-up inverse Heusler Cr2MnSb compound and (b) spin-down inverse
Heusler Cr2MnSb compound.
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Table 6. The energy band gaps for conventional and inverse Cr2MnSb compound using PBE-GGA
and mBJ methods.

Compounds Band Gap Type High Symmetry Lines Eg-PBE-GGA (eV) Eg-mBJ-GGA (eV)

Conventional-
Cr2MnSb Direct Γ 0.9 1

Inverse-Cr2MnSb Direct Γ 0.8 0.9

Figure 10a,b shows that the band structure of the conventional Heusler Cr2MnSb
compound had a direct energy band gap (spin-down) using the PBE-GGA technique. In
addition, Figure 11a,b shows that the Heusler Cr2MnSb compound’s band structure had a
direct energy band gap (spin-down) using the mBJ-GGA technique. As indicated in Table 6,
the indirect energy gaps within PBE-GGA and mBJ-GGA methods were 0.9 eV and 1 eV,
respectively.

  
(a) (b) 

Figure 10. The band structure for the conventional Heusler Cr2MnSb compound by employing the
PBE-GGA technique for (a) spin-up conventional Heusler Cr2MnSb compound and (b) spin-down
conventional Heusler Cr2MnSb compound.

Figure 12a,b presents the Heusler Co2CrAl compound band structure for tetragonal
I4/mmm (139) in the AFM state. Figure 12a shows that the tetragonal I4/mmm (139)
Heusler Co2CrAl compound’s spin-up band structure had a metallic character, while
Figure 12b indicates that the tetragonal I4/mmm (139) Heusler Co2CrAl compound’s spin-
down band structure had a direct energy band gap. The direct energy gap was found to
be 0.8 eV, as shown in Table 7. Figure 13a,b shows the tetragonal I4/mmm (139) Heusler
Cr2MnSb compound’s band structure in the AFM state. Figure 13a indicates that the
tetragonal I4/mmm (139) Heusler Cr2MnSb compound’s spin-up band structure had a
metallic nature, while Figure 13b illustrates that the tetragonal I4/mmm (139) Heusler
Cr2MnSb compound’s spin-down band structure had a direct energy band gap. The direct
energy gap was found to be 0.9 eV, as shown in Table 7.
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(a) (b) 

Figure 11. The band structure for the conventional Heusler Cr2MnSb compound by employing the
mBJ-GGA technique for (a) spin-up conventional Heusler Cr2MnSb compound and (b) spin-down
conventional Heusler Cr2MnSb compound.

 
(a) (b) 

Figure 12. The band structure for the tetragonal I4/mmm (139) Heusler Co2CrAl compound in
AFM state. (a) Spin-up tetragonal I4/mmm Heusler (139) Co2CrAl compound and (b) spin-down
tetragonal I4/mmm Heusler (139) Co2CrAl compound.
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Table 7. The energy band gaps for the tetragonal I4/mmm (139) Heusler Co2CrAl and Cr2MnSb
compounds in AFM state.

Compounds Band Gap Type High Symmetry Lines Eg(eV)

Co2CrAl Direct Γ 0.8

Cr2MnSb Direct Γ 0.9

 
(a) (b) 

Figure 13. The band structure for the tetragonal I4/mmm (139) Heusler Cr2MnSb compound in
AFM state. (a) Spin-up tetragonal I4/mmm Heusler (139) Cr2MnSb compound and (b) spin-down
tetragonal I4/mmm Heusler (139) Cr2MnSb compound.

For the conventional and inverse Heusler Co2CrAl and Cr2MnSb compounds, the par-
tial and total density of states for the spin-down, spin-up and inverse Heusler Co2CrAl and
Cr2MnSb compounds are presented in Figures 14–17. The density of states in Figures 14–17
also show half-metallic behaviors for the conventional Heusler Co2CrAl and the inverse
and conventional Heusler Cr2MnSb compounds with a minor energy band gap in the
spin-down segment. This implied that the behavior of these compounds was half- metallic.

In the conventional Co2CrAl′s (Figure 15) spin-down segment, the valence band
resulted from the d-state of Co, the d-state of Cr and the tiny effect of the Al in the s-state.
The d-state of Co, the d-state of Cr and the tiny effect of the Al in the s-state were accredited
to the conduction band. In the spin-down channel of the conventional Co2CrAl, the valence
band was attributed to the d-state of Co, the d-state of Cr and the minor effect of Al in the
s-state. On the other hand, the conduction band resulted from the d-state of Co, the d-state
of Cr and the minor effect of the Al in the s-state.

44



Crystals 2022, 12, 1580

Figure 14. (a) Total density of states for the inverse Co2CrAl compound and partial density of states
for (b) Co1 atom, (c) Co2 atom, (d) Al atom and (e) Cr atom.
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Figure 15. (a) Total density of states for the conventional Co2CrAl compound and the partial density
of states for (b) Co atom, (c) Cr atom and (d) Al atom.

Figure 16. (a) Total density of states for the inverse Cr2MnSb compound and partial density of states
for (b) Cr1 atom, (c) Cr2 atom, (d) Sb atom and (e) Mn atom.
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Figure 17. (a) Total density of states for the conventional Cr2MnSb compound and the partial density
of states for (b) Cr atom, (c) Mn atom and (d) Sb atom.

In the spin-up sector of the inverse Cr2MnSb, (Figure 16), the valence band was
attributed to the d-state of Cr, the d-state of Mn, the s-state and the p-state of Sb. On
the other hand, the conduction band resulted from the d-state of Cr, the d-state of Mn,
the minor effect of the s-state and Sb’s p-state. In the spin-down channel of the inverse
Cr2MnSb, the valence band was attributed to the minor contribution of the d-state of Cr,
the d-state of Mn, the s-state and the p-state of Sb. Meanwhile, the conduction band was
attributed to the d-state of Cr, the d-state of Mn, the minor contribution of the s-state and
the p-state of Sb.

In the conventional Cr2MnSb (Figure 17) spin-up sector, the valence band was at-
tributed to the d-state of Cr, the d-state of Mn, the s-state and the p-state of Sb. On the other
hand, the conduction band was attributed to the d-state of Cr, the minor effect of the s-state
and the p-state of Sb. In the spin-down channel of the conventional Cr2MnSb, the valence
band was attributed to the d-state of Cr, the d-state of Mn, the s-state and the p-state of Sb,
while the conduction band was the result of the d-state of Cr, the minor effect of the s-state
and the p-state of Sb.

3.4. Elastic Properties

This part presents the computation of the bulk modulus (B), the shear modulus (S),
the elastic constants (Cij), the B/S ratio, Poisson’s ratio, Young’s modulus (Y) and the
anisotropic factor (A) of the inverse and conventional Heusler Cr2MnSb and Co2CrAl
compounds. The standard mechanical stability condition or cubic crystal [32] was C11 > 0,
C11 + 2C12 > 0, C11 − C12 > 0 and C44 > 0.

Table 8 presents our calculations for the inverse and conventional Heusler
Cr2MnSb and Co2CrAl compounds. We concluded that the inverse and conventional
Heusler Co2CrAl were mechanically stable. The inverse Cr2MnSb was found to be mechan-
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ically unstable in the ferromagnetic state. On the other hand, the conventional Cr2MnSb
was mechanically stable in the ferromagnetic state.

Table 8. Reuss’s bulk modulus (B), shear modulus (S), elastic constants (Cij), B/S ratio, Poisson’s
ratio (v), Young’s modulus (Y) and anisotropic factor (A) of the FM conventional and inverse Heusler
(Co2CrAl, Cr2MnSb) compounds.

Materials
C11

(GPa)
C12

(GPa)
C44

(GPa)
B

(GPa)
S

(GPa)
B/S Y

(GPa)
v A

Conventional
Co2CrAl 268.592 169.462 154.343 202.505 83.628 2.422 220.528 0.319 3.114

Inverse
Co2CrAl 275.6864 234.2043 138.9022 248.032 42.364 5.855 120.246 0.470 6.697

Inverse
Cr2MnSb 197.1538 138.7903 −488.5573 158.245 80.134 1.975 205.683 0.283 −16.7

Conventional
Cr2MnSb 267.3836 224.7424 100.9041 238.956 40.474 5.904 114.933 0.420 4.732

We used the Reuss approximation [33] to calculate the bulk and shear modulus. The
following equation can be used to calculate the Reuss shear modulus SR:

SR =
5C44(C11 − C12)

4C44 + 3(C11 − C12)
(3)

The following equation gives the cubic structure’s bulk modulus:

B =
1
3
(C11 + 2C12) (4)

The Young modulus (Y) is given by the following:

Y =
9BSR

(SR + 3B)
(5)

The anisotropic factor and Poisson’s ratio are given by the following:

A =
2C44

C11 − C12
(6)

v =
3B − 2SR

2(3B + SR)
(7)

Reuss’s bulk modulus (B), the shear modulus (S), the elastic constants (Cij), the B/S
ratio, Poisson’s ratio (v), Young’s modulus (Y) and the anisotropic factor (A) of the FM
conventional and inverse Heusler Co2CrAl and Cr2MnSb compounds are shown in Table 8.

A material’s hardness is measured by its shear modulus and bulk modulus [33].
Therefore, the ratio B/S measures a specific material’s brittleness and ductility. A material
is ductile when B/S < 1.75. Otherwise, it is brittle [34]. From the present calculations
in Table 8, the B/S ratios of the inverse and conventional Heusler Co2CrAl compounds
were 5.855 and 2.422, respectively. Both the inverse and conventional Heusler compounds
were ductile in nature, depending on the B/S ratio values. The B/S ratio values for the
inverse and conventional Heusler Co2CrAl, compounds were found to be 1.975 and 5.904,
respectively. Both the inverse and conventional Heusler Cr2MnSb compounds had a ductile
character, depending on the B/S ratio values.

The stiffness of materials is measured using Young’s modulus. Materials with a higher
Young’s modulus (Y) value are stiffer. Poisson’s ratio can be employed for understanding
the character of bonding and stability of a material. A Poisson’s ratio value higher than
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0.26 indicates that the material is ductile; otherwise, it is brittle [35]. From the present calcu-
lations summarized in Table 8, the Poisson’s ratio values of the inverse and conventional
Heusler Co2CrAl compounds were 0.470 and 0.319, respectively. Depending on the Pois-
son’s ratio values, both inverse and conventional Heusler compounds had a ductile nature.
The Poisson’s ratio values for the inverse and conventional Heusler Cr2MnSb compounds
were found to be 0.283 and 0.420, respectively. Depending on the Poisson’s ratio values,
both the inverse and conventional Heusler Cr2MnSb compounds had a ductile nature. Pois-
son’s ratio for compounds with covalent bonds is lower than 0.25, while for compounds
with dominating ionic bonds, Poisson’s ratio lies between 0.25 to 0.50. From Table 8, it
appeared that the conventional and inverse Heusler Co2CrAl and Cr2MnSb compounds
had prominent ionic bonds. In the same vein, elastic anisotropy is a crucial parameter for
measuring the level of material’s anisotropy [36]. The value of A is unity for an isotropic
material. Otherwise, the elastic anisotropy of the material is elastic [37]. The present values
of the anisotropy factor in Table 8 for the inverse and conventional Heusler Co2CrAl and
Cr2MnSb compounds showed that these compounds were anisotropic elasticity.

4. Conclusions

This study focused on the elastic, magnetic, electronic and structural properties of
inverse and conventional Heusler (Co2CrAl, Cr2MnSb) compounds. The results showed
that the conventional Heusler Co2CrAl, the conventional and inverse Heusler Cr2MnSb and
the tetragonal (139) Heusler Co2CrAl and Cr2MnSb compounds were half-metals. This half-
metallic character is a promising characteristic of materials for spintronic applications. The
indirect energy gap of the conventional Heusler Co2CrAl compound was 0.6 eV within the
PBE-GGA scheme. The energy band gap within the mBJ-GGA scheme for the conventional
Heusler Co2CrAl compound was computed to be 0.9 eV. Within the PBE-GGA technique,
the inverse and conventional Heusler Cr2MnSb compounds had a direct energy band gap
of 0.8 eV and 0.9 eV, respectively. Within the mBJ-GGA method, the energy gaps for the
inverse and conventional Heusler Cr2MnSb compounds were 0.9 eV and 1 eV, respectively.
The tetragonal Heusler Co2CrAl and Cr2MnSb compounds had direct energy band gaps
and were 0.8 eV and 0.9 eV, respectively, within the PBE-GGA method. We discovered
that the conventional Heusler Co2CrAl compound was a ferromagnetic compound with
a total magnetic moment of Mtot = 3 μB. On the other hand, the total magnetic moment
for the inverse Co2CrAl compound was Mtot = 0.831 μB. The conventional and tetragonal
Heusler Cr2MnSb compounds had a small total magnetic moment, which meant that these
compounds were ferromagnetic. We found that the conventional and inverse Heusler
Co2CrAl compounds were mechanically stable. However, the inverse Cr2MnSb compound
was mechanically unstable in the ferromagnetic state. On the other hand, the conventional
Cr2MnSb is mechanically stable in the ferromagnetic state. The B/S values indicated that
the inverse and conventional Heusler compounds for both Cr2MnSb and Co2CrAl had
ductile characteristics. From the Poisson’s ratio values, we found that the conventional and
inverse Heusler Co2CrAl and Cr2MnSb compounds had dominant ionic bonds. Finally,
the conventional and inverse Heusler Co2CrAl and Cr2MnSb compounds were anisotropy
elastic.
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Abstract: We demonstrate the peculiarities of the magnetization process in the ferrimagnetic inter-
metallic compound (Nd0.5Dy0.5)2Fe14B, which has been studied theoretically and experimentally
using ultrahigh magnetic fields. We observe phase transition induced by external ultrahigh magnetic
fields (up to 170 T) and also describe the magnetization process analytically in terms of critical
transition fields. In this work, the first and second critical fields of the field-induced magnetic
transitions, Hc1 and Hc2, were estimated, and the results were verified against experimental data
for Hc1. Critical field Hc2 predicting the place of transition to the forced-ferromagnetic state was
estimated for the first time for (Nd0.5Dy0.5)2Fe14B compound. A comparison of the magnetization
behavior for (Nd0.5Dy0.5)2Fe14B with the basic systems Nd2Fe14B and Dy2Fe14B is also performed.
We demonstrate that, in the Dy2Fe14B compound, the field-induced transition type is changed from
the first to the second order due to the replacement of the Nd atom by Dy one.

Keywords: complex modified materials; critical fields; exchange coupling; hard magnetic materials;
ultrahigh magnetic fields; R–Fe exchange; rare-earth intermetallics

1. Introduction

In the last few decades, searching for new materials for high-performance permanent
magnets is an overriding task for modern physicists and technologists as these magnets
are key driving components for electric motors, wind turbines, mobile phones, magnetic
memory, and several other products [1–3].

Curie temperature Tc, magnetic anisotropy constant K, and saturation magnetization
Ms of such materials are fundamental characteristics used to classify the existing permanent
magnets. At Curie temperature, a material loses its ferromagnetic properties; hence, the
higher the Tc, the better are the magnets to be used under extreme conditions. High values
of saturation magnetization and magnetic anisotropy constants contribute to the creation
of high-coercivity magnets that are very important for different practical applications [4–8].

Scientists pay the greatest attention to intermetallic compounds based on rare earth
metals (R) and iron, in the fundamental magnetic properties, including exchange interaction
parameters of R-Fe compounds, which can be studied most effectively by magnetization
measurements in high magnetic fields. Ferrimagnetically ordered compounds are the most
interesting because the ferrimagnetic structure is affected by applied external magnetic
field, and a sequence of spin–reorientation phase transitions can be observed until the
compound reaches magnetic saturation. In order to achieve the full magnetic saturation and
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to maintain the compound in the forced-ferromagnetic state, the ultrahigh magnetic fields
are required [9–12]. In addition, interest of magnetic phase transitions study in (R,R’)2Fe14B
compounds is increasing due to the recent discovery of skyrmions in Nd2Fe14B [13].

Obtaining high and ultrahigh fields, as well as obtaining reliable experimental data on
the magnetization of samples, is a technically difficult task, which is the subject of great
efforts of scientists from different countries as a rule. Generation of magnetic fields involves
having an electric current flow through a coil, and the field intensity B is proportional
to the current I. The heat dissipation I2R is proportional to the square of the magnetic
field, where R is the coil’s resistance. The mechanical pressure is also proportional to B2,
with a proportionality coefficient of approximately 4 atm/T2. Heating and mechanical
forces are the two essential problems for the generation of high fields. The stored energy in
magnetic field depends on the volume of the magnet, so the size of the field volume is also
an important characteristic of the magnet. Another key parameter is whether a magnet
is DC or pulsed and, in the latter case, additional important parameters are the duration,
temporal profile of the pulse, and the pulse repetition rate. There are several different
approaches to overcome the heat–dissipation and mechanical-stability challenges, which is
demonstrated in Figure 1 [14]. In all cases, choice of materials is crucially important, so such
development is a task at the intersection of physics, engineering, and materials sciences.

Figure 1. Overview of methods for obtaining high and ultrahigh magnetic fields [14].

It should be noted that the highest-field magnet is not necessarily the best choice for a
particular experiment. The figure-of-merit (FOM), depending on the experiment, could be
the stored energy B2V (where V is the field volume), or the effective B2L (where L is the
length of the field), or something else such as the tunability to a desired field value, or the
broad operating range of the field values while keeping spatial homogeneity.

There are several laboratories around the world that conduct generation and research
of high magnetic fields: the French Laboratoire National des Champs Magnetiques In-
tenses (LNCMI) with two locations; the German Dresden High Magnetic Field Laboratory
(Hochfeld-Magnetlabor Dresden, HLD); and the High Field Magnet Laboratory (HMFL) in
the Netherlands. These laboratories operate within the European Magnetic Field Labora-
tory (EMFL). The US National High Magnetic Field Laboratory (NHMFL) also has three
locations. There are two laboratories in China: the High Magnetic Field Laboratory of the
Chinese Academy of Sciences (CHMFL) and the Wuhan National High Magnetic Field
Center (WHMFC), and four laboratories in Japan: the Tsukuba Magnet Laboratory (TML),
the High Field Laboratory for Superconducting Materials, the International Megagauss
Science Laboratory (IMGSL), and the Center for Advanced High Magnetic Field Science.

In our work, magnetization measurements were carried out at the Russian Federal
Nuclear Center in Sarov in pulsed magnetic fields up to 170 T. This laboratory was one
of the first in the world to obtain megagauss magnetic fields [15]. As the object of our
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study, we used the composition (Nd0.5Dy0.5)2Fe14B, which, due to the Dy atoms, is a
ferrimagnet. Previously, this composition was studied by us in magnetic fields up to 58 T at
the Dresden High Magnetic Field Laboratory. The experiment showed that the fields used
were not enough to observe the forced-ferromagnetic state but allowed us to discuss the
transition to the non-collinear phase and make a prediction about the place of the transition
in a forced-ferromagnetic state. In addition, at the Megagauss Laboratory of Institute
for Solid State Physics of University of Tokyo, the transition from a collinear ferrimagnet
and a non-collinear spin-flop-like phase was observed in the Dy2Fe14B compound in
magnetic fields up to 120 T [16]. It was also shown that such studies make it possible
to compare the obtained experimental data with existing modern theoretical models and
obtain the most important information about the main fundamental parameters for the
(Nd,Dy)2Fe14B compound.

2. Materials and Methods

2.1. Sample Preparation

The samples for this study (NdxDy1-x)2Fe14B with x = 0, 0.5 and 1 were prepared using
an arc furnace. The procedure for the samples obtaining is described in more details in
the following works [17,18]. The phase composition of the samples was determined using
the standard X-ray powder diffraction (XRD) at room temperature. XRD studies indicated
that the Nd2Fe14B and Dy2Fe14B alloys were single-phase, while, in the (Nd,Dy)2Fe14B
samples, traces of the second phase were seen (~5%). The investigated alloys have a tetrag-
onal structure of the Nd2Fe14B type (space group P42/mnm) at room temperature. The
lattice parameters for Nd2Fe14B, (NdxDy1-x)2Fe14B and Dy2Fe14B alloys are a = 0.880 nm,
c = 1.219 nm, a = 0.877 nm, c = 1.212 nm, a = 0.873 nm, and c = 1.190 nm, respectively. The
decreasing lattice parameter for the Dy-substituted compound is due to the smaller atomic
radius of Dy3+ as compared to Nd3+. This agrees well with literature data [16].

2.2. Method of Magnetization Measurements

Magnetization measurements were performed at the Russian Federal Nuclear Center
in Sarov in pulsed magnetic fields up to 170 T on powder samples. An ultrahigh magnetic
field up to 600 T was created in a magnetocumulative generator MC-1 [19]. In a thin-walled
wire solenoid, the discharge of a powerful capacitor bank with a stored energy of 2 MJ
created a seed magnetic field of about 16 T. During the battery discharge, a converging
shock wave was initiated in the annular charge of high explosives surrounding the solenoid.
It came out on the surface of the solenoid at the seed field maximum (approximately 80 μs
after the start of the discharge). When the shock wave passed through the solenoid, the
solenoid wires were welded and formed a homogeneous conducting cylinder shell with the
trapped magnetic flux. The ultrahigh magnetic field was generated by explosive magnetic
flux compression for about 16 μs. The MC-1 generator has been widely used earlier and
proved to be a reliable tool for scientific research [20]. The high uniformity of the magnetic
field in large useful volumes (about 10 cm3) made it possible to install four researched
samples in one experiment.

2.3. Registration of the Signal

The registration of the time derivative of the magnetic field was carried out by a set
of pick-up coils with different sensitivities (7 coils in total, some of them were duplicated
to increase reliability). It allowed measurements of the magnetic field induction with an
accuracy of 5% over the entire operating range of the MC-1 generator. The magnetization
of the studied samples was measured using compensated pick-up coils [21,22]. A pair
of two identical coils were of diameter d = 2.8 mm and had number of turns N = 20. A
special winding of the sensor was performed, which provided a significant reduction of
the total electrical voltage between the coils of the sensor [21]. The signal induced in the
compensation coils consists of a “useful” part and background signal, which stemmed
from the coil decompensation and was proportional to the time derivative of the magnetic
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field. The degree of decompensation for all sensors was less than 2%. To take into account
a slight attenuation of the signals of the compensation sensors in cable lines, the whole
system was pre-calibrated immediately before the experiment. The compensated pick-up
coils were proven to be a reliable technique for magnetization measurements at pulsed
magnetic fields [20–22]. The compensation sensors were placed in a glass helium cryostat,
into which liquid helium was raised from a transport Dewar vessel before the experiment.

The absolute values of the magnetization were calibrated by measuring the magneti-
zation curves up to 14 T in static fields using a PPMS 14T magnetometer (Quantum Design,
San Diego, CA, USA).

3. Results

Figure 2 displays the magnetization curves of the Dy2Fe14B and Nd2Fe14B single
crystals measured at 1.8 and 10 K, respectively. Measurements have been performed along
the main crystallographic axes and compared with the data given in the works [18,23].
Nd2Fe14B samples display an easy-cone anisotropy, in contrast to the uniaxial Dy2Fe14B
with an anisotropy field of 27 T. In the inset in Figure 2, we show the magnetization curve
of aligned polycrystal sample Dy2Fe14B in magnetic fields up to 120 T obtained at 10 K [16].
The anomaly near 100 T (at 105 and 101 T for increasing and decreasing fields, respectively,
which correspond to intermittent changes in the M(H) curve) arises from the first-order
transition between a collinear ferrimagnet and a non-collinear spin-flop-like phase. In the
Nd2Fe14B single crystal, a jump in the M(H) magnetization curve is observed along the
[100] direction in magnetic field 17 T.

Figure 2. Magnetization curves of Dy2Fe14B and Nd2Fe14B single crystals applied along the main
crystallographic directions at 1.8 and 10 K, respectively [18,23]. Inset: The data for an aligned
polycrystal Dy2Fe14B at 10 K (for increasing fields [16]) are shown for comparison.

Figure 3 demonstrates the magnetization curves of the (Nd0.5Dy0.5)2Fe14B compound
along the perpendicular [001] easy axis. Magnetization measurements were performed by
us at the Dresden High Magnetic Field Laboratory in pulsed magnetic fields up to 58 T
previously [18]. The measurements up to 170 T obtained for the first time at the Russian
Federal Nuclear Center in Sarov. It should be mentioned that a compensated pick-up sensor,
in fact, measured a time derivative of magnetization. This is why the flat segments of the
magnetization curve in Figure 3 were beyond the sensitivity and shown by the dashed line.
A partial substitution of Dy by Nd atom in the latter compound results in an increase of
the anisotropy field where the easy- and hard-axis magnetization curves intersect. Such
new results, containing features on the magnetization curve, can also be used for modern
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numerical calculations, including for obtaining or refining the exchange and crystal-field
parameters in the quantum model of the crystal electric field [16–18].

 

Figure 3. Magnetization curves of (Nd0.5Dy0.5)2Fe14B at 1.8 K in magnetic fields up to 58 T applied
along the perpendicular easy axis c (red and black lines) [18] and at 4.2 K in fields up to 170 T (for
increasing fields) applied along the c-axis (green and blue lines).

Figure 3 shows that the experimental data obtained in different laboratories are in
good agreement with each other. Moreover, it can be stated that ultrahigh magnetic
fields in the (Nd0.5Dy0.5)2Fe14B compound induce a magnetic phase transition similar to
that observed earlier in the Dy2Fe14B compound. These transitions can be interpreted
as intermediate processes from ferrimagnetism to forced ferromagnetism. A significant
difference here is the fact that the magnetic phase transition in the substituted composition
(Nd0.5Dy0.5)2Fe14B occurs smoothly, covering a quite large range of magnetic fields from
105 T to 160 T, exhibiting features characteristic of second-order phase transitions.

4. Discussion

In order to analyze obtained experimental data, it is important to understand which sec-
tions of the magnetization curves correspond to which phase: ferrimagnetic, non-collinear,
or ferromagnetic (field-induced forced ferromagnetic state). This can be understood using
a quite simple analytical approach in terms of the first and second critical fields. The first
critical field Hc1 corresponds to the transition from the ferrimagnetic to the non-collinear
phase, and the second Hc2 to the ferromagnetic one. In order to estimate them, we applied
the analytical approach (previously described in detail in Refs. [24–27]) well proven for the
(R,R’)2Fe14B intermetallic compounds.

For the R2Fe14B compounds, both critical fields Hc1 and Hc2 are equal to [24,26,27]:

Hc1 = λ (MFe − 2MR) +
Ha 2MR

λ (MFe−2MR)
,

Hc2 = λ (MFe + 2MR)− Ha 2MR
λ (MFe+2MR)

(1)

where λ is the R-Fe intersublattice exchange parameter, Ha =
2K1
MFe

is the magnetic anisotropy
field, and K1 is magnetic anisotropy constant [5]. Here, the second term describing the
anisotropy has been added in order to make a more accurate critical fields estimation [27].
Thus, the accuracy of analytical evaluations of the critical fields reaches several Tesla.
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For the (Nd0.5Dy0.5)2Fe14B compound with two different rare-earth ions, the critical
fields Hc1 and Hc2 have the form [27]

Hc1 = λDy
(

MFe − 2MDyξ1
)− 2MDy Haξ2

1

(MFe−2MDyξ1)
,

Hc2 = λDy
(

MFe + 2MDyξ2
)
+

2MDy Haξ2
2

(MFe+2MDyξ2)
,

ξi(Hci) =
1

1+λNdχNd(Hci)
; χNd(Hci) =

2MNd
λNd MFe+Hci

; i = 1, 2

(2)

λNd and χNd are the exchange parameter and susceptibility of the Nd sublattice,
respectively. In accordance with our previous estimates, ξi ≈ 0.9 [24]. Formula (2) with
anisotropic correction is universal and could be used for various rare-earth intermetallics.
Hc1 and Hc2 values obtained for (Nd0.5Dy0.5)2Fe14B and Dy2Fe14B by analyzing high-field
experimental data using Formulas (1) and (2) are given in Table 1.

Table 1. Magnetic critical fields’ parameters Hc1 and Hc2 for (Nd0.5Dy0.5)2Fe14B and Dy2Fe14B.

Compound Hc1 (T) Hc2 (T)

(Nd0.5Dy0.5)2Fe14B 105 240
Dy2Fe14B 105 250

Hc2 value provides important information, which the magnitudes of external magnetic
fields require to reach the ferromagnetic state, and allow us to plan new ultrahigh magneti-
zation experiments for studying similar types of compounds. It can be seen that, in order to
experimentally observe the transition to the forced-ferromagnetic phase, both compounds
((Nd0.5Dy0.5)2Fe14B and Dy2Fe14B) require magnetic fields greater than 250 T. This is con-
firmed, among other things, by the value of the magnetization in the (Nd0.5Dy0.5)2Fe14B
compound at 170 T. It reaches magnitude 34 μB/f.u., while the magnitude of the magneti-
zation in a forced-ferromagnetic state is 44.1 μB/f.u. (see Table 2), that is, in the magnetic
field 170 T, saturation has not yet been obtained.

Table 2. Values of the rare-earth and iron magnetic moments for (Nd0.5Dy0.5)2Fe14B and Dy2Fe14B
intermetallic compounds.

Compound MFe (μB) MR (μB)

(Nd0.5Dy0.5)2Fe14B 31.4 3 (Nd) and 10 (Dy)
Dy2Fe14B 31.4 10

5. Conclusions

Magnetization measurements were performed for the intermetallic ferrimagnetic com-
pound (Nd0.5Dy0.5)2Fe14B using ultrahigh magnetic fields up to 170 T. Such high magnetic
fields make it possible to observe the experimentally field-induced phase transition from
the initial ferrimagnetic state to the non-collinear one. The results obtained were compared
with the literature high-field magnetization data for the basic Dy2Fe14B compound. We
have determined two critical fields (Hc1 and Hc2) of field-induced transitions for the com-
pounds under study. We demonstrate that, in order to observe the transition to the forced-
ferromagnetic state, both compounds ((Nd0.5Dy0.5)2Fe14B and Dy2Fe14B) require magnetic
fields greater than 250 T. It is shown that the replacement of one rare-earth atom by another
is a powerful tool for controlling the properties of rare-earth R2Fe14B-type compounds, on
the basis of which modern highly efficient permanent magnets are manufactured.
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Abstract: Binary intermetallic compounds, such as FePd3, attract interests due to their physical,
magnetic and catalytic properties. For a better understanding of their hydrogenation properties, both
ordered FePd3 and disordered Fe0.25Pd0.75 are studied by several in situ methods, such as thermal
analysis, X-ray powder diffraction and neutron powder diffraction, at moderate hydrogen pressures
up to 8.0 MPa. FePd3 absorbs small amounts of hydrogen at room temperature and follows Sieverts’
law of hydrogen solubility in metals. [Pd6] octahedral voids are filled up to 4.7(9)% in a statistical
manner at 8.00(2) MPa, yielding the hydride FePd3H0.047(9). This is accompanied by decreasing long-
range order of Fe and Pd atoms (site occupancy factor of Fe at Wyckoff position 1a decreasing from
0.875(3) to 0.794(4)). This trend is also observed during heating, while the ordered magnetic moment
decreases up to the Curie temperature of 495(8) K. The temperature dependences of the magnetic
moments of iron atoms in FePd3 under isobaric conditions (p(D2) = 8.2(2) MPa) are consistent with a
3D Ising or Heisenberg model (critical parameter β = 0.28(5)). The atomic and magnetic order and
hydrogen content of FePd3 show a complex interplay.

Keywords: intermetallics; metal hydrides; neutron diffraction; in situ diffraction; order–disorder
effects; interstitial hydrides; deuterides; magnetism

1. Introduction

The incorporation of hydrogen is a well-known tool for influencing the structural,
electric, magnetic and optic properties of intermetallic compounds [1,2]. The interplay
between hydrogen uptake and magnetism is often quite complex. Upon hydrogen uptake,
intermetallic compounds may lose ferro-(LaCo5) or ferrimagnetism (Y6Mn23) or become
ferromagnets (CeNi3, Hf2Fe and Th7Fe3) [1]. The influence of hydrogen incorporation
on the atomic order in crystal structures of intermetallics is also widely studied. In an
extreme case, it may lead to amorphous hydrides in a process known as hydrogen-induced
amorphization (HIA) [2]. The process involves short-range diffusion of metallic atoms,
and the driving force seems to be the different hydrogen occupation sites in crystalline
and amorphous states of the alloy. In some cases, such as Laves phases, the latter can be
predicted by geometric factors, such as the atomic size ratio of constituting atoms [2]. Obvi-
ously, hydrogen uptake, atomic order (crystal structure) and magnetic order (cooperative
phenomena) influence each other. In most studies, however, only the interaction between
two of these factors is investigated and the third neglected or assumed not to play a role,
which might be an oversimplification in some cases. Clearly, more in-depth investigations
are needed to reveal the complex interplay between hydrogen uptake, atomic order and
magnetic order in intermetallics. In this respect, we studied the crystal and magnetic
structure of FePd3 and its solid solution with hydrogen (also called hydride throughout
this text) in detail in order to thoroughly characterize the interesting system FePd3-H2
and to reveal the potential cross-links between these factors. In order to obtain a high
depth of knowledge, the hydrogenation of FePd3 was analyzed by time-resolved in situ
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neutron diffraction, mapping the crystal structure, including hydrogen atom positions and
magnetic moments.

FePd3 has attracted interest as a functional material due to its diverse physical proper-
ties. It has a characteristic pressure-induced invar behavior by means of an anomalously
low thermal expansion at high applied pressures [3–5], and it is ferromagnetic with a
Curie temperature of 499 K [6]. A soft ferromagnetic behavior was found in carbon-based
materials by encapsulation of FePd3 [7–9]. FePd3 can be used in electrocatalysis to enhance
the cycle stability of hybrid Li–air batteries [10] or as an electrocatalyst to oxidize formic
acid [11]. In addition, a higher attraction between 2-methylfuran and hydrogen compared
to palladium was found in hydrogenation catalysis [12]. The use of bimetallic catalysts
changes the electronic structure at the surface [13] and decreases the Pd-Pd coordination
number; this can hinder the formation of unfavorable surface species, thus avoiding un-
wanted side reactions, e.g., decarbonylation, in the solvent-free hydrodeoxygenation of
furan compounds for a Pd-FeOx/SiO2 catalyst [14]. Knowledge of the crystal structure is
of great importance for catalytic applications, since it has a distinct influence on catalytic
properties. The phase diagram of the Fe-Pd system shows a solid solution with a large
phase width of about ±10% around an Fe:Pd atomic ratio of 1:3 [15]. In addition to the
disordered phase Fe0.25Pd0.75 (Cu type, Fm3m), an ordered phase is known. FePd3 crys-
tallizes in an ordered variant of a cubic close packing (AuCu3 type, Pm3m, Figure 1). The
annealing times for the ordering process are long due to similar electronic and geometric
properties of the constituting atoms [16]. FePd3, with a high degree of crystallographic
order, shows a higher hydrogen incorporation at high hydrogen pressures compared to
(partially) disordered samples [17]. Disordered Fe0.25Pd0.75 needs more than two orders of
magnitude higher hydrogen pressure to obtain the same electrical resistivity as found in
ordered FePd3 [18]. The position of hydrogen atoms in FePd3Hx is not known yet.

In this work, we employ in situ studies to show the influence of moderate hydro-
gen pressures on the order–disorder transition in FePd3, thus complementing studies of
hydrogen absorption of FePd3 at high hydrogen pressures [17]. In situ neutron powder
diffraction, as an established method [19,20], was used to determine the level of atomic
disorder, the magnetic moment and the amount of incorporated hydrogen.

 

 

Figure 1. The crystal structures of FePd3 in Cu type (left, disordered, Fe0.25Pd0.75, Fm3m [15]) and in
AuCu3 type (middle, ordered, FePd3, Pm3m [15]) and the crystal structure of FePd3H0.05 in the cubic
anti-perovskite type (Pm3m (this work)) with hydrogen atoms surrounded by six palladium atoms in
an octahedral arrangement.
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2. Materials and Methods

Synthesis and Chemical Analysis: Due to air sensitivity, iron was handled in an
argon-filled glove box. Disordered Fe0.25Pd0.75 was synthesized from stoichiometric
amounts of palladium powder (99.95%, ≤150 μm, Goodfellow) and iron granules (99.98%,
1–2 mm, abcr) in sealed silica glass ampoules under argon atmosphere. The mixture was
heated to 1423 K (100 K h−1 heating rate) for 48 h and afterward quenched in air. The
ordered compound was synthesized analogously; however, one small crystal of iodine
(resublimed, Merck) was added as a mineralizing agent. This mixture was heated to 923 K
(100 K h−1 heating rate) for 7 d in a sealed silica ampoule. A further sample was afterward
annealed for one month at 773 K. The products were ground in a mortar after cooling.

Iodine was removed by sublimation to the opposite side of the ampoule. Chemical
analyses were performed by an EDX INCA SYSTEM from Oxford Instruments, mounted
on a Zeiss LEO 1530 scanning electron microscope, with an acceleration voltage of 20 kV
and a working distance of 15 mm.

Thermal Analysis: Differential scanning calorimetry (DSC) was performed under
hydrogen pressure on a DSC HP 2+ (Mettler Toledo) equipped with a gas pressure chamber.
An amount of 20 mg of the powdered sample was put in an aluminum crucible, which was
closed with an aluminum lid. This was placed inside the pressure chamber, which was then
purged several times with hydrogen gas, before filling to the final hydrogen gas pressure
of 5.0 MPa. The sample was heated to 723 K with 10 K min−1, held at this temperature for
a minimum of 1 h and cooled to 300 K. Two runs were performed; afterward, the hydrogen
pressure was released, the sample removed and structural characterization undertaken
by XRPD.

Ex situ X-ray Powder Diffraction (XRPD): X-ray powder diffraction data from flat
transmission samples were collected on a G670 diffractometer (Huber, Rimsting, Germany)
with Mo-Kα1 radiation (70.926 pm) and from flat reflection samples on a SmartLab powder
high-resolution X-ray powder diffractometer (Rigaku, Tokyo, Japan) with a HyPix-3000
two-dimensional semiconductor detector using Co-Kα radiation with parallel beam. The
instrumental resolution function and the wavelength distribution were determined using a
measurement on an external silicon NIST640d standard sample. The wavelengths were
found to be 178.9789(4) pm and 179.3625(4) pm, close to the usual values for Co-Kα1 and
Co-Kα2; the difference was caused by optical components of the diffractometer affecting
the wavelength distribution.

In situ X-ray Powder Diffraction: In situ X-ray powder diffraction was performed on
a SmartLab powder high-resolution X-ray powder diffractometer (Rigaku, Tokyo, Japan) in
an Anton Paar XRK 900 reaction chamber (Graz, Austria) with 0.5 MPa hydrogen pressure
(H2, Air Liquide, 99.9%) and Co-Kα radiation with parallel beam on a flat FePd3 specimen
on top of an Al2O3 layer.

Ex situ Neutron Powder Diffraction (NPD): Neutron powder diffraction was carried
out at the Institute Laue-Langevin in Grenoble, France, with a high-flux diffractometer D20
in high-resolution mode. Powdered samples (≈1 cm−3) were held in air-tight vanadium
containers with 6 mm inner diameter and were each measured for 15 min. The wavelength
λ = 186.80(2) pm was calibrated using an external silicon NIST640b standard sample in a
5 mm vanadium container. Deuterides rather than hydrides were used to avoid the high
incoherent scattering of 1H.

In situ Neutron Powder Diffraction: In situ neutron powder diffraction (NPD) was
performed on a high-intensity two-axis diffractometer D20 at the Institute Laue-Langevin
(ILL), Grenoble, France. Time-resolved neutron diffraction data were collected under
deuterium pressure and heating by two lasers. These in situ experiments were carried out
in (leuco-)sapphire single-crystal cells with 6 mm inner diameter connected to a gas supply
system. The details are given elsewhere [19,20]. The sample cell was filled with FePd3
and attached to the gas supply system, which was subsequently evacuated. The reactions
were performed under various deuterium pressures (D2, Air Liquide, 99.8% isotope purity).
Data sets were obtained with 2 min time resolution. They are presented with an additional
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internal raw label (NUMOR), referring to proposal 5-24-613 [21]. For the in situ studies,
NUMORs 131613–131859 were used.

Rietveld Refinement: Rietveld refinements [22,23] were performed using FullProf [24]
and Topas [25]. Deuterium atoms were located by difference Fourier analysis. Simultane-
ous refinements of FePd3 based on XRPD data and neutron powder diffraction data were
performed with constrained mixed occupation parameters to reduce correlation with the
ordered magnetic moment of the iron atoms. Further details of the crystal structure investi-
gations may be obtained from FIZ Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany
(fax: (+49)7247-808-666; e-mail: crysdata@fiz-karlsruhe.de), on quoting the deposition
number CSD-2163436.

3. Results

For reasons of clarity and simplification, partially disordered FePd3 (typically with
between 10% and 20% palladium atoms on iron sites and vice versa, vide infra) is referred
to as ordered, and the completely disordered Fe0.25Pd0.75, with statistical distribution of
iron and palladium atoms as disordered in the following text. The term hydride is used
to include all hydrogen isotopes, unless indicated otherwise, e.g., for deuterides used
in neutron diffraction experiments. Because of the small amount of dissolved hydrogen
(deuterium), these phases may also be seen as solid solutions of hydrogen (deuterium)
in FePd3.

3.1. Synthesis and Chemical Analysis

The intermetallic compound FePd3 was synthesized from the elements. To facilitate
the ordering of the metal atoms, iodine was added as a mineralizing agent. The annealed
and quenched samples were gray powders with a metallic luster. Based on chemical
analysis, the empirical formulae Fe0.97(13)Pd3.03(13) for the ordered and Fe1.0(2)Pd3.0(2) for the
disordered phase were determined, with values averaged from at least 20 energy dispersive
X-ray (EDX) spectra of each. Based on these results, we assign the same sum formula FePd3
for both the ordered and the disordered phase. We distinguish them by nomenclature, i.e.,
FePd3 for the (partially) ordered and Fe0.25Pd0.75 for the disordered phase. The products
are stable in air. The powder particles align with the magnetic field of a permanent magnet.

3.2. X-ray Diffraction and Thermal Analysis

X-ray diffraction is well suited to tracking down unit cell volume changes due to
hydrogen uptake and to distinguishing between iron and palladium atoms, i.e., to inves-
tigating the atomic order. X-ray powder diffraction patterns of ordered FePd3 exhibit
anisotropic reflection broadening (Figure A1). Reflections common to both disordered (Cu
type, Fm3m) and ordered (AuCu3 type, Pm3m) are sharp (hkl all even or all odd), whereas
those extinct by F centering and seen only in the ordered phase are considerably broader
(hkl mixed even and odd), e.g., 100 with a half width at full maximum of 0.785◦, 111 with
0.188◦. This broadening can be attributed to small ordered domains joined by anti-phase
boundaries to larger crystallites. This effect is also present in cubic MnPd3 [26]. In the
Rietveld refinement, the anisotropic reflection broadening was modeled by dividing the
diffraction data set into two patterns with different regions of the 2θ range—one containing
only reflections with hkl all even or all odd, and one containing all the others, i.e., those with
hkl mixed even and odd (Figure A1 and Table A1). Each of the two patterns was treated
independently in terms of profile parameters but constrained in terms of crystal structure
parameters and scale factors. The refinement of occupation parameters (site occupation
factors, SOF) for the 1a and 3c sites, with a stoichiometric constraint on the sum formula
FePd3, yielded SOF(Fe) = 0.876(2) at Wyckoff position 1a, i.e., about 12% palladium at iron
sites (Figures 2 and A1, and Tables 1 and A1). The long-time annealed sample yielded
SOF(Fe) = 0.99(2) instead, i.e., it was fully ordered (Figure A2 and Table A2).
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Figure 2. Simultaneous Rietveld refinement (X2 = 1.97) of the crystal and magnetic structure of FePd3

(AuCu3 type, Pm3m, a = 385.204(6) pm, RBragg(pat.1) = 2.13, RBragg(pat.2) = 6.73, Rmagn(pat.1) = 2.26,
Rmagn(pat.2) = 6.12; for further details, see Tables 1 and A5 and the text) at 296(1) K based on neutron
powder diffraction data (NUMOR 131401 [21], λ =186.80(2) pm, D20 ILL, Grenoble, Rp(pat.1) = 0.057,
Rp(pat.2) = 0.069, Rwp(pat.1) = 0.080, Rwp(pat.2) = 0.087, background corrected: R′

p(pat.1) = 0.083,
R’p(pat.2) = 0.667, R′

wp(pat.1) = 0.100, R′
wp(pat.2) = 0.410) and XRPD data (Figure A1, Co-Kα

radiation, Smart Lab, Rp(pat.3) = 0.105, Rp(pat.4) = 0.102, Rwp(pat.3) = 0.150, Rwp(pat.4) = 0.140,
R′

p(pat.3) = 0.160, R’p(pat.4) = 1.90, R′
wp(pat.3) = 0.192, R′

wp(pat.4) = 0.804) using FullProf [24].
The inset shows the broadening of pattern 2 reflections through a comparison of intensities for
100 reflections calculated with the reflection width of pattern 1 (blue dashed line) and the reflection
width of pattern 2 (black line) with the respective difference plot.

Table 1. Crystal structure parameters of FePd3 (Pm3m) based on neutron powder diffraction
(a = 385.204(6) pm, μFe = 2.3(2) μB; see Figure 2) and XRPD (a = 385.390(3) pm; compare Figure A1) at
296(1) K.

Atom Wyckoff Position x y z Biso1/10−4 pm2

NPD
Biso2/10−4 pm2

XRPD
SOF

Fe1 1a 0 0 0 2.17(8) 0.19(4) 0.876(2)
Fe2 3c 0 1

2
1
2 1.11(12) 0.88(4) (1 − SOF(Fe1))/3

Pd1 1a 0 0 0 Biso1(Fe1) Biso2(Fe1) 1 − SOF(Fe1)
Pd2 3c 0 1

2
1
2 Biso1(Fe2) Biso2(Fe2) 1 − (1 − SOF(Fe1))/3

The thermal analysis (DSC, pstart(H2) = 5.00(2) MPa, Tmax = 723 K) of the FePd3 phase
shows no thermal signal (Figure A3). However, the unit cell increases by 0.08% (a(FePd3) =
385.330(5) pm, a(FePd3Hx) = 385.433(3) pm, according to Rietveld analysis of XRPD data),
and the disorder increases as well (SOF(Fe, 1a, FePd3) = 0.909(10), SOF(Fe, 1a, FePd3Hx)
= 0.841(12)) based on X-ray powder diffraction (Mo-Kα1 radiation) before and after DSC
(Figure A4).

In situ X-ray diffraction at 0.50(5) MPa hydrogen pressure on the long-time annealed
FePd3 sample shows a decrease in the level of atomic order. After the in situ chamber
was flushed with hydrogen to a pressure of 0.50(5) MPa, SOF(Fe) decreased from 0.99(2)
to 0.877(2). Furthermore, the cell volume increased by 0.2% (a(FePd3) = 385.412(4) pm;
a(FePd3Hx) = 385.631(4) pm), indicating hydrogen uptake at room temperature. In the
subsequent heating and cooling steps of 50 K to a maximum temperature of 550 K, SOF
stays constant, and the lattice parameters change reversibly with temperature (Figures A5
and A6, and Tables A3 and A4), indicating that the hydrogen-induced disorder occurs at
room temperature and does not proceed further at elevated temperatures.

65



Crystals 2022, 12, 1704

3.3. Neutron Diffraction
3.3.1. Ex Situ Neutron Diffraction

The disordered Fe0.25Pd0.75 sample shows no significant cell volume increase (Fig-
ure A7, abefore = 385.12(4) pm, aafter = 385.18(2) pm) when subjected to deuterium gas
(pmax(D2) = 8.3 MPa, Tmax = 558 K). Furthermore, no deuterium atoms can be found in the
crystal structure (zero occupation at Wyckoff position 4b, 1

2 , 1
2 , 1

2 ; analogous to PdH [27]),
and the iron and palladium atoms remain disordered. Therefore, we conclude that disor-
dered Fe0.25Pd0.75 does not take up hydrogen under the given conditions. This result is in
accordance with hydrogenation studies under higher pressures [17].

The neutron diffraction pattern of ordered FePd3 shows the same anisotropic reflection
broadening (Figure 2) as observed with XRPD (vide supra and Figure A1). For modeling in
Rietveld refinements, the same strategy of dividing into two patterns as described above
for XRPD was used. Each of the patterns was constrained to the respective XRPD pattern
in a simultaneous refinement on X-ray and neutron diffraction data. Please note that here,
and for the following refinements, the residual values for pattern 2 are quite high because
of low intensities and broad reflections (purple line in Figures 2, A1, A2, A4 and A7–A27).
Approximately 12% palladium atoms on iron sites were found with a fixed composition
of FePd3 as a constraint (Table 1). The refined value for the magnetic moment of the
iron atoms of 2.3(2) μB along [001] is in accordance with the literature data (μFe = 2.73(13)
μB [28]) within two standard uncertainties. Palladium atoms were not included in the
magnetic structure, since the refinements did not converge, indicating small μPd values.
This is in line with the small magnetic moments of palladium atoms in FePd3 found earlier
(μPd = 0.35 μB [29]).

The unit cell volume of ordered FePd3 expanded by 0.20% upon deuterium uptake
(a(FePd3) = 385.204(3) pm, a(FePd3D0.047(9)) = 385.372(2) pm). Deuterium atoms were
localized by difference Fourier analysis. For the refinement of deuterium occupation, the
magnetic moment of iron was fixed at 2.344 μB due to convergence problems. Two possible
deuterium sites were tested by Rietveld refinement. The Wyckoff position 3d (0 0 1

2 ) yields
a negative deuterium occupation and is thus considered to be empty. The occupation of
deuterium in [Pd6] octahedral voids at Wyckoff position 1b ( 1

2
1
2

1
2 ) was refined to 0.047(9).

We therefore conclude the deuteride to be FePd3D0.047(9) with an anti-perovskite type
structure (Figure 1).

3.3.2. In Situ Neutron Diffraction

To study the influence of structural order in FePd3 on hydrogenation properties, in
situ neutron powder diffraction on an ordered sample using deuterium in a sapphire single-
crystal cell was performed (Figure 3). Deuterium gas pressure was slowly increased up to
8.0 MPa before raising the temperature to about 550 K. After maintaining the temperature
for one hour, the cell was cooled to room temperature under deuterium pressure. As seen in
the 2D plot, the intensities of reflections with hkl mixed even and odd (e.g., at 2θ = 28◦, 40◦,
66◦, 73◦) decrease with increasing temperature. This observation indicates an increasing
level of disorder and decreasing ordered magnetic moment. Reflections (2θ = 42.4◦; 45.6◦;
56.1◦) at high temperatures are single-crystal reflections from the sapphire cell that shift
into the range of the detector due to thermal expansion.
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Figure 3. In situ neutron powder diffraction data (NUMOR 13,1706−13,1859 [21]) of the deuteration
of ordered FePd3 taken with diffractometer D20 (Grenoble, France) at λ = 186.80(2) Å in a single-
crystal sapphire cell [19,20] under various temperature and deuterium pressure conditions. Intensities
are in false colors.

The Rietveld refinements of selected NUMORs during the isothermal deuterium
pressure increase were performed with fixed magnetic moments. Magnetic investigations
of isotypic FePd3Bx show that only the ordered magnetic moment of the immediate boron
environment (only Pd atoms) is changed upon boron incorporation [30], while the magnetic
moment of the Fe atoms is not affected. Therefore, we consider fixing the magnetic
moments of iron atoms to be an appropriate approximation. The refinements during the
quasi-isobaric temperature variation were performed with fixed mixed occupancy. This
is because in situ XRPD at 0.5 MPa hydrogen pressure showed no significant change, and
a simultaneous refinement of the magnetic moment, the hydrogen occupation, and the
mixed occupancy of the metal atoms did not converge. The lattice parameter a of FePd3Dx
increases with rising deuterium pressure (Figure 4, left), which is reflected in the increasing
deuterium content. At 8 MPa deuterium pressure, the composition FePd3D0.047(9) is reached.
The disorder increases with deuterium uptake, as seen from the iron occupation at Wyckoff
position 1a decreasing from 0.875(3) to 0.794(3). In the heating step (Tmax = 539 K) at
8.2(2) MPa deuterium pressure, the lattice parameter a increases almost linearly, and the
deuterium content does not change significantly (Figure 4). The ordered magnetic moment
decreases with increasing temperature to zero. The data were fitted with a function for
a second-order transition based on the Landau theory with the magnetic moment as the
order parameter:

μord. = A
(

TC − T
TC

)β

The resulting Curie temperature, TC, is 495(8) K, and the critical exponent β equals
0.28(5) (Figure 4). The ordered magnetic moments at temperatures above the Curie temper-
ature are not significantly different from zero or are set to zero at the maximum temperature
of 539 K. All observed trends are fully reversible during the cooling step.
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Figure 4. Refined structural parameters of ordered FePd3 during isothermal increase in deuterium
pressure (left, NUMOR 131613–131746 [21], T = 298(2) K) and isobaric variation of the temperature
(right, NUMOR 131746–131894 [21], p(D2) = 8.2(2) MPa) based on in situ neutron powder diffraction
data: lattice parameter (a), deuterium content per formula unit (b), SOF of iron at Wyckoff position
1a (c) and atomic displacement parameters of the metal atoms (d). Error bars represent ±σ.
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4. Discussion

The atomic order in FePd3 can be controlled via the synthesis protocol, most easily
by using iodine as a mineralizing agent. Its use allows full atomic order in one month as
compared to 91% order in two months [16]. This method is well known for its potential
to promote single-crystal growth [31,32], the synthesis of metastable compounds [32] or
single-phase ordered compounds with shorter annealing times [31].

The magnetic moment of 2.3(2) μB of FePd3 determined by refinement of neutron
diffraction data differs somewhat from the literature values (μFe = 2.73(13) μB [28]); however,
the difference is less than two combined standard uncertainties. The difference may
also be caused by varying disorder in FePd3, which was not taken into account in early
studies [28,33]. The Curie temperature of 495(8) K, determined by a second-order transition
fit (Figure 5), is in accordance with the literature (Tc = 499 K [6]). The determined critical
exponent of this fit (β = 0.28(5)) is close (less than two standard uncertainties apart) to the
expected values of a 3D Ising model (β = 0.325) and a 3D Heisenberg model (β = 0.365) but
far from the mean-field model (β = 0.5) [34]. This is in perfect agreement with a short-range
interaction as typical for a magnetic exchange. The disparity between this and previous
investigations reporting on a Heisenberg magnet with a critical exponent of 0.371 [6] may
be explained by the method of determination. The ordered magnetic moment in this
study is only refined in the 001 direction, resulting in a bias toward the 3D Ising model.
Furthermore, the uncertainties are relatively high due to the correlation of the hydrogen
occupation, the mixed occupation and the ordered magnetic moment.

Figure 5. Temperature dependence of refined magnetic moment with fixed occupation (SOF(Fe,1a)
= 0.798) in ordered FePd3 under isobaric conditions (p(D2) = 8.2(2) MPa) based on in situ neutron
powder diffraction data (see Figure 3). Green line shows the fitted function of the model of second-

order phase transition (μord.. = 3.2(2)μB

(
495(8) K−T

495(8) K

)0.28(5)
).

Deuterium occupies exclusively [Pd6] octahedral voids in a statistical manner with small
occupation parameters. The small deuterium contents are in accordance with studies at high
gas pressures [17] (Figure 6, left). The Pd-D distances are between 192.644(2) pm and 192.686(2)
pm for FePd3D0.013(8) and FePd3D0.047(9), respectively, and comparable to known hydrides of
MPd3 compounds, such as MnPd3H0.61 (190.0 pm ≤ d(Pd-H) ≤ 197.6 pm) [35].
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Figure 6. Plot of hydrogen pressure vs. hydrogen content (left) and Sieverts’ law (right, cH =

S
√

p [36]) of FePd3Hx. Black symbols mark data from the literature [17], blue symbols from this
work. Red line on the left-hand side shows an empirical fitted function (x = −0.161(5)e−0.050(5)p +
0.161(4)) and red and purple lines a linear fit based on Sieverts’ law.

FePd3 takes up much less hydrogen than, i.e., MgPd3 [20], MnPd3 [35,37] or
InPd3 [38]. This is in accordance with a proposed structure map correlating electroneg-
ativity and atomic radius of the metal M with the hydrogen content of MPd3Hx [39].
Iron, with quite a small atomic radius and an electronegativity of 1.6, is predicted to
take up small amounts of hydrogen, which is confirmed in this study. Furthermore, the
density of states at the Fermi level of FePd3 (6.2 [40] or 11.1 states eV−1 atom−1 [41])
is remarkably high compared to other MPd3 compounds crystallizing in the AuCu3
type, such as MgPd3 (1.13 states eV−1 atom−1 [42]), MnPd3 (2.18 [43] or 2.84 states eV−1

atom−1 [44]) and InPd3 (3.3 states eV−1 atom−1 [45]), which might also have an impact
on the hydrogen uptake capacity. At room temperature, the hydrogenation follows Siev-
erts’ law [36] (Figure 6, right), with low pressure (this work) and high pressure data [17]
differing somewhat (Figure 6). The moderate fit and higher error in fit parameters for
the high pressure data may be caused by increasing hydrogen–hydrogen interaction in
the solid solution and larger differences between fugacity and pressure, the latter of
which was used here as an approximation.

To compare the possible hydrogenation of ordered and disordered FePd3, it is useful
to look at the maximum hydrogen content of both structure types. The unit cell of MPd3
compounds in the AuCu3 type contains one [Pd6] and three [M2Pd4] octahedral voids.
Therefore, the probability of a [Pd6] octahedral void is 0.25, yielding the formula MPd3H
for a maximum occupation of hydrogen in [Pd6] sites. For disordered MPd3 compounds
crystallizing in the Cu type, the probability of a [Pd6] octahedral void is 0.178 (=0.756),
assuming a 75% probability of finding a palladium atom at any position in the crystal
structure. A maximum hydrogen occupation using only [Pd6] sites yields the formula
MPd3H0.712. According to this consideration, the ordered compound may absorb more
hydrogen if only [Pd6] sites are involved. It is well known that hydrogen uptake in
disordered FePd3 is indeed less than that for ordered FePd3 [17]. In this regard, it is
remarkable that the disorder in FePd3Hx increases with hydrogen uptake despite the
statistical decrease in [Pd6] octahedral sites. Furthermore, the disorder reversibly increases
with temperature, with near constant hydrogen content. The preference of [Pd6] sites for
hydrogen atoms can be inferred from many examples of hydrogenation reactions of MPd3
compounds structurally related to cubic close packing. The thermodynamic driving force
for hydrogen-induced rearrangements (from TiAl3 type or ZrAl3 type to AuCu3 type) arises
from the preference for Pd-H bonding and, consequently, an increase in the number of
[Pd6] octahedral voids [46]. Furthermore, other interstitial FePd3 compounds, such as
FePd3Bx, also prefer [Pd6] octahedral sites for the interstitial atoms [30]. The immediate
environment of absorbed hydrogen is responsible for the hydrogen solubility in metals
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and intermetallic compounds [47]. Under the assumption of a preference of hydrogen
atoms for [Pd6] octahedra, the unexpected increasing disorder upon hydrogenation may
be understood in terms of local short-range order of formed HPd6 octahedra and a lack of
long-range crystallographic order.

The findings on the magnetic and structural details of FePd3 and its hydrides show the
complex interplay between hydrogen uptake, atomic and magnetic order in intermetallics.
This raises questions on the validity of the assumption of constant atomic order, which
is often made for investigations on the effects of hydrogen incorporation on magnetic
properties, and calls for further investigations on this fascinating subject.

5. Conclusions

The use of iodine as a mineralizing agent decreases the annealing time and enables
higher ordering of metal atoms in the synthesis of FePd3. At moderate hydrogen pressures
(p ≤ 8 MPa), disordered Fe0.25Pd0.75 absorbs a negligible amount of hydrogen, and ordered
FePd3 forms the hydride FePd3H0.047(9). Hydrogen is incorporated at [Pd6] octahedral voids,
and the hydrogenation follows Sieverts’ law. During heating, the ordered magnetic moment
decreases, and FePd3Hx behaves like a 3D Ising or Heisenberg magnet. Simultaneously,
the disorder of the metal atoms increases slightly. All temperature-dependent effects are
fully reversible. Hydride formation in FePd3 influences crystallographic and magnetic
order alike. The citation of Carl G. Jung “In all chaos there is a cosmos, in all disorder a
secret order” [48] can be understood as order only arising from chaos. In contrast to that,
hydrogen seems to enhance the metal diffusion in FePd3, resulting in long-range disorder
arising from local order of the immediate hydrogen environment. This induced metal
diffusion and the resulting change in the arrangement of the metal atoms at the surface
might raise interest in catalysis.
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Appendix A

 

Figure A1. Rietveld refinement of the crystal structure of ordered FePd3 (AuCu3 type, Pm3m,
a = 385.380(5) pm, RBragg(pat.1) = 5.45, RBragg(pat.2) = 49.4; for further details, see Table A1) at 296(1)
K based on XRPD powder diffraction data (Co-Kα radiation, Smart Lab, Rp(pat.1) = 0.105, Rp(pat.2)
= 0.102, Rwp(pat.1) = 0.150, Rwp(pat.2) = 0.140, X2 = 2.24, background corrected: R’p(pat.1) = 0.124,
R’p(pat.2) = 1.90, R’wp(pat.1) = 0.163, R’wp(pat.2) = 0.804) using FullProf [24].

Table A1. Crystal structure parameters of FePd3 (Pm3m, a = 385.380(5) pm) based on XRPD data (see
Figure A1) at 296(1) K.

Atom Wyckoff Position x y z Biso/10−4 pm2 SOF

Fe1 1a 0 0 0 0.18(4) 0.87(2)
Fe2 3c 0 1

2
1
2 0.88(1) (1 − SOF(Fe1))/3

Pd1 1a 0 0 0 Biso(Fe1) 1 − SOF(Fe1)
Pd2 3c 0 1

2
1
2 Biso(Fe2) 1 − (1 − SOF(Fe1))/3

Figure A2. Rietveld refinement of the crystal structure of ordered FePd3 (long-time annealed sample,
AuCu3 type, Pm3m, a = 385.412(4) pm, RBragg(pat.1) =8.01, RBragg(pat.2) = 27.1; for further details, see
Table A2) at 296(1) K based on XRPD powder diffraction data (Co-Kα radiation, Smart Lab, Rp(pat.1)
= 0.109, Rp(pat.2) = 0.125, Rwp(pat.1) = 0.161, Rwp(pat.2) = 0.173, X2 = 3.79, background corrected:
R’p(pat.1) = 0.147, R’p(pat.2) = 1.23, R’wp(pat.1) = 0.161, R’wp(pat.2) = 0.553) using FullProf [24].
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Table A2. Crystal structure parameters of FePd3 (long-time annealed sample, Pm3m, a = 385.412(4)
pm) based on XRPD data (see Figure A2) at 296(1) K.

Atom Wyckoff Position x y z Biso/10−4 pm2 SOF 1

Fe1 1a 0 0 0 1.5(2) 0.99(2)
Fe2 3c 0 1

2
1
2 1.88(4) (1 − SOF(Fe1))/3

Pd1 1a 0 0 0 Biso(Fe1) 1 − SOF(Fe1)
Pd2 3c 0 1

2
1
2 Biso(Fe2) 1 − (1 − SOF(Fe1))/3

1 The stoichiometric ratio of Fe to Pd atoms was fixed at 1:3.

Figure A3. Differential scanning calorimetry (DSC) of ordered FePd3 at 5.0 MPa hydrogen pressure.

 

Figure A4. Rietveld refinement of the crystal structure of ordered FePd3 before DSC (bottom, AuCu3

type, Pm3m, a = 385.330(5) pm, SOF(Fe, 1a) = 0.909(10), Biso(1a) = 0.35(9) 10−4 pm2, Biso(3c) = 0.91(2)
10−4 pm2, RBragg(pat.1) = 2.83, RBragg(pat.2) = 2192, Rp(pat.1) = 0.089, Rp(pat.2) = 0.020, Rwp(pat.1)
= 0.142, Rwp(pat.2) = 0.025, GOF = 5.09) and after DSC (top, AuCu3 type, Pm3m, a = 385.433(3) pm,
SOF(Fe, 1a) = 0.841(12), Biso(1a) = 0.96(12) 10−4 pm2, Biso(3c) = 0.69(3) 10−4 pm2, RBragg(pat.1) = 4.10,
RBragg(pat.2) = 2150, Rp(pat.1) = 0.131, Rp(pat.2) = 0.024, Rwp(pat.1) = 0.189, Rwp(pat.2) = 0.030, GOF
= 5.09) at 297(1) K based on XRPD powder diffraction data (Mo-Kα1 radiation, Huber G670) using
Topas [25].
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Figure A5. In situ X-ray powder diffraction data of the hydrogenation of ordered FePd3 (long-time
annealed sample) taken with SmartLab diffractometer in an XRK 900 reaction chamber with Co-Kα

radiation under various temperatures and 0.5 MPa hydrogen pressure. λ1 is used for sin (θ) λ−1 scale.
Intensities are in false colors.

Figure A6. Refined structural parameters of ordered FePd3 (long-time annealed sample, see Figure A5
and Tables A3 and A4) during isobaric variation of the temperature (p(H2) = 0.50(5) MPa) based on
in situ XRPD data: lattice parameter (left) and SOF of iron at Wyckoff position 1a (right). Error bars
represent ±σ.

Table A3. Conditions and refined parameters of the Rietveld refinement of FePd3 (long-time annealed
sample, Pm3m) based on in situ XRPD data (see Figures A5 and A6, and Table A4) using Topas; X-ray
absorption modeled with an overall B value of −4 × 10−4 pm2 [25].

Frame T/K p/MPa a/pm V/106 pm3 Biso(1a)/10−4

pm2
Biso(3c)/10−4

pm2 SOF(Fe, 1a) 1

0 350 (2) 0.50 (5) 385.631 (4) 57.348 (2) 1.9 (2) 2.54 (4) 0.877 (11)
1 400 (2) 0.50 (5) 385.914 (4) 57.474 (2) 1.8 (2) 2.67 (4) 0.898 (11)
2 450 (2) 0.50 (5) 386.211 (5) 57.607 (2) 1.8 (2) 2.76 (5) 0.901 (11)
3 500 (2) 0.50 (5) 386.503 (5) 57.738 (2) 1.9 (2) 2.79 (5) 0.886 (11)
4 550 (2) 0.50 (5) 386.818 (5) 57.879 (2) 2.2 (2) 2.97 (5) 0.885 (11)
5 500 (2) 0.50 (5) 386.506 (5) 57.739 (2) 2.0 (2) 2.80 (5) 0.894 (11)
6 450 (2) 0.50 (5) 386.194 (4) 57.599 (2) 2.2 (2) 2.68 (4) 0.891 (11)
7 400 (2) 0.50 (5) 385.902 (4) 57.469 (2) 1.8 (2) 2.71 (4) 0.893 (11)
8 350 (2) 0.50 (5) 385.632 (4) 57.348 (2) 1.5 (2) 2.54 (4) 0.903 (11)

1 The stoichiometric ratio of Fe to Pd atoms was fixed at 1:3.
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Table A4. Residual parameters of the Rietveld refinement of FePd3 (long-time annealed sample,
Pm3m) based on in situ XRPD data (see Figures A5 and A6, and Table A3) using Topas [25].

Frame Rp1 Rp2 Rwp1 Rwp2 χ2 RBragg

0 0.155 0.41 0.273 0.51 1.06 5.34
1 0.158 0.41 0.275 0.51 1.08 5.78
2 0.153 0.42 0.266 0.52 0.98 5.7
3 0.154 0.42 0.263 0.52 0.96 5.58
4 0.161 0.42 0.270 0.53 1.02 5.84
5 0.156 0.41 0.268 0.52 1.00 5.74
6 0.150 0.41 0.262 0.52 0.96 5.83
7 0.151 0.42 0.266 0.52 1.00 5.44
8 0.152 0.42 0.265 0.52 1.00 5.38

 

Figure A7. Rietveld refinement of the crystal structure of disordered Fe0.25Pd0.75 before hydrogena-
tion (top, Cu type, Fm3m, a = 385.12(4) pm, Biso(1a) = 1.52(5) 10−4 pm2, RBragg(pat.1) = 3.39, Rp(pat.1)
= 0.073, Rwp(pat.1) = 0.093, GOF = 2.54) and after hydrogenation (pmax(D2) = 8.3 MPa, Tmax = 558 K)
at 8.00(2) MPa deuterium pressure (bottom, Cu type, Fm3m, a = 385.18(5) pm, Biso(1a) = 1.47(5) 10−4

pm2, RBragg(pat.1) = 3.47, Rp(pat.1) = 0.065, Rwp(pat.1) = 0.084, GOF = 3.61) at 297(1) K based on
neutron powder diffraction data (NUMORs 132451 and 132636 [21], λ = 186.80(2) pm, D20 ILL,
Grenoble) using FullProf [24].

Table A5. Set constraints of the simultaneous Rietveld refinement of FePd3 (Pm3m) based on NPD
(Figure 2) and XRPD data (Figure A1) using FullProf [24].

Phase1
Phase2

(Magnetic Phase)
Phase3

contribution to
pattern 1

pattern 1 NPD pattern 1 NPD pattern 1 XRPD
pattern 2 NPD pattern 2 NPD pattern 2 XRPD

a a1 a1 a3
So(Fe) SOF(Fe) SOF(Fe) SOF(Fe)

Biso(1a) Biso1(1a) Biso1(1a) Biso3(1a)
Biso(3c) Biso1(3c) Biso1(3c) Biso3(3c)

1 Scale factors of patterns 1 and 2 of NPD and XRPD data are constrained, respectively; the profile parameters of
each pattern are refined separately.
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Table A6. Conditions and refined parameters of the Rietveld refinement of FePd3 (Pm3m) based on
in situ NPD data (see Figures 2–4 and A9–A14, and Table A7) using FullProf [24].

p/MPa T/K a/pm V/106 pm3 Biso(1a)/10−4

pm2
Biso(3c)/10−4

pm2
SOF(Fe, 1a)

1,2 SOF(D)

0.0001 (1) 296 (1) 385.204 (3) 57.157 (1) 2.17 (6) 1.11 0.875 (3) - 2

0.50 (1) 296 (1) 385.217 (4) 57.163 (1) 2.03 (6) 1.19 0.847 (4) 0.013 (8)
1.00 (1) 296 (1) 385.230 (3) 57.169 (1) 1.80 (6) 1.27 0.847 (4) 0.015 (8)
2.00 (1) 296 (1) 385.254 (4) 57.180 (1) 1.69 (6) 1.28 0.844 (4) 0.017 (8)
4.00 (1) 296 (1) 385.290 (3) 57.196 (1) 2.00 (7) 1.13 0.834 (4) 0.027 (8)
8.00 (2) 296 (1) 385.372 (4) 57.232 (1) 2.15 (7) 1.05 0.794 (4) 0.047 (9)

1 The stoichiometric ratio of Fe to Pd atoms was fixed at 1:3; 2 the Wyckoff position 1b is not occupied.

Table A7. Residual parameters of the Rietveld refinement of FePd3 (Pm3m) based on in situ NPD
data (see Figures 2–4 and A9–A14, and Table A6) using FullProf [24].

p/MPa Rp1 Rp2 Rwp1 Rwp2 χ2 RBragg1 RBragg2

0.0001 (10) 0.057 0.069 0.080 0.087 2.38 2.15 7.03
0.50 (1) 0.058 0.073 0.084 0.090 2.49 2.59 15.1
1.00 (1) 0.057 0.068 0.080 0.086 2.42 2.32 11.0
2.00 (1) 0.057 0.065 0.079 0.083 2.37 2.14 10.3
4.00 (1) 0.056 0.064 0.077 0.081 2.32 1.97 13.2
8.00 (1) 0.058 0.062 0.077 0.081 2.52 2.74 18.3

 

Figure A8. Rietveld refinement of the crystal structure of FePd3 (for details, see first row in Tables A6
and A7) based on neutron powder diffraction data (NUMOR 131613 [21], λ = 186.80(2) pm, D20 ILL,
Grenoble) in a single-crystal sapphire cell at 296(1) K and applied vacuum (0.0001(10) MPa) using
FullProf [24].
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Figure A9. Rietveld refinement of the crystal structure of FePd3D0.013(8) (for details, see second row in
Tables A6 and A7) based on neutron powder diffraction data (NUMOR 131629 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 296(1) K and 0.50(1) MPa deuterium pressure
using FullProf [24].

 

Figure A10. Rietveld refinement of the crystal structure of FePd3D0.015(8) (for details, see third row in
Tables A6 and A7) based on neutron powder diffraction data (NUMOR 131634 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 296(1) K and 1.00(1) MPa deuterium pressure
using FullProf [24].
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Figure A11. Rietveld refinement of the crystal structure of FePd3D0.017(8) (for details, see fourth row
in Tables A6 and A7) based on neutron powder diffraction data (NUMOR 131642 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 296(1) K and 2.00(1) MPa deuterium
pressure using FullProf [24].

 

Figure A12. Rietveld refinement of the crystal structure of FePd3D0.027(8) (for details, see fifth row in
Tables A6 and A7) based on neutron powder diffraction data (NUMOR 131717 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 296(1) K and 4.00(1) MPa deuterium pressure
using FullProf [24].
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Figure A13. Rietveld refinement of the crystal structure of FePd3D0.047(9) (for details, see sixth row
in Tables A6 and A7, or first row in Tables A8 and A9) based on neutron powder diffraction data
(NUMOR 131746 [21], λ = 186.80(2) pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 296(1) K
and 8.00(1) MPa deuterium pressure using FullProf [24].

Table A8. Conditions and refined parameters of the Rietveld refinement of FePd3 (Pm3m) based on
in situ NPD data (see Figures 2–4 and Table A9) using FullProf [24].

T/K p/MPa a/pm V/106 pm3 Biso(1a)/10−4

pm2
Biso(3c)/10−4

pm2 SOF(Fe, 1a) 1,2 SOF(D) Rz(Fe)/μB
1

298 (1) 8.00 (1) 385.372 (4) 57.232 (1) 2.15 (7) 1.05 0.794 (3) 0.047 (9) 2.37 (11)
325 (3) 8.03 (1) 385.518 (4) 57.297 (1) 1.72 (6) 1.29 0.797 (4) 0.046 (9) 2.36 (12)
348 (3) 8.06 (1) 385.618 (3) 57.342 (1) 2.05 (7) 1.21 0.796 (4) 0.045 (9) 2.47 (11)
376 (3) 8.10 (1) 385.762 (4) 57.406 (1) 1.74 (7) 1.42 0.789 (4) 0.051 (9) 2.24 (12)
396 (3) 8.12 (1) 385.868 (4) 57.453 (1) 1.86 (7) 1.4 0.789 (4) 0.055 (9) 1.90 (13)
424 (3) 8.15 (1) 386.013 (4) 57.518 (1) 1.89 (7) 1.5 0.786 (4) 0.063 (9) 1.89 (14)
447 (3) 8.18 (1) 386.149 (4) 57.579 (1) 1.65 (8) 1.54 0.785 (4) 0.062 (10) 1.8 (2)
475 (3) 8.21 (1) 386.304 (4) 57.649 (1) 2.19 (8) 1.46 0.786 (4) 0.062 (10) 1.4 (2)
490 (3) 8.22 (1) 386.377 (4) 57.681 (1) 2.09 (8) 1.55 0.782 (4) 0.067 (10) 0.9 (3)
519 (2) 8.25 (1) 386.539 (4) 57.754 (1) 2.09 (9) 1.59 0.776 (4) 0.065 (11) 0.4 (7)
539 (1) 8.29 (1) 386.639 (4) 57.799 (1) 1.92 (9) 1.68 0.731 (4) 0.064 (10) 0 3

473 (2) 8.25 (1) 386.280 (4) 57.638 (1) 2.28 (9) 1.43 0.785 (4) 0.057 (9) 1.2 (2)
423 (2) 8.20 (1) 385.983 (4) 57.505 (1) 1.98 (7) 1.43 0.792 (3) 0.052 (9) 1.73 (13)
384 (1) 8.14 (1) 385.792 (3) 57.420 (1) 1.74 (6) 1.46 0.788 (3) 0.058 (9) 2.13 (12)
313 (1) 8.00 (1) 385.461 (4) 57.272 (1) 2.06 (7) 1.17 0.795 (4) 0.045( 10) 2.39 (12)

1 Rz was refined with fixed occupation from coupled refinement (Table 1); then, SOF was refined with fixed Rz;
2 The stoichiometric ratio of Fe to Pd atoms was fixed at 1:3; 3 Rz was fixed at 0.

Table A9. Residual parameters of the Rietveld refinement of FePd3 (Pm3m) based on in situ NPD
data (see Figures 2–4 and Table A8) using FullProf [24].

T/K Rp1 Rp2 Rwp1 Rwp2 χ2 RBragg1 RBragg2 RMagn1 RMagn2

298 (1) 0.058 0.062 0.077 0.081 2.52 2.74 18.3 2.60 20.5
325 (3) 0.059 0.058 0.081 0.074 2.54 3.41 21.3 3.97 14.5
348 (3) 0.056 0.059 0.075 0.073 2.29 2.03 9.46 2.38 9.68
376 (3) 0.054 0.057 0.075 0.073 2.31 2.07 10.5 2.28 10.3
396 (3) 0.054 0.058 0.075 0.074 2.33 2.74 13.6 3.28 10.2
424 (3) 0.057 0.055 0.079 0.070 2.45 3.38 13.5 3.59 12.7
447 (3) 0.058 0.057 0.080 0.072 2.54 3.57 9.79 3.31 6.46
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Table A9. Cont.

T/K Rp1 Rp2 Rwp1 Rwp2 χ2 RBragg1 RBragg2 RMagn1 RMagn2

475 (3) 0.060 0.055 0.083 0.071 2.71 4.00 17.0 4.14 15.9
490 (3) 0.058 0.057 0.082 0.073 2.70 3.69 26.1 3.86 22.7
519 (2) 0.060 0.055 0.087 0.069 2.95 4.56 27.0 5.32 25.0
539 (1) 0.058 0.056 0.085 0.070 2.86 3.65 31.6 - 1 - 1

473 (2) 0.059 0.058 0.082 0.074 2.78 4.38 36.9 4.51 24.7
423 (2) 0.057 0.055 0.079 0.070 2.42 3.38 28.0 3.73 12.7
384 (1) 0.053 0.059 0.073 0.074 2.24 2.44 9.15 2.55 10.3
313 (1) 0.062 0.062 0.085 0.078 2.79 3.16 31.5 3.98 15.1

1 Rz was fixed at 0.

 

Figure A14. Rietveld refinement of the crystal structure of FePd3D0.046(9) (for details, see second row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131755 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 325(3) K and 8.03(1) MPa deuterium
pressure using FullProf [24].

 

Figure A15. Rietveld refinement of the crystal structure of FePd3D0.045(9) (for details, see third row in
Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131760 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 348(3) K and 8.06(1) MPa deuterium pressure
using FullProf [24].
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Figure A16. Rietveld refinement of the crystal structure of FePd3D0.051(9) (for details, see fourth row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131765 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 376(3) K and 8.10(1) MPa deuterium
pressure using FullProf [24].

 

Figure A17. Rietveld refinement of the crystal structure of FePd3D0.055(9) (for details, see fifth row in
Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131768 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 396(3) K and 8.12(1) MPa deuterium pressure
using FullProf [24].
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Figure A18. Rietveld refinement of the crystal structure of FePd3D0.063(9) (for details, see sixth row in
Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131772 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 424(3) K and 8.15(1) MPa deuterium pressure
using FullProf [24].

 

Figure A19. Rietveld refinement of the crystal structure of FePd3D0.062(10) (for details, see seventh row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131776 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 447(3) K and 8.18(1) MPa deuterium
pressure using FullProf [24].
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Figure A20. Rietveld refinement of the crystal structure of FePd3D0.062(10) (for details, see eighth row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131781 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 475(3) K and 8.21(1) MPa deuterium
pressure using FullProf [24].

 

Figure A21. Rietveld refinement of the crystal structure of FePd3D0.067(10) (for details, see ninth row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131783 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 490(3) K and 8.22(1) MPa deuterium
pressure using FullProf [24].
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Figure A22. Rietveld refinement of the crystal structure of FePd3D0.065(11) (for details, see tenth row in
Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131791 [21], λ = 186.80(2) pm,
D20 ILL, Grenoble) in a single-crystal sapphire cell at 519(2) K and 8.25(1) MPa deuterium pressure
using FullProf [24].

 

Figure A23. Rietveld refinement of the crystal structure of FePd3D0.064(10) (for details, see eleventh
row in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131815 [21],
λ = 186.80(2) pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 539(1) K and 8.29(1) MPa
deuterium pressure using FullProf [24].
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Figure A24. Rietveld refinement of the crystal structure of FePd3D0.057(9) (for details, see twelfth row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131833 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 473(2) K and 8.25(1) MPa deuterium
pressure using FullProf [24].

 

Figure A25. Rietveld refinement of the crystal structure of FePd3D0.052(9) (for details, see thir-
teenth row in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131847 [21],
λ = 186.80(2) pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 423(2) K and 8.20(1) MPa
deuterium pressure using FullProf [24].
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Figure A26. Rietveld refinement of the crystal structure of FePd3D0.058(9) (for details, see four-
teenth row in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131859 [21],
λ = 186.80(2) pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 384(1) K and 8.14(1) MPa
deuterium pressure using FullProf [24].

 

Figure A27. Rietveld refinement of the crystal structure of FePd3D0.045(10) (for details, see fifteenth row
in Tables A8 and A9) based on neutron powder diffraction data (NUMOR 131894 [21], λ = 186.80(2)
pm, D20 ILL, Grenoble) in a single-crystal sapphire cell at 313(1) K and 8.00(1) MPa deuterium
pressure using FullProf [24].
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Abstract: In this work the magnetocaloric effect in the TbCo2-H system in the region of the Curie
temperature was studied both by direct and indirect methods in external magnetic fields up to ~1.4
and 14 T, respectively. We have paid special attention to the magnetic and magnetothermal properties
of the TbCo2–H with high hydrogen content. The mechanisms responsible for the change in the Curie
temperature were established, and the field and temperature dependences of the magnetocaloric effect
were analyzed in detail. In addition, the magnetocaloric properties (including critical parameters)
for various systems based on the TbCo2 compound were compared. The main regularities of the
change in the MCE value and the Curie temperature depending on the composition are discovered
and discussed.

Keywords: rare-earth intermetallic compound; Laves phase structure; hydride; magnetic phase
transition; magnetocaloric effect

1. Introduction

RCo2 intermetallic compounds with a Laves phase structure demonstrate apprecia-
ble magnetocaloric effect (MCE) (quantified as the adiabatic temperature change ΔTad
or isothermal entropy change ΔS when exposed to a magnetic field) near the magnetic
phase transition, at the Curie temperature (TC) [1–6]. It is well known [7], that the Curie
temperatures of magnetically ordered rare-earth compounds cover a wide range from
~400 K (GdCo2) to ~4 K (TmCo2). The fact that LuCo2 and YCo2 compounds are merely the
enhanced Pauli paramagnets emphasizes the special role of rare-earth ions in the magnetic
properties of these compounds.

Among RCo2 compounds, the highest MCE values have been found for compounds
exhibiting first-order magnetic phase transitions: at TC = 140 K for DyCo2, at TC = 75 K
for HoCo2 and at TC = 32 K for ErCo2 [7]. RCo2-type compounds with heavy rare-earth
elements such as Gd or Tb demonstrate second-order transitions (SOTs) at temperatures
above 200 K. Although they have lower MCE values, their practical use in magnetic
refrigerators is preferable due to the absence of magnetic hysteresis.

Doping of RCo2-type compounds with suitable impurities (strongly or weakly mag-
netic [8–14]) can provide control of the Curie temperature and, consequently, the position
of the peak in the ΔTad(T) and ΔS(T) dependences, and its magnitude. The patterns of
change in the magnitude of the magnetocaloric effect in doped compounds have not been
fully disclosed, despite the large number of experimental works available in the literature.
An important contribution to the study of magnetothermal phenomena in pseudo-binary
compounds of the (R,R’)Co2-type in the region of magnetic phase transitions was made
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by N.A. de Oliveira [15]. By using theoretical calculations, he confirmed the experimen-
tally observed magnitude of the magnetocaloric effect, for compounds exhibiting phase
transitions of both the second and/or first order.

It is known that the analysis of the field dependences of the MCE is of great importance
in the study of the magnetocaloric properties of materials. An initial assumption about the
field dependence of the MCE was made by Belov K.P. [16]. Based on Landau’s theory of
phase transitions, he showed that ΔTad~Hn, where n = 2/3. An attempt to explain the field
dependence of ΔSmax for magnetic materials with a second-order phase transition was made
by H. Oesterreicher and F. T. Parker. They assumed that in the mean field approximation
ΔSmax~Hn, where n = 2/3 [17]. However, experimental results often deviated from this
n value. An alternative approach was proposed by Romanov and Silin [18]. Their analysis
of the MCE in inhomogeneous magnets was based on Landau’s theory of second-order
phase transitions [19]. As a result, rather complicated equations were obtained. A great deal
of work comparing theoretical and experimental data on ΔS(H) for various compounds
was done by Franco V. et al. [20–22].

Among RCo2-type compounds, TbCo2 attracts special attention, since its magnetic
ordering temperature is in the ambient temperature range and is ~235 K (~−38 ◦C) (Curie
temperatures vary from 231 to 238 K in various sources [7–9,23–29]). Moreover, such
working temperature is important to design magnetic refrigerators for long-term storage
of various biomaterials, vaccines and drugs. That is why the study of the magnetocaloric
effect in TbCo2-based compounds modified by interstitial or substitutional atoms will not
only significantly expand the possibilities of practical use of these materials, but will also
allow to collect new experimental data to test existing theoretical models [8,9,11,24–29].

Note that only a few works have been devoted to study the effect of interstitial
atoms (such as hydrogen), on the magnetic and magnetocaloric properties of the TbCo2
compound [30,31]. Thus, in the work of Mushnikov [30], the magnetic properties of
TbCo2Hx samples with x = 0, 0.7, 2, 2.4, 3.9 were obtained and investigated. The magnetic
moment at Co atoms and the Curie temperature were found to exhibit an increase at
low hydrogen contents, whereas at high hydrogen contents, both magnetic characteristics
decrease substantially. MCE was not studied in TbCo2-H system.

It is known [32] that high MCE values for RCo2 compounds with Laves phase structure
are obtained only at temperatures below 200 K. That is why new compositions with Tc less
than 200 K are of particular interest. The purpose of this work was, first of all, to study and
analyze the effect of hydrogen on the Curie temperature and MCE, and to compare the
magnetocaloric characteristics of TbCo2Hx hydrides with other substituted TbCo2-based
compositions to establish the main patterns of their changes depending on the composition.

2. Materials and Methods

We obtained TbCo2Hx compounds with x = 0, 0.5, 2.4 (the initial sample and samples
with low and high hydrogen content). Details of the synthesis and certification of TbCo2
compounds were described in our previous work [12]. The TbCo2 sample weighing
0.6 g was placed in a 6 cm3 reaction tube of fully automated stainless steel Sievert’s-type
volumetric apparatus. Before hydrogen absorption began, the sample was thermally
activated under a high vacuum of 10−4 Torr, at 250 ◦C for 1 h. After cooling the sample
to room temperature, the pure (99.999%) hydrogen gas was introduced into the reaction
tube under a pressure of about 10 bars and left for 12 h at room temperature. The hydrogen
contents were determined by monitoring pressure changes in a system with a known
volume before and after the reaction. Pressures were monitored using a Honeywell ST3000
strain gauge. The accuracy of determination of absorbed hydrogen concentration is ±0.02 H
atoms per formula unit (H/f.u.). The XRD patterns were recorded at scanning step of 0.02 (at
the 2-s exposition) on a Rigaku Ultima IV powder diffractometer with a CuKα radiation.
The qualitative and quantitative phase analysis was performed using a program PDXL by
Rigaku (Japan) integrated with the international database ICDD.
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Field-dependent magnetization measurements (field range 0–14 T) were carried out us-
ing a vibration sample magnetometer (VSM) [33]. Magnetization isotherms were obtained
in the temperature range 4.2–300 K. The temperature and type of magnetic phase transition
were determined by the Belov–Arrott method [34]. The analysis of the magnetocaloric
effect was carried out by calculating the change in entropy from magnetization isotherms
(indirect method [1]).

Direct measurements of the magnetocaloric effect were performed using a special
setup in fields up to 1.35 T in the temperature range 78–310 K. The measurements were
carried out by recording the temperature change of the sample during the adiabatic increase
in the magnetic field (ΔTad). Adiabaticity was achieved by good thermal insulation of the
sample, by placing a copper–constantan thermocouple inside the sample, and by quickly
turning on the magnetic field. The temperature changes of the sample were monitored with
accuracy better than ±0.01 K. The study of the MCE by the direct method was possible
only for samples with x = 0 and 0.5 obtained in the cast state. The sample with x = 2.4 was
obtained in the form of a powder (indirect method of MCE estimation was used for it).

3. Results and Discussion

X-ray diffraction analysis (see Figure 1) showed that in all the obtained TbCo2Hx
(x = 0, 0.5, 2.4) compounds, the content of the main phase, which has a cubic structure of
the MgCu2 type, is not less than 96%. The parameters of the TbCo2 initial sample are in
good agreement with the data in [30]. The increase of the relative unit cell volume ΔV/V
varies depending on the hydrogen content, from 0.5% for the TbCo2H0.5 compound to 15%
for the TbCo2H2.4.

Figure 1. X-ray diffraction patterns for TbCo2 (a) and its hydride TbCo2H2.4 (b).

Figure 2a shows the magnetization isotherms M(B) at T = 4.2 K for the TbCo2 and
TbCo2H2.4 hydride in comparison with the known data for the initial composition and
for the TbCo2H2 dihydride [30]. It can be seen that the data are in good agreement with
each other. The type of magnetic phase transition for TbCo2H2.4 was analyzed in detail
by Belov–Arrott plots (M2 versus B/M) and the Banerjee criterion [35], as illustrated in
Figure 2b. No negative slope or inflection was found as a characteristic of the first-order
magnetic transition, which suggests that the phase transition in the TbCo2H2.4 is of a
second-order type. It is known that the initial TbCo2 compound exists on the instability
boundary, and the type of its transition can be considered both as the first kind [36] or the
second kind [8,9,37]. Therefore, the insertion of interstitial and/or substitution atoms in
TbCo2 can easily shift the boundary and make the transition type either first or second.
This phenomenon is mainly associated with the instability of the magnetism of the cobalt
sublattice, which demonstrates a strong dependence on the crystal lattice parameter a in
RCo2 compounds [37].
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(a) (b) 

Figure 2. (a) Field dependence of the magnetization of the initial compound TbCo2 and its hydrides
TbCo2H2 and TbCo2H2.4; (b) the Curie temperature determination of the TbCo2H2.4 hydride by the
Belov–Arrott method.

The Curie temperature of the TbCo2H2.4 hydride was determined to be equal to
TC = 55 K. In terms of lattice expansion, the insertion of hydrogen is equivalent to the
application of a negative hydrostatic pressure. The change in the Curie temperature in the
hydride we considered as a result of a change in the unit cell volume.

The effect of pressure on the Curie temperature (dTc/dp = −9 K/GPa for TbCo2) [38]
and compressibility κ ≈ 10−2 GPa−1 [39]) determined from the literature data are shown in
Figure 3 by a dashed line. The rate of decrease in Tc with an increase in the volume of the
unit cell can be calculated by the formula

dlnTC/dp = −(κ/TC)dTC/dlnV, (1)

where κ = −(dV/V)/p. Hence dTC/dlnV = dTC/(dV/V) = 9 K per 1% change in unit cell
volume. To determine the Curie temperatures for the TbCo2-H system, we also used the
inflection point technique based on analysis of the behavior of the temperature dependences
of the magnetization in the magnetic field [30]. Figure 3 shows that the experimentally
determined decrease in Tc is less than that expected in consequence of an increase in the
unit cell volume when ΔV/V exceeds 20%. Herewith, when values of ΔV/V are close
to 13–15%; the experimental and calculated data practically coincide. This means that
the volume effect is the dominant mechanism in the latter case. However, with a further
increase in volume, other factors also come into play, the most important of which is a
change in the electronic structure of the compound due to the insertion of hydrogen atoms
into the crystal lattice of the TbCo2 compound [40–42].

The Curie temperature of TbCo2Hx increases at low hydrogen concentrations. It
should be noted that hydrogen can occupy two types of tetrahedral interstices in the
structure of the C15 Laves phase: positions AB3 (32e) and A2B2 (96g) [43]. According to
neutron diffraction data for ErFe2Hx, at low hydrogen concentrations, A2B2 interstices are
predominantly filled, while at high hydrogen concentrations, interstices of both types are
partially filled [44], which has an additional effect on the functional properties.
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Figure 3. Curie temperature dependence on the relative increase in unit cell volume ΔV/V for the
TbCo2—H system and the expected change in TC (dashed line), determined on the basis of literature
data on the effect of hydrostatic pressure on the Curie temperature [30,38,39].

The magnitude of the magnetocaloric effect in TbCo2H2.4 was calculated from the
experimentally obtained magnetization isotherms M(B) by an indirect method [1]. The
temperature dependences of the change in the magnetic part of the entropy in various
magnetic fields (from 1 to 14 T) are shown in Figure 4a.

  
(a) (b) 

Figure 4. Temperature dependences of the change in the magnetic part of the entropy at various
changes in the magnetic field of TbCo2H2.4 (a); field dependences of the maximum temperature
−ΔS(Tmax) and the temperature of the middle of the working zone (Tmid) (b).

It is clearly seen that the temperature at which the maximum MCE (Tmax) is observed
increases with an increase in the external magnetic field. Figure 4b shows the field depen-
dences of the Tmax and the temperature (Tmid) in the middle of the working zone. The
working zone is defined as the temperature range at which the values ΔS = 0.5.(ΔSmax)
(see inset to Figure 4b). It can be seen that the dependence Tmax (B) demonstrates a linear
increase in applied fields, while the dependence Tmid (B) approximates to saturation.

Figure 5a shows a comparison of the MCE values for the TbCo2H2.4 hydride and the
TbCo2 sample at various magnetic field changes from 0 to 1, to 2, to 3, to 4, and up to
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5 T (the most commonly used ranges of magnetic fields). The MCE values for the initial
composition are in good agreement with the literature data [26]. It is clear that the value of
the MCE of the hydrogenated sample decreases by a factor of 1.5, whereas the maximum
temperature decreases by 200 K.

  
(a) (b) 

Figure 5. Temperature dependences of the change in the magnetic part of the entropy at various
changes in the magnetic field (from 0 to 1–5 T) in the TbCo2H2.4 hydride and the initial composition
TbCo2 (a); Temperature dependences of the MCE at ΔB = 1.35 T measured by the direct method of
TbCo2H0.5 and the initial composition TbCo2 (b).

Figure 5b compares the MCE measured by the direct method for the initial TbCo2
compound and for low-hydrogen content TbCo2H0.5 hydride within the magnetic field
change ΔB = 1.35 T. It can be seen that the MCE of the hydrogenated sample is decreased by
a factor of 10, while the Curie temperature (at which the maximum of the magnetocaloric
effect is observed), on the contrary, is increased (by about 10 K). Such behavior of the
Curie temperature and the MCE in hydrides with high (TbCo2H2.4) and low (TbCo2H0.5)
hydrogen content may be related to the fact that hydrogen atoms occupy different positions
in the MgCu2-type cubic structure [30], but the type of the magnetic phase transition does
not change in these cases.

For a detailed analysis of the nature of the magnetic phase transition in TbCo2H2.4
hydride we studied the critical exponents near the Curie temperature TC. According to
the scaling hypothesis [45,46] for a second-order phase transition in the TC region, the
critical exponents β (associated to spontaneous magnetization), γ (associated to the initial
susceptibility), and δ (associated to the magnetization isotherm) are related by:

MS (T) = MS (−ε)β, ε < 0 (2)

χ0
−1 (T) = (h0/M0)εγ, ε > 0 (3)

where ε is the reduced temperature equal to (T – TC)/TC.
At Curie temperature, the exponent δ relates magnetization M and applied magnetic

field B by
M(B,TC) = A0(B) 1/δ, ε= 0 (4)

where A0 are the critical amplitudes (Kouvel–Fisher method [47]).
According to Equation (4), the value of δ can be obtained by a linear fit to the high

field plots ln(M) vs. ln(B) near TC, as shown in the insets in Figure 6a. The δ value obtained
for TbCo2H2.4 was compared by us with the data for the TbCo2, as well as for Tb(Co,Fe)2
compositions (see Table 1).
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(a) (b) 

Figure 6. Critical exponent analysis of TbCo2-H for: (a) Critical isotherm of M vs. B of TbCo2H2.4

close to the Curie temperature Tc = 55 K. Inset shows the same on log–log scale and the straight line is
the linear fit following Equation (4); the critical exponent δ is obtained from the slope of the linear fit.
(b) Critical isotherm of −ΔS vs. B of TbCo2 close to the Curie temperature Tc = 230 K and TbCo2H2.4

close to the temperatures T = 25 and 55 K. Inset shows the same on log–log scale and the straight line is
the linear fit following Equation (5); the critical exponent n is obtained from the slope of the linear fit.

Table 1. Critical exponents β, δ and n, Curie temperature TC and maximum change of magnetic en-
tropy |−ΔS| at 0–5 T, for the TbCo2, substituted compounds Tb(Co,Fe)2 and the hydride TbCo2H2.4.

Compounds β δ n Tc −ΔS (0–5 T) Reference

TbCo2 0.386 (5) 4.83 (4) 0.67 (1) 234 6 This work

TbCo2 - - 0.67 (1) 235 6 [25]

TbCo2 0.380 (4) 4.85 (3) 0.65 (1) 231 6.9 [26]

TbCo1.94Fe0.06 - - - 275 3.9 [25]

TbCo1.9Fe0.1 0.541 (1) 2.75 (4) 0.76 (2) 303 3.7 [25]

TbCo2H2.4 0.53 (3) 3.704 (2) 0.72 (1) 55 2.5 This work

It can be seen that both interstitial and substitutional atoms contribute to a decrease in
the critical exponent δ. Moreover, the effect of interstitial atoms (hydrogen) on this indicator
is less than the effect of substitution atoms.

According to the scaling hypothesis, the magnitude of the entropy change in the
Curie temperature range is related to the magnitude of the external magnetic field by the
following relation:

−ΔS (T = TC)~B n (5)

The exponent n is related to the critical exponents β and δ by the following relation [26]:

n = 1 + 1/δ(1 − 1/β) (6)

According to relation (6), we obtain n = 0.76, while a linear approximation of the
dependences lnΔS vs. lnB gives us the values n = 0.72 at T = 25 K and n = 1.25 at TC = 55 K
(Figure 5b). A similar analysis of the experimental results performed for several families of
magnetically soft bulk alloys in the amorphous state [18] shows that the field dependence
−ΔS(B) has the following features: at temperatures significantly below TC, n = 1, while at
temperatures significantly above TC, n = 2. At a temperature corresponding to the maxi-
mum |−ΔSmax|, the value of n is minimal and can approach 2/3. The high-temperature
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limit for n = 2 is a consequence of the Curie–Weiss law. Since the magnetization has a
linear dependence on the field in the high-temperature region, the change in the magnetic
part of the entropy also has a quadratic dependence on the field. The low temperature
limit can also be explained by simple arguments: at temperatures well below the Curie
temperature and in a moderate applied fields the magnetization does not show a strong
field dependence [48]. The consequence of this fact is n = 1.

Table 1 contains data on the MCE for the substituted Tb(Co,Fe)2 compositions. It
can be seen that with an increase in the Fe content, the MCE value decreases. Note
also that a decrease in the MCE in this system is accompanied by a significant increase
in the Curie temperature: from 235 (4) K (for TbCo2) to 303 K (for TbCo1.9Fe0.1). The
insertion of hydrogen atoms into the crystal lattice of the TbCo2 compound (as in the
case of the Tb(Co,Fe)2 system) leads to a significant decrease in the MCE, not only at low
(in the TbCo2H0.5), but also at high (in the TbCo2H2.4) hydrogen concentrations. In the
TbCo2–H systems, at low concentrations of hydrogen, one can observe a slight increase in
TC, however, in TbCo2H2.4 the Curie temperature decreases from 234 K (in TbCo2) to 55 K.

Neither interstitial (hydrogen) nor substitutional (iron) atoms change the type of
magnetic phase transition in the TbCo2 compound. This task, as well as the problem of
a significant increase in the MCE in TbCo2, can be solved due to substitutions in the rare
earth sublattice, namely, the replacement of Tb atoms with Dy, Ho, Er atoms [12,13,32].

4. Conclusions

TbCo2Hx (x = 0, 0.5, and 2.4) with cubic MgCu2-type structure have been successfully
synthesized. It has been established that hydrogenation leads to a significant (almost
200 K) decrease in TC at hydrogen concentration of 2.4 at ./f.u when the increase in relative
unit cell volume, ΔV/V, is close to 15%, which agrees well with calculations made using
compressibility and dTC/dp. This means that the volume effect is dominant in its influence
on the Curie temperature. As a consequence of the strong influence of the volume effect
on the magnetic properties, the MCE value in hydrides, both with low and high hydrogen
content (hydrogen fills different types of tetrahedral interstices in the structure of the C15
Laves phase: namely, positions AB3 (32e) and A2B2 (96g)), decreases through the increase
in the distances between magnetically active ions. The type of magnetic phase transition
from a magnetically ordered to a disordered state does not change upon hydrogenation.

An analysis of the field dependences of the MCE of the TbCo2H2.4 hydride showed
that interstitial atoms contribute to a decrease in the critical index δ and an increase in
the indices β and n, similarly to the partial replacement of cobalt atoms by iron atoms in
TbCo2 compound.
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Abstract: Despite chalcopyrite (CuFeS2) being one of the oldest known copper ores, it exhibits various
properties that are still the subject of debate. For example, the relative concentrations of the ionic states
of Fe and Cu in CuFeS2 can vary significantly between different studies. The presence of a plasmon-
like resonance in the visible absorption spectrum of CuFeS2 nanocrystals has driven a renewed
interest in this material over recent years. The successful synthesis of CuAl1−pFepS2 nanocrystals
that exhibit a similar optical resonance has recently been demonstrated in the literature. In this
study, we use density functional theory to investigate Fe substitution in CuAlS2 and find that the
formation energy of neutral [FeCu]

2+ + [CuAl]
2− defect complexes is comparable to [FeAl]

0 antisites
when p ≥ 0.5. Analysis of electron density and density of states reveals that charge transfer within
these defect complexes leads to the formation of local Cu2+/Fe2+ ionic states that have previously
been associated with the optical resonance in the visible absorption of CuFeS2. Finally, we comment
on the nature of the optical resonance in CuAl1−pFepS2 in light of our results and discuss the potential
for tuning the optical properties of similar systems.

Keywords: semiconductors; DFT; chalcopyrite; defects; electronic structure; charge transfer; nanocrystals

1. Introduction

Semiconductor nanocrystals, known as quantum dots (QDs), have received significant
attention in recent decades due to their potential relative to a multitude of applications
including bioimaging [1–3], light-emitting diodes [4,5], and photovoltaic devices [6,7].
The essential property of these materials is the quantum size effect, whereby the band
gap becomes strongly size-dependent when the radius of the nanocrystal is smaller than
the excitonic Bohr radius. Early QD materials of interest included binary heavy metal
chalcogenides such as CdS, CdSe, CdTe, PbS and PbSe. However, over the past decade,
the improvement of solvothermal synthesis techniques has made it possible to produce
high quality multinary chalcogenide nanocrystals which do not contain toxic elements [8].
By tuning the reactivity of the different precursors, a high degree of control over the
stoichiometry can be achieved, enabling the QD properties to be controlled by varying
the composition as well as by modifying the size. For example, CuInS2 QDs have been
developed as promising candidates for various applications. Their band gap can be tuned
between 1.5 eV (i.e., the band gap of bulk CuInS2) and approximately 2 eV, corresponding
to photoluminescence emission in the near infrared and yellow regions of the spectrum,
respectively [9]. The ability to emit within the so-called biological window makes CuInS2
QDs ideal fluorescent probes for bio-imaging [10–12], and their strong, broad absorption
within the solar spectrum makes them a viable photoactive component in photovoltaic
devices [13]. Although CuInS2 nanocrystals are less toxic than their heavy metal chalco-
genide counterparts, there are some considerable toxicity concerns regarding indium, and
furthermore, indium is a rare and expensive metal. Therefore, alternatives containing
relatively earth-abundant constituent elements such as Zn, Sn and Fe have been investi-
gated [14,15]. In this study we focus on the replacement of indium with two earth-abundant
and inexpensive elements, namely Al and Fe.
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CuAlS2 is similar to CuInS2 in that it is a [AI][BIII][CVI]2 compound that is stable in the
chalcopyrite crystal structure but has a much wider band gap (approximately 3.5 eV). Early
computational studies by Zunger et al. found that CuAlS2 is further from the ideal zinc-
blende structure than CuInS2, and that the interactions between the Cu 3d and S 3p states
are stronger in CuAlS2, leading to a narrower upper valence band (VB) [16]. Relatively
little work has been conducted on CuAlS2 nanocrystalline materials in comparison to
CuInS2. Bhattacharyya et al. demonstrated that the type II band offset between CuAlS2
and ZnS or CdS in CuAlS2/ZnS [17,18] and CuAlS2/CdS [19] core/shell nanocrystals
can be engineered to enable the effective band gap of the heterostructures to span the
visible spectrum.

Chalcopyrite, CuFeS2, is perhaps the most earth-abundant copper ore and, despite
having been known for thousands of years, remains to be fully understood, since transition
metals with partially filled d-orbitals tend to introduce complex properties when included
as a constituent in compounds such as chalcogenides. Neutron diffraction investigations of
CuFeS2 have, for example, indicated that the magnetic moment of the Fe ion is substantially
lower than that expected for a high spin Fe3+ ion [20,21], an observation that is consistent
with a model of CuFeS2 being a mixture of two distinct ionic states [Cu]+[Fe]3+[S]2−

2 and
[Cu]2+[Fe]2+[S]2−

2 [22]. Experimental results regarding the oxidation states of Cu and Fe
in CuFeS2 are inconclusive [23–27] and likely depend on the sample preparation. CuFeS2
is suspected by some to be a charge-transport-type insulator, with very small [28,29] or
even possibly negative [30] charge-transfer energy, due to the particularly strong pd hy-
bridisation between the Fe 3d and S 3p orbitals. Various authors have observed an optical
resonance at approximately 500 nm in the absorbance spectrum of CuFeS2 nanomaterials
and attributed it to the presence of an “intermediate band” (IB) between the VB and con-
duction band (CB) in CuFeS2 [31–37]. Several authors have demonstrated that this IB (also
referred to as an “upper valence band” or “additional conduction band”) leads to excellent
photothermal conversion efficiency [31,32] and the potential for improved photovoltaic
efficiency [38] or spintronic applications [39]. Gabka et al. demonstrated that the spectral
position of the resonance peak in CuFeS2 could be red-shifted by increasing the [Cu]/[Fe]
ratio (i.e., by decreasing Fe fraction) [40], and, more recently, Lee et al. demonstrated a
stoichiometry-dependent transition between the dielectric resonance associated with the
Fe 3d IB and a copper-vacancy-induced localised surface plasmon resonance (LSPR) in
Fe-poor CuFeS2[36]. Gaspari et al. used a linear optical model to demonstrate that when an
IB with fixed width is shifted towards the VB (i.e., reducing the VB–IB gap but increasing
the IB–CB gap) the resonant absorption associated with the so-called Fröhlich condition,
which for all-dielectric materials typically occurs in the deep UV, can be red-shifted into
the visible region of the spectrum [32]. Yao et al. investigated the influence of the Fe and
Cu oxidation states on the resonance feature and found that the incorporation of Fe2+ in
CuFeS2 reduces the VB–IB gap, leading to a more prominent resonance feature [37]. In their
work, they used the same model as Gaspari et al. but allowed the IB width to vary such
that the VB–IB gap could be varied independently of the IB–CB gap. It was found that
reducing the VB–IB gap in this manner blue-shifted the resonance feature in their simulated
absorption spectra. These results illustrate that both the VB–IB gap and the IB width have a
significant influence on the spectral position of the optical resonance.

Some work has been performed on transition-metal-doped CuAlS2 [29,41–43]. Two
absorption bands, located at 1.3 eV and 2.0 eV, were identified by Teranishi et al. in the
optical absorption spectrum of Fe:CuAlS2 (i.e., Fe-doped CuAlS2) [41] that increased in
intensity with increasing Fe content. Sato et al. investigated CuAl0.9Fe0.1S2 and noted
a small divalent component in the Cu 2p XPS peak in CuFeS2 (again, consistent with
the model of Pauling) but not in CuAl0.9Fe0.1S2, suggesting hybridisation between the
unoccupied Fe 3d orbitals with the valence Cu 3d orbitals mediated by the S 3p valence
orbitals [29]. Wang et al. doped CuAlSe2 with various transition metals and concluded that
Ti:CuAlSe2 is more promising for intermediate-band-based photovoltaics since it possesses
a partially filled IB as opposed to the completely unoccupied IB in Fe:CuAlSe2 [44].
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Recently, Yadav et al. demonstrated the ability to synthesise quaternary earth-abundant
CuAlxFe1−xS2 nanocrystals with a band gap that is tunable across the entire UV/vis/NIR
spectrum, whilst maintaining the chalcopyrite crystal structure [45]. As part of this
work, they performed a limited DFT investigation into the electronic structure of the
CuAlxFe1−xS2 system showing the projected density of states (PDOS) calculated for the
CuAl0.75Fe0.25S2 system, the composition of which was obtained by substituting two Al3+

ions with Fe3+ ions, i.e., by introducing two [FeAl]
0 antisite defects. However, it is plausible

that the site preference for Fe substitutions in CuAlS2 is on Cu sites rather than on Al
sites. First, since the effective ionic radius of Fe3+ in tetrahedral coordination is larger than
that of Al3+ and smaller than that of Cu+ (see Table 1), a [FeAl]

0 substitution is likely to
introduce more local distortion in the lattice than a [FeCu]

2+ substitution. Second, since
the Cu-S and Fe-S bonds are significantly more covalent than the Al-S bond, which is
mostly ionic in nature [46], a [FeAl]

0 substitution would result in a more covalent local
environment. Navrátil et al. proposed that intrinsic point defects such as [FeCu]

2+ antisites
play an integral role alongside the charge transport phenomenon in explaining the low
effective magnetic moment and weak ferromagnetism [47].

Table 1. Effective ionic radius of Cu+, Fe3+ and Al3+ in tetrahedral coordination [48] (the Fe3+ ion is
assumed to be in the high spin state).

Effective Ionic Radius, Å

Cu+ 0.60
Fe3+ 0.49
Al3+ 0.39

If it were indeed the case that [FeCu]
2+ antisites were more abundant than [FeAl]

0

antisites, the presence of interstitial Cui or [CuAl]
2− antisite defects would be necessary

to maintain the stoichiometric [Cu]/([Al]+[Fe]) ratio. Following the same reasoning re-
garding the site preference for Fe outlined above, the formation of [CuAl]

2− antisite defects
would likely introduce significant strain in the lattice. However, it may be that neutral
[FeCu]

2+ + [CuAl]
2− defect pairs have relatively low formation energies. It is well-known

that the formation energies of intrinsic point defects, specifically cation vacancies and cation
antisites, are comparatively low in ternary chalcogenides, such as CuInS2 and CuInSe2,
with the chalcopyrite crystal structure, due to the lattice strain generated by the different
cation–anion bond lengths. Furthermore, these charged defects can cluster to form neutral
defect complexes such as [InCu]

2+ + 2[VCu]
− or [InCu]

2+ + [CuIn]
2− [49–52]. Harvie et al.

used electron energy-loss spectroscopy mapping to image the elemental distribution of
copper and indium in single chalcopyrite CuInS2 QDs and found that copper-rich and
indium-rich domains can exist within individual nanocrystals [53]. Another consideration
then is that the additional configuration entropy associated with such antisite defect com-
plexes when compared to the same number of isolated [FeAl]

0 antisite defects may be a
significant stabilising factor, especially in CuAl1−pFepS2 nanocrystals such as those syn-
thesised at elevated temperature by Yadav et al. This possibility has not been explored in
detail here but may be investigated using the methods developed by Grau-Crespo et al. [54].
Overall, then, it is not obvious whether [FeAl]

0 antisite defects or [FeCu]
2+ + [CuAl]

2− defect
complexes would be the more prominent Fe substitution mode in CuAlS2.

We expand on the work undertaken by Yadav et al. by examining these two distinct
modes of Fe substitution in CuAlS2. We first show that the site preference for Fe substitu-
tion is indeed on Cu sites as opposed to Al sites and that a [FeCu]

2+ defect produces a local
relaxation that reduces the formation energy of nearby [CuAl]

2− defects. We then show
that the lowest unoccupied Fe 3d orbitals exist inside the band gap of CuAlS2 for both
substitution modes, but that the [FeCu]

2+ + [CuAl]
2− antisite complexes induce a charge

transfer from the highest occupied Cu 3d orbital to the lowest unoccupied Fe 3d orbital,
resulting in a [FeCu]

+ + [CuAl]
− defect complex and a significantly reduced band gap.

101



Crystals 2022, 12, 1823

Finally, we calculate the per-defect formation energies and the PDOS of the CuAl1−pFepS2
system for each Fe substitution mode, for several values of p between zero and one ob-
tained by introducing uniformly distributed defects. We find that the per-defect formation
energy for [FeAl]

0 antisites increases linearly with the Fe fraction across the whole range of
compositions studied (from CuAlS2 to CuFeS2), whereas the per-defect formation energy
of the [FeCu]

2+ + [CuAl]
2− defect complexes is reduced as the Fe fraction increases. We

comment on this result in the context of some of the experimental results presented in
the literature.

2. Methods

DFT calculations for this work were performed within the open-source CP2K frame-
work [55]. The majority of data displayed in this paper was obtained using a generalised
gradient approximation (GGA) specifically the PBE functional [56]. The Gaussian and Plane
Wave method was used with Gaussian basis sets [57] of triple-ζ quality, a plane wave cutoff
of 600 Ry for geometry relaxations (750 Ry for cell optimizations) and corresponding GTH
pseudopotentials [58,59] which include 11, 16, 3 and 6 valence electrons for Cu, Fe, Al and
S, respectively. Self Consistent Field (SCF) convergence criteria was used with the orbital
transform algorithm [60] with the convergence set to EPS_SCF = 1× 10−7, giving energetic
convergence of below a micro Hartree in total energy. All systems were fully relaxed with
respect to both internal atomic coordinates and cell parameters. The defective systems
were constructed from a 64-atom supercell, 2 × 2 × 1 of the default 16 atom chalcopyrite
structure, thus giving 16 cation A sites (Cu for CuAlS2), 16 cation B sites (Al for CuAlS2)
and 32 anion sites (S) allowing both flexibility in configurations and the possibility of
reasonable sampling. Brillouin zone sampling was restricted to the Γ point.

For convenience, all systems were assumed to be fully ferro-magnetic: Whilst CuFeS2
should be antiferromagnetic, and, doubtless, the heavily defective systems will have a
complex spin ordering, the effect on overall energetics and positioning of single particle
levels will be small and of limited importance for this study. We use the minority (beta)
spin state channel when reporting band gaps.

When calculating the relative energies of defective systems, the chemical potentials
of individual species were calculated using the now standard ab initio thermodynamics
approach and derived from total energy calculations of the unary, binary and ternary
compounds. In the few cases where charged defects were considered, Lany–Zunger [61]
charge corrections were applied.

We refer to Fe substitution via [FeAl]
0 antisites as “mode α” and to Fe substitution

via [FeCu]
2+ + [CuAl]

2− defect complexes as “mode β” (Figure 1). The configuration
containing a single Fe substitution via mode α is referred to as ‘α1’, and the configuration
containing a single Fe substitution via mode β is referred to as ‘β1’. In the case of two
Fe substitutions, for which we have studied several configurations, each configuration is
labelled, for example, ‘α2.1’, ‘α2.2’, ‘α2.3’, etc. (see Figure 1). When referring to a system with
more than two Fe substitutions, in general we will use the p notation (as in CuAl1−pFepS2)
or refer to specific configurations containing n defects per supercell as αn or βn. Since the
2× 2× 1 supercell contains 16 Al sites, the value of p for a configuration containing n defects
is p = n/16. We used the p = 0.125 (n = 2) and p = 0.25 (n = 4) configurations to generate
what we call the “inverted” p = 0.875 (n = 14) and p = 0.75 (n = 12) systems, respectively,
where the “inverted” configuration contains n defects located at the non-defective sites of
the (16 − n) configuration.
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Figure 1. Illustrations showing the configurations α2.1, α2.2, α2.3, β2.1, β2.2, β2.3 and β2.4.

In order to determine the most uniformly distributed “α” configurations for a partic-
ular value of p, we utilised the ASE package [62] to generate all possible locations of n
[FeAl]

0 defects. The average Fe-Fe distance in a given configuration was calculated using
a minimum image convention (e.g., Fei to Fej would use the shortest of the distances
between Fei and all periodic images of Fej). We find that the possible configurations split
into multiple groups containing configurations with very similar mean Fe-Fe separation.
From the group with the largest mean Fe-Fe separation, we selected the configuration
with the lowest standard deviation about the mean as the most uniformly distributed
configuration. To generate the β systems, the [FeAl]

0 were replaced with [CuAl]
2−, and the

nearest Cu site in the relaxed geometry was replaced by an Fe to form a [FeCu]
2+ defect.

Owing to the apparent importance of on-site electronic interactions and correlations for
understanding the properties of CuFeS2, DFT investigations based on LDA and GGA have
struggled to provide reliable predictions of electronic structures of it and related materials.
As a pragmatic approach, we have checked that the results are not qualitatively sensitive
to the inclusion of exact exchange. After completion of PBE calculations, additional SCF
calculations were performed using a generalised PBE0 type functional with 8, 16, or 24%
exact exchange on the optimized PBE geometry.

3. Results and Discussion

3.1. Single (p = 0.0625) Fe Substitution

We calculate the band gap of CuAlS2 to be approximately 1.65 eV (Figure 2), which is
significantly smaller than the experimental value of 3.49 eV [63], as is typical for PBE [64].
The VB of CuAlS2 consists of mostly Cu 3d and S 3p character, implying pd hybridisation,
consistent with the strong covalent character of the Cu-S bonds.

Figure 2. PDOS of CuAlS2 (copper = red, sulfur = yellow, aluminium = blue).
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For the case of a single Fe substitution, we compared the formation energy of a
[FeAl]

0 defect (configuration α1) with that of a single neutral [FeCu]
2+ + [CuAl]

2− defect
pair (configuration β1). Because of the symmetry of the CuAlS2 lattice, the site selection
has a negligible effect on the calculated defect formation energy of the α substitution mode.
In the case of the β substitution mode, the Cu site closest to the [CuAl]

2− defect was chosen
for the Fe substitution. We also calculated the formation energy of single isolated [FeCu]

2+

and [CuAl]
2− defects. The calculated values for all defect types are shown in Table 2.

Table 2. Calculated defect formation energies in CuAlS2.

Defect Formation Energy, eV

[FeAl]
0 2.789

[FeCu]
2+ 0.471

[CuAl]
2− 4.112

[FeCu]
2+ + [CuAl]

2− 3.559

We find that the formation energy of a [FeCu]
2+ antisite (0.471 eV) is significantly lower

than that of a neutral [FeAl]
0 antisite (2.789 eV), as expected. To reiterate, we primarily

attribute this to the difference in effective ionic radii and cation–anion bond lengths of
the relevant ions in tetrahedral coordination. We also find that the combined formation
energies of the isolated [FeCu]

2+ and [CuAl]
2− defects (4.583 eV) is almost 1 eV larger than

the formation energy of a neutral [FeCu]
2+ + [CuAl]

2− defect pair (3.599 eV). We suggest,
therefore, that when a relatively weak Cu-S (BDECu-S = 2.86 eV [65]) bond is replaced with
a relatively strong Fe-S bond (BDEFe-S = 3.34 eV [65]), the surrounding Cu-S and Al-S bonds
weaken in response and that it is this local weakening of the Al-S bonds that reduces the
formation energy of [CuAl]

2− antisites close to the [FeCu]
2+ defect. Indeed, when analysing

the distribution of Al-S bond lengths in the system containing a single [FeCu]
2+ antisite,

we find that for Al sites far away from (i.e., more than 4 Å) the Fe substitution, the Al-S
bond lengths at each site are uniform (between 2.26 Å and 2.27 Å with a standard deviation
of less than 0.005 Å). However, close to (i.e., within 4 Å of) the Fe substitution, the four
Al-S bond lengths at each Al site vary to a much greater degree. The mean values remain
consistent between 2.26 Å and 2.27 Å, but the Al-S bond involving the sulfur that is also
bonded to the substituted Fe weakens significantly (this Al-S bond length increases to more
than 2.29 Å), and the other three strengthen slightly (see Figures A1–A3).

When a single Fe substitution is made, the atomic PDOS indicates that the fully occu-
pied Fe 3d orbitals are quite broad and exist throughout the VB suggesting hybridisation
with the S 3p orbitals (Figure 3), consistent with the strong covalency of the Fe-S bond
in chalcopyrite [26,29]. The unoccupied Fe 3d orbitals exist inside the band gap of the
CuAlS2 host and display some S character, suggesting weak pd hybridisation. In the case of
configuration α1, the five unoccupied 3d orbitals resemble the canonical localised d-electron
states Fe 3dz2 , Fe 3dx2−y2 , Fe 3dxy, Fe 3dxz and Fe 3dyz (see Figure A4) and appear in two
clearly separated regions within the band gap (Figure 3a), corresponding to the minority
spin e and t2 orbitals separated by a crystal field splitting of approximately 0.5 eV, which is
smaller than that observed in Fe:ZnS [66], for example. We observe some internal structure
in each of these 3d bands, which implies that the degeneracy of the two e orbitals (dz2

and dx2−y2 ) and three t2 orbitals (dxy, dxz and dyz) has been lifted, presumably because the
tetrahedral coordination is not ideal due to the varying cation–anion bond lengths.

In the case of configuration β1, the asymmetric crystal field is even more evident,
with the five 3d orbitals appearing to be well-separated (Figure 3b)). This asymmetry is
reflected in the Fe-S bond lengths: the four Fe-S bond lengths in the α1 configuration are all
approximately 2.297 Å (with a standard deviation of <0.001 Å), whereas the four Fe-S bond
lengths in the β1 configuration are 2.380 Å, 2.367 Å, 2.354 Å and 2.268 Å (corresponding to
a standard deviation of 0.050 Å). By comparing the density of states of configuration β1
(Figure 3b)) with that of configuration α1, we observe that the Fe 3dx2−y2 orbital, which is the
lowest unoccupied state in configuration α1, is the highest occupied state in configuration
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β1, and the Cu 3dxy orbital, which is occupied in configuration α1, is shifted up in energy
to about 100 meV above the VB edge. This is observed in the system containing only
the isolated [FeCu]

2+ antisite (see Figure A5), but the occupied Fe 3d and unoccupied Cu
3d are essentially degenerate (25 meV separation). We therefore attribute it to a charge
transfer from Cu 3dxy to Fe 3dx2−y2 , that is significantly enhanced by the presence of the

[CuAl]
2− antisite and which results in a local [Cu]2+[Fe]2+[S]2−

2 ionic state. If we include
the oxidation state explicitly in our defect notation, this corresponds to

[FeIII
CuI ]

2+ + [CuI
AlIII

]2− −→ [FeII
CuI ]

+ + [CuII
AlIII

]−. (1)

Various studies have highlighted the importance of the Fe2+ content on the properties
of CuFeS2 [37,47]. For example, Yao et al. have shown that the intensity of the plasmon-like
feature in CuFeS2 grows with increasing Fe2+ content [37]. It was suggested by the authors
that the Fe2+ state corresponds to an additional electron in the lowest unoccupied Fe 3d
orbital, which effectively narrows the VB–IB gap, as we also suggest here. We therefore
expect that this possible route to forming Fe2+ in Fe-substituted CuAlS2 may be relevant
to understanding the nature of the optical resonance observed by Yadav et al. in the
absorption spectrum of CuAl1−pFepS2 [45].

Figure 3. PDOS for configurations (a) α1 and (b) β1 (copper = red, sulfur = yellow, aluminium = blue
and iron = green).

3.2. Double (p = 0.125) Fe Substitution

In the case of two Fe substitutions, we have investigated the effect of the precise
configuration on the defect formation energies and PDOS. We find that the per-defect
formation energy for the three configurations containing two [FeAl]

0 defects, labelled α2.1,
α2.2 and α2.3 in Figure 1, is similar in all three cases (2.811 eV, 2.813 eV and 2.820 eV,
respectively) and only slightly higher than the single defect case (2.789 eV). However,
we do see some small variation in the PDOS (Figure 4), specifically that the variations in
the local distortion already are sufficient for defect levels to span the range of energies
associated with an IB such as that observed in CuFeS2.
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Figure 4. PDOS for configurations (a) α2.1, (b) α2.2 and (c) α2.3 (copper = red, sulfur = yellow, alu-
minium = blue and iron = green).

In the case of [FeCu]
2+ + [CuAl]

2− defect complexes we examined four configurations
(β2.1, β2.2, β2.3 and β2.4 shown in Figure 1). We find that the per-defect formation energies
in the β2 configurations are more variable than for the α2 configurations: for configurations
β2.1, β2.2, β2.3 and β2.4, we calculated it to be 3.455 eV, 3.789 eV, 3.732 eV and 3.541 eV,
respectively. We note that the two configurations with lower formation energies (β2.1 and
β2.4) are those in which the [FeCu]

2+ defects exist ‘in between’ the [CuAl]
2−, which will

become increasingly likely as the Fe fraction is increased via this Fe substitution mode. The
PDOS for configurations β2.1, β2.2, β2.3 and β2.4 are shown in Figure 5. It is evident that
the presence of the charge transfer is insensitive to small variations in the configuration.

3.3. Multiple (p > 0.125) Fe Substitutions

The calculated per-defect formation energies for both substitution modes across the
entire composition space between CuAlS2 and CuFeS2 are shown in Figure 6. The per-defect
formation energy of the [FeAl]

0 antisite increases linearly with the Fe fraction. In contrast,
the formation energy per defect of the [FeCu]

2+ + [CuAl]
2− complex decreases relatively

quickly as p increases from 0 to 0.5, such that the two modes have almost indistinguishable
defect formation energies for the ideal mixed system CuAl0.5Fe0.5S2.
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Figure 5. PDOS for configurations (a) β2.1, (b) β2.2, (c) β2.3 and (d) β2.4 (copper = red, sulfur = yellow,
aluminium = blue and iron = green).

In general, to generate the βn configurations from the αn configurations, we replaced
the n [FeAl]

0 defects with [CuAl]
2− defects and chose to substitute the closest Cu to each

[CuAl]
2− site for Fe to form n [FeCu]

2+ + [CuAl]
2− defect pairs. We have investigated

how this choice affects the formation energies at either very low (p < 0.2) or very high
(p > 0.8) Fe content, where the configuration space is reasonably accessible. The four
different values of the per-defect formation energy at p = 0.125 for the β configurations
(red curve in Figure 6) correspond to the β2.1, β2.2, β2.3 and β2.4 systems (see Figure 1). It
is clear that slight variations in the β2 configurations can lead to significantly different
defect formation energies. The reason for this fluctuation is likely the additional degree
of freedom associated with the [FeCu]

2+ + [CuAl]
2− defect pair relative to the isolated

[FeAl]
0 defect. The order of the β2 configurations in terms of defect formation energy is as

follows: β2.2 > β2.3 > β2.4 > β2.1. It appears, therefore, that when the two [FeCu]
2+ defects

are located in between the two [CuAl]
2− defects (see Figure 1), the formation energy of

the cluster as a whole is decreased. This is consistent with our reasoning in Section 3.1
regarding the lower formation energy of the [FeCu]

2+ + [CuAl]
2− defect pairs relative to

107



Crystals 2022, 12, 1823

the sum of the formation energies of the isolated [FeCu]
2+ and [CuAl]

2− defects and is also
consistent with the observation of compositional domains in similar systems [53]. What
is not clearly visible in Figure 6 is that we have also performed similar calculations for
the three α2 configurations α2.1, α2.2 and α2.3 (blue curve at p = 0.125), but the variation
in per-defect formation energies is almost imperceptible. As the Fe fraction increases, we
would expect this additional configurational freedom in the βn>1 systems and, therefore,
the variation in the calculated defect formation energies, to also decrease. Indeed, we
also calculated the variation in the per-defect formation energy of the four β14 systems
(at p = 0.875) generated by ‘inverting’ the β2 systems and found that the fluctuation is
significantly smaller than at p = 0.125. However, the full exploration of this hypothesis is
beyond the scope of this study.

Figure 6. Defect formation energies (per-defect) for [FeAl]
0 antisites (blue circles) and [FeCu]

2+ + [CuAl]
2−

defect complexes (red crosses). The multiple values at p = 0.125 and p = 0.875 correspond to the α2.1, α2.2,
α2.3, β2.1, β2.2, β2.3 and β2.4 configurations and their inverted systems, respectively.

To explain the observed trends in the per-defect formation energies of the two Fe
substitution modes, we examine the composition-induced structural changes in both
systems. [AI][BIII][CVI]2 compounds in the chalcopyrite crystal structure are derived from
the zinc-blende structure by replacing the group II element of a binary chalcogenide
compound with group I and group III elements in an ordered manner such that the
average number of valence electrons per atom is four (i.e., according to the extension
of the Grimm–Sommerfeld rules to ternary compounds by Goryunova [67]). In such
ternary systems, where the cationic sub-lattice contains two different cation species, the two
cation–anion bond lengths can differ (dA−C 	= dB−C), potentially causing significant strain
in the crystal lattice. The tetragonal distortion parameter η = c/2a, where c is the lattice
parameter in the z direction and a is the lattice parameter in the x direction, characterises
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the compression (η < 1) or tension (η > 1) along the z direction. Figure 7a) shows the
tetragonal distortion parameter η for the range of quaternary compositions between CuAlS2
and CuFeS2. It can be seen that η approaches a value of approximately 0.997 when p ≥ 0.75,
which is significantly closer to the ideal chalcopyrite structure (η = 1) than the value of
0.983 observed when p = 0. This indicates an expansion of the primitive cell along the z
direction, which is consistent with the observed increase in primitive cell volume of about
1% (Figure 7b)).

Figure 7. (a) Tetragonal distortion parameter η for both modes of Fe-substitution over the range
0 < p < 1; and (b) Unit cell volume for both modes of Fe-substitution over the range 0 < p < 1 (blue
circles are α configurations and red crosses are β configurations. The multiple values at p = 0.125 and
p = 0.875 correspond to the α2.1, α2.2, α2.3, β2.1, β2.2, β2.3 and β2.4 configurations and their inverted
systems, respectively.

In CuAl1−pFepS2, the variation in the cation–anion bond lengths increases substantially
as p increases. As can be seen in Figure A6, the variation about the mean Fe-S, Al-S and
Cu-S bond lengths is greater for systems containing the defect complexes than it is for
systems containing the isolated antisite defects, reflecting the additional degree of freedom
associated with the precise [FeCu]

2+ + [CuAl]
2− arrangement. As we mentioned in the

introduction, the large configuration entropy in materials with multiple components in
a disordered configuration can be a significant stabilising factor [54,68]. We therefore
anticipate that the [FeCu]

2+ + [CuAl]
2− complexes become even more competitive with

increasing Fe fraction than is suggested by the data presented in Figure 7.
When the Fe substitutions occur in the form of a [FeAl]

0 antisite defect, dp
Fe-S in-

creases gradually with the Fe fraction, only broadening slightly for intermediate values
of p (Figure A6c)). When analysing the distributions of Cu-S and Al-S bond lengths in
the α configurations, we see that as soon as a single [FeAl]

0 defect is introduced into the
supercell (p = 0.0625), the dp

Cu-S values appear to split into two clusters. We observe a
similar splitting, albeit less prominent, in the dp

Al-S values for 0 < p < 1 (Figure A6b)),
which may be rationalised as follows. The secondary cluster of shorter bond lengths is
likely to be made up of those Al-S bonds close to the [FeAl]

0 antisite, which are strength-
ened due to the replacement of the Al-S bond, which has a bond dissociation energy
BDEAl-S = 3.88 eV [65], with a slightly weaker bond (BDEFe-S = 3.34 eV [65]). This local
strengthening of the Al-S bonds close to the existing [FeAl]

0 antisites hinders the formation
of additional [FeAl]

0 antisites.
In the case of Fe substitutions via the introduction of [FeCu]

2+ + [CuAl]
2− defect

complexes, we again see that as soon as a single defect is introduced, the dp
Cu-S values

appear to split into two distinct clusters (Figure A6d)). Since the bond dissociation energy
of Cu-S is significantly lower than that of Fe-S, the [FeCu]

2+ defects substitute a relatively
weak bond with a relatively strong bond, and the surrounding Cu-S and Al-S bonds weaken.
It is likely that this local weakening of the Al-S bonds reduces the formation energy of
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[CuAl]
2− antisites close to existing [FeCu]

2+ defects. This is consistent with our earlier
observation (Section 3.1) that the combined formation energies of the isolated [FeCu]

2+ and
[CuAl]

2− defects is larger than that of the neutral [FeCu]
2+ + [CuAl]

2− defect complex. It
is also possible that the local weakening of Cu-S bonds reduces the formation energy for
additional [FeCu]

2+ antistites. This would be consistent with the observation (Figure 6) that
the per-defect formation energy of a [FeCu]

2+ + [CuAl]
2− defect complex initially decreases

with increasing defect density.
Figure 8a,b show the PDOS of CuAl0.75Fe0.25S2 obtained via uniformly distributed

[FeAl]
0 antisite defects (configuration α4) and [FeCu]

2+ + [CuAl]
2− defect complexes (con-

figuration β4), respectively. We still see quite a large difference between the α and β
configurations. In the β4 configuration, the highest occupied minority spin states have
significantly more Fe 3d character than in the α4 configuration, and the lowest unoccupied
minority spin states have significantly more Cu 3d character.

Figure 8. PDOS for (a) α4 and (b) β4 systems (i.e., p = 0.25) (copper = red, sulfur = yellow,
aluminium = blue and iron = green).

Figure 9a,b show the PDOS of CuAl0.25Fe0.75S2 obtained via uniformly distributed
[FeAl]

0 antisite defects (configuration α12) and [FeCu]
2+ + [CuAl]

2− defect complexes (con-
figuration β12), respectively. It is clear that once the Fe content is this high, both systems
begin to resemble CuFeS2. However, there is still a major difference between the α12 and
β12 configurations, in that the latter has a significantly narrower VB–IB gap.

Figure 10 shows the calculated band gap of CuAl1−pFepS2 obtained via uniformly
distributed [FeAl]

0 antisite defects and [FeCu]
2+ + [CuAl]

2− defect complexes. In their 2021
article, Yadav et al. calculated a band gap of 1.78 eV for the CuAlS2 system, a band gap of
0.21 eV for the CuFeS2 system and a band gap of 0.38 eV for the CuAl0.75Fe0.25S2 system. It
can be seen from Figure 10 that our calculations are in approximate agreement. We see that
a single Fe substitution in the form of a [FeCu]

2+ + [CuAl]
2− defect pair reduces the band

gap from 1.6 eV to approximately 0.1 eV, whereas for a single [FeAl]
0 defect the band gap

is reduced to 0.6 eV. By the time p = 0.5, the band gap of both the α andβ configurations
is approximately 0.2 eV. When p > 0.5, we see that the band gap of the α configuration
increases again to about 0.4 eV for p = 0.75 before dropping to about 0.2 eV for p = 1.0,
whereas the band gap of the β configuration remains at about 0.2 eV.
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Figure 9. PDOS (a) α12 and (b) β12 systems (i.e., p = 0.75) (copper = red, sulfur = yellow,
aluminium = blue and iron = green).

Figure 10. Band gap of the CuAl1−pFepS2 obtained via uniformly distributed [FeAl]
0 antisite defects

(blue circles) and [FeCu]
2+ + [FeCu]

2+ defect complexes (red crosses). The multiple values at p = 0.125
and p = 0.875 correspond to the α2.1, α2.2, α2.3, β2.1, β2.2, β2.3 and β2.4 configurations and their
inverted systems, respectively.

As was mentioned previously, Yao et al. observed a plasmon-like resonance at 500 nm
in the absorbance spectrum of CuFeS2 and attributed it to the presence of Fe2+ [37]. We
notice that in the data presented by Yadav et al. a similar resonance, also centred at 500 nm,
appears in the absorbance spectrum of CuAlxFe1−xS2 nanocrystals only when x < 0.5 (in
our notation this corresponds to p > 0.5 in CuAl1−pFepS2) rather than increasing gradually
in amplitude as soon as Fe is introduced [45]. We therefore speculate that for systems
with p > 0.5 in which the [FeCu]

2+ + [CuAl]
2− complex becomes relatively abundant,
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the charge transfer that we observe for the β configurations may be responsible for the
experimentally observed plasmon-like absorption feature. This also is consistent with
the fact that Sato et al. identified a small divalent component in the Cu 2p XPS peak in
CuFeS2 but not in CuAl0.9Fe0.1S2 [29]. We therefore expect that a comprehensive XPS study
of CuAl1−pFepS2 nanocrystals will enable the determination of the precise Fe fraction at
which the Cu2+ component emerges. We also expect that a detailed XRD study, similar to
the one performed by Yao et al., who demonstrated the site preference for Mn on the Cu
site in CuInSe2 by performing Rietveld refinements of X-ray diffraction data [69], will shed
light on the prevalence of the [FeCu]

2+ + [CuAl]
2− defect complexes we propose here.

4. Conclusions

In summary, we have used density functional theory to investigate Fe substitution in
CuAlS2 via two modes, namely [FeAl]

0 antisites and [FeCu]
2+ + [CuAl]

2− defect complexes.
We find that the formation energy of [FeCu]

2+ antisites is significantly lower than that of
[FeAl]

0 antisites. Furthermore, we find that the presence of [FeCu]
2+ promotes the formation

of nearby [CuAl]
2− antisites and that neutral [FeCu]

2+ + [CuAl]
2− defect complexes are

formed competitively when p ≥ 0.5. Analysis of electron density and density of states
reveals that charge transfer within these defect complexes leads to the formation of local
Cu2+/Fe2+ ionic states, whereas the dominant ionic state in the [FeAl]

0 substituted systems
is Cu+/Fe3+. We speculate that charge transfer processes such as the one discussed in this
article can lead to the formation of broad IBs with narrow VB–IB gaps in similar transition
metal-containing quaternary and penternary chalcogenides. A clearer understanding of
these processes and how they can be utilised to tune the electronic structure of materials in
order to generate desirable optoelectronic properties may pave the way for their application
in photovoltaics and spintronics.
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Appendix A

Figure A1. Al-S bond lengths for Al close to [FeCu]
2+ antisite defect (only half of the nearest neighbour

Al sites are shown for purposes of clarity).

Figure A2. Al-Fe separation and Al-S bond lengths for all Al sites in CuAlS2 containing an isolated
[FeCu]

2+ antisite defect (blue cells indicate a larger value relative to the mean and red cells indicate a
smaller value relative to the mean).
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Figure A3. Al-S bond lengths plotted against Al-Fe separation for CuAlS2 containing an isolated
[FeCu]

2+ antisite defect.

Figure A4. 3d orbitals in configuration α1 (top row) and configuration β1 (bottom row). Yellow
circles = sulfur, red circles = copper, blue circles = aluminium and green circles = iron.

Figure A5. PDOS of CuAlS2 containing an isolated [FeCu]
2+ antisite defect (copper = red, sulfur = yel-

low, aluminium = blue and iron = green).
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Figure A6. (a) Cu-S bond lengths in [FeAl]
0 substituted CuAl1−pFepS2; (b) Al-S bond lengths

in [FeAl]
0substituted CuAl1−pFepS2; (c) Fe-S bond lengths in [FeAl]

0 substituted CuAl1−pFepS2;
(d) Cu-S bond lengths in [FeCu]

2+ + [CuAl]
2− substituted CuAl1−pFepS2; (e) Al-S bond lengths in

[FeCu]
2+ + [CuAl]

2− substituted CuAl1−pFepS2; (f) Fe-S bond lengths in [FeCu]
2+ + [CuAl]

2− substi-
tuted CuAl1−pFepS2.

Figure A7. Band gaps for the α (blue circles) and β (red crosses) configurations in (a) major; and
(b) minor spin channels.
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Abstract: In this work, dewetting process has been investigated in shape-memory Heuslers. To this
aim, series of high-temperature annealing (1100–1150 K) have been performed at high vacuum (time
is varied in the range of 55–165 min) in Ni-Mn-Ga epitaxial thin films grown on MgO(001). The
process kinetics have been followed by studying the evolution of morphology and composition. In
particular, we report the initiation of the dewetting process by the formation of symmetric holes in the
films. The holes propagate and integrate, leaving micrometric and submicron islands of the material,
increasing the average roughness of the films by a factor of up to around 30. The dewetting process is
accompanied by severe Ga and Mn sublimation, and Ni-Ga segregation, which significantly modify
the magnetic properties of the films measured at each stage. The annealed samples show a relatively
weak magnetic signal at room temperature with respect to the pristine sample.

Keywords: magnetic shape memory alloys; multifunctional Heusler compounds; solid-state dewetting;
annealing; morphology; stoichiometry; magnetic properties

1. Introduction

Small-scale magnetic-shape-memory (MSM) Heuslers are promising for a vast variety
of applications in automotive, aerospace, biology and robotics, serving as smart moving
components, sensors, and energy harvesters [1–3], as well as being the active materials
in multicaloric cooling systems [4,5]. The material down-scaling is specifically important,
as it can improve the integration capability into small-scale devices [2,5,6]. It can also
enhance the mechanical properties and enable manufacturing complex shapes, giving
rise to the idea of “crushing down the material and building back better”. For instance,
there have recently been a few pioneering works reporting the use of MSM Heusler pow-
der/polymer composites with excellent shaping capability [7] and improved mechanical
properties [8]. In addition, additive manufacturing has been recently employed to fabricate
Ni-Mn-Ga complex shapes starting from powder samples [9–11]. Finally, by down- scal-
ing, one can reach the properties of the material that do not necessarily appear when the
material is in the bulk format [12–15]. Different pioneering works have been dedicated in
down-scaling MSM Heuslers using several bottom-up and top-down approaches [16–18].
Specifically, starting from thin films of MSM Heuslers, the down-scaling approaches have
been limited to nanosphere-lithography [15], photolithography [13,19,20], electron-beam
lithography [6,21–26] and focused ion-beam milling techniques [27,28].

Searching for cost-effective down-scaling techniques starting from the continuous thin
films, the solid-state dewetting process is known as an appropriate alternative. This process
is a thermally activated top-down method based on the agglomeration of the material on
the substrate, forming arrays of islands below the melting point of the material [29–31].
The driving force leading to such an effect is the free-energy minimization on the interfaces
between the film and the substrate at high-temperatures. The process initiates with the
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formation of holes, proceeds with the propagation and integration of the holes, and ends
with the 3D islands of the material on the substrate [29,30]. Various parameters influence
the size and density of the islands, among which are the initial thickness of the film,
the temperature and time of heat treatment, the crystallography of the film, substrate,
defects, the morphology of the film, etc. [30,32,33]. Dewetting processes have been so
far reported for successfully down-scaling a number of single-element and binary alloys
and compounds [33–40]. The first approach exploiting dewetting during deposition to
induce arrays of holes in Ni-Mn-Ga-Co epitaxial films has been recently reported by
Lünser et al. [41]. They took advantage of the initial stage of the dewetting process by
growing thin films of various thicknesses (80–800 nm) at elevated temperatures (673–873 K).
By adjusting the thickness and the growth temperature, they succeeded in controlling
the size and distribution of the holes. Nevertheless, they have reported a significant
composition variation of the material throughout the process, which inevitably influences
the martensitic transformation and the magnetic properties of the films.

In this study, a different approach has been followed: performing post-deposition
annealing at high-temperatures (1100–1150 K) in epitaxial Ni-Mn-Ga thin films grown on
MgO(001) with thickness of 75 nm. The aim of the work is to complete the dewetting process
by the formation of Ni-Mn-Ga islands. Morphology, composition, phase transformation
and magnetic properties of the material have been investigated at each stage of the process.

2. Materials and Methods

Experimental

An epitaxial Ni-Mn-Ga film was deposited on MgO(001) substrate at elevated temper-
ature. The epitaxial crystal relation is Ni-Mn-Ga(001)[100]/MgO(001)[110]. The growth
condition and the composition of the film are summarized in Table 1.

Table 1. Pristine sample: thickness, deposition rate, deposition temperature, composition and Curie
temperature.

Thickness
(nm)

Dep. Rate
(nm·s−1)

Temperature
(K)

Composition
(at. % ± 1)

TC
(K)

75 0.06 573 Ni50.0Mn18.6Ga31.4 ~344

The film was cut into several pieces of approximately “3 mm × 3 mm” for the annealing
process. One piece was kept as a reference sample. To promote the dewetting process,
the annealing treatment was performed in a furnace (Carbolite) by placing the sample in
a quartz tube under a vacuum atmosphere (2 × 10−4 Pa) to avoid the oxidation of the
film surface. The selected annealing temperatures (1100 to 1150 K) were reached using
a heating rate of ~51 K/min. The samples were then kept at a fixed temperature for the
entire annealing time (55 to 165 min). Six annealing conditions were performed as shown
in Table 2.

Table 2. Sample annealing conditions and the measured composition of the samples after the heat
treatment.

Sample Annealing Temp. (K)
Annealing Time

(min)
Composition

(at. % ± 1)

1100_55 1100 55 Ni55.6Mn21.0Ga23.4
1100_110 1100 110 Ni62.8Mn13.3Ga23.9
1100_165 1100 165 Ni71.8Mn15.1Ga13.1
1150_55 1150 55 Ni60.0Mn20.4Ga19.6

1150_110 1150 110 Ni62.0Mn22.3Ga15.7
1150_165 1150 165 Ni62.4Mn14.3Ga23.3

Atomic and magnetic force microscopy (AFM/MFM) images were obtained using a
Dimension 3100 scanning probe microscope equipped with a Nanoscope Veeco controller
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using MESP-V2 magnetic tips in the interleave mode at room temperature. Backscattered
electron (BSE) images, as well and material composition, were obtained by a scanning
electron microscope (SEM) equipped with energy dispersive X-ray spectroscopy (EDS)
and BSE detectors (SEM, FEI Inspect—F). Room-temperature magnetic hysteresis loops
were measured using an alternating gradient force magnetometer (AGFM) by applying the
magnetic field parallel to the film plane along MgO[100]. The magnetic signal of the sample
holder was subtracted. The thermomagnetic curves were obtained using a superconducting
quantum interference device (SQUID) magnetometer in the presence of a constant in-plane
magnetic field along MgO[100] and the temperature ramp of dT/dt = 0.5 K/min.

3. Results and Discussion

Figure 1 summarizes the morphology and the magnetic characteristics of the pristine
sample. The AFM images in Figure 1a demonstrate the presence of X-type twins that are
characterized by different orientations of the twinning planes (i.e., at 45◦ degrees to the
MgO(001) substrate) [42–47]. The corresponding out-of-plane contribution of the mag-
netic domains can be visualized in the MFM images as the dark and the bright contrasts
(Figure 1b) [42–49]. When cooling from 400 K, the thermomagnetic curves of the pristine
sample (Figure 1c) show an abrupt rise in the susceptibility at around 344 K, which is as-
cribed to crossing the austenitic Curie temperature of the sample [50], where it transforms
from the paramagnetic austenitic phase to ferromagnetic austenitic phase. The suscep-
tibility slightly drops afterwards by further cooling, due to martensitic transformation,
where the sample transforms from the ferromagnetic austenitic phase to ferromagnetic
martensitic phase. The drop of the signal is due to the lower magnetic susceptibility of
the martensitic phase compared to the austenitic phase in the applied low magnetic field
(μ0H = 2 mT) [51]. Upon heating, the reverse transformations takes place, leaving the
temperature hysteresis of the structural phase transformation. The pristine sample shows a
broad martensitic transition that spans more than 100 K. It can be recognized by looking
at the temperature hysteresis (the gap between the cooling and the heating curves). The
cooling curve constitutes the upper branch of the gap because of the presence of resid-
ual high-susceptibility ferromagnetic austenitic phase in the transition state. Though at
room temperature, the transformation is not complete according to the thermomagnetic
curves, the magnetic hysteresis loops measured for the pristine sample at room temper-
ature (Figure 1d) show the ferromagnetic characteristics of the material. The saturation
magnetization, coercivity and remanent magnetization are MS = 48.4 Am2/kg, HC = 10 mT
and Mr = 6.2 Am2/kg, respectively.

The morphology of the samples was evaluated by AFM after the annealing process
(Figure 2). The images show the rough inhomogeneous surface of the samples. The
roughness of the annealed samples shows an increase by a factor of up to around 30 with
respect to the pristine sample.

The morphology of the annealed samples was evaluated in the larger scale by BSE
imaging (Figure 3). This type of imaging directly provides information about the morphol-
ogy of the samples; moreover, the contrast change can be attributed to the composition
variation or/and the variation of the height with respect to the detector. By increasing the
annealing time at 1100 K (Figure 3a–c), the holes propagate so that the sample annealed
for 165 min shows the largest holes, largest total hole area, and the lowest number of holes
(Table 3). However, the samples annealed at 1150 K show a considerable propagation
of holes when increasing the annealing time to 110 min, where the holes are integrated
constituting ~75% of the scan area (Figure 3g, Table 3). Therefore, the islands are completely
isolated, showing the average size of ~0.49 μm2. In addition, the propagation of the islands
and holes seems to follow a symmetric path. Specifically, this is more pronounced for sam-
ples 1100_110, 1100_165, and 1150_165. Large–scale BSE images of the samples 1100_110,
1100_165 are provided as examples. We calculated the approximate angles between the
symmetric paths that look like lines in large scales (Figure 3d,e). The direction of the lines
can be categorized into a pair of orthogonal lines having relative in-plane misalignment of
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around 22◦ with respect to each other. Correspondingly, the lines are around 11◦ misaligned
in the plane of the film with respect to the MgO[100] and MgO[010] directions (Figure 3d
inset).

 

Figure 1. Pristine sample: (a) AFM at room temperature, (b) MFM at room temperature. (c) Thermo-
magnetic curves for the temperature range of 200–400 K applying low magnetic field (μ0H = 2 mT) in
the plane of the film along MgO[100]. MgO[100] and MgO[010] directions are along the edges of the
AFM/MFM images. (d) Magnetic hysteresis loops at room temperature applying external filed along
MgO[100] in the plane of the film. The inset shows the full graph.

 

Figure 2. Annealed samples: AFM images of (a) 1100_55, (b) 1100_110, (c) 1100_165, (d) 1150_55,
(e) 1150_110, (f) 1150_165. (g) Graph showing the roughness of the annealed samples with respect to
the pristine sample. The height irregularities compared to the data variance is also provided as the
data bars. MgO[100] and MgO[010] directions are along the edges of the AFM images.
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Figure 3. Annealed samples: BSE images of (a) 1100_55, (b) 1100_110, (c) 1100_165, (d) large–scale
image of 1100_110, (e) large–scale image of 1100_165, (f) 1150_55, (g) 1150_110, (h) 1150_165. The inset
in (d) is the magnified image of the marked area showing the relative orientation of the symmetric
paths of islands with respect each other. MgO[100] and MgO[010] directions are along the edges of
the BSE images.

Table 3. Morphology characteristics of the annealed samples estimated for Figure 3 (estimation
uncertainty ≈ 10%). The average hole number and the average hole size are not applicable (NA)
for 1150–110 sample because the holes are integrated (it is not possible anymore to count them as
individual components).

Sample
Avg. Hole Number

(μm−2)
Avg. Hole Size

(μm2)
Total Hole Area

(%)

1100_55 1.2 0.33 40
1100_110 1.2 0.24 28
1100_165 0.1 6.26 50
1150_55 0.7 0.55 38

1150_110 NA NA 75
1150_165 0.4 0.83 37

Room-temperature magnetic hysteresis loops of the samples were measured by apply-
ing an external magnetic field up to μ0H = |0.5| T in the plane of the films along MgO[100]
(Figure 4). The Mmax and Mr of the annealed samples show a significant reduction, but the
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coercivity is in the same range of values compared to the pristine sample. The measured
values are provided in Table 4. The hysteresis loops also show that annealing has changed
the magnetic behavior of the samples. Annealed samples beside the ferromagnetic com-
ponent show a paramagnetic component, which raises with the increase in the size of the
islands in sample 1100–165.

 

Figure 4. Magnetic hysteresis loops of the annealed samples at room temperature applying external
filed along MgO[100] in the plane of the films: (a) 1100_55, (b) 1100_110, (c) 1100_165, (d) 1150_55,
(e) 1150_110, (f) 1150_165.

Table 4. Magnetic characteristics of the samples obtained from the magnetic hysteresis loops mea-
sured at room temperature.

Sample
M at 0.5 T
(Am2/kg)

Mr
(Am2/kg)

Hc
(mT)

Pristine 40.8 ~6.2 ~10
1100_55 1.0 0.2 18

1100_110 2.0 0.2 6
1100_165 1.7 0.1 13
1150_55 1.7 0.1 7

1150_110 3.4 0.4 6
1150_165 5.6 1.0 14

Composition measurements gave us a deeper view of the evolution of the samples in
the annealing process. Two different approaches have been taken:

1. Obtaining insight into the average percentage of the atomic contents of Ni, Mn and
Ga at large–scale (Figure 5a,c, Table 2).

2. EDS mapping on small–scale to obtain information about the local distribution of the
atoms in the annealed films (Figure 5b,d).
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Figure 5. Composition measurements obtained by EDS: (a) the relative contents of each of the
elements for the pristine and the annealed samples at 1100 K; (b) high-resolution elemental mapping
of sample 1100_55 (c) the relative contents of each of the elements for the pristine and the annealed
samples at 1150 K. (d) high-resolution elemental mapping of sample 1150_165. Some of the Ni- and
Ga-rich areas are highlighted by yellow dash lines.

The first approach for the samples annealed at 1100 K (Figure 5a, Table 2) shows a
continuous rise of Ni content at the expense of Ga and then Mn contents as a function
of annealing time. This has pushed the composition of the annealed films far away from
the stoichiometric Ni2MnGa. Those results could be due to sublimation of Ga and then
Mn at elevated temperatures and high vacuum. In addition to sublimation, our high-
magnification composition mapping for 1100–55 sample shows small bright inclusions; one
of these has been marked in Figure 5b. The inclusions show higher contents of Ni and Ga
with respect to the matrix of the sample, revealing material elemental segregation in the
annealing process. One could expect even more significant segregation by increasing the
annealing time to 110 and 165 min. The samples annealed at 1150 K (Figure 5c, Table 2) also
show a composition variation as a function annealing time. With respect to the samples
annealed at 1100 K, the sublimation of Ga is more abrupt, whereas the Mn sublimation
occurs only for the longest annealing time.

Thanks to the second approach of composition measurements (EDS mapping in small
scale), we can confirm that the segregation process also exists in these samples. The
high-magnification composition mapping of 1150_165 sample (Figure 5d) shows that the
material islands’ propagation lines are richer in Ni and Ga with respect to the matrix of the
sample, whereas the Mn content is homogenously distributed. The relatively homogenous
distribution of the Mn content in the entire scan area (Figure 5b,d) also shows that the holes
appearing in the SEM images do not pass through the entire film.

Finally, we measured the thermomagnetic curves of the samples to evaluate the sus-
ceptibility evolution as a function of temperature (Figure S1). Although the annealed
samples are magnetic at room temperature, as shown in Figure 4, none of the samples un-
derwent first/second order phase transformations in the investigated range of temperature
(200–400 K). This could be due to severe composition variation and the phase segregation
of the material in the annealing process. We believe that the magnetic signal of the annealed
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samples at room temperature could possibly be due the presence of a secondary magnetic
phase having Tc above 400 K.

In this work, we used the annealing temperature and time as the driving forces to
control the dewetting process. Other parameters such as film thickness, type of gas, gas
pressure, and substrate properties, which also contribute to determining the final morphol-
ogy of the dewetted thin film, were kept constant. The selected temperatures and times
successfully promoted the formation of holes and the propagation of holes. However, the
magnetic and composition characterizations proved that these annealing parameters used
to control the dewetting process are detrimental for these types of ternary compounds that
have very sensitive composition-dependent transformations. The annealing parameters
resulted in elemental sublimation, phase segregation, and, consequently, termination of
first/second order phase transformation of the samples. The next direction of this interest-
ing topic could be to promote the dewetting process at lower temperatures by regulating
other parameters (e.g., type of gas, gas pressure, and type of substrate) in order to preserve
the composition of the films and, consequently, preserve their peculiar magnetic properties
through the dewetting process.

4. Conclusions

Dewetting process was studied in epitaxial Ni-Mn-Ga films deposited on MgO(001).
The kinetics of the process have been followed by performing high-temperature annealing
in the range of 1100–1150 K for increasing time (55 to 165 min). Scanning electron mi-
croscopy images revealed morphology evolution starting from the creation of holes in the
continuous layer towards the formation of micro/nanoislands, occurring at increasing tem-
perature and time. The annealing process progressively induced Ga and Mn sublimation
accompanied by Ni-Ga segregation. Such a change has reflected into a progressive decrease
of magnetic signal. The process completion leads to films containing islands that display a
faint magnetic signal without any evidence of first/second order phase transformation.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cryst12121826/s1, Figure S1: Thermomagnetic curves of the
annealed samples for the temperature range of 200–400 K: (a) 1100_55, (b) 1150_55 applying low
magnetic field (μ0H = 2 mT) in the plane of the film along MgO[100], (c) 1150_110, (d) 1150_165
applying magnetic field of (μ0H = 150 mT) in the plane of the film along MgO[100].

Author Contributions: Conceptualization, F.A.; investigation, M.T.G., F.C. (Federica Celegato) and
G.B.; resources, M.T.G.; writing—original draft preparation, M.T.G.; writing—review and editing,
G.B., F.C. (Francesca Casoli) and P.T.; visualization, M.T.G.; supervision, F.A. and P.T.; funding
acquisition, F.A. and P.T. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Acknowledgments: This work was partially supported by Fondazione Cariparma through the
Biomontans project.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jani, J.M.; Leary, M.; Subic, A.; Gibson, M.A. A review of shape memory alloy research, applications and opportunities. Mater.
Des. 2014, 56, 1078–1113. [CrossRef]

2. Kohl, M.; Gueltig, M.; Pinneker, V.; Yin, R.; Wendler, F.; Krevet, B. Magnetic shape memory microactuators. Micromachines 2014, 5,
1135–1160. [CrossRef]

3. Rashidi, S.; Ehsani, M.H.; Shakouri, M.; Karimi, N. Potentials of magnetic shape memory alloys for energy harvesting. J. Magn.
Magn. Mater. 2021, 537, 168112. [CrossRef]

4. Kitanovski, A. Energy applications of magnetocaloric materials. Adv. Energy Mater. 2020, 10, 1903741. [CrossRef]
5. Bruederlin, F.; Bumke, L.; Chluba, C.; Ossmer, H.; Quandt, E.; Kohl, M. Elastocaloric cooling on the miniature scale: A review on

materials and device engineering. Energy Technol. 2018, 6, 1588–1604. [CrossRef]

126



Crystals 2022, 12, 1826

6. Kohl, M.; Fechner, R.; Gueltig, M.; Megnin, C.; Ossmer, H. Miniaturization of Shape Memory Actuators. In Proceedings of the
16th International Conference on New Actuators, Bremen, Germany, 25–27 June 2018; pp. 1–9.

7. Rodríguez-Crespo, B.; Salazar, D.; Lanceros-Méndez, S.; Chernenko, V. Development and magnetocaloric properties of Ni
(Co)-Mn-Sn printing ink. J. Alloys Compd. 2022, 917, 165521. [CrossRef]

8. Gao, P.; Tian, B.; Xu, J.; Tong, Y.; Chen, F.; Li, L. Investigation on porous NiMnGa alloy and its composite with epoxy resin. J.
Alloys Compd. 2022, 892, 162248. [CrossRef]

9. Laitinen, V.; Saren, A.; Sozinov, A.; Ullakko, K. Giant 5.8% magnetic-field-induced strain in additive manufactured Ni-Mn-Ga
magnetic shape memory alloy. Scr. Mater. 2022, 208, 114324. [CrossRef]

10. Ituarte, I.F.; Nilsén, F.; Nadimpalli, V.K.; Salmi, M.; Lehtonen, J.; Hannula, S.P. Towards the additive manufacturing of Ni-Mn-Ga
complex devices with magnetic field induced strain. Addit. Manuf. 2022, 49, 102485. [CrossRef]

11. Caputo, M.P.; Berkowitz, A.E.; Armstrong, A.; Müllner, P.; Solomon, C.V. 4D printing of net shape parts made from Ni-Mn-Ga
magnetic shape-memory alloys. Addit. Manuf. 2018, 21, 579–588. [CrossRef]

12. Bhattacharya, K.; DeSimone, A.; Hane, K.F.; James, R.D.; Palmstrøm, C.J. Tents and tunnels on martensitic films. Mater. Sci. Eng.
A 1999, 273–275, 685–689. [CrossRef]

13. Dong, J.W.; Xie, J.Q.; Lu, J.; Adelmann, C.; Palmstrøm, C.J.; Cui, J.; Pan, Q.; Shield, T.W.; James, R.D.; McKernan, S. Shape memory
and ferromagnetic shape memory effects in single-crystal Ni2MnGa thin films. J. Appl. Phys. 2004, 95, 2593–2600. [CrossRef]

14. Thomas, M.; Heczko, O.; Buschbeck, J.; Lai, Y.W.; McCord, J.; Kaufmann, S.; Schultz, L.; Fähler, S. Stray-Field-Induced Actuation
of Free-Standing Magnetic Shape-Memory Films. Adv. Mater. 2009, 21, 3708–3711. [CrossRef]

15. Campanini, M.; Nasi, L.; Fabbrici, S.; Casoli, F.; Celegato, F.; Barrera, G.; Chiesi, V.; Bedogni, E.; Magén, C.; Grillo, V.; et al.
Magnetic Shape Memory Turns to Nano: Microstructure Controlled Actuation of Free-Standing Nanodisks. Small 2018, 14, 1803027.
[CrossRef]

16. Dunand, D.C.; Müllner, P. Size effects on magnetic actuation in Ni-Mn-Ga shape-memory alloys. Adv. Mater. 2011, 23, 216–232.
[CrossRef]

17. Wang, C.; Meyer, J.; Teichert, N.; Auge, A.; Rausch, E.; Balke, B.; Hütten, A.; Fecher, G.H.; Felser, C. Heusler nanoparticles for
spintronics and ferromagnetic shape memory alloys. J. Vac. Sci. Technol. B 2014, 32, 020802. [CrossRef]

18. Hennel, M.; Varga, M.; Frolova, L.; Nalevanko, S.; Ibarra-Gaytán, P.; Vidyasagar, R.; Sarkar, P.; Dzubinska, A.; Galdun, L.; Ryba, T.;
et al. Heusler-Based Cylindrical Micro- and Nanowires. Phys. Status Solidi A 2022, 219, 2100657. [CrossRef]

19. Takhsha Ghahfarokhi, M.; Arregi, J.A.; Casoli, F.; Horký, M.; Cabassi, R.; Uhlíř, V.; Albertini, F. Microfabricated ferromagnetic-
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Abstract: Quasi-2D materials have received much attention in recent years for their unusual physical
properties. Among the most investigated of these materials are the rare-earth tellurides, which are
primarily studied because they exhibit charge density waves and other quantum phenomena and
have a high degree of tunability. In this paper, we examine the optical and magnetic properties
of several rare-earth tellurides and find that they are antiferromagnetic materials with hyperbolic
dispersion. Hyperbolic materials have very promising applications in sub-diffraction-limit optics,
nanolithography, and spontaneous emission engineering, but these applications are hampered by
low-quality hyperbolic materials. Rare-earth tellurides may provide insight into solving these issues
if their properties can be properly tuned using the large variety of techniques already explored in
the literature.

Keywords: rare-earth tellurides; antiferromagnetism; optical properties; hyperbolic materials; density
functional theory

1. Introduction

Rare-earth tritellurides (RTe3) are layered materials that have been widely studied due
to the numerous quantum states they exhibit, including charge density waves, magnetic
ordering, and superconductivity. In particular, scientists have been interested in the charge
density wave (CDW) states of RTe3 and how CDW states interact and coexist with other
quantum states [1]. While other materials exhibit all these quantum states, heightened
interest in RTe3 stems from the fact that their properties can be tuned through the appli-
cation of pressure [2], varying the rare-earth ion, and intercalation of guest atoms [3] or
molecules [4] in the gaps between Te layers. These gaps are referred to as Van der Waals
(VdW) gaps because the layers are weakly bound together with Van der Waals forces [5],
similar to graphite. In this work, we report first-principles calculations of the magnetic and
optical properties of some representative rare-earth tritellurides (ErTe3 and SmTe3) and
ditellurides (ErTe2 and SmTe2).

RTe3 (space group 63: Cmcm) has a weakly orthorhombic structure [6], meaning two
lattice parameters are nearly equal (a ≈ c 	= b, where b is perpendicular to the layers), with
double layers of square Te sheets (sometimes referred to as tellurene). The VdW gap occurs
in the space between the two Te layers, which make up the double layer. These Te double
layers alternate with double layers of rare-earth telluride (RTe). These two RTe layers can
also be viewed as four square layers of a single atom type. From lowest to highest (see
Figure 1a), these layers are RE, Te, Te, and RE. However, the distance between the first
and second (or third and fourth) layer is very small, typically less than 1 Å, so they are
conventionally viewed as a single puckered layer [7]. In these puckered layers, one RE lies
at the center of four nearest neighbor Te ions. As can be seen in Figure 1a, the unit cell of
RTe3 has two blocks. The first block consists of an RTe double-layer sandwiched between
two Te layers, while the second block is obtained from the first by a translation with the
vector 1

2 a + 1
2 b.
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Figure 1. The crystal structures of (a) RTe3 and (b) RTe2. The red balls represent the rare-earth
atoms, while the smaller blue balls represent the tellurium atoms. As the figure shows, RTe3 structure
consists of a stack of alternating double RTe layers and double Te layers. In RTe2, double RTe layers
alternate with single Te layers.

A closely related group of materials are the tetragonal rare-earth ditellurides (RTe2).
RTe2 (see Figure 1b) also contains RTe double layers with a structure similar to that in RTe3,
but these alternate with single layers of square Te, so that there is no VdW gap [8]. In RTe2,
the long axis, perpendicular to the layers, is conventionally taken as c, while in RTe3 it is b.

Conduction of electrons in RTe3 occurs mainly in the square Te layers of rare-earth tel-
lurides, while the puckered RTe layers do not significantly contribute to the conductivity [9].
This motivated a 2d tight-binding model of the electronic band structure, incorporating
the px and py orbitals of Te [10,11]. The Fermi surface produced by this model is very
similar to that measured using angle-resolved photoemission spectroscopy (measured
for R = La, Ce, Sm, Gd, Tb, and Dy) [12] and those calculated for LaTe3 using density
functional theory (DFT) [13]. This same tight-binding model has also been applied to
RTe2 [14], giving somewhat reasonable agreement with ARPES measurements in LaTe1.95
and CeTe2 [15]. Some evidence that this model may be appropriate was provided when
resistivity measurements showed that CeTe2 was metallic in the plane of the layers and
semiconducting perpendicular to the layers [16].

Most rare-earth atoms have unpaired, highly localized 4f electrons, indicating that
crystals containing them are likely to have a ferromagnetic or antiferromagnetic ground
state. Antiferromagnetism (AFM) occurs when the spins of the magnetic atoms in a material
exhibit a regular pattern, but the total magnetic moment adds up to zero, even within
a very small volume of the crystal. Unlike ferromagnetism, AFM can lead to several
possible arrangements of spin. The long range magnetic orders of RTe3 were investigated
by Ru et al. [17] using magnetic susceptibility and specific heat measurements above 1.8 K
for various RTe3 compounds. All RTe3 compounds, except those with R = La, Pr, Er, and Tm,
were found to exhibit AFM below a maximum Neel temperature (the temperature at which
an AFM transition takes place) of about 11 K. La is nonmagnetic, while previous work
suggests PrTe3 has a singlet ground state [18]. The remaining structures, ErTe3 and TmTe3,
may have an AFM ground state with a Neel temperature below 1.8 K. AFM states have also
been observed for GdTe2 below 9.8 K [19] and CeTe2 below 4 K [20], while PrTe2 and LaTe2
again were found to be nonmagnetic. The magnetic and electronic properties of GdTe3
have also been investigated using the VASP DFT code, which confirmed an AFM ground
state [21]. The electronic band structures of LaTe3 and NdTe3 have been calculated [22]
using the Quantum Espresso DFT code, while those of YTe3 were calculated [3] with VASP.
Both VASP [23] and Quantum Espresso [24] use plane waves to expand the wave function
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of valence electrons, and a pseudopotential to represent the interaction of the valence
electrons with core electrons.

Rare-earth tellurides are uniaxial anisotropic materials, meaning symmetry is broken
along one of the crystal axes. The interactions of these materials with light depend on the
direction of the incident light. This causes the dielectric constant to become a dielectric
tensor. Since rare-earth telluride crystals are either tetragonal (RTe2) or almost tetragonal
(RTe3), the dielectric tensor can be fully described by two components, namely εxx = εyy
and εzz, where the principal axis is assumed to be along the z-direction. The dielectric
function depends on the frequency of incoming light; the dispersion equation relating
the dielectric function components, frequency of light, and wave vectors for uniaxial
materials is: (ω

c

)2
=

k2
x + k2

y

εzz
+

k2
z

εxx
(1)

where kx, ky, and kz are the wave vector components along the x-, y-, and z-axes, respectively.
For many materials, this equation implies ellipsoidal surfaces of constant frequency in
k-space. However, if one of the dielectric function components, εxx or εzz, is negative
while the other component is positive, the isofrequency surfaces become hyperboloids,
which are unbounded surfaces in k-space. This means that, in theory, the wave vector
can become arbitrarily large in these materials [25]. This has led to research in a number
of exciting applications, such as sub-diffraction-limit imaging [26], spontaneous emission
engineering [27], and thermal emission engineering [28].

To understand this phenomenon and its application to RTe, we must ask under what
circumstances does a material become hyperbolic? A critical feature of a metal is that
its dielectric function is negative for some range of frequencies. So the requirement that
either εxx or εzz become negative implies that the material must act as a metal in one or
two directions, but as a dielectric in the other one or two. One way to accomplish this
is by stacking an alternating sequence of metal and dielectric layers. The layers should
have a thickness much smaller than the wavelengths of light under consideration, so that
the composite material (known as metamaterial) is approximately homogeneous. In this
configuration, the material is metallic in the plane of the layers, but not perpendicular to it.
This is referred to as a multilayer hyperbolic metamaterial (HMM). Since the material is
metallic in two directions, it produces a hyperboloid of one sheet in k-space, referred to as
a type 1 HMM. Another option is to take conducting nanowires and insulate them from
each other by embedding them in dielectric [29]. Clearly, this makes the material metallic
only in the direction along the nanowires. This produces a hyperboloid of two sheets in
k-space, which makes it a type 2 HMM (see Figure 2).

Figure 2. Possible isofrequency surfaces: (a) ellipsoidal, when εxx > 0 and εzz > 0, (b) type 2
hyperbolic, with εxx > 0 and εzz < 0, and (c) type 1 hyperbolic, with εxx < 0 and εzz > 0.

Not all hyperbolic materials need to be engineered in this way. It turns out that there
are a number of naturally-occurring materials that meet the requirements for hyperbolic

131



Crystals 2022, 12, 1839

dispersion, including graphite, cuprates, ruthenates, bismuth, sapphire, and hexagonal
boron nitride [30]. Graphite, for instance, is a layered material that is known to be able
to conduct electrons within the plane of its graphene sheets, but this conduction cannot
occur between the layers, because the electrons cannot easily jump across the VdW gap.
These are exactly the conditions required for hyperbolic dispersion, and in fact, graphite
is hyperbolic for a small range of frequencies in the ultraviolet regime [31]. Cuprates
are known to conduct electrons within their copper oxide planes, but not between the
planes and, therefore, not in the direction perpendicular to these planes, making them
give hyperbolic dispersion [32]. Most of the naturally-occurring hyperbolic materials
exhibit hyperbolic behavior in the infrared region [33]. The layered structure of rare-earth
tellurides, with conducting tellurium layers separated by nonconducting layers, makes
them possible candidates for displaying optical hyperbolic behavior.

The optical properties of RTe3 (with R = La, Ce, Nd, Sm, Gd, Tb, Dy) and RTe2 (with
R = La, Ce) have been investigated through reflectivity measurements by Sacchetti and
Lavagnini [9,34–36]. These measurements were primarily concerned with investigating
the CDW phase and its dependence on pressure. For this reason, only the interactions
with incident light perpendicular to the plane of the layers were studied, and the full,
two-component, frequency-dependent dielectric tensor remains unknown.

By calculating the total energy of ferromagnetic (FM) and various possible AFM
spin configurations, we find that the ground states, in all four compounds, exhibit an
antiferromagnetic order. We also performed optical properties calculations, which predict
that all four compounds show hyperbolic behavior in a frequency range extending from
the infrared into the visible region.

2. Methods

Both the electronic and optical properties were calculated using Wien2k, an all-electron,
full-potential, linearized, augmented plane wave DFT code [37]. Wien2k approximates
the electronic wave function using a “muffin-tin” method, in which space is divided into
two regions. One region consists of the inside of non-overlapping spheres surrounding the
nuclei, while the other is the interstitial region between the spheres. Within the spheres, the
wave function is expanded in spherical harmonics up to lmax = 10. In the interstitial region,
the wave function is expanded in terms of plane waves up to a maximum wave vector
Kmax, which is chosen so that KmaxRmin

MT = 9, where Rmin
MT is the smallest muffin-tin radius

in the unit cell. The electron density is Fourier expanded in the interstitial region with a
wave vector cutoff of 14/a0, where a0 is the Bohr radius. Inside the spheres, it is expanded
in a product of radial functions and lattice harmonics with lmax = 6. The electronic
exchange and correlation were treated using the generalized gradient approximation
(GGA) and Perdew–Burke–Ernzerhof (PBE) exchange–correlation functionals [38]. In
the self-consistent field calculations, integration over the Brillouin zone is replaced by a
summation over a mesh of 1800 k-points within the Brillouin zone, and convergence is
achieved with a tolerance of 10−4 Ry in energy and 10−3e in charge. In carrying out the DFT
calculations on RTe2 and RTe3 (R = Sm, Er), we used the experimental values of the lattice
constants and atomic position coordinates. The lattice parameters are given in Table 1.

Table 1. The lattice constants (Å) of RTe3 and RTe2 (R = Sm, Er).

a b c

SmTe3 [7] 4.334 25.674 4.347
SmTe2 [8] 4.370 4.370 9.000
ErTe3 [7] 4.248 25.275 4.279

ErTe2 [39] 4.248 4.248 8.865

Because of the strong localization of electrons in the 4f orbitals of rare-earth atoms,
we add an onsite Coulomb repulsion term, known as a Hubbard U term. Thus, we carry
out what is known as a DFT+U calculation of the electronic and optical properties of the
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rare-earth tellurides. The U values are usually several electron-volts, depending on the
type of ion, the localized orbitals, and the chemical environment. In our calculations, we
have chosen U = 7 eV for both the samarium and erbium atoms. This is consistent with
prior DFT calculations and the generally accepted U values for rare-earth atoms [21,40–42].

The dielectric function, absorption, optical conduction, and related quantities, collec-
tively called the optical properties, describe the interaction of a material with light. These
interactions are caused by scattering from one state to another by the perturbing potential
of light. Scattering can occur within a band (if the band is partially filled) or between
filled bands and partially filled or empty bands. Scattering within a band is approximated
using the Drude model of free electrons with damping. The damping is characterized by
the Drude term, γ, which varies by material, and may vary depending on direction in
anisotropic materials. The intraband contribution to the dielectric function is

εintra(ω) = 1 − ω2
p

ω2 + iωγ
(2)

Here, ωp is the plasma frequency, which, in cgs units, is given by
√

4πne2/m, where n is
the free electron density and m is the effective mass of the electron [43]. It should be noted
that in anisotropic materials, such as the rare-earth tellurides studied here, the effective
mass is a tensor rather than a scalar; this implies that ωp is also a tensor. In the calculations
reported in this work, we used a value for γ corresponding to an energy of 0.1 eV.

Interband scattering contributes to the permittivity for both metals and dielectrics. In
this case, the energy of a photon is absorbed, causing an electron to jump from a valence
band to a conduction band. One important consideration is that the photon wave vector
is typically much smaller than the width of the Brillouin zone, so that in a transition,
the electron wave vector is approximately unchanged. The interband contribution to the
imaginary part of the permittivity is given by [44]:

Im[εinter
ij (ω)] =

h̄2e2

πm2ω2 ∑
n,n′

∫
�k
〈n�k|pi|n′�k〉 〈n′�k|pj|n�k〉

(
f (En�k)− f (En′�k)

)
δ(En′�k − En�k − h̄ω) (3)

Here, f (E) is the Fermi distribution function, pi is the ith component of the momentum
operator, n and n′ are band indices, and δ(E) is a Dirac delta function. The optical matrix
elements 〈n�k|pi|n′�k〉 are related to the probability amplitude for a transition from band
n′ to band n. This matrix element leaves the wave vector unchanged since the photon
momentum is relatively small. Scattering can only occur from an occupied state to an
empty one, which is taken into account by the Fermi functions. Finally, conservation of
energy demands that the final energy is equal to the initial energy plus the photon energy,
which is guaranteed by the delta function. Knowing the imaginary part of permittivity, the
real part may be calculated using the Kramers–Kronig relations. The real and imaginary
parts of permittivity are then used to calculate all other optical properties.

Because accurate calculation of the dielectric function requires many more points in
the Brillouin zone, a denser mesh of 24 × 24 × 12 k-points is used. Since rare-earth atoms
are heavy, we ran these calculations with the spin-orbit coupling contribution added for
each material.

3. Results and Discussion

For each material, we calculated the energy of the nonmagnetic, ferromagnetic, and
several AFM spin arrangements in order to find the ground state. In the ABAB interlayer
AFM configuration, each layer of rare-earth atoms is all spin up or down, with spin direction
alternating each layer. ABBA interlayer AFM also has each layer all spin up or down, but
alternates spin direction every other layer; i.e., in this arrangement, two adjacent rare-earth
layers with one spin direction are followed by two adjacent rare-earth layers with the
opposite spin direction. In intralayer AFM, each layer is separately antiferromagnetic. In
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the stripe configuration, the spins in a row of atoms along a lattice vector are aligned, but
the spin direction alternates each row (See Figure 3). In the case of RTe3, we calculated the
energies of ABAB interlayer, intralayer, and stripes along both of the two shorter lattice
vectors (a and c). For RTe2, we calculated the total energy for the ABAB interlayer, ABBA
interlayer, and intralayer AFM configurations. Stripe AFM only applies to RTe3 because
the two shorter lattice vectors are slightly different in length, making it possible to break
the symmetry along these directions. ABBA interlayer does not apply to RTe3 because the
distance between RTe double layers is large, making the interactions between atoms in one
double layer with those in the adjacent double layer very weak.

Figure 3. The possible AFM configurations of RTe (with the non-magnetic Te ions hidden): (a) stripe
(only relevant for RTe3), (b) ABBA interlayer (only relevant for RTe2), (c) ABAB interlayer, and
(d) intralayer (c and d apply to both RTe3 and RTe2 structures but are demonstrated here using RTe2).

The calculated total energies of the various configurations are presented in Table 2.
As the table shows, the ground state is predicted to be antiferromagnetic for each of the
four compounds: SmTe2, SmTe3, ErTe2, and ErTe3. As we noted in the introduction, SmTe3
was indeed found to be antiferromagnetic at very low temperatures, while ErTe3 did
not undergo an AFM transition above 1.8 K. Our results, however, suggest that ErTe3
should have an AFM ground state at sufficiently low temperatures. Similarly, we predict
that SmTe2 and ErTe2 should also be antiferromagnetic at low temperatures. SmTe3 and
ErTe3 were found to have the lowest energy in the AFM stripe configuration, with both
compounds favoring stripes along the a-axis, which has the slightly shorter in-plane lattice
parameter. Previous DFT calculations of the possible AFM states of GdTe3 also found the
ground state to be stripe AFM, though the stripe axis was not specified [21]. The ground
states of SmTe2 and ErTe2 exhibited intralayer AFM. In some cases, the energy difference
between the ground state and first excited state magnetic configuration was very small, on
the order of meV, suggesting that these configurations may be quite unstable. The magnetic
moments of Sm in both SmTe3 and SmTe2 were calculated to be approximately 3 μB, where
μB is the Bohr magneton, while the moments of Er in ErTe3 and ErTe2 were about 5.3 μB.

We have calculated the band structure for the ground state configuration (stripe AFM)
of ErTe3, shown in Figure 4. The bands along the ΓY direction, corresponding to the axis
perpendicular to the layers, are notably flat. Since the electron effective mass is related to
the curvature of the band, this implies a very large effective mass for the electrons along
this direction, indicating that conduction along this direction is very poor, which is in good
agreement with experimental observations [11]. Since ω2

p is inversely proportional to the
electron effective mass, and assuming the z-axis is perpendicular to the rare-earth and
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tellurium layers, this implies that ωp,xx will be considerably larger than ωp,zz, as we show
later by explicit calculations.

Table 2. The calculated energies (eV), per rare-earth atom, of the various ferromagnetic and antiferro-
magnetic configurations. The zero point is set to the calculated energy of the nonmagnetic configuration.

FM Intra ABAB Stripe(a) Stripe(c) ABBA

SmTe3 −3.677 −3.670 −3.575 −3.680 −3.671 —
ErTe3 −1.496 −1.496 −1.553 −1.560 −1.554 —
SmTe2 −2.778 −2.826 −2.778 — — −2.784
ErTe2 −1.998 −2.594 −2.593 — — −2.002

Figure 4. (a) The 3d Brillouin zone of AFM stripe ErTe3, with high symmetry points labeled. Γ is at
the center of the Brillouin zone, and Y is at the center of the top face. (b) The energy bands of spin-up
electrons in stripe antiferromagnetic ErTe3, plotted along high symmetry directions in the Brillouin
zone. Because ErTe3 is AFM, the band structure plot for spin-down electrons is indistinguishable
from the plot for spin-up electrons. The Fermi energy is set equal to zero and is shown as a dashed
horizontal line. The colors of the bands have no significance; they are used only to make the
figure clearer.

The density of states for ErTe3 in the stripe AFM configuration, which we predicted
to be the spin state adopted at very low temperatures, is shown in Figure 5a. In this
configuration, the unit cell contains four Er and twelve Te atoms; however, the crystal
symmetry dictates that there are eight nonequivalent positions. Thus, each atom occupies
a position that is equivalent by symmetry to the position occupied by one other atom.
Hence, two Er atoms occupy two positions equivalent by symmetry, and one of these atoms
is denoted Er1. The other two Er atoms also occupy another two symmetry equivalent
positions, and one of these atoms is denoted Er2. A similar situation holds for the 12 Te
atoms, where we identify six nonequivalent positions. In Figure 5a we plot the total
density of states for stripe AFM ErTe3, along with the partial density derived from the
two nonequivalent Er atoms and one of the Te atoms. The plot reveals that states derived
from Te orbitals dominate at the Fermi level, indicating that they are the main drivers
of electronic conduction. This agrees with theoretical work by DiMasi et al. [11], but
is in contrast with a previous calculation of the density of states for NdTe3 [22]. That
calculation, using Quantum Espresso, found the density of states for the 4f electrons of Nd
to be much larger than that of Te at the Fermi level. They theorized that this was due to
hybridization between Nd 4f and Te 5p orbitals. It could be that this disparity is due to
differences between the two materials. However, the different result may also be due to the
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fundamental differences between Wien2k and Quantum Espresso. Wien2k is an all-electron,
full potential DFT code, while Quantum Espresso treats core electrons approximately using
a pseudopotential.

Figure 5. Total and some partial densities of spin-up states for (a) stripe antiferromagnetic ErTe3

and (b) intralayer antiferromagnetic ErTe2. In the case of stripe AFM ErTe3, the partial densities
contributed by two nonequivalent Er atoms and one Te atom are shown, along with the total density
of states. In intralayer AFM ErTe2, the contributions of one Er atom and one Te atom are shown,
along with the total density of states. The Fermi energy is set at zero energy and is shown as a vertical
dotted line.

On the other hand, the density of states for ErTe2 (Figure 5b) shows a somewhat larger
contribution from Er than Te at the Fermi level. It seems likely that this is because the
quasi-2d character of RTe2 is reduced compared with RTe3 due to having one fewer Te layer
separating the RTe layers and to the absence of a VdW gap, across which conduction is
extremely difficult. As a result, conduction for RTe3 parallel to the layers is up to 3000 times
greater than that perpendicular to the layers [9], while for RTe2, this ratio is between
roughly 50 and 100 [15]. This indicates that the tight binding model in RTE2, using only
Te 5p orbitals, is perhaps less accurate than in the RTe3 case, though clearly still accurate
enough to be useful, given experimental results.

The results in Figure 5 were obtained without including the effect of spin-orbit cou-
pling. Upon including this effect, the only significant change was a downshift in the energy,
by about 0.5 eV, of the two peaks below about −8 eV, and a reduction in their height. We
therefore concluded that spin-orbit coupling does not lead to a significant change in the
electronic properties of these materials. This is consistent with prior RTe DFT calculations,
which did not include this interaction and produced results that matched experimental
measurements of their electronic properties [3,21,22].

We now consider the optical properties of rare-earth tellurides. As indicated earlier,
the dielectric function is the sum of two parts, εintra and εinter. The first part depends on
the plasma frequency which, due to the anisotropy of the crystals under study, is a tensor.
Taking the axis perpendicular to the layers as the z-axis, we have εxx ≈ εyy 	= εzz for the
weakly orthorhombic (almost tetragonal) RTe3 crystals, and εxx = εyy 	= εzz for tetragonal
RTe2 crystals. Since we are interested in the optical properties of rare-earth tellurides at
room temperature, and since the AFM order sets in only at very low temperatures, we
calculate the optical properties of these materials in the non-magnetic phase. Expressed
in energy units, the calculated plasma frequencies ωp,xx and ωp,zz are respectively given
by 3.11 eV and 0.49 eV for SmTe3, 4.95 eV and 1.03 eV for ErTe3, 4.98 eV and 1.56 eV for
SmTe2, and 5.07 eV and 1.60 eV for ErTe2. The large difference between the values of ωp,xx
and ωp,zz is a consequence of the large anisotropy in these materials.
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The calculated real parts of the components εxx and εzz of the dielectric functions
are shown in Figure 6, while the corresponding imaginary parts are shown in Figure 7.
The plots show that there are energy ranges where the real parts of εxx and εzz have
opposite signs; this indicates that in those ranges of the spectrum, the tellurides display
hyperbolic dispersion. The imaginary parts were found to be rather large in the hyperbolic
range, suggesting that losses would be large if these materials were used in devices.
Large losses have been a stumbling block in utilizing hyperbolic materials to their full
potential [45]. However, one of the main reasons rare-earth tellurides have been so widely
studied is their high degree of tunability. Perhaps these losses could be greatly reduced by
tuning the number of charge carriers, their mobility, or other properties using intercalation,
substitution, vacancies, or pressure. In particular, it has been shown that pressure has
a large impact on the optical properties of CeTe3, as does varying the rare-earth ion,
which can be viewed as applying chemical pressure [34]. Another study demonstrated
the possibility of altering the Fermi surface and band structure of YTe3 by intercalating Pd
atoms in the VdW gap [3]. This would certainly affect the optical properties by altering the
available interband transitions, while introducing charge carriers would impact the Drude
permittivity. Significant Te vacancies would similarly affect the available band transitions
and carrier densities. Substitution of Te atoms with Sb in RTe2 is another possible tuning
method that has been experimentally demonstrated [14]. Further study is required to
determine the exact effects of these modifications on the full dielectric tensor.

Figure 6. Real parts of the components of the dielectric function parallel (εxx) and perpendicular (εzz)
to the layers for (a) ErTe2, (b) ErTe3, (c) SmTe2, and (d) SmTe3.

Figure 7. Imaginary parts of the components of the dielectric function parallel (εxx) and perpendicular
(εzz) to the layers for (a) ErTe2, (b) ErTe3, (c) SmTe2, and (d) SmTe3.

Our calculations predict that all crystals studied in this work (SmTe2, ErTe2, SmTe3,
and ErTe3) display hyperbolic dispersion in the infrared to visible frequency ranges, as
can be seen in Figure 8. They all exhibited type 1 hyperbolic behavior for some range of
energies. This behavior is a consequence of the large anisotropy attending the electronic
properties of these materials, with conductivity in the plane of the layers being much
greater than that normal to the layers. For a very limited range of frequencies, however,
SmTe2 and ErTe2 were also found to exhibit type 2 hyperbolic behavior in the ultraviolet.
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This further demonstrates that metallic behavior perpendicular to the layers is much more
possible in RTe2, since electrons are not insulated by a VdW gap.

Figure 8. The energy ranges in which RTe crystals exhibit hyperbolic dispersion. The hyperbolic
behavior of type 1 is shown in blue and type 2 in red.

In conclusion, we have calculated the particular AFM ground states of several rare-
earth tellurides, along with their electronic and optical properties, providing deeper insight
into how these properties differ between RTe2 and RTe3. We predict that both classes of
materials are hyperbolic in the technologically important visible and infrared range, and
suggest several feasible methods for altering the optical properties to suit the needs of
the experimenter.
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Abstract: Based on two-band Bogoliubov–de Gennes theory, we study the boundary effect of an
interface between a two-gap superconductor FeSe and insulator (or vacuum). New boundary terms
are introduced into two-band Ginzburg–Landau formalism, which modifies the boundary conditions
for the corresponding order parameters of superconductor. The theory allows for a mean-field
calculation of the critical temperature suppression with the decrease in FeSe film thickness. Our
numerical results are in good agreement with the experimental data observed in this material.

Keywords: two-band superconductor; boundary term; critical temperature; FeSe film

1. Introduction

The discovery of iron-based materials with a high superconducting transition temper-
ature has triggered great interest for both fundamental studies and practical applications in
this field [1]. Among these superconductors, the FeSe system has a simple crystal structure,
clean superconducting phase and low toxicity, making it an appealing candidate for study-
ing the superconducting properties of Fe-based compounds [2]. The FeSe layers consist of
square lattices of Fe atoms with tetrahedrally coordinated covalent bonds to the Se anions,
and the lattice constant perpendicular to the layered plane is about 0.55 nm [3]. The Fermi
surface of this compound consists of one electron and one-hole thin cylinders through
Shubnikov–de Haas oscillations [4]. At around 100 K, FeSe shows a structural phase transi-
tion from tetragonal to orthorhombic without an accompanying magnetic phase transition
and becomes superconducting below 8 K [2,5–7]. The picture of two-gap superconductivity
has been clearly confirmed by the scanning tunneling microscopy measurements, multiple
Andreev reflection spectroscopy, specific heat measurements and other experiments [8–12].

High-quality, superconducting thin films have an important role in applications and
basic research of superconductivity. In this respect, preparing high-quality thin-film sam-
ples not only satisfies the demands for some measurements of basic physical properties
but also provides suitable bases for making tunneling junctions, which determines sev-
eral important superconducting parameters, such as gap value and paring symmetry [13].
Previous studies examining the thickness dependence of FeSe have been limited to mea-
surements on thin films grown using techniques such as molecular beam expitaxy [14,15],
pulsed laser deposition [16] and radio-frequency sputtering [17], all of which require well-
optimised growth protocols. An alternative to the growth of thin films is to create devices
by mechanical exfoliation of high-quality single crystals. With this method, a series of
FeSe superconducting films with thicknesses ranging from 470 to 2.2 nm was obtained
on the Si/SiO2 substrate [18]. A dramatic depression of Tc has been observed when the
thickness is smaller than 27 nm. Farrar et al. have also observed similar behavior: a sharp
decrease in superconductivity occurs at d < 25 nm [19]. One possible origin for this Tc
suppression could be the increase in disorder scattering with reducing thickness [19,20].
Another alternative possibility is due to the interaction between FeSe thin film and the
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substrate [21]. However, up to now, there is still no consensus on the explanation of the
experimental data mentioned above.

In this paper, we propose that the Tc dependence on the film thickness is due to the
influence of the boundary effect between the two-band superconductor and the insulator
(or vacuum). We first introduce the appropriate boundary conditions for the Ginzburg–
Landau (GL) order parameters at the superconductor–insulator interface. We then give
a microscopic analysis of these new boundary terms based on two-band Bogoliubov–de
Gennes theory. Our theoretical result is consistent with the experimental data of FeSe
films, which suggests the boundary effect is an important factor for the understanding of
superconducting properties in this iron-based compound.

The rest of this article is structured as follows. In Section 2, we first review two-band
Bogoliubov–de Gennes theory and GL equations, and then give a microscopic derivation
of proper boundary conditions for the superconductor-insulator interface. In Section 3, we
perform the calculations on the film-thickness-dependence of critical temperature for the
FeSe compound in the context of GL theory. Finally, we conclude this article in Section 4.

2. Theoretical Scheme

Based on the previous literature [22–31], we can write the Hamiltonian of a two-band
superconductor as

H = ∑
iσ

c†
iσ(r)ĥ(r)ciσ(r)− ∑

ii′
gii′c

†
i↑(r)c

†
i↓(r)ci′↓(r)ci′↑(r), (1)

where i, i′ = 1, 2 are the band indices and σ =↑, ↓ is the spin index. ĥ(r) is the single-particle
Hamiltonian of the normal metal, and gii′ are the electron–phonon interaction constants
with g12 = g21.

We can introduce the gap functions as

Ψi(r) = −∑
i′

gii′ 〈ci′↓(r)ci′↑(r)〉 (2)

and transform the Hamiltonian into the mean-field form

He f f = ∑
iσ

c†
iσ(r)ĥ(r)ciσ(r) + ∑

i
[Ψi(r)c†

i↑(r)c
†
i↓(r) + H.c.]. (3)

This effective Hamiltonian can be diagonalized by means of the Bogoliubov transformation
with b and b† as the annihilation and creation operators of quasi-particle excitations:

ci↑(r) = ∑
k
[uik(r)bik↑ − v∗ik(r)b

†
ik↓] (4)

and

ci↓(r) = ∑
k
[uik(r)bik↓ + v∗ik(r)b

†
ik↑] (5)

where k is the wave vector. As a result, the effective Hamiltonian can be written as

He f f = Eg + ∑
ikσ

Eikb†
ikσbikσ. (6)

Eg is the ground state energy, and Eik is the energy of the excitation.
Using the commutator [ciσ(r), He f f ], together with Equations (4)–(6), we can obtain

the Bogoliubov–de Gennes equations for a two-band superconductor [32–35]
(

ĥ Ψi(r)
Ψ∗

i (r) −ĥ∗

)(
uik(r)
vik(r)

)
= Eik

(
uik(r)
vik(r)

)
. (7)
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From Equation (6), we can also obtain 〈b†
ik↑bik↑〉 = f (Eik) with f (Eik) = [1+ exp(Eik/kBT)]−1.

Then, with Equation (2), we can transform the self-consistent gap equations into

Ψi(r) = ∑
i′k

gii′v
∗
i′k(r)ui′k(r)× [1 − 2 f (Ei′k)]. (8)

In analogy with the single-band case [36], for small gap functions Ψi, we can obtain
the linearized form of self-consistency conditions from Equations (7) and (8) as

Ψi(r) = ∑
i′

∫
Kii′(r, r′)Ψi′(r

′)dr′ (9)

with the kernel

Kii′(r, r′) = gii′kBT ∑
kk′

∑
ω

Φ∗
i′k(r

′)Φ∗
i′k′(r′)Φi′k(r)Φi′k′(r)

(εi′k − ih̄ω)(εi′k′ + ih̄ω)
. (10)

Φi′k(r) is defined as the normal-state eigenfunction of the electron; ĥΦi′k = εi′kΦi′k. The
frequency ω = (2ν + 1)πkBT/h̄, where ν is an integer.

With the explicit expressions of the kernels in the bulk system and the addition of
nonlinear terms to the gap equations, we can obtain the two-band GL equations from
Equation (9) as [27]

α1(T)Ψ1 + β1|Ψ1|2Ψ1 − γ1∇2Ψ1 − ε12Ψ2 = 0 (11)

and

α2(T)Ψ2 + β2|Ψ2|2Ψ2 − γ2∇2Ψ2 − ε12Ψ1 = 0 (12)

with the GL parameters

α1,2 = N1,2

[
λ22,11

λ
− 1

λmax
− ln

(
Tc0

T

)]
, βi =

7ζ(3)Ni
16π2(kBTc0)2 , (13)

γi =
7ζ(3)h̄2Niv2

Fi
16π2(kBTc0)2 and ε12 =

N1λ12

λ
=

N2λ21

λ
. (14)

λii′ = gii′ Ni′ with Ni′ being the density of states at the Fermi level for each band; λ =

λ11λ22 − λ12λ21 and λmax = 1
2

[
(λ11 + λ22) +

√
(λ11 − λ22)2 + 4λ12λ21

]
are the determi-

nant and the largest eigenvalue of λ-matrix, respectively. Tc0 is the bulk critical temperature,
and vFi is the average Fermi velocity for each band.

In the spatially homogeneous case, we can neglect the gradient γ-terms. Equations (11)
and (12) will yield the gap equations at T = Tc0:(

λ11 λ12
λ21 λ22

)(
Ψ1
Ψ2

)
= λmax

(
Ψ1
Ψ2

)
, (15)

which obviously give a consistent result.
Meanwhile, we can write down the boundary conditions for the two-band GL theory

at the interface between the two-band superconductor and insulator (or vacuum) as

∇Ψi · s|S= −∑
i′

Aii′Ψi′ (16)

with S, the boundary coordinate, and Aii′ , as some constants. From Equation (16), we can
see that the ordinary Neumann boundary condition corresponds to Aii′ = 0. However,
we will show that the boundary effect induced by these A-terms is important for the
understanding of the Tc suppression in FeSe thin films.
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At this stage, we would also like to point out the boundary effect and different
interband interactions in multi-band superconductors have already been extensively stud-
ied in the literature. Babaev et al. presented a microscopic study on the behavior of
the order parameters for two-band superconductors based on the free boundary condi-
tion [37]. With the Neumann boundary condition, the stable edge states and the dynamic
response of such states to an external applied current have been investigated in the time-
dependent Ginzburg–Landau formalism for the two-band mesoscopic superconductors [38].
Aguirre et al. also discussed the effects of different interband interactions on the vortex
states by solving the two-band Ginzburg–Landau equations with the Neumann boundary
condition [39,40]. However, to explain the suppression of critical temperature with the
decrease in film thickness, we need to conduct detailed microscopic analysis and derive
the correct boundary terms based on the two-band Bogoliubov–de Gennes theory for the
superconductor FeSe.

Now, we try to derive these boundary A-terms in Equation (16) from the two-band
Bogoliubov–de Gennes theory. In all cases, we assume that there is no current flowing
through the boundary. The equation to be solved reads

Ψi(s) = ∑
i′

∫
Kii′(s, s′)Ψi′(s

′)ds′ (17)

where s measures the normal distance from the boundary. For simplicity, we set the cross-
section of the boundary as 1. Kii′(s, s′) is defined by Equation (10), and due to the existence
of interface Ψi(s) will decrease exponentially in the insulating regime.

Following the procedure suggested by de Gennes [36], we suppose that the form of
gap functions close to the surface behaves as

Ψi(s) = Ψi0 +

(
∑
i′

Aii′Ψi′0

)
s (18)

with Ψi0 being the gap function at the boundary and s > 0 inside the superconductor.
It is easy to see that the boundary condition in Equation (16) follows naturally from
Equation (18). However, beyond the scale of the coherence length from the boundary, the
linear dependence definitely becomes invalid. Ψi will then have a negative curvature and
reach the BCS value deep in the superconductor.

If we introduce K0
ii′(s, s′) as the kernel of gap functions in the bulk metal, we can then

transform Equation (17) as

Ψi(s)− ∑
i′

∫
K0

ii′(s, s′)Ψi′(s
′)ds′

= −∑
i′

∫
[K0

ii′(s, s′)− Kii′(s, s′)]Ψi′(s
′)ds′ ≡ −∑

i′
Hii′(s). (19)

From Equations (11) and (12) with the higher order β-terms omitted, while also noting
that K0

ii′(s, s′) = K0
ii′(s − s′) due to the translational symmetry, we can read out the Laplace

transformation of K0
ii′ close to the critical temperature as

K0
ii′(p) =

λii′

λmax
+

λii′γi′

Ni′
p2. (20)

By plugging Equation (20) into Equation (19), we can get

Ψi(p)− ∑
i′
(λii′/λmax)Ψi′(p)− ∑

i′
(λii′γi′/Ni′)p2Ψi′(p) = −∑

i′
Hii′(p). (21)

Ψi(p) and Hii′(p) are the Laplace transformations of Ψi(s) and Hii′(s), respectively. Since
the first two terms of the left-handed side in Equation (21) can be approximately canceled
out according to Equation (15), we have
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∑
i′
(λii′γi′/Ni′)p2Ψi′(p) = ∑

i′
Hii′(p). (22)

We can see that both sides in Equation (22) take the main contribution from the boundary
region. Notice that the Laplace transformation of the gap functions in Equation (18) takes
the form

Ψi(p) =
Ψi0
p

+ ∑
i′

Aii′Ψi′0
p2 . (23)

Then, at p → 0, we will obtain from Equation (22)

∑
i′i′′

(λii′γi′/Ni′)Ai′i′′Ψi′′0 = ∑
i′

Hii′(p = 0). (24)

According to de Gennes’ analysis [36,41], from the sum rules

∫
K0

ii′(s, s′)ds′ = λii′

λmax
and

∫
Kii′(s, s′)ds′ = λii′ Ni′(s)

λmaxNi′
(25)

with Ni′(s) as the local density of states at the Fermi surface, we can write the Laplace
transformation of the kernel difference at p → 0 as

Hii′(p = 0) =
∫

Hii′(s)ds =
λii′Ψi′0
λmax

∫ Ψi′(s)
Ψi′0

[
1 − Ni′(s)

Ni′

]
ds. (26)

Ψi′(s)/Ψi′0 approaches zero in the insulating region, and is of the order of one in the metallic
region. Ni′(s)/Ni′ also passes from 0 → 1 a few atoms from the boundary. Therefore, the
integrand in Equation (26) is nonvanishing only in a width of the order of the lattice
constant a. We can then estimate Hii′(p = 0) as

Hii′(p = 0) =
λii′ a
λmax

Ψi′0. (27)

By combining Equation (24) with Equation (27), we can finally obtain

Aii =
Nia

γiλmax
and A12 = A21 = 0. (28)

With these formulae, we successfully demonstrate the microscopic origin of boundary
conditions in Equation (16).

Based on two-band GL theory, we can write the supercurrent at the boundary S as

JS = −ieh̄
2

∑
i=1

1
mi

[Ψ∗
i (∇Ψi · s)|S − Ψi(∇Ψ∗

i · s)|S]. (29)

According to our boundary conditions, we have the supercurrent

JS = − ieh̄
m1

[Ψ∗
1(−A11Ψ1)− Ψ1(−A11Ψ∗

1)]−
ieh̄
m2

[Ψ∗
2(−A22Ψ2)− Ψ2(−A22Ψ∗

2)] = 0, (30)

which definitely gives a consistent result.

3. Critical Temperature of FeSe Films in Ginzburg–Landau Theory

In this section, we try to understand the film-thickness-dependence of Tc for FeSe
based on the boundary effect mentioned above. We suppose that the film extends from
z = −d/2 to z = d/2 and the film thickness is d.

From Equations (11) and (12), two-band GL equations can be written as

145



Crystals 2023, 13, 18

(
Ĥ11 Ĥ12
Ĥ21 Ĥ22

)(
Ψ1(r)
Ψ2(r)

)
= 0 (31)

with

Ĥii = −γi∇2 + αi(T) (32)

and

Ĥ12 = Ĥ21 = −ε12. (33)

Note that close to the critical temperature, the magnitudes of order parameters are small,
and the higher order β-terms can be neglected.

Similarly to the single-band case [41], we set the form of gap functions for the super-
conducting film as (

Ψ1(z)
Ψ2(z)

)
=

(
η1 cos(k1z)
η2 cos(k2z)

)
(34)

with ηi as the constant. Then, from the boundary conditions

dΨi
dz

∣∣∣∣
z=±d/2

= ∓AiiΨi, (35)

we have ki, satisfying

ki tan
(

kid
2

)
= Aii. (36)

Let us introduce

Hii′ = 〈Ψi|Ĥii′ |Ψi′ 〉 =
∫ d/2

−d/2
Ψi(z)Ĥii′Ψi′(z)dz. (37)

We can transform Equation (31) into(
H11 H12
H21 H22

)(
η1
η2

)
= 0 (38)

with

Hii =
[
γik2

i + αi(T)
][d

2
+

sin(kid)
2ki

]
(39)

and

H12 = H21 = −ε12

[
sin( k1d

2 + k2d
2 )

k1 + k2
+

sin( k1d
2 − k2d

2 )

k1 − k2

]
. (40)

The critical temperature of the two-band superconducting film will be determined by
the condition

H11H22 − H12H21 = 0 (41)

at T = Tc, which can be explicitly written as

∏
i=1,2

[
γik2

i + αi(Tc)
][d

2
+

sin(kid)
2ki

]
= ε2

12

[
sin( k1d

2 + k2d
2 )

k1 + k2
+

sin( k1d
2 − k2d

2 )

k1 − k2

]2

. (42)
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For the two-band superconductor FeSe, we have Tc0 ≈ 8 K [5] and the average lattice
constant a ≈ 0.55 nm [3]. The density of states at the Fermi level for each band are N1 = 0.30
and N2 = 0.65 eV−1, respectively, [8,42]. From the numerical work in reference [43], we
can get λ11 = g11N1 = 0.30 and the ratio g11:g12:g22 = 1:0.30:0.37. Then, we have λ = 0.054,
λmax = 0.41 and ε12 = 1.1 eV−1. With the average Fermi velocities vF1 = 3.7 and vF2 = 4.4
in units of 1013 nm · s−1 [44], we get γ1 = 20 nm2 · eV−1 and γ2 = 61 nm2 · eV−1 from
Equation (14). Then, from Equation (28), we can obtain the characteristic length scales
A11 = (50 nm)−1 and A22 = (70 nm)−1. For a given film thickness d, we first get ki from
Equation (36). By plugging it into Equation (42), the critical temperature Tc as a function of
d can be calculated numerically and then plotted in Figure 1. It is shown that the critical
temperature keeps gradually decreasing with the decreases in d and Tc ≈ 3 K when the
film thickness is reduced to d = 3 nm. From Figure 1, we can see that our theoretical results
fit the experimental data on Si/SiO2 substrate well.

Figure 1. The critical temperature as a function of FeSe film thickness. The experimental data are
taken from Ref. [18] (circles) and Ref. [19] (squares) respectively.

At this point, we can also discuss the single-band superconducting system of nio-
bium [45,46], which shows similar behavior to FeSe. The critical temperature of Nb films
gradually decreases with a reduction in the thickness from 300 to about 50 nm. A much
stronger dependence of the critical temperature on thickness is observed for films thin-
ner than 50 nm. We would also like to apply our theoretical scheme with the similar
boundary condition ∇Ψ · s|S = −AΨ to understand this physical property for single-
band superconductor Nb. With the lattice constant a = 0.33 nm, the Fermi velocity
vF = 3.9 in units of 1013 nm · s−1, the density of states at the Fermi level N = 1.5 eV−1

and the dimensionless interaction parameter λ = 0.32 for niobium [47,48], we can ob-

tain γ =
7ζ(3)h̄2 Nv2

F
16π2(kBTc0)2 = 80 nm2 · eV−1 with the bulk critical temperature Tc0 = 9.4 K and

A = Na
γλ = (52 nm)−1. Thus, with this characteristic length scale, our theoretical sce-

nario can qualitatively explain the strong Tc suppression around 50 nm in the single-band
superconducting Nb films.

4. Conclusions

In conclusion, we introduced the appropriate boundary conditions in two-band GL
theory at the interface between two-gap superconductor and insulator (or vacuum). We also
gave a microscopic derivation of these boundary terms based on two-band Bogoliubov–de
Gennes formalism. For the two-band superconductor FeSe, we obtained the characteristic
length scales of the boundary effect as 50 and 70 nm. The theory can perfectly explain the
dramatic suppression of Tc when the film thickness is reduced to the same order of these
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length scales. Our investigation thus suggests that the boundary effect induced by these new
terms may play an important role in the research of some iron-based superconducting films.
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32. Zhang, L.F.; Covaci, L.; Milošević, M.V.; Berdiyorov, G.R.; Peeters, F.M. Unconventional vortex states in nanoscale superconductors

due to shape-induced resonances in the inhomogeneous cooper-pair condensate. Phys. Rev. Lett. 2012, 109, 107001. [CrossRef]
[PubMed]

33. Zhang, L.F.; Covaci, L.; Milošević, M.V.; Berdiyorov, G.R.; Peeters, F.M. Vortex states in nanoscale superconducting squares: The
influence of quantum confinement. Phys. Rev. B 2013, 88, 144501. [CrossRef]
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Abstract: Nanostructured Cu–Ni alloys have become the focus of public attention due to their better
corrosion resistance and high hardness in experimental measurements. First-principles calculation
based on the density functional theory (DFT) has been confirmed as an effective tool and used to
illustrate the mechanical properties of these alloys. In this paper, the DFT has been employed to
calculate the mechanical properties of Cu–Ni alloys, including bulk modulus, shear modulus, Young’s
modulus, anisotropic index, Poisson’s ratio, average velocity, and B/G. We find that the Ni-rich
Cu–Ni alloys have relatively higher mechanical parameters, and the Cu-rich alloys have smaller
mechanical parameters, which is consistent with previous experiments. This provides an idea for us
to design alloys to improve alloy strength.

Keywords: first-principles calculations; Cu–Ni alloys; mechanical properties

1. Introduction

Copper and copper-based alloys are commonly used in manufacturing, meaning they
are indispensable metals in society. Cu is known to have excellent electrical conductivity,
good ductility, and high thermal conductivity, which is an advantage when it is deformed in
terms of the geometry structure of devices and microwires [1]. In order to improve the hard-
ness of Cu to meet certain applications, researchers suggest reliable mechanisms that cause
mechanical hardening: (1) solid solution strengthening, (2) precipitation hardening [2].

One of the most attractive Cu-based alloys are Cu–Ni binary compounds. Cu–Ni
alloys are considered to possess good hardness and corrosion resistance [2–4]. Some Cu–Ni
alloys have good electrocatalytic [5] and electrical [6] properties in conducting electricity.
Other interesting characteristics of Cu–Ni alloys, such as thermal conductivity reduction in
nanostructuration [4] and ferromagnetic features in Ni-rich Cu–Ni deposits [7], are revealed.
The deposited films of nanostructured Cu-rich Cu–Ni have better corrosion protection than
pure Cu, and films have a high hardness [2]. The mechanical properties are widely revealed
in experiments for nanostructured Cu–Ni films; they find that Young’s modulus increases
with the increasing Ni concentration, and Young’s modulus decreases with the decreasing
Cu concentration [8–10].

Recently, the Cu–X alloys for Cu–Al, Cu–Sc, Cu–Zn, and Cu–Ce were discussed in
formation energy by VASP, which shows that Cu–Ce displays high mechanical energy and
strong bonds [11]. The charge density difference and Mulliken population of Mg–Gd–Cu
alloys were calculated by first-principles calculations, where the Cu–Gd terminated inter-
face is probably the most stable interface [12]. Cu–Zn4 alloy has a high Young’s modulus
with lower elastic anisotropy, which is rationally recommended for improving the stiff-
ness of Al–Cu–Zn alloys based on first-principles calculations [13]. It can be seen that
the first-principles calculation is one of the most important tools to compute mechanical
properties, aiming to improve stiffness. Cu–Ni-based alloys have high elasticity and high
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electrical conductivity [14–16], with the addition of Co improving the conductivity [14] and
the addition of Sn enhancing the mechanical stability of alloys [15,16]. The high stiffness
and corrosion protection found in experiments with Cu–Ni alloys has brought them wide
attention. Those features of the mechanical properties of Cu–Ni alloys can also be obtained
from calculations, but have been less reported previously.

Therefore, we consider first-principles calculations to discuss the mechanical proper-
ties of Cu–Ni alloys in nanostructuration, trying to support and promote the understanding
of these alloys.

2. Computational Details

First-principles calculations based on density functional theory (DFT) are executed by
the CASTEP code [17], where the GGA-PBE is chosen as the exchange-correlation energy
functional and potential [18]. Total energy for cutoff is set to 440 eV to ensure the energy
tolerances. K-point mesh for Monkhorst–Pack grid is set to 12 × 12 × 12; the actual spacing
for mesh is 0.004 nm−1. In geometry optimization processing, the detailed convergence
tolerance for atom is evinced by setting energy to 5.0 × 10−6 eV/atom, max. force to
0.01 eV/Å, max. stress to 0.02 GPa, and max. displacement to 5.0 × 10−5 nm, where the max.
iteration is 100 to ensure the energy convergence. The Broyden–Fletcher–Goldfarb–Shanno
(BFGS) method is applied to mathematical algorithm for convergence calculation [19].

As shown in Figure 1, three Cu–Ni alloys are implanted in this paper, containing
Cu0.5Ni0.5, Ni0.92Cu0.08, and Cu0.95Ni0.05 with same space group Fm3m. Red points for
k-point and green dash for Brillouin edge are marked, respectively. The vectors demonstrate
the direction in reciprocal space by

→
g 1,

→
g 2,

→
g 3. The results of geometry optimization are

listed in Table 1. It can be seen that the large Cu concentration has the larger lattice
parameters, and the small atom percentage of Ni concentration has the smaller lattice
parameters, which are consistent with experiments. Lattice parameters error is less than
2% compared with XRD data [2,9,10]. Figure 2 shows the simulated XRD patterns of
Cu–Ni alloys based on pseudo-Voigt peak shape profile [20], where the peak broadening
accounting for instrument broadening is described by Caglioti equation [21] by the U = 0.05,
V = 0.002, and W = 0.002; the [UVW] is the direction of incident of the electron beam. It
can be seen that the XRD patterns of Cu–Ni alloys are similar; the peak for (111) and
(200) reflections shift towards larger angles as the Ni contents increase. The peak position
and peak tendency for Cu–Ni alloys are in great agreement with experiments [2,9,10],
conforming to the observed particle shapes and crystallite sizes. Hence, these structures
are considered to further compute the mechanical properties with GGA-PBE functional.

Figure 1. Primitive cell of Cu–Ni; the blue atom corresponds to Cu and Ni; the contents of atom are
Cu0.5Ni0.5, Ni0.92Cu0.08, and Cu0.95Ni0.05. Red line and point refer to integration path and k-point in
Brillouin zone.

→
g 1,

→
g 2,

→
g 3 are reciprocal vector.
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Table 1. Optimized lattice parameter for Cu–Ni alloys with experiments [2,9,10].

Composition Lattice Parameter a (nm) Density (g·cm−3) Volume (nm3)

Cu0.08Ni0.92 0.35302 8.9223 0.010999
Cu0.5Ni0.5 0.35557 9.0315 0.011239

Cu0.95Ni0.05 3.6174 8.8827 0.011834
Cu0.97Ni0.03 0.35836 [2]
Cu0.46Ni0.54 0.3560 2 [2]
Cu0.55N0.45 0.3561 [9]
Cu0.13Ni0.87 0.3534 [9]

Cu100Ni0 0.36148 [10]
Cu0Ni100 0.35232 [10]

(111)
(200)

Figure 2. Simulated XRD patterns of Cu–Ni alloy crystal in the 2θ = 42–54◦ range. The dashed lines
indicate the position of the (111) and (200) fcc reflection for pure copper and pure nickel, the copper
(Cu) is used for anode type, λ = 0.1540562 nm.

3. Mechanical Properties

The elastic constants are important to understand the physical properties and engineer-
ing applications [22–24]. Calculated elastic constant Cρσ can be solved by energy density u
with tensors sρsσ, which was first noted by Born and Huang [25]:

u =
1
2∑

ρσ

Cρσsρsσ (1)

where the ρ, σ are tensor notations in Voigt’s way. Then, the famous Hooke’s law can be listed:

Sρ =
∂u
∂sρ

= ∑
σ

Cρσsσ (2)

The Sρ is elastic stress. When the elastic constants are obtained, the mechanical
properties of the crystal can be solved by the elastic constant matrix. The Voigt, Reuss,
and Hill [26–28] methods are popular approaches for mechanical properties including bulk
modulus B, shear modulus G, average velocity vm, Young’s modulus E, ratio B/G, and
Poisson’s ratio v. In the cubic system, the equation can be simple:

BV =
C11 + 2C12

3
(3)
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GV =
C11 − C12 + 3C44

5
(4)

BR =
1

3S11 + 6S12
(5)

Average value for Hill’s way is widely used to describe the mechanical properties, i.e.:

B = BVRH =
BV + BR

2
(6)

G = GVRH =
GV + GR

2
(7)

The average velocity for the crystal can be solved by [13]:

vm =

[
1
3

(
2
v3

t
+

1
v3

l

)]−1/3

(8)

vl =

(
3B + 4G

3ρ

)1/2
(9)

vt =

(
G
ρ

)1/2
(10)

Other mechanical properties for Young’s modulus E, anisotropic index AU, and Pois-
son’s ratio v are expressed [13]:

E =
9BG

3B + G
(11)

AU= 5
Gv

GR
− Bv

BR
− 6 (12)

v =
3B − 2G

2(3B + G)
(13)

The ratio of B/G has been an adopted criterion to judge the ductility and brittleness of
solids; if B/G > 1.75, the solid behaves in a ductile manner, otherwise it behaves in a brittle
manner [29]. Based on DFT, the energy density u can be easily obtained. The calculated
mechanical properties are shown in Table 2, solving from the Equations (3) to (13).

Table 2. Calculated mechanical properties of Cu–Ni alloys, Cρσ is elastic constant, B is bulk modulus,
G is shear modulus, vm is average velocity, E is Young’s modulus, and v is Poisson’s ratio.

C11 C12 C44 B G E AU v vm B/G

Cu0.05Ni0.95 241.1 163.0 110.0 189.0 72.7 193.3 1.405 0.330 3145.7 2.60
Cu0.5Ni0.5 165.2 89.4 102.2 114.6 68.7 171.7 1.278 0.250 3002.2 1.67
Cu0.95Ni0.05 154.8 137.9 71.4 143.5 32.1 89.6 7.884 0.396 2011.8 4.47
Cu0.97Ni0.03 111 [2]
Cu0.46Ni0.54 163 [2]
Cu0.55N0.45 172 [9]
Cu0.13Ni0.87 195 [9]
Cu100Ni0 158 [10]

Firstly, for different works, the Cu-rich Cu content in Cu–Ni alloys has a smaller
Young’s modulus in their respective results, whatever the simulation or experimental
measurements. Our calculated Young’s modulus is less small than that of these other
experiments, which is caused by the slight difference in the approaching process. It is
reasonable and meaningful to further discuss the mechanical properties in calculation for
deep consideration.
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In Figure 3a, elastic constants refer to the deformation resistance of the crystal in
anisotropy. In Voigt’s way, the subscript of C11 represents the deformation resistance
in the x-axis for Cu–Ni alloys. The calculated elastic constant for C11 reduces with the
increasing Cu content, indicating that the deformation resistance in the x-axis for Cu–Ni
is becoming weak. Similarly, C44 represents the deformation resistance in the x,y-axis
becoming weak, while C12 represents the deformation resistance in the y-axis to stress in
the x-axis decreasing first, then increasing. The Cu content in the crystal has a great effect
on deformation resistance in the x-axis. In Figure 3b, the popular moduli for materials are
shown in different Cu content. Bulk modulus has a similar tendency as C12, showing the
total deformation resistance of alloys. Shear modulus G and Young’s modulus E decrease
in Cu-rich Cu content, predicting the fluctuation of hardness.

(a) (b)

Figure 3. Cu content-dependent mechanical properties: (a) elastic constants; (b) bulk modulus B,
Shear modulus G, and Young’s modulus E.

In Figure 4a, for the red curve, there is a typical transition from ductile to brittle.
In Cu-rich Cu0.95Ni0.05 and Ni-rich Cu0.05Ni0.85 alloys, they are greatly ductile with the
B/G > 1.75; meanwhile, the Cu-rich alloys have the higher ductility. On the other hand,
the Cu0.5Ni0.5 alloys are brittle due to the B/G = 1.67. It shows that the right ratio for the
binary compound of Cu–Ni systems is beneficial to improve the brittleness of pure metal.
For the blue curve, the anisotropic index has the same tendency, where the Cu0.5Ni0.5 alloy
with the smallest numerical index presented the lowest anisotropy. The low anisotropy
with higher Young’s modulus shows that the Cu0.5Ni0.5 alloy has a great stiffness.

(a) (b)

Figure 4. Cu content-dependent brittleness and stiffness: (a) criterion for ductile and brittle B/G,
anisotropic index AU, and Poisson’s ratio v; (b) average velocity vm.

For Poisson’s ratio v in Figure 4a, we can obtain the same results as B/G. When the
Poisson’s ratio v > 0.26, the alloys are ductile; otherwise, it behaves in a brittle way [13].
That is, the Cu0.5Ni0.5 alloy is brittle. In Figure 4b, the average velocity decreases with the
increasing Cu content; the significant drop can be found in the Cu0.5Ni0.5 position. It shows
that the Cu0.5Ni0.5 alloys have a good elastic strength by loading elastic wave velocity,
almost comparable with pure copper.
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Elastic constant can be applied in a mechanical stability criterion, to reveal the me-
chanical stability of a crystal. For the cubic system, the criterion can be written simply [30]:

C11 − C12 > 0, C11 + 2C12 > 0, C44 > 0 (14)

We put the elastic constants from Table 2 in the mechanical stability criterion, and the
detailed results are shown in Figure 5; it can be seen that the alloys are mechanically stable.

Figure 5. Mechanical stability of Cu–Ni alloys.

4. Conclusions

First-principles calculations-based density functional theory is used in this paper;
the lattice crystal and mechanical properties for Cu–Ni alloys are good, illustrated in the
stiffness compared with the experiment for nanostructured Cu–Ni films. Firstly, we employ
the pseudo-Voigt way to simulate the XRD results, showing the crystal is a reliable structure.
Then, for the mechanical properties we computed, the main results are included as a list.

1. Based on DFT, we calculated elastic constants, bulk modulus, shear modulus, Young’s
modulus, anisotropic index AU, Poisson’s ratio v, average velocity, and B/G in this
paper. It improves and supports the results for the experiment.

2. Cu-rich and Ni-rich Cu–Ni alloys are ductile; the Ni-rich alloy has the highest uniaxial
deformation resistance due to having the largest Young’s modulus.

3. Cu0.5Ni0.5 as the most suitable binary compound is predicted to have great stiffness
in the Cu–Ni system, due to the brittleness and low anisotropy.
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Abstract: To simulate dendrite growth with different orientations more efficiently, a high-performance
cellular automata (CA) model based on heterogenous central processing unit (CPU)+ graphics process-
ing unit (GPU) architecture has been proposed in this paper. Firstly, the decentered square algorithm
(DCSA) is used to simulate the morphology of dendrite with different orientations. Secondly, parallel
algorithms are proposed to take full advantage of many cores by maximizing computational paral-
lelism. Thirdly, in order to further improve the calculation efficiency, the task scheduling scheme
using multi-stream is designed to solve the waiting problem among independent tasks, improving
task parallelism. Then, the present model was validated by comparing its steady dendrite tip velocity
with the Lipton–Glicksman–Kurz (LGK) analytical model, which shows great agreement. Finally, it is
applied to simulate the dendrite growth of the binary alloy, which proves that the present model can
not only simulate the clear dendrite morphology with different orientations and secondary arms, but
also show a good agreement with the in situ experiment. In addition, compared with the traditional
CPU model, the speedup of this model is up to 158×, which provides a great acceleration.

Keywords: GPU-CA model; multi-orient dendrite; parallel algorithm; speedup; task schedule scheme

1. Introduction

Dendrite is an important component of solidification structure, whose morphological
characteristics directly affect the performance of an alloy. Therefore, studying the growth
of dendrite is helpful for researchers to optimize the process parameters and improve the
performance of alloys. Experimental methods for obtaining the microstructure during
solidification have been proposed, such as the electronic probe [1], synchrotron X-ray [2,3],
etc. that have been developed, but cannot be applied to product at a large scale due to the
expensive cost and harsh environment. Moreover, these methods are unable to show the
dynamic evolution process of dendrite growth.

Over the past few decades, a considerable number of numerical models have grown
up around the theme of simulating the evolution process of dendrite morphology during
solidification, such as level set [4], monte carlo (MC) [5], cellular automata (CA) [6–8], phase
field (PF) [9], etc. Among them, the phase field model (PF) and CA model are the most
widely used. Due to complex physical equations and massive calculations, the PF model is
only applied to small-scale simulations. Whereas the CA model can perform large-scale
simulations and reveal the evolution of micro-mesoscopic dendrites, such as the transfor-
mation of columnar crystals into equiaxed crystals (CET) [10], the behavior of dendrite
deflection in fluids [6–8], and the formation of silicon facet dendrite [11]. Influenced by grid
layout and capture rules, the traditional CA model can only simulate dendrites that grow
along the x axis or 45◦ with the x axis. However, during the actual solidification process of
the alloy, dendrites grow with different preferred orientations, which is caused by the solute
profile and can lead to macro-segregation in the cast product [12]. Therefore, it is very
important for the model to be able to simulate the dendrite with different orientations. Re-
searchers have proposed various methods to achieve multi-orient dendrite simulation, such
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as defining block cells [13], establishing random ZigZag neighbor cell capture rules [14],
etc. These methods can only simulate a dendrite with the same orientation at the same
time due to complex algorithms. Hence, Rappaz and Gandin developed the decentered
square algorithm (DCSA) [15], which can simulate dendrites with different orientations
simultaneously, and it has been widely used to simulate the growth of columnar and
equiaxed dendrites [16–19]. However, these models suffered from velocity anisotropy,
which means velocities along different orientations are asymmetrical and have multiple
interfaces. Then, Luo et al. [20] modified the velocity of the interface cell through the local
solute equilibrium and improved the phenomenon of multiple interfaces. Wang et al. [21].
determined the length of the square half diagonal by the preferred orientation to ensure
sharpness of the interface and introduced GF to reduce velocity anisotropy.

However, the DCSA rule dynamically determines the capture position and condition
by tracking the dendrite tip, which is very complex. Massive calculations of the CA
model incorporating the DCSA rule make large-scale simulations very time-consuming.
It is, therefore, necessary to speed up the calculation. Some methods have attempted to
improve calculation efficiency, such as adaptive meshes [22,23], parallelizing the computer
program using MPI technology [24], and parallel computing technology based on serial
arithmetic [25]. These accelerators are CPU-based, so the speedup is not good enough for
the number of cores, being limited by the hardware architecture. Unlike the CPU, GPU is
characterized by integrating thousands of computer cores inside, which makes it the most
effective way to achieve acceleration. With the development of GPU in general purpose
computing, it has been used in various fields [26,27]. Over the past two decades, the GPU-
based acceleration method has become a hotspot in computational and material science [28–30]
and has made great progress in dendrite growth simulation [31–34]. However, most of
these contributions focused on the PF model, which is still unable to simulate dendrite
growth at large scale, even when accelerated by using GPU.

This paper proposes a high-performance CA model incorporating the DCSA capture
rule to simulate dendrite growth with different orientations more efficiently. To make full
use of the hardware resources and improve the calculation efficiency, parallel algorithms
and a task scheduling scheme using multi-stream are proposed. Compared to the traditional
CPU-CA model, this model can achieve great acceleration with a speedup of 158×. In
addition, the steady-state tip velocity predicted by this work shows great agreement with
the analytical value of the LGK model. The simulation results of the binary alloy by this
model not only show dendrites with different orientations, but also agree well with the
experimental result in situ. This model will be a promising tool for studying the dendrite
growth during the large-scale solidification.

The following chapters will cover the establishment, solution, and verification of the
model in detail.

2. Materials and Methods

2.1. Description of Numerical Model
2.1.1. Heat Transfer Model

Equation (1) is used to describe heat transfer during alloy solidification.

pcp
∂T
∂t

=
∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
(1)

where T is the temperature, fs is the solid fraction, ρ is the density, cp is the equivalent
specific heat, and L is the latent heat.
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2.1.2. Solute Distribution Model

The solute distribution model consists of solute redistribution at the interface and
solute diffusion across the entire domain. For one thing, the solute redistribution is deter-
mined by Equations (2) and (3) according to local equilibrium.

Cs = kCl (2)

dC = Cl(1 − k)Δ fs (3)

where dC is the residual solute expelled by the interface cell, and k is the coefficient of
equilibrium solute partition (k < 1 in the present work).

First, the expelled solute will be discharged into the remaining liquid of the current
cell. Then, the current Cl will be compared to the equilibrium solute concentration Cl

∗; the
part beyond Cl

∗ will be discharged to adjacent liquid cells. Cl
∗ is calculated by Equation (4).

C∗
l = C0 +

T − T0

ml
+

ΓKa(n̂)
ml

(4)

where T is the actual temperature, T0 is the initial temperature, C0 is the initial solute
concentration, ml is the liquidus slope, and a(n̂) is the function of interface anisotropy.

If the current cell is completely solidified, then all the excluded solute will be dis-
charged to the adjacent liquid cells. How much solute will be discharged into an adjacent
liquid cell is designed by weight, as shown in Equation (5).

wi =
C0

i − Cl

∑N
j=0(C

0
j − Cl)

(5)

where Ci
0 − Cl is the solute difference between the interface cell and the adjacent liquid

cell i, N is the number of liquid neighbours.
For another, the solute diffusion coefficient in liquid is three to four orders of mag-

nitude larger than that in solid, so diffusion in solid phase is neglected in this paper.
Equation (6) shows the diffusion of a solute in liquid and interface.

∂Cl
∂t

=
∂

∂x

(
Di

∂Cl
∂x

)
+

∂

∂y

(
Di

∂Cl
∂y

)
(6)

where Di is the solute diffusion coefficient, which is governed by Equation (7).

Di = fsDs + (1 − fs)Dl (7)

where Dl and Ds are the diffusion coefficient in liquid and solid, respectively.

2.1.3. CA Model

In the traditional CA model, only fully solidified cells ( fs = 1) can capture their liquid
neighbors. This capture rule is severely affected by the grid layout, so it can only simulate
dendrites growing along the x axis and 45◦ with the x axis. However, the growth orientation
of dendrite is chaotic in the actual solidification process of the alloy. In order to simulate
dendrite growth closer to reality, the decentered square rule for capturing has been adopted
by the present CA model. As shown in Figure 1, the key to the improved algorithms is
dynamically calculating the nucleation position and nucleation conditions, according to the
position where the interface cell (parent cell) reaches the liquid cell. All cells in the entire
computing domain are initialized to liquid ( fs = 0). As the temperature decreases, the one
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who receives the nucleation conditions will receive the chance to nucleate. The nucleation
probability is calculated by Equation (8) combined with random probability.

dn
dΔT

=
nmax√

2 exp
[
− 1

2

(
ΔT−ΔTN

ΔTσ

)] (8)

where ΔT is the undercooling, nmax is the maximum density of nuclei given by the integral
of undercooling (from 0 to ΔT) of Equation (8), ΔTN is the average nucleation undercooling,
and ΔTσ is the standard deviation. Once a cell is nucleated, its solid fraction will be changed
from 0 to 1, and a decentered square with an angle θ between diagonal and x axis will be
located at its center. Additionally, four corners of this square penetrate the nearest liquid
neighbors, capturing them in the corners and changing them into interface cells. Captured
cells will inherit the growth properties of the parent cell and grow along the diagonal to
capture its liquid neighbors until it is completely solidified.

 

Figure 1. The diagram of the decentered algorithm (θ is the angle between diagonal and x axis).

In order to simulate the dendrite morphology in detail, the local level rule method is
used to calculate the increment of the solid fraction [35], wherein Δ fs of each time step is
determined by Equation (9). The length of the primary arm of the dendrite is updated by
Equation (10).

Δ f s =

(
C∗

l − Cl
)(

C∗
l (1 − k)

)GF (9)

l(t + Δt) = l(t) + Δ f slmax (10)

lmax is the maximum half-diagonal length determined by Equation (11).

lmax = l
(

Δx
max(sin θ, cos θ)

)
(11)

Δx is the size of the cell, and GF [36] is the geometry factor related to the state of neighbors,
which is introduced to avoid multiple interfaces and is limited to no more than 1.

GF = min
{

1, G
(
∑4

m=1 SI
m +

√
2 ∑4

m=1 SII
m

)}
(12)

where G is an adjustable factor, sm
I and sm

II are the state of the nearest neighbor and the
second nearest neighbor, respectively, and both of them have two values, as shown in
Equation (13).

SI
m, SII

m =

{
0, fs < 1
1, fs = 1

(13)
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2.2. Parallel Solver Based on GPUq

To simulate the morphology of dendrite with clequeqear secondary arms, the cell
size is generally divided into 1~2 μm. There will be huge calculations when conducting
large-scale simulations, which is time-consuming using CPU. In addition, the purpose
of the simulation is to optimize the process parameters by performing many groups of
experiments. Therefore, it is necessary to accelerate the calculation. This paper designs a
GPU-based parallel solver for acceleration.

2.2.1. GPU-CA Framework

The GPU-CA frame used in this work is shown in Figure 2, in which each slice has the
cell state of the cross-section corresponding to this moment.

Figure 2. GPU-CA architecture.

In this heterogeneous framework, the CPU is responsible for allocating memory,
initializing, and transferring the initial state to the global memory on the GPU via the
PCIe bus. Then, all the threads on the GPU execute instructions simultaneously in single-
instruction-multiple-data (SIMD) mode until the required calculations are completed.
Finally, data are transferred from GPU memory to CPU memory via the PCIe bus for
post-processing. This work uses Pascal GP100 GPU (embedded with 3584 CUDA cores)
as the accelerator, where millions of threads can execute instructions simultaneously, and
each thread corresponds to a cell.

2.2.2. Implementation by CUDA C

This work adopts CUDA as the programming model, because it allows us to execute
applications on heterogeneous computing systems by simply annotating code with a small
set of extensions to the C programming language. In addition, the CUDA programming
model provides the exposed memory hierarchy, in which global memory is the most widely
used, because it has a large memory space. This work chose global memory and, based on
it, designed the structure of array (SOA) to organize data, because the SOA is more liable
to maximize the efficiency of accessing the global memory.

1. Task scheduling scheme

CUDA provides streams to achieve concurrency between kernels, where kernels are
executed sequentially in the same stream, simultaneously in different streams. To increase
parallelism, this paper divides the problem into eight small tasks, each corresponding to a
kernel function, as shown in Table 1.
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Table 1. Task assignment in GPU-CA model.

Kernel Functions Computation Task

capture capturing neighbors
calD solute diffusion coefficient

solute_Dif solute diffusion
schange solute redistribution in interface

get_T temperature distribution
calB equilibrium solute

growth velocity and the arm length
backup storing data for the next slice

All kernels are related, but at some point, some kernels are independent. For example,
before kernel solute_Dif is scheduled, kernels capture, schange, calD are independent. To
solve the waiting problem among independent tasks, this paper puts all kernels into two
streams based on the kernel dependency, as shown in Figure 3. It is noted that all operations
in the non-default stream are non-blocking with respect to the host thread. Thus, we need to
synchronize the host with operations running in a stream. The overall flow of the numerical
simulation is shown in Figure 3, where kernel function solute_Dif depends on values of CL
and D calculated by calD and schange, respectively. In this case, the host has to wait until
the calD and schange finish their calculation before solute_Dif is scheduled. This work
uses the cudaDeviceSynchronize(void) function to achieve synchronization between the
host and operations running in a stream.

2 Parallel algorithms

 
Figure 3. The flow-chart of the program model.

Global memory can be accessed on the device from any SM throughout the applica-
tion’s lifetime. When multiple threads write data to the same address at the same time,
there will be a ‘data race’ that can lead to an undefined error. The CA model in this work
adopted the Moore neighbor, in which each cell has eight neighbors. Therefore, there may
be more than one neighbor discharging solute into a liquid cell or capturing it at the same
time. Mapping to the programming model, there are multiple threads that attempt to
modify the data in the same address, introducing a ‘data race’. This paper avoided this
phenomenon by preventing the cell from ‘actively’ discharging solute to neighboring cells
or capturing it. For example, the solute redistribution algorithm adopts a kernel function
and a device function to turn ‘active’ to ‘passive’, as shown in Figure 4. There are two steps
to complete the solute redistribution process. The pseudo-code is listed in Algorithm 1.
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(a) (b) 

Figure 4. Avoiding data race ((a) store (b) read->change).

First, calculate how much solute will be discharged to each liquid neighbor and store
it in the intermediate variables, lines 2–7 in Algorithm 1.

Then, read the data stored by the first step from the neighbors and sum it to the solute
of the current cell changed, lines 8–11 in Algorithm 1.

Algorithm 1 parallel solute redistribution algorithm

1 id : assign thread to cell
2 for all interface cells do
3 dC← diacharged solute
4 if(dC > 0)
5 dCi ← store the solute dischared to cells
6 end
7 end
8 for all liquid and interface cells do
9 temp ← read dC i from neighbors
10 Cl ← Cl + temp//add temp to Cl
11 end

This algorithm can avoid the ‘data race’ and make all cells in the calculation domain
independent.

3. Results and Discussion

3.1. Validated by the LGK Model

This model was validated by comparing the steady velocity of a free dendrite crystal
in an undercooled melt with the analytical value of the LGK model. This work defines the
velocity of the dendrite tip through the cell size and time interval as the cell stays in the
interface state, and the steady state of dendrite growth is determined as the solute at the
boundary opposite the dendrite tip reaches 1.01 times the initial value [37,38]. The physical
parameters used in this paper are shown in Table 2.

Table 2. Physical properties [39,40].

Property and Symbol Fe–0.6C Fe–5.3Si

Initial composition,C0 (wt.%) 0.6 5.3
Liquidus temperature Tl (K) 1763.37 1732.87
Liquidus slope, ml

(
K%−1

)
−80 −7.6

Solute partition coefficient, k0 0.34 0.77
Solute diffusion coefficient in liquid Dl

(
m2·s−1) 2 × 10−9 8.0 × 10−4exp (−29,943.23/T)

Solute diffusion coefficient in solid Ds
(
m2·s−1) 5 × 10−10 8.0 × 10−8exp (−29,943.23/T)

Gibbs-Thomson coefficient,(m·K) 1.9 × 10−7 1.9 × 10−7
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This test was performed in a square domain with a size of 400 μm × 400 μm, which
is uniformly divided into 400 × 400 cells with the size of 1 μm × 1 μm. At the beginning
of solidification, a nucleus with a preferred orientation of 0◦ was placed in the center of
the domain.

Figure 5 shows the evolution of the transient velocity of the dendrite tip as a function
of time calculated by the present CA model under the undercooling of 8K and the steady
velocity calculated by the LGK model. It can be seen that tip velocity of the dendrite
decreases dramatically in the transient growth period; then, the decreasing tendency
becomes mild in the steady growth period. Finally, the velocity is stable at 56.33 μm/s,
which is very close to the analytical value of 55.90 μm/s calculated by the LGK model.

Figure 5. Comparison of the steady tip velocity at a constant undercooling ΔT = 8K.

3.2. Model Capability

This model is applied to simulate the dendrite growth of binary alloy. Firstly, a group
of dendrites of Fe–0.6C alloy are simulated to evaluate the ability to simulate the dendrites
with different orientations. Secondly, it is applied to simulate multi-orient dendrites’ growth
of Fe–5.3Si alloy [41], and the simulated result is compared with the in situ observation.
Finally, the performance of the parallel solution is analyzed by comparing the calculation
time with the traditional CPU calculation.

3.2.1. Single Dendrite of Fe–0.6C Alloy

A group of dendrites of Fe–0.6C with different orientations are simulated in this part,
where the orientation ranges from 0◦ to 90◦ due to the four-fold symmetry of the dendrite.
Simulations are also performed on a square domain with a size of 400 μm × 400 μm
that is divided into 400 × 400 cells. Figure 6 shows the simulation results at 0.6 s with
a constant undercooling of 8K, which shows that the present model can simulate clear
dendrite morphology with not only different orientations but also second dendrite arms.

In addition, as shown in Figure 7, the primary arm of dendrites with different orienta-
tions of 0◦, 30◦, and 60◦ are almost the same length, indicating that growth velocities with
different orientations are in good symmetry.

3.2.2. Multi-Dendrites of Fe–5.3Si Alloy

The development of synchrotron X-ray technology has enabled the observation of
solidification in metallic alloys, which provides a powerful tool to verify the model.
Yasuda et al. [41] performed in situ observation of Fe–5.3Si wt.% alloy, which shows
a clear morphology of dendrite, including secondary dendrite arms. To validate this model,
this paper simulated multi-orient dendrites’ growth of Fe–5.3Si alloy under the same
experimental condition as the in situ observation, which set the nuclei positions and orien-
tations corresponding to the in situ experimental observation before the simulation began.
Figure 8a,b depict the simulated dendrite morphology and solute profile, respectively.
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Figure 6. Solute profile and morphology of the equiaxed dendrite at the melt undercooling of 8K as
the orientation is (a) 0◦, (b) 5◦, (c) 20◦, (d) 40◦, (e) 60◦, and (f) 80◦.

Figure 7. Velocity symmetry in different orientations.

  
(a) (b) 

Figure 8. Muti-dendrite morphology of Fe–5.3Si alloy simulated by present model (a) morphology,
and (b) solute profile.

Simulation results show that the bottom dendrite is less developed than the upper
because there are more dendrites at the bottom than at the upper, which agrees well with
the in situ observation by synchrotron X-ray imaging [41]. For one thing, the growth
of many dendrites will make the surrounding solute enriched, which will restrict the
development of dendrites. For another, the more dendrites, the less space for each of them.
In addition, Figure 8b shows the segregation between dendrites and within a dendrite,
which satisfies well the non-equilibrium solidification theory [42]. Therefore, this model can
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simulate the growth of the dendrite in the actual casting process and reveal the phenomenon
of segregation.

3.2.3. Acceleration Performance

The block size configured when launching a kernel function means a lot to performance
because of its impact on latency hiding, memory efficiency, and occupancy, etc. A group
of numerical experiments were carried out to find the optimal execution configuration
according to the grid and block size guidelines [43]. Further, parts of the representative
numerical simulation results are shown in Table 3, which shows that the configuration of
(32,4) can obtain optimal performance. Accordingly, the following numerical experiments
are performed under this configuration.

Table 3. Time elapsed with different kernel configuration.

Kernel Configuration Time Elapsed (s)

(128,1) 37.94
(128,2) 37.64
(128,4) 38.85
(64,4) 37.59
(64,2) 37.53
(62,1) 38.13
(32,8) 37.70
(32,4) 37.23
(32,2) 37.85

Speedup, the ratio between the CPU and GPU computational time, is used to evaluate
the performance of the present GPU-CA model. The same numerical simulations were
performed both on the Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40 GHz and Pascal GP 100
GPU. All simulations are carried out on the assumption that solidification has been started
with 0.6 s, which equals 600,000 steps in the case of Δt = 0.0001 s. Figure 9 shows the
computation time on the CPU and GPU as well as the speedup, which shows that this
model can achieve great acceleration. In addition, the speedup increases with the number
of grids, which is up to 158×, but the tendency to increase becomes low from a certain
point. This can be explained by limited hardware resources, and before it is fully utilized,
performance will be significantly improved when the grid number is increased. Once
occupancy reaches its maximum, performance may be limited by additional scheduling
overhead when increasing the grid number again.

Figure 9. Computational performance.
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4. Conclusions

This paper aims to develop a high-performance CA model incorporating the decen-
tered square capture rule to simulate dendrite growth with different orientations more
efficiently. The calculation efficiency of the CA model based on GPU has been improved by
the proposed parallel algorithms adapted to the many-core architecture of GPU and the
task scheduling scheme using multi-stream, and it is validated by comparing the calculated
value with the analytical value by the LGK model. By applying this model to simulate the
single dendrite of the Fe–0.6C alloy in different orientations and the multi-orient dendrite
growth of the Fe–5.3Si alloy, the following conclusions can be drawn:

(1) The steady dendrite tip velocity calculated by this CA model agrees well with the
analytical LGK model.

(2) The present model can simulate dendrite morphologies with a random orientation of
the Fe–0.6C alloy and can maintain velocity symmetry under different orientations.

(3) The simulation result of Fe–5.3Si not only matches well with the in situ experiment
but can also reveal the segregation existing between and within dendrite. This model
can be used to simulate multi-dendrite growth in actual casting.

(4) Compared to traditional CPU calculation, this work can achieve noticeable accelera-
tion, and the speedup increases with the number of grids, which is up to 158×.

This GPU-based model can greatly accelerate the calculation, which will be a promising
tool in the field of studying dendrite growth during large-scale solidification.
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Abstract: V-bearing molten iron was obtained by adding Na2CO3 in the smelting process of vanadium
titanomagnetite at low temperature. Two forms of V-rich carbides ((Fe,V)3C, VC) were detected
in the V-bearing pig iron products. Once the smelting temperature was above 1300 ◦C, most of
the V in the raw ore was reduced into molten iron. Owning to the high content of V, the unsteady
(Fe,V)3C solid solution decomposed along with the precipitation of graphite and VC during the
solidification process. The presence of VC cluster and VC precursor in (Fe,V)3C was detected by
transmission electron microscopy, which confirmed the possibility of this transition process at the
atomic perspective. The transformation dramatically affected the compositions and properties of
V-bearing pig iron and had important guiding significance for the actual production process.

Keywords: phase transition; precipitation; VC; (Fe,V)3C; vanadium-bearing molten iron

1. Introduction

Vanadium is an important strategic metal. In 2021, 89% of the global vanadium output
came from vanadium titanomagnetite [1]. V-bearing molten iron is a key intermediate
product, and its composition mainly depends on the raw material and smelting process.
Under traditional blast furnace smelting conditions, the reduction temperature is about
1500 ◦C [2,3]. A large number of high-melting-point carbides such as TiC, TiN, VC, and VN
are formed in the molten iron [4], leading to a series of production difficulties and quality
problems [5–7]. Wang [8] studied the thermodynamic properties such as the solubility and
activity coefficient of V and Ti elements in the molten iron. He [9] and Zhang [10] revealed
the influence mechanism of molten iron fluidity by studying viscous flow properties
focusing on the carbides of titanium. Hou [11] found through thermodynamic calculation
that the precipitation amount of VC and VN in V-bearing molten iron increased sharply
at 1200–1250 ◦C, which was consistent with the change trend of hot metal viscosity. The
formation of V-rich carbonitride particles was observed by a confocal laser scanning high-
temperature microscope. However, the precipitation process of V-rich carbides has not
been thoroughly studied.

The research on carbides of vanadium was mainly concentrated in the field of high-
V medium-/low-carbon steel [12–14], focusing on the morphology and distribution of
carbides in the alloy structure and its modification control measures. Kesri [15] studied
the phase diagram of Fe–C–V ternary system and determined the thermodynamic stable
regions of four phases: austenite (A, γ-Fe ), ferrite (F, α-Fe), VCx type carbide, and M3C
type carbide in the solidification process, in which the equilibrium temperature between
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the VCx and M3C stable regions was 1120 ◦C. Kawalec [16] and Fras [17] calculated the
eutectic transformation process of VC in white cast iron, proposed the concept of the degree
of eutectic saturation (Sc) in high-vanadium cast iron, and characterized the microstructure
of eutectic VC. Recently, microalloyed steel with Nb, V, and Ti has received more and
more attention with the increasing demand for high-quality steel [18,19]. The precipitation
mechanism of the second-phase particles and their precipitation strengthening effect on
the alloy structure have been studied extensively [20,21]. Pan [22] found five forms of V
carbides in V-microalloyed medium-carbon steel. Liu [23] studied the effect of V content on
VC precipitation in PD3 steel. Sayed [24] studied the effect of the heat-treatment parameters
on the random vanadium precipitation in low-carbon steel. Javier [25] proposed a model
to simulate the precipitation of V(CN). Li [26] revealed the hetero-nucleation effect of
V(CN) during γ→α phase change. Wang [27] observed an intermediate coherent crystal
structure within the α-Fe matrix through TEM, revealing a two-step nucleation and growth
mechanism of V(CN) in microalloyed steels. However, all the above studies focused on the
eutectoid process of steel. The precipitation process and mechanism of VC in V-bearing
molten iron in the solidification process have not been fully explored.

Recently, a novel low-temperature smelting technology was developed by adding
soda [28] or alkali [29] in the reduction smelting process of vanadium titanomagnetite.
Chen’s research [30,31] showed that the oxide components in the slag were transformed
into highly active sodium salt. This slag system has a low melting point and high fluidity,
and it displays excellent impurity removal performance. Thus, this process can produce
high-quality V-bearing molten iron at 1150–1300 ◦C. However, this molten iron has its own
unique properties to be further investigated due to the existence of V-rich carbides. In this
paper, V-bearing pig iron with different compositions was prepared. The morphology and
structure of V-rich carbides and their precipitation characteristics in the pig iron structures
were studied. This study is expected to provide technical support for the industrial practice
of low-temperature smelting of vanadium titanomagnetite and the high-value utilization
of V-bearing pig iron.

2. Experiment

2.1. Raw Materials and Experimental Procedures

The vanadium titanomagnetite used in the experiment came from a mine in Chaoyang,
Liaoning Province, China (composition as shown in Table 1, average particle size 48 μm);
the reducing agent anthracite (composition as shown in Table 2, crushed and screened to
below 150 μm) and anhydrous Na2CO3 (AR, 99.8 wt%) were purchased from the Sinopharm
Chemical Reagents Co., Ltd.(Shanghai, China) The smelting process was carried out in
a box-type resistance furnace (Tianjin Zhonghuan Electric Furnace Co., Ltd., Tianjin, China,
model: SX-D64163).

Table 1. Chemical composition of vanadium titanomagnetite concentrate (wt.%).

TFe TiO2 SiO2 CaO Al2O3 V2O5 MgO MnO S P

47.97 19.32 6.59 2.98 2.29 1.46 0.70 0.41 0.028 0.011

Table 2. Chemical composition of anthracite (wt.%).

FCad Vdaf Mad St P
Ad

SiO2 Al2O3 CaO Fe2O3 TiO2 Na2O MnO MgO Total

81.87 6.32 1.66 0.35 0.028 6.93 2.79 0.95 0.43 0.33 0.21 0.1 0.06 11.81

Firstly, raw ore, anhydrous Na2CO3, and anthracite were mixed in a ratio of 10:6:3 and
placed in a graphite clay crucible. When the temperature of the furnace rose to the setting
value, it was held on for 10 min, and then the graphite clay crucible was quickly moved into
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the furnace chamber. The reaction timing began until the temperature stabilized again to
the setting value. After the reaction, the crucible was taken out and cooled in the air. After
cooling to room temperature, pig iron samples were separated from the slag for analysis.
The flow sheet of the smelting process of vanadium titanomagnetite is shown in Figure 1.

Figure 1. Flow sheet of the smelting process of vanadium titanomagnetite.

By adding auxiliaries such as Na2CO3 or NaOH in the smelting process, high-quality
V-bearing molten iron with a low content of Ti (<0.03 wt.%), Si (<0.03 wt.%), S (<0.003 wt.%),
and P (<0.005 wt.%) was produced. In view of the fact that the contents of C (4–5 wt.%) and
V (0.3–2 wt.%) elements in the pig iron, the low-temperature property of the molten iron
was mainly affected by these two elements due to the formation of V-rich carbides with
a high melting point.

2.2. Theory Background

The Fe–C phase diagram has been studied quite thoroughly [32,33]. However, it is still
controversial in some aspects, such as the specific temperature point and C content of the
eutectic and eutectoid transformation lines. In general [34–36], the highest content of C in
the F phase is 0.0218 wt.%, in the A phase is 2.11 wt.%, and in cementite (Fe3C) is 6.69 wt.%.

The natural cooling rate is very fast in laboratory conditions. For hypereutectic white
cast iron (wt.% (C) = 4.3–6.69%), the phase transition follows the diagram of metastable
equilibrium Fe–Fe3C [33,36]. Firstly, primary cementate (Fe3CI) is crystallized from the
liquid phase. Then, the isothermal eutectic transformation occurs at the eutectic point
(1148 ◦C, wt.% (C) = 4.3%). Eutectic A phase is precipitated with eutectic Fe3C; these
two phase form ledeburite cast (Ld), and its form at room temperature is L’d. After
the liquid phase disappears, the secondary cementate (Fe3CII) is precipitated from the A
phase. Upon approaching the eutectoid point (723 ◦C, wt.% (C) = 0.77%), the eutectoid
F phase is precipitated with eutectoid Fe3C. These two phases form pearlite (P). Lastly,
the third cementate (Fe3CIII) is precipitated from the F phase. Therefore, the equilib-
rium microstructure of cast iron at room temperature is as follows: primary cementate
(Fe3CI) + L’d (eutectic Fe3C + Fe3CII + P (eutectoid Fe3C + Fe3CIII + F)).

Fe3C is an interstitial solid solution with the broad homogeneity range [35,36]. There
are still some aspects under be explored, especially the carbide section of the diagram. The
situation becomes even more confusing when the V element is present in the system.

2.3. Test Method

The carbon content in pig iron was determined using a CS-2800 carbon sulfur analyzer
(NCS Testing Technology CO., Ltd., Beijing, China). The content of vanadium in pig iron
was determined by high-sensitivity XRF (PHECDA-PRO, Beijing Ancoren Technology
Co., Ltd., Beijing, China). The morphology and composition of the various phases in
the pig iron samples were analyzed using a mineral dissociation analyzer (MLA250, FEI
Company, Hillsboro, Oregon, United States). Furthermore, the pig iron was thinned by
focused ion beam scanning electron microscopy (Helios G4 PFIB, Thermo Scientific™,
Waltham, MA, USA), and the fine structure of the V-rich carbides and pig iron matrix
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was characterized by high-resolution field-emission transmission electron microscopy
(JEM-F200, JEOL, Tokyo, Japan).

3. Results and Discussion

3.1. C and V Content of the Pig Iron

Several samples of V-bearing pig iron were prepared under different smelting condi-
tions. The effects of different melting temperature and reaction time on the contents of C
and V elements in the samples were investigated. The results are shown in Figure 2.

  

Figure 2. Content of C and V elements in pig iron at different smelting parameters: (a) effect of
smelting temperature; (b) effect of smelting time.

As shown in Figure 2a, the C content in pig iron at different melting temperatures had
little change with an average content of about 4.85 wt.%. However, the V content in pig
iron increased with the increase in temperature. The V content was 0.70 wt.% at 1200 ◦C
and 1.16 wt.% at 1300 ◦C.

The variation trend of V content in pig iron was almost consistent with that of C in
Figure 2b. When the smelting temperature was 1300 ◦C, the iron was separated with the
slag at 20 min, the content of C was 3.94 wt.%, and the content of V was only 0.11 wt.%.
Then, the content of C and V increased rapidly. After 60 min of reaction, the content of C
and V tended to change gently, and the content of C and V remained at about 4.8 wt.% and
1.1 wt.%, respectively. When the smelting temperature was 1200 ◦C, it took about 45 min
for the separation of iron and slag to be completed. At this time, the content of V was
0.5 wt.%, and then it slowly increased to 0.7–0.9%.

It could be inferred that the solubility of V element in pig iron was greatly affected by
the C content. The significant difference in V content in pig iron at 1200 ◦C and 1300 ◦C
may be due to the transformation of the V-rich carbides in pig iron.

3.2. Morphology and Composition

The content of C was different in various phases; thus, it could be inferred that the
content of V in different pig iron structures was also changing. For hypereutectic white
cast iron, it depended on its solubility in the Fe3C phase and the F phase, as well as the
proportion of the two phases in the structure. The microstructure of V-bearing pig iron can
be further analyzed in Figure 3.
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Figure 3. SEM images of the V-bearing pig iron at different smelting temperature: (a) 1200 ◦C,
120 min; (b) 1300 ◦C, 120 min; (c) 1400 ◦C, 120 min.

As shown in Figure 3a, V-bearing pig iron at 1200 ◦C was mainly composed of the
dark-gray long-strip Fe3CI phase and light and dark L’d phase. The bright color phase was
the P phase, and the gray phase was a mixture of eutectic Fe3C and Fe3CII. There were
dark-gray particles in different L’d phases. The L’d structure almost disappeared at 1300 ◦C
(Figure 3b), and there appeared a blacker fine flake graphite phase (G) which separated the
iron matrix, while the P phase region expanded substantially. The original eutectic Fe3C
region was transformed into a large number of gray worm-like and rod-shaped particles
with centripetal converging distribution, while the dark-gray cube particles were in the
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core. Figure 3c showed the appearance of large flake G-phase and large cube particles over
100 μm at 1400 ◦C. The number of gray worm-like and rod-shaped particles increased,
and the distribution was more regular, indicating that the phase precipitation had better
crystallinity with the increase in the smelting temperature. The components of different
phases in pig iron at 1200 ◦C were analyzed by EDS point scanning as shown in Figure 4
and Table 3.

 

Figure 4. SEM-EDS images of the V-bearing pig iron at 1200 ◦C: (a) Fe3CI and adjacent L’d phases;
(b) L’d phase consisting of eutectic Fe3C and pearlite phases; (c) eutectic cell boundary region.

Table 3. EDS results of the V-bearing pig iron at 1200 ◦C.

Element (wt.%) 1# 2# 3# 4# 5# 6#

Fe 85.82 86.94 91.68 88.78 91.38 92.26
C 12.00 11.16 8.00 9.54 8.11 7.44
V 2.18 1.92 0.33 1.68 0.51 0.31

The results showed that the highest content of V was 2.18 wt.% (Figure 4a), which
existed in the Fe3CI, while the lowest V content in P was 0.31 wt.% (Figure 4c). Although
EDS results had a large deviation, it was obvious that the Fe3C phase could enrich V, and
the solubility of V in the A phase was limited. Assuming that all Fe3C had the same V
content, it could be inferred that the V content in F phase was very low; the value reported
in the literature [22] was only 0.09 wt.%.
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According to the relevant theories in Section 2.2, Fe3CI was the first phase precipitated
from the V-bearing molten iron; accordingly, it had the highest content of V. Then the
V content in the subsequent precipitated eutectic Fe3C gradually decreased due to the
insufficient content of V. According to the lever rule, the content of Fe3CI in the V-bearing
pig iron is presented in Equation (1).

wFe3CI =
4.85 − 4.3
6.69 − 4.3

= 23%. (1)

Then, the LD phase accounted for 87%. The theoretical content of eutectic Fe3C
precipitated from LD is presented in Equation (2).

wFe3C =
4.3
6.69

× 87% = 55.9%. (2)

Theoretically, for this hypereutectic white cast iron product, the content of Fe3C phase
was 78.9% and that of F phase was 21.1%. The chemical formula of this V-rich Fe3C could
be written as (Fe1−x,Vx)3C, (0 ≤ x ≤ 1) (for short, (Fe,V)3C).

The components of different phases in pig iron at 1300 ◦C were analyzed by EDS point
scanning and mapping scanning, as shown in Figure 5 and Table 4.

 

Figure 5. SEM-EDS images of the V-bearing pig iron at 1300 ◦C: (a) (Ti,V)(C,N),VC, graphite, and
austenite phases in pig iron; (b–f) mapping scanning measurement of C, N, V, Ti, and Fe elements.

Table 4. EDS results of the V-bearing pig iron at 1300 ◦C.

Element (wt.%) 1# 2# 3# 4#

Fe 2.03 32.94 / 91.26
C 13.83 21 100 8.04
N 6.92 / / /
V 35.70 43.09 / 0.70
Ti 41.51 2.97 / /
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In Figure 5a, the content of V and Ti in regular cube particles was 35.70 wt.% and
41.51 wt.%, respectively. These secondary phase particles were (Ti,V)(C,N). The worm-like
and rod-like gray particles were mainly composed of VC, with a small amount of Ti. Due
to the small size of the particle, EDS scanning could inevitably identify a relatively high
content of matrix Fe. After removing Fe, the content of V in VC phase reached 65 wt.%.
Considering that there was no V in the G phase and (Ti,V)(C,N) particles were few, the
precipitation of VC almost enriched the majority of V from the molten iron.

By further comparison of Figure 3a,c, it can be seen that the eutectic (Fe,V)3C region
originally in L’d was greatly reduced, while a large amount of VC phase appeared in the
gap of the G phase, indicating that (Fe,V)3C solid solution was in a kind of metastable
phase, which would decompose into the G phase and generate VC under certain conditions.
The morphology of VC was consistent with the literature [15–18]. It also showed that
excessive element V, a strongly graphitized element, could reduce the stability of Fe3C.

To sum up, the V content in molten iron was low below 1300 ◦C. The liquid iron had
good fluidity, and the impurity content was very low. The obtained pig iron was mainly
composed of (Fe,V)3C and P phase. Above 1300 ◦C, the V content in molten iron increased
by more than 1 wt.%; (Fe,V)3C would lost its stability and decomposed along with the
precipitation of graphite and VC during the solidification process.

3.3. Interface Structures and Phase Transformation Process

High-resolution structures of pig iron were detected by FIB-TEM. Figure 6a shows the
FIB section of the pig iron sample. In Figure 6b, it can be seen that the V-bearing pig iron
structure contained three phases: (Fe,V)3C, VC, and F.

Figure 6c shows the α-Fe matrix and eutectic Fe3C in the P phase. According to the
above analysis, the eutectoid Fe3C was also enriched with V. Surprisingly, the atomic struc-
ture of the (Fe,V)3C solid solution was perfectly preserved due to the eutectoid transition
from A to P being a solid phase transition process. We can clearly see the obvious interface
undulating transition layer in the Figure 6d,e.

Figure 6f shows the high-resolution structure of VC phases, which were full of vari-
ous microdefects, microtwins, semi-colattice nanostructures, and colattice nanoparticles.
Figure 6g,h shows the interface structure of VC and F phases. It can be seen that there
were small fluctuations of about 3–4 atomic layers thickness at the interface, from which
the mismatches of semi-coherent interface micro-regions and noncoherent dislocations
can be seem. The VC and A phases were eutectic precipitated from the (Fe,V)3C matrix.
When the temperature was above 723 ◦C, both phases had an FCC structure. Therefore,
the interface should be a coherent or semi-coherent interface. When the temperature was
below 723 ◦C, the A phase transformed into the F phase. Its structure changed from FCC
to BCC, during which the atomic rearrangement led to the mismatches of the interfacial
lattice. As can be seen from the Figure 6h, there was a difference of 0.005 nm in the crystal
plane spacing between VC and F phase; thus, it showed periodic mismatches, forming
a stepwise dislocation.

As shown in Figure 6I, there were many vacancies and defects in the complex or-
thogonal lattice structure of Fe3C. When the V atoms were solidly dissolved into the Fe3C
lattice, they would partially displace the Fe atom and formed (Fe,V)3C solid solution. In
Figure 6II, we can see the VC cluster structure formed by more than six V atoms converging
together. The VC precursor crystal nucleus is shown in Figure 6III. Figure 6IV shows the
local structure of VC particles. The process of VC precipitation from (Fe,V)3C is clearly
displayed at the atomic level through the TEM images.
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Figure 6. TEM image and electron diffraction pattern of vanadium-bearing pig iron. (a) FIB section;
(b) VC and pearlite matrix; (c) eutectic cementite and ferrite matrix; (d) (Fe,V)3C; (e) interface fluctua-
tion zone; (f) nanoparticles in VC phase; (g) interface between VC and ferrite matrix; (h) interface
structure; (I) (Fe,V)3C solid solution structure; (II) VC cluster; (III) VC grain; (IV) VC.
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The clear images of the transition process provided by TEM helped in explaining the
whole process of VC phase precipitation from the (Fe,V)3C phase during the solidification
of the V-bearing molten iron.

(a) The nucleation induction stage. With the decrease in the temperature, the first crystal-
lized (Fe,V)3CI phase was unstable. It decomposed into large GI flakes and released
V element into the liquid phase. As a result, C content decreased while V content
increased in the adjacent liquid phase. Then, the A phase was precipitated out of
the GI phase as the heterogeneous nucleation interface [37]. C and V elements were
released into the adjacent liquid phase due to their low solubility in A phase, which
then induced the formation of (Fe,V)3CI and further decomposed into GI.

(b) The nucleation pregnant stage. With the continuous progress of the process (1), the
content of C in the residual liquid phase dropped to the eutectic component, while
the content of V element increased and dissolved into the eutectic (Fe,V)3C phase.
The size effect caused lattice distortion with the increase in solid solubility, leading
to a gradual decrease in the stability of the (Fe,V)3C phase. Then, many VC cluster
structures were formed due to the fluctuation of V concentration and energy.

(c) The nucleus formation stage. When the total distortion energy reached the critical
value, these clusters first adsorbed to the A phase matrix interface under induction
of the FCC structure. Then, they further absorbed the adjacent VC clusters. Finally,
they grew into a VC precursor nucleus which started from the A phase matrix and
protruded into the (Fe,V)3C phase. For the eutectoid process, due to the difficulty of
diffusion in the solid phase transition process and the absence of redundant V atoms,
the VC precursor crystal nucleus could not be further grown; finally, the two-phase
undulating interface structure was formed. Wang [27] made a similar discovery in
V-microalloyed steels.

(d) The precipitation and growth stage. For the eutectic process, VC precursor crystal
nuclei further converged and grew, forming the VC primary crystal nuclei. With
the progress of the reaction, the content of C and V elements adjacent to the crystal
nuclei decreased, while the content outside was higher, thus forming a concentration
gradient of C and V elements decreased to the grain center. Therefore, the growth
direction of VC deviated from the center of the sphere. Under the restriction of the
separation of the A phase and G phase, the VC phase was precipitated continuously
and finally formed a radiating eutectic cell [13]. If there were (Ti,V)(C,N) second-phase
particles or other impurity particles precipitated earlier in the molten iron, they would
become the core of VC eutectic cell as the heterogeneous nucleated crystal species.

In this process, the large precipitation of (Fe,V)3CI and VC with a high melting point
led to poor fluidity of the V-bearing molten iron. On the surface of molten iron, (Fe,V)3CI
decomposed and a large amount of GI precipitated due to the rapid temperature drop. The
eutectic precipitation temperature of the G phase was 1154 ◦C [32], and the solidification
temperature of the molten iron actually increased. Furthermore, G burned and released
a large amount of CO2 after contact with air, resulting in huge pores on the surface of cast
iron and large number of small pores in the interior. This seriously affected the composition
and quality of the pig iron.

4. Conclusions

V-bearing molten iron was obtained by adding Na2CO3 in the smelting process of
vanadium titanomagnetite at low temperature. The morphology and structure of V-rich
carbides in V-bearing pig iron were studied, and the precipitation characteristics of V-rich
carbides in molten iron were discussed.

(1) Vanadium trended to form carbide in iron and steel structure. There were two main
forms of V-rich carbides in low-temperature V-bearing pig iron: (Fe,V)3C solid solution
and VC solid solution.
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(2) The microstructure of pig iron and the existence form of V-rich carbides changed
at different melting temperatures. In the temperature range of 1150 ◦C to 1250 ◦C,
the metallographic morphology were P and (Fe,V)3C phase. When the temperature
exceeded 1300 ◦C, the P, G, and VC phases were mainly present.

(3) When V atoms were solidly dissolved into the Fe3C lattice, they partially displaced
the Fe atoms and formed (Fe,V)3C solid solution. In the eutectic transition process,
the supersaturated V element destroyed the stability of (Fe,V)3C and promoted the
precipitation of G and VC. The existence of VC clusters and VC precursor nuclei were
observed by TEM, which confirmed the possibility of this transition process at the
atomic perspective.

Above 1300 ◦C, the rapid crystallization of (Fe,V)3C and its transition to the G and VC
phases led to an increase in viscosity and poor fluidity of the V-bearing molten iron, result-
ing in a large number of porosity defects. The process seriously affects the composition and
quality of the pig iron product. Therefore, it is recommended that the melting temperature
should be controlled at no more than 1300 ◦C.

Author Contributions: Conceptualization, L.C. and D.C.; funding acquisition, D.C., H.Z., Y.Z., L.W.
and T.Q.; investigation, L.C. and X.S.; methodology, L.C., H.Z. and Y.Z.; project administration, D.C.,
H.Z., Y.Z. and L.W.; resources, D.C., L.W. and T.Q.; supervision, D.C., H.Z., L.W. and T.Q.; validation,
L.C., D.C., X.S. and L.W.; visualization, L.C., Y.Z., Y.L. and F.M.; writing—original draft, L.C., Y.L.
and F.M.; writing—review and editing, L.C., D.C., H.Z. and L.W. All authors have read and agreed to
the published version of the manuscript.

Funding: Financial support for this research was provided by Strategic Priority Research Program
of the Chinese Academy of Sciences (Funder: Desheng Chen, Funding number: XDC04010102, and
Funder: Lina Wang, Funding number: XDC04010100), the Special Project for Transformation of
Major Technological Achievements in HeBei province (Funder: Desheng Chen, Funding number:
19044012Z), the science and technology program of Hengshui (Funder: Hongxin Zhao, Funding
number: 2020016004B), the Province Key R&D Program of Hebei (Funder: Yulan Zhen, Funding
number: 20374105D), and the National Natural Science Foundation of China (Funder: Yahui Liu,
Funding number: 22078343).

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Wu, Y.; Chen, D.H.; Liu, W.H.; Sun, Z.H.; Zhang, B.X.; He, R. Global vanadium industry development report 2021. Iron Steel
Va-Nadium Titan. 2022, 43, 1–9. [CrossRef]

2. Xie, H.E.; Hu, P.; Zheng, K.; Zhu, F.X. Study on phase and chemical composition of V-Ti sinter during softening, melting and
dripping process. Iron Steel Vanadium Titan. 2022, 43, 107–117. [CrossRef]

3. Husslage, W.M.; Bakker, T.; Steeghs, A.G.S.; Reuter, M.; Heerema, R.H. Flow of molten slag and iron at 1500 ◦C to 1600 ◦C through
packed coke beds. Met. Mater. Trans. B 2005, 36, 765–776. [CrossRef]

4. Wen, G.Y.; Yan, Y.Z.; Zhao, S.Z.; Huang, J.J.; Jiang, G.H.; Yang, X.M. Properties of liquid iron containing vanadium and titanium.
Iron Steel 1996, 31, 6–11.

5. Yu, T.; Jiang, T.; Wen, J.; Sun, H.; Li, M.; Peng, Y. Effect of chemical composition on the element distribution, phase composition
and calcification roasting process of vanadium slag. Int. J. Miner. Met. Mater. 2022, 29, 2144–2151. [CrossRef]

6. Zhang, J.; Zhang, W.; Xue, Z. An Environment-Friendly Process Featuring Calcified Roasting and Precipitation Purification to
Prepare Vanadium Pentoxide from the Converter Vanadium Slag. Metals 2019, 9, 21. [CrossRef]

7. Wang, Y.-N.; Song, W.-C.; Li, H. Vanadium extraction and dephosphorization from V-bearing hot metal with fluxes containing
CaO. J. Central South Univ. 2015, 22, 2887–2893. [CrossRef]

8. Wang, H.C.; Chen, E.B.; Dong, Y.C.; Li, W.C. Analysis of the thermodynamic Property of Fe-C-V melt. J. Univ. Sci. Technol. Beijing
2000, 22, 312–315.

9. He, Y.Y.; Liu, Q.C.; Yang, J.; Chen, Q.X.; Ao, W.Z. Experimental Investigation on Fluidity of Hot Metal Bearing Titanium. Iron Steel
Vanadium Titan. 2010, 31, 10–14.

10. Zhang, J.L.; Wei, M.F.; Guo, H.W.; Mao, R.; Hu, Z.W.; Zhao, Y.B. Effect of Ti and Si on the viscosity and solidification properties of
molten iron. J. Univ. Sci. Technol. Beijing 2013, 35, 994–999. [CrossRef]

11. Hou, P.; Yu, W.Z.; Bai, C.G.; Pan, C.; Yuan, W.N.; Li, T. Viscous flow properties and influencing factors of vanadium-titanium
magnetite smelting iron. Iron Steel 2022, 57, 57–65. [CrossRef]

183



Crystals 2023, 13, 175

12. Hwang, K.C.; Lee, S.; Lee, H.C. Effects of alloying elements on microstructure and fracture properties of cast high speed steel
rolls: Part I: Microstructural analysis. Mater. Sci. Eng. A 1998, 254, 282–295. [CrossRef]

13. Wei, S.Z.; Ni, F.; Zhu, J.H.; Long, R.; Xu, L.J. Solidification process of Fe-C alloy containing rich vanadium. J. Iron Steel Res. 2005,
17, 56–64.

14. Xu, L.J.; Li, Z.; Wei, S.Z. VC precipitation and retained austenite transformation of high-vanadium high-speed steel during
tem-pering. Heat Treat. Met. 2016, 41, 6–11. [CrossRef]

15. Kesri, R.; Durand-Charre, M. Metallurgical structure and phase diagram of Fe–C–V system: Comparison with other systems
forming MC carbides. Mater. Sci. Technol. 1988, 4, 692–699. [CrossRef]
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Abstract: The kagome lattice consisting of corner-sharing triangles has been studied in the context
of quantum physics for more than seventy years. For the novel discovered kagome superconductor
CsV3Sb5, identifying the pairing symmetry of order parameter remained an elusive problem until
now. Based on the two-band Ginzburg–Landau theory, we study the temperature dependence of
upper critical field and magnetic penetration depth for this compound. All theoretical results are
consistent with the experimental data, which strongly indicates the existence of two-gap s-wave
superconductivity in this system. In addition, it is worth noting that the anisotropy of effective
masses in the band with large (or small) gap is about 70 (or 2.4). With the calculation of the Kadowaki–
Woods ratio as 0.58 × 10−5 μΩ cm mol2 K2 mJ−2, the semi-heavy-fermion feature is suggested in the
compound CsV3Sb5.

Keywords: Ginzburg–Landau theory; two-gap s-wave superconductivity; CsV3Sb5; heavy fermion system

1. Introduction

The recently discovered kagome metal series AV3Sb5 (A = K, Rb, Cs) exhibit topo-
logically nontrivial band structures, chiral charge order, charge density wave (CDW) and
superconductivity, presenting a unique platform for realizing exotic electronic states [1–6].
These materials crystallize in the P6/mmm space group with ideal kagome nets of V atoms
which are coordinated by Sb atoms. The kagome layers of CsV3Sb5 are sandwiched by
extra antimonene layers and Cs layers, as shown in the inset of Figure 1. With the decrease
in temperature, the CDW phase transition takes place at about 94 K for CsV3Sb5 [7–11].
Based on the density functional theory, the first principle calculations show that the CDW
observed in this family of compounds is a consequence of the atomic displacement from
the high-symmetry positions of the kagome network [12,13]. Meanwhile, the experimental
measurements with Raman spectroscopy have also confirmed the dynamical lattice distor-
tions in the CDW phase [14–16]. Then, below about 2.5 K superconductivity is observed
and coexists with the CDW order without further structural transitions [17–23].

For a series of hexagonal symmetric layered materials, the electronic band structure
and topological properties have already been carried out based on the numerical ab initio
calculations [24,25]. Furthermore, it is also well known that the two-dimensional kagome
lattice hosts a pair of Dirac bands protected from the lattice symmetry and will trigger the
correlated topological states of matter. For the three-dimensional crystal CsV3Sb5, V 3d and
Sb 5p orbitals play dominant contributions to the density of states near the Fermi level, and
the nontrivial band crossing is extended along a one-dimensional line in the Brillouin zone.
Such band structure features are associated with a Z2 topological index [2,26], and the
topological surface states can be easily observed if a direct gap exists for every momentum
in this system. Additionally, electronic transport and heat capacity measurements reveal a
large Kadowaki–Woods (KW) ratio. It indicates the V-based kagome prototype structure
may be of potential interest as a host of correlated electron phenomenon, particularly as a
heavy-fermion material.
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Up to now, several theoretical and experimental investigations have already been per-
formed on the pairing symmetry of the kagome compound CsV3Sb5. Multiband structure
of this compound was predicted by previous theoretical calculations and then confirmed by
angle-resolved photoemission spectroscopy studies [27–31]. Meanwhile, the measurement
of nuclear magnetic resonance on this kagome metal showed a Hebel–Slichter coherence
peak just below Tc, indicating that CsV3Sb5 is an s-wave superconductor [11]. Magnetic
penetration depth of this system measured by tunneling diode oscillator displayed a clear
exponential behavior at low temperatures, which also provides evidence for the nodeless
structure in this compound. Furthermore, experimental data on temperature dependence
of the superfluid density and electronic specific heat can be well described by two-gap
superconductivity scenario [32], which is consistent with the presence of multiple Fermi
surfaces in this system. Obviously, to date there is still no general consensus on the form
of superconducting order parameter in CsV3Sb5 and further explorations to elucidate this
issue are necessary.

The main motivation of the present paper is to identify the form of order parameter in
this kagome superconductor. Based on the two-band Ginzburg–Landau (GL) theory, we
study the temperature dependence of upper critical field and magnetic penetration depth
for this compound. Our results can fit the experimental data well in a broad temperature
range, which thus strongly suggests CsV3Sb5 as a two-gap s-wave superconductor. We
can also obtain the effective mass of the electron in the c-axis for the first band as 38me and
only 0.31me for the other band. With this semi-heavy-fermion feature, we can qualitatively
understand the experimental value of the KW ratio in CsV3Sb5.

The paper is organized as follows: In the next section, we discuss the two-band GL
theory. We derive the formula for the critical temperature and discuss how to properly choose
the parameters in the GL theory. In Section 3, we calculate the upper critical field Hc2 for the
kagome superconductor CsV3Sb5. Then in Section 4, we work out the magnetic penetration
depth for this compound. In Section 5, we discuss the KW ratio and semi-heavy-fermion
feature in this material. Finally, Section 6 contains the conclusion of the paper.

2. Two-Band Anisotropic Ginzburg–Landau Theory

Taking into account the multi-gap characteristics of V-based superconductors, we can
note the two-band GL free energy functional as [33–35].

F =
∫

d3r( f1 + f2 + f12 + H2/8π), (1)

with

fi =
h̄2

2mi

∣∣∣∣
(

∂x − 2ieAx

h̄c

)
Ψi

∣∣∣∣
2
+

h̄2

2mi

∣∣∣∣
(

∂y − 2ieAy

h̄c

)
Ψi

∣∣∣∣
2
+

h̄2

2miz

∣∣∣∣
(

∂z − 2ieAz

h̄c

)
Ψi

∣∣∣∣
2

− αi(T)|Ψi|2 + βi
2
|Ψi|4

(2)

and
f12 = η12(Ψ∗

1Ψ2 + c.c.). (3)

Here, fi (i = 1, 2) is the free energy density for each band and f12 is the interaction-
free energy density. Ψi ∝

√
NiΔi with Ni the density of states at the Fermi level is the

superconducting order parameter and N1/N2 = 0.79/0.21 from the specific heat data in
CsV3Sb5 [32]. mi and miz denote the effective masses in the ab-plane and in the c-direction
for band i. From the measurement of Shubnikov–de Haas oscillations with the magnetic
field parallel to the c-direction, we have m1 = 0.55me and m2 = 0.13me [36]. η12 is the
Josephson coupling constant. The coefficient αi is a function of temperature, while βi
is independent of temperature. If the interband interaction is neglected, the functional
can be reduced to two independent single-band problems with the corresponding critical
temperatures Tc1 and Tc2, respectively. Thus, the parameters α1 and α2 can be approximately
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expressed as αi = αi0(1 − T/Tci) with αi0 the proportionality constant [37]. H = ∇× A is
magnetic field and A = (Ax, Ay, Az) is the vector potential.

By minimizing the free energy F with Ψ∗
i , we can obtain the GL equations for the

description of the two-band superconductivity

M̂11Ψ1 + M̂12Ψ2 = 0 (4)

and
M̂21Ψ1 + M̂22Ψ2 = 0, (5)

with

M̂ii =− h̄2

2mi

(
∂x − 2ieAx
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)2
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)2
− h̄2

2miz

(
∂z − 2ieAz

h̄c

)2

− αi + βi|Ψi|2
(6)

and
M̂12 = M̂21 = η12. (7)

By minimizing the free energy F with the vector potential A, we then obtain the
equation for the current j =

(
jx, jy, jz

)
as

∇× H = 4πj (8)

with
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e
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4ie
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e
ic ∑

i

(
h̄

miz
Ψ∗

i ∂zΨi − h̄
miz

Ψi∂zΨ∗
i −

4ie
mizc

Ψ∗
i Ψi Az

)
. (11)

Equations (4), (5) and (8) are the fundamental GL equations for the two-gap supercon-
ductors. In the absence of fields and gradients, Equations (4) and (5) give(

−α1 + β1|Ψ1|2
)

Ψ1 + η12Ψ2 = 0 (12)

and
η12Ψ1 +

(
−α2 + β2|Ψ2|2

)
Ψ2 = 0. (13)

At T → Tc, we get
α1(Tc)α2(Tc) = η2

12. (14)

With Tc = 2.5 K for CsV3Sb5, we can easily get η12 from the equation above.
In principle, we can derive the parameters in our GL theory from microscopic two-

band BCS theory. Following Ref. [35], if we compare the microscopic forms of αi and βi, we
can obtain two useful relations α10/α20 = Tc1/Tc2 and β1 = β2. Since two superconducting
gaps appear at 1.6kBTc and 0.63kBTc [32], we can approximate Tc1/Tc2 as 1.6/0.63 ≈ 2.5. In
addition, it has been proven that the ratio of energy gaps at zero temperature is equal to
that at critical temperature [38], and according to Equations (12)–(14) the ratio of energy
gaps at Tc can be written as |(Ψ1/

√
N1

)
/
(
Ψ2/

√
N2

)| =
√
(N2/N1)[α2(Tc)/α1(Tc)]. Then

with simple algebra, we can obtain Tc1 = 2.4 K from this condition.
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3. Calculation on the Upper Critical Field of CsV3Sb5

3.1. The Upper Critical Field Parallel to the c-Axis

Now let us solve the problem of the nucleation of superconductivity in the presence of
a field H. With the magnetic field along the c-axis, the vector potential A can be chosen as
A = (0, Hx, 0). Since the vector potential depends only on x, similar to the single-band case,
we can look for solution with the form

Ψi = eikyyeikzz fi(x). (15)

Near the upper critical field, the quartic terms in Equation (2) can be ignored, so the
linearized two-band GL equations take the form

M̂11 f1(x) + M̂12 f2(x) = 0 (16)

and
M̂21 f1(x) + M̂22 f2(x) = 0 (17)

with

M̂ii = − h̄2

2mi

d2

dx2 +
1
2

miω
2
i (x − x0)

2 − αi +
h̄2

2miz
k2

z. (18)

Here ωi = 2eH/mic and x0 = h̄cky/2eH. Thus, inclusion of the factor eikyy only shifts the
location of the minimum of the effective potential. This is unimportant for the present,
but it will become important when we deal with superconductivity near surfaces of finite
samples [39,40]. We can also set kz = 0 if we only consider the upper critical field [39].

At η12 = 0, we can obtain the solutions to Equations (16) and (17) immediately by
noting that, for each band, it is the Schrödinger equation for a particle bound in a harmonic
oscillator potential. The resulting harmonic oscillator eigenvalues are

Ei,n = (n + 1/2)h̄ωi − αi. (n = 0, 1, 2, . . .) (19)

If η12 	= 0, Equations (16) and (17) describe a system of two coupled oscillators. We
can set the form of the solutions as

f1(x) = c1

(
b
π

)1/4
e−bx2/2 (20)

and

f2(x) = c2

(
b
π

)1/4
e−bx2/2. (21)

Here c1, c2 are constants, and b = 2πH/Φ0 with the magnetic flux quantum Φ0 = πh̄c/e.
Thus, for n = 0, we can transform Equations (16) and (17) into

E1,0c1 + η12c2 = εc1 = 0 (22)

and
η12c1 + E2,0c2 = εc2 = 0. (23)

with ε the eigenvalue of the matrix.
Then we can obtain the upper critical field parallel to the c-axis from the minimum

energy eigenvalue

εmin =
1
2

[
(E1,0 + E2,0)−

√
(E1,0 − E2,0)

2 + 4η2
12

]
= 0, (24)

which can be simplified as
E1,0E2,0 = η2

12. (25)
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With Ei,0 = h̄ωi/2 − αi and ωi = 2eH‖c
c2 /mic, we get from Equation (25)

(
h̄e

m1c
H‖c

c2 − α1

)(
h̄e

m2c
H‖c

c2 − α2

)
= η2

12. (26)

Simple algebra shows that the upper critical field can be expressed as

H‖c
c2 =

Φ0

2πh̄2

[
(m1α1 + m2α2) +

√
(m1α1 − m2α2)

2 + 4m1m2η2
12

]
. (27)

Single crystals of CsV3Sb5 can be synthesized via a self-flux growth method [41–43].
In order to prevent the reaction of Cs with air and water, all the preparation processes are
performed in an argon glovebox. After high temperature reaction in the furnace, the excess
flux is removed by water and a millimeter-sized single crystal can be obtained. The as-
grown CsV3Sb5 single crystals are stable in the air. Then electrical transport measurements
can be carried out in a Quantum Design physical property measurement system (PPMS-
14T), and magnetization measurements can be performed in a SQUID magnetometer
(MPMS-5T). For CsV3Sb5, the experimental data of the upper critical field can be measured
following these steps and then shown in Figure 1.

To fit the experimental measurement, we choose the GL parameter α10 = 0.11 meV.
According to Equation (27), we plot the theoretical result of H‖c

c2 as the solid line in Figure 1.
Note that the experimental data are almost linear and our calculation fits the experimental
measurement well.

Figure 1. Upper critical field H‖c
c2 (solid line) and H‖ab

c2 (dotted line) as function of temperature. The
experimental data are from Ref. [43]. The inset shows the schematic crystal structure of CsV3Sb5.

3.2. The Upper Critical Field Parallel to the ab-Plane

In this subsection, we will study the nucleation of superconductivity with the magnetic
field H applied in the ab-plane. We set H = (0, H, 0) and take A = (0, 0,−Hx). Similarly,
we look for a solution with the form (15). Close to the upper critical field we can also
obtain the linearized GL Equations (16) and (17), but the diagonal element of the M̂-matrix
changes into

M̂ii = − h̄2

2mi

d2

dx2 +
1
2

miω
′
i
2(x + x′0

)2 − αi, (28)
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where ω′
i = 2eH/c

√
mimiz and x′0 = h̄ckz/2eH.

If η12 = 0, analogous to the analysis of the last subsection, the harmonic oscillator
eigenvalues are

E′
i,n = (n + 1/2)h̄ω′

i − αi. (n = 0, 1, 2, . . .) (29)

If η12 	= 0, we cannot get an exact result due to the mixing between the minimum and
higher-level eigenfunctions. We thus follow a variational approach. We look for a solution
in the form

f1(x) = c1g1(x) = c1

(
b1

π

)1/4
e−b1x2/2 (30)

and

f2(x) = c2g2(x) = c2

(
b2

π

)1/4
e−b2x2/2, (31)

with b1 and b2 the variational parameters. Introducing Dij=〈gi |M̂ij |gj〉, detailed calculations give

D11 =
h̄2b1

4m1
+

e2H2

m1zc2b1
− α1, (32)

D22 =
h̄2b2

4m2
+

e2H2

m2zc2b2
− α2 (33)

and

D12 = D21 = η12(b1b2)
1/4

(
2

b1 + b2

)1/2
. (34)

Then we can transform Equations (16), (17) and (28) into

D11c1 + D12c2 = ε′c1 = 0 (35)

and
D21c1 + D22c2 = ε′c2 = 0. (36)

Let ε′ denote the eigenvalue of the D-matrix. The upper critical field corresponds to the
minimum eigenvalue ε′min = 0, and it is available from Equations (35) and (36) as

ε′min =
1
2

[
(D11 + D22)−

√
(D11 − D22)

2 + 4D12D21

]
. (37)

Minimizing ε′min with respect to b1 and b2

∂ε′min
∂b1

= 0 and
∂ε′min
∂b2

= 0, (38)

and combining with
ε′min

(
H‖ab

c2 , b1, b2

)
= 0, (39)

we can obtain the upper critical field H‖ab
c2 at an arbitrary temperature.

We choose the GL parameters m1z = 38me and m2z = 0.31me to fit the experimental
data. By numerically solving three nonlinear Equations (38) and (39), we plot the theoretical
result of H‖ab

c2 as the dotted line in Figure 1. Note that our calculation is in agreement with

the experimental measurement of H‖ab
c2 in temperature down to 0.2Tc.
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4. Calculation on the Magnetic Penetration Depth of CsV3Sb5

Now we begin to calculate the magnetic penetration depth for this two-band super-
conductor. In the presence of the weak fields, the solution takes the form [39]

Ψi(r) = |Ψi|eiϕi(r), (40)

where |Ψi| is constant. If the external field is applied parallel to the c-axis, we can set
A =

(
Ax, Ay, 0

)
, and without loss of generality we consider the phase factor ϕi as a

function of x and y. From Equation (8), we get

∇× H

4π
=

2eh̄
m1c

|Ψ1|2
(
∇ϕ1 − 2e

h̄c
A

)
+

2eh̄
m2c

|Ψ2|2
(
∇ϕ2 − 2e

h̄c
A

)
. (41)

Then following the standard procedure in Ref. [39], we can rewrite Equation (41) as

∇2H −
(

16πe2

m1c2 |Ψ1|2 + 16πe2

m2c2 |Ψ2|2
)

H = 0. (42)

Therefore, we can obtain the magnetic penetration depth in the ab-plane as

λab =

(
m1m2c2

16πm2e2|Ψ1|2 + 16πm1e2|Ψ2|2
)1/2

. (43)

Similarly, the magnetic penetration depth along the c-axis is given by

λc =

(
m1zm2zc2

16πm2ze2|Ψ1|2 + 16πm1ze2|Ψ2|2
)1/2

. (44)

We take β1 = 1.3 × 10−2 meV·μm3 to fit the experimental data on the magnetic
penetration depth. First of all, |Ψ1| and |Ψ2| as function of temperature can be numerically
obtained from Equations (12) and (13). Then from Equations (43) and (44), we plot λab and
λc as function of temperature in Figure 2. From Figure 2, we can see that our theoretical
calculation can fit the experimental data well almost in the whole temperature range.

Figure 2. Magnetic penetration depth along the c-axis (solid line) and in the ab-plane (dotted line) as
function of temperature. The experimental data are from Ref. [43].
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At this stage, we would also like to point out that Gupta et al. also tried to fit the
experimental data of the magnetic penetration depth with the d-wave model [43]. However,
compared with the two-gap s-wave model, the d-wave model does not describe the data
well, which provides further evidence for the nodeless structure in this compound.

5. KW Ratio and the Semi-Heavy–Fermion System

In this section, we would like to discuss the KW ratio and semi-heavy-fermion fea-
ture in the compound CsV3Sb5. Since the discovery by Steglich et al. of superconductivity
in the high-effective-mass (∼100me) electrons in CeCu2Si2, the search for and characteri-
zation of such heavy-fermion systems has been a rapidly growing field of study [44]. In
a Fermi liquid, the electronic contribution to the heat capacity has a linear temperature
dependence Cel(T) = γT, and at low temperatures the resistivity varies as ρ(T) = ρ0 + AT2.
This is observed experimentally when electron–electron scattering, which gives rise to the
quadratic term, dominates over electron–phonon scattering in the process. In a number of
typical transition metals, we have A/γ2 ≈ 0.09 × 10−5 μΩ cm mol2 K2 mJ−2 even though
γ2 varies by an order of magnitude across the materials studied. Meanwhile, it was
found in many heavy-fermion compounds A/γ2 reaches 1.0 × 10−5 μΩ cm mol2 K2 mJ−2

despite the large mass renormalization. Because of this remarkable behavior A/γ2 has be-
come known as the KW ratio, and large value of this ratio is treated as a robust signature
of heavy-fermion systems [45,46].

With the effective masses in the ab-plane (m1 = 0.55me, m2 = 0.13me) [36] and those
along the c-direction (m1z = 38me, m2z = 0.31me) from the two-band GL theory, we
can expect that the first band in CsV3Sb5 will show the heavy-fermion properties, while
the other band can be treated as the normal metal. Meanwhile, for this kagome crystal
we have resistivity coefficient A = 2.3 × 10−3 μΩ cm K−2 from the electronic transport
measurement and Sommerfeld factor γ = 20 mJ mol−1 K−2 from the specific heat data [32].
It is thus reasonable that CsV3Sb5, as a semi-heavy-fermion compound, possesses a
medium KW ratio A/γ2 ≈ 0.58 × 10−5 μΩ cm mol2 K2 mJ−2 between 0.09 × 10−5 and
1.0 × 10−5 μΩ cm mol2 K2 mJ−2.

6. Conclusions

In summary, based on the two-band anisotropic GL theory, we studied the tempera-
ture dependence of upper critical field and magnetic penetration depth for the kagome
superconductor CsV3Sb5. Our theoretical results fit the experimental data in a broad
temperature range, pointing to the existence of two-gap s-wave superconductivity in
this system. From the large anisotropy of effective masses in the first band, we also
suggest that CsV3Sb5 is a semi-heavy-fermion compound. The possible mechanism of the
semi-heavy-fermion state and other problems for these kinds of materials are reserved
for further investigations.
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S.S.P.; et al. Giant, unconventional anomalous Hall effect in the metallic frustrated magnet candidate, KV3Sb5. Sci. Adv. 2020, 6,
eabb6003. [CrossRef] [PubMed]

43. Gupta, R.; Das, D.; Mielke, C.H., III; Guguchia, Z.; Shiroka, T.; Baines, C.; Bartkowiak, M.; Luetkens, H.; Khasanov, R.; Yin, Q.;
et al. Microscopic evidence for anisotropic multigap superconductivity in the CsV3Sb5 kagome superconductor. NPJ Quantum
Mater. 2022, 7, 49. [CrossRef]

44. Steglich, F.; Aarts, J.; Bredl, C.D.; Lieke, W.; Meschede, D.; Franz, W.; Schäfer, H. Superconductivity in the presence of strong pauli
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Abstract: The structure, elastic properties and electronic structure of Ti-Al intermetallics including
Ti3Al (space group P63/mmc), TiAl (space group I4/mmm) and TiAl3 (space group P4/mmm) are
systematically studied by first-principles calculations. The results show that Ti-Al intermetallics can
exist stably whether Cr replaces Ti or Al. The ductility of the alloy cannot be improved when Ti is
replaced in Cr-doped TiAl and TiAl3. However, when it replaces Al, the alloy has better ductility. In
Ti3Al, the ductility can be improved regardless of whether Cr replaces Ti or Al, and the effect is better
when it replaces Al. The bond in Ti-Al intermetallics is mainly a Ti-Ti metal bond. The metal bond
between Ti-Ti is strengthened and a solid metal bond is formed between Cr and Ti, inducing a better
ductility of the material, after Cr replaces Al in Ti-Al intermetallics.

Keywords: Ti-Al intermetallics; first-principles calculations; Cr-doped; ductility

1. Introduction

As with Ni-based superalloys, Ti-Al intermetallics have good elastic modulus, excel-
lent oxidation resistance and high specific strength. However, their density is only half that
of Ni-based superalloys. Therefore, Ti-Al alloys are the most ideal substitutes for Ni-based
superalloys. In addition, Ti-Al intermetallics have good flame retardancy and can replace
expensive Ti-based components. Ti-Al intermetallics have become a new generation of key
materials in aerospace, automotive and other industries [1]. After extensive theoretical and
experimental research, researchers have found many ways to improve most mechanical
properties of Ti-Al intermetallics. However, their room temperature brittleness still greatly
limits their wide application. Song et al. [2] highlighted that TiAl3 has the highest hardness
and brittleness among the three alloys. Jian et al. [3] recently evaluated the effect of Al
concentration in Ti-Al-based alloys on the mechanical properties. They found that as Al
increased, the hardness of the materials increased and their ductility decreased. To improve
the ductility of TiAl-based alloys, researchers found that ternary or more complex alloy
additives can have a good effect. By changing the electronic structure of alloy materials
and improving the type and strength of electronic bonding bonds, the improvement in the
ductility and toughness of materials can be achieved. These additives exist in interstitial or
alternative forms [4,5], and the most commonly used alloying elements are Cr, V, Nb, La,
Ta and Cd.

In order to improve the properties of Ti-Al intermetallics, researchers have conducted
a terrific amount of theoretical and experimental research. The position of alloying elements
on different sublattices in Ti-Al-based alloys has a great influence on their mechanical
properties. Therefore, it is necessary to discuss the occupation of alloying atoms in Ti-Al-
based alloys. Zhang et al. [6] observed that Mn tends to replace Al in TiAl. Song et al. [7]
pointed out that in TiAl, Y, Zr, Nb, Mo and Sb preferentially replace Ti atoms, while Ga and
In preferentially replace Al atoms. The occupying position of V, Mn, Co and Ge depends
on the concentration ratio of Ti and Al in Ti-Al intermetallics.

Crystals 2023, 13, 488. https://doi.org/10.3390/cryst13030488 https://www.mdpi.com/journal/crystals
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In recent years, the method of improving material properties by doping alloying
elements has attracted more attention [8–11]. Fan et al. [8] found that La, Ce, Pr, Nd and
Sm can be used as strengthening phases to improve the rigidity and tensile strength of Al
alloys, which is significantly helpful as a way of enhancing the mechanical properties and
thermodynamic stability of Al alloys. Qi et al. [10] detected that the increase in Zr content
will result in the aggravation of element segregation in a CoCrFeNiZrx alloy, forming
a Zr-rich intermetallic compound. The compressive yield strength and fracture strain of
the alloy are also improved. Trong et al. [11] found that the concentration of Au in a NiAu
alloy can change the microstructure of materials. Related studies have reported that W and
Y can improve the oxidation resistance [12,13] and C and Si can enhance the creep property
of Ti-Al alloys [14,15]. Liu et al. [16] considered the influence of Ru on the microstructure
change and mechanical properties of TiAl through thermal compression and the three
point bend test. The experimental results displayed that Ru can increase the strength of
TiAl and improve its ductility. Tetsui [17] studied the effect of Nb concentration in the
Ti-50Al-xNb alloy on the malleability and high temperature strength of the material, and
found that there was a suitable composition near Ti-46Al-7.5Nb (at. %) in the casting
material. Liu et al. [18] discussed the influence of Nb content on the microstructure and
yield strength of a high-Nb-containing TiAl-based alloy, and found that the Nb content
remarkably improved the high-temperature strength. Duan et al. [19] investigated the
mechanical properties of Ti-16Al-8Nb and Ti-16Al-8Nb-1Sn through experiments, and
pointed out that the high temperature ductility of Ti-16Al-8Nb was significantly improved
after adding 1% Sn. Music et al. [20] investigated the influence of some transition metals
on the elastic constants of γ-TiAl and α2-Ti3Al using ab initio calculations and found that
alloying could improve their bulk modulus B. Yuan et al. [21] found that Ta particles can
enhance the thermal deformation ability of TiAl through experimental research. Therefore,
adding alloys is significant as a way of reducing the brittleness of Ti-Al intermetallics.

As a commonly used alloying element, Cr has a good effect on improving the proper-
ties of Ti-Al alloys. Xiong [22] and Ye [23] found that adding Cr into a TiAl alloy can make
the β phase more stable and effectively inhibit ω0 phase precipitation. Tetsui [24] found that
a TiAl alloy has better impact resistance after adding Cr. Moreover, it was found that the
Ti-Al-Cr ternary alloy showed higher oxidation resistance [25,26]. However, there are not
many researches on the influence of Cr on the mechanical properties of Ti-Al intermetallics.
If Cr can significantly improve the ductility of Ti-Al intermetallics, it will supply terrific
assistance for the design and manufacture of Ti-Al intermetallics in the future. Therefore, it
is necessary to explore the mechanical properties of Ti-Al-Cr ternary alloys. In this study,
we calculated the total energy, formation energy, elastic constant and electronic structure of
Ti-Al intermetallics containing Cr by using the first-principles method, and the position of
Cr in a Ti-Al-based alloy and its effect on the ductility of a Ti-Al-based alloy were discussed.

2. Calculation Method

Our calculations were based on the framework of density functional theory (DFT) [27,28]
that is implemented in the Vienna ab initio Simulation Package (VASP) [29,30]. The VASP
can calculate the formation enthalpy, binding energy, dissolution enthalpy and elasticity
of the crystal to judge its structural stability. It can also calculate the electronic structure
in the crystal, predict the bonding situation and explain the macroscopic properties. The
projection enhancement wave (PAW) is used to describe the interaction between atomic
nucleus and valence electron. All calculations were performed using the projector aug-
mented wave (PAW) [31,32] potentials and the generalized gradient approximation (GGA)
in the exchange correlation function of Perdew–Burke–Ernzerhof (PBE) [33] was used for
all calculations. The plane wave cutoff energy was 450 eV, which has been found to be
sufficient for all the elements considered in this work to obtain precise energetics. The
supercells of Ti3Al (2 × 1 × 1), TiAl (4 × 2 × 2) and TiAl3 (2 × 2 × 1) were commonly
arranged with 32 atoms. The k-point meshes of these three structures were selected as
4 × 4 × 10, 4 × 8 × 6 and 6 × 6 × 5, respectively. In order to make the results more accu-
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rate, the conjugate gradient minimization method was used for structural optimization to
allow the relaxation of crystal cells and internal atoms. The convergence criteria for energy
and force were 1 × 10−5 eV and 0.02 eV/Å, respectively. The PAW pseudopotentials of
Ni, Ti_sv and Cr_sv were used to simulate the real pseudopotentials. The calculation of
elastic constant adopted energy-strain method, which is realized in VASPKIT code. After
obtaining the stable structure of each system, the total energy, elastic constant, density of
states and other physical properties of each system were calculated.

3. Results and Discussion

It is well known that Ti-Al binary compounds usually have several different crystal
structures. There are three main kinds: Ti3Al, TiAl and TiAl3. The structures of Ti3Al,
TiAl and TiAl3 belong to space groups of P63/mmc (Ti3Al), P4/mmm (TiAl) and I4/mmm
(TiAl3), respectively. The lattice structures of these crystals are shown in Figure 1, where
the purple balls represent Al, and the gray balls represent Ti.

 

Figure 1. Crystal structures of three kinds of Ti-Al intermetallics.

In this paper, lattice constants of Ti24Al8, Ti16Al16 and Ti8Al24 are optimized, and the
equilibrium lattice constants at the minimum energy of the crystal are obtained. Table 1
summarizes the equilibrium lattice parameters calculated in this paper and the data cal-
culated by other researchers. The difference between the calculated results and the data
available from previous studies is within 1%, which indicates the good accuracy of this
work. Therefore, it can be considered that the equilibrium lattice constant is suitable for the
subsequent calculation.

Alloying elements occupy different sublattice positions in Ti-Al intermetallics, which
seriously affects the lattice constants, electronic structures and elastic constants of their
solid solutions. Studies have shown that the occupancy of some alloy atoms depends on
the ratio of Ti and Al. Thus, it is necessary to identify the site preference of Cr first. In
this paper, the formation energies of Cr occupying Ti and Al sites in Ti-Al intermetallics
are calculated, and the occupation preference of alloy atoms is described according to the
formation energy.
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Table 1. Equilibrium lattice constants of Ti-Al intermetallics.

Phase Space Group a/Å b/Å c/Å

Ti3Al P63/mmc 5.736 5.736 4.638
P63/mmc 5.70 a 5.70 a 4.616 a

TiAl P4/mmc 2.815 2.815 4.071
P4/mmc 2.842 b 2.842 b 4.076 b

2.832 c 2.832 c 4.07 c

TiAl3 I4/mmm 3.842 3.842 8.609
I4/mmm 3.849 d 3.849 d 8.632 d

3.856 e 3.856 e 8.622 e

a Calculation results in Reference [34]. b Calculation results in Reference [2]. c Calculation results in Reference [35].
d Calculation results in Reference [3]. e Calculation results in Reference [36].

The structural stability of the crystal is closely related to the formation energy. The
smaller the negative value of crystal formation energy, the more stable the structure of
the formed compound is. For Cr-doped Ti-Al-based alloys, the formation energy can be
expressed as:

E f = Etotal − NAlEAl
solid − NTiETi

solid − NCrECr
solid (1)

where Etotal is the total energy of the crystal; NAl, NTi and NCr are the number of Al, Ti
and Cr atoms in the crystal, respectively; and Esolid

Al, Esolid
Ti and Esolid

Cr are the average
energy per atom in elemental Al, Ti and Cr, respectively, which are −3.742, −7.762 and
−9.486 eV, respectively. The calculation results of the total energy and formation energy of
each intermetallic compound are listed in Table 2.

Table 2. The Etotal and Ef of each system.

System Site Occupancy Etotal/eV Ef/eV

Ti7Al24Cr Ti −165.315 −11.687
Ti8Al23Cr Al −168.919 −11.271
Ti15Al16Cr Ti −197.844 −12.056
Ti16Al15Cr Al −201.726 −11.918
Ti23Al8Cr Ti −226.189 −8.241
Ti24Al7Cr Al −228.869 −6.901

As shown in Table 2, the formation energies of Ti7Al24Cr, Ti15Al16Cr and Ti23Al8Cr
are lower than those of Ti8Al23Cr, Ti16Al15Cr and Ti23Al8Cr, respectively, indicating that
the Cr atom is more likely to replace the Ti atom in Ti-Al intermetallics. Nevertheless, the
formation energy of all alloys is negative, indicating that these ternary alloys can exist
stably. In other words, Cr can exist stably in Ti3Al, TiAl and TiAl3 alloys regardless of
whether Cr replaces Ti or Al.

The low ductility and toughness of Ti-Al intermetallics at room temperature limit
their applications. In order to improve their ductility, adding alloying elements to Ti-Al
intermetallics is an effective way. Elastic constant is one of the important parameters that
characterizes the mechanical properties of materials, and can calculate the mechanical
stability and stress resistance of materials. The periodic arrangement of crystal atoms
makes its structure symmetrical. The Ti3Al, TiAl and TiAl3 intermetallics studied in this
paper are tetragonal systems. Doped alloy atoms cause appropriate lattice distortion,
making a tetragonal system into an orthorhombic system. The orthogonal system has nine
independent elastic constants (C11, C22, C33, C12, C13, C23, C44, C55 and C66). We calculated
the elastic constants of Cr substituting Ti and Al in the intermetallics to determine the
mechanical stability and mechanical properties of ternary alloys, and the calculation results
are shown in Table 3.
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Table 3. The elastic constants of doped Ti-Al intermetallics.

Phase C11 C22 C33 C44 C55 C66 C12 C13 C23

Ti8Al24 196.79 196.79 214.96 94.16 94.16 124.87 83.98 48.93 48.93
Ti7Al24Cr 189.26 189.26 214.50 90.20 90.20 124.50 83.76 41.14 41.14
Ti8Al23Cr 191.45 191.45 209.58 94.63 94.63 124.73 90.59 56.19 56.19
Ti16Al16 199.26 199.26 177.29 113.50 113.50 42.11 62.74 89.03 89.03

Ti15Al16Cr 204.02 204.40 175.40 110.73 109.79 39.27 55.32 84.88 84.96
Ti16Al15Cr 183.85 186.74 169.14 106.97 106.86 31.68 78.39 96.39 91.24

Ti24Al8 195.27 194.46 232.09 56.91 56.92 51.64 85.68 69.98 69.98
Ti23Al8Cr 187.07 178.15 236.73 48.28 52.07 32.93 104.07 68.97 72.96
Ti24Al7Cr 171.39 169.70 221.66 49.40 49.11 27.03 113.28 74.20 76.90

According to Born’s criterion of elastic stability, the elastic constant of a tetragonal
crystal must simultaneously satisfy Equations (2)–(4) so that the crystal can exist stably:

(C11 − C12) > 0, (C11 + C33 − 2C13) > 0 (2)

C11 > 0, C33 > 0, C44 > 0, C66 > 0, (3)

(2C11 + C33 + 2C12 + 4C13) > 0 (4)

By substituting the calculated elastic constants of Ti7Al24Cr, Ti8Al23Cr, Ti15Al16Cr,
Ti16Al15Cr, Ti23Al8Cr and Ti24Al7Cr into Equations (2)–(4), it is found that they all meet
these necessary conditions, indicating that they can exist stably.

Based on the elastic constants, the bulk modulus B, Young’s modulus E, shear modulus
G and Poisson’s ratio v can be further calculated. Since the compression resistance of
materials is positively correlated with the bulk modulus B, the bulk modulus B is usually
used to describe the compression resistance of materials. Shear modulus G and Young’s
modulus E can be used to characterize the strength and wear resistance of materials. Large
shear modulus G and Young’s modulus E indicate high strength and wear resistance of
the material. The Pugh’s B/G ratio can be used to evaluate the ductility of materials, and
the critical value of the B/G ratio is 1.75 [37]. If the material’s B/G ratio is greater than
1.75, the material is considered to have ductility, and the larger the ratio, the better the
ductility of the material. If the material B/G ratio is less than 1.75, the material is considered
brittle, and the smaller the ratio, the more brittle the material. In general, shear modulus
and Young’s modulus E can be used to characterize the strength and wear resistance of
materials. A large shear modulus and Young’s modulus E indicates high strength and wear
resistance of materials. The B/G ratio can be used to evaluate the ductility of materials.
A small B/G ratio denotes a good ductility of materials. Poisson’s ratio v refers to the
ratio of transverse normal strain to axial normal strain of a material under uniaxial tension
or compression, which reflects the transverse deformation of the material. The shear
stability of the material can be quantified by calculating the Poisson’s ratio v of the material.
Generally speaking, when Poisson’s ratio v is in the range of 0.1~0.3, the material is hard.
When Poisson’s ratio v is between 0.3 and 0.4, the material has proper plasticity and low
hardness. Bulk modulus B, shear modulus G and Poisson’s ratio v are calculated using
Equations (5), (6) and (7), respectively:

B =
1
9
(C11 + C22 + C33) +

2
9
(C12 + C13 + C23) (5)

G =
1

15
(C11 + C22 + C33)− 1

15
(C12 + C13 + C23) +

1
5
(C44 + C55 + C66) (6)

v =
3B − 2G
6B + 2G

(7)
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The calculated values of bulk modulus B, shear modulus G and elastic modulus ratio
G/B of Ti8Al24, Ti7Al24Cr, Ti8Al23Cr, Ti16Al16, Ti15Al16Cr, Ti16Al15Cr, Ti24Al8, Ti23Al8Cr
and Ti24Al7Cr alloys are summarized in Table 4.

Table 4. The bulk modulus B (GPa), shear modulus G (GPa), the B/G ratio and Poisson’s ratio v of
doped Ti-Al intermetallics.

Phase B G B/G v

Ti8Al24 108.022 91.083 1.186 0.171
Ti7Al24Cr 102.786 89.445 1.149 0.163
Ti8Al23Cr 110.935 88.764 1.250 0.184
Ti16Al16 117.490 76.154 1.543 0.233

Ti15Al16Cr 114.905 75.868 1.515 0.229
Ti16Al15Cr 119.083 67.350 1.768 0.262

Ti24Al8 119.233 59.506 2.004 0.286
Ti23Al8Cr 121.552 50.386 2.412 0.318
Ti24Al7Cr 121.278 45.000 2.695 0.335

Comparing the elastic constants of Ti8Al24, Ti16Al16 and Ti24Al8, it can be seen that
the B/G ratio of Ti8Al24 and Ti16Al16 are less than 1.75, which indicates that they are brittle
materials. The B/G ratio of Ti24Al8 is more than 1.75, which indicates that it is a ductile
material. With the increase in Ti content, the bulk modulus B, B/G ratio and Poisson’s
ratio v of the material increase gradually, and the compression resistance and ductility of
the three Ti-Al-based alloys are gradually improved. Comparing the B/G ratio of Ti8Al24,
Ti7Al24Cr and Ti8Al23Cr, it can be noted that the B/G ratio of Ti7Al24Cr is 1.149, which is
smaller than that of Ti8Al24. This indicates that when Cr replaces the Ti atom in Ti8Al24,
its ductility cannot be improved. In addition, the bulk modulus B decreases, and the anti-
compression performance of the material becomes worse. However, when Cr replaces the
Al atom in Ti8Al24, the B/G ratio of Ti8Al23Cr is 1.250. Although it is still a brittle material,
it shows that this substitution method improved the ductility. The v of Ti7Al24Cr is 0.163
(which is 0.008 smaller than that of Ti8Al24), while the v of Ti8Al23Cr is 0.184 (which is 0.013
larger than that of Ti8Al24). It shows that Cr can increase the anisotropy by replacing the Al
atom in Ti8Al24, rather than replacing the Ti atoms.

Comparing the B/G ratios of Ti16Al16, Ti15Al16Cr and Ti16Al15Cr, it is found that the
B/G ratio of Ti15Al16Cr is the smallest, which indicates that when Cr replaces Ti atoms in
Ti16Al16, it cannot improve the compression and ductility properties of the material. When
Cr replaces the Al atom in Ti16Al16, the bulk modulus B and B/G ratio of Ti16Al15Cr increase.
Moreover, the B/G ratio of Ti16Al15Cr is 1.768; this value is larger than 1.75, indicating that
the material exhibits ductility. It shows that when Cr replaces the Al atom, the ductility
and compression resistance of the material significantly improves. The Poisson’s ratio
v of Ti15Al16Cr is 0.229, which is 0.004 less than that of Ti8Al24. It can be predicted that
the plasticity of Ti15Al16Cr is basically unchanged compared with Ti8Al24. However, the
Poisson’s ratio v of Ti8Al23Cr is 0.262, which is 0.029 higher than that of Ti8Al24, indicating
that the substitution of Cr for Al in Ti8Al24 not only preserves the high hardness of the
material but also significantly increases its plasticity.

Comparing the bulk modulus B and B/G ratios of Ti24Al8, Ti23Al8Cr and Ti24Al7Cr, it
is found that their B/G ratios are more than 1.75 and they are ductile materials. The bulk
modulus B and B/G ratios of Ti23Al8Cr and Ti24Al7Cr are higher than those of Ti24Al8,
which indicates that Cr can improve the ductility and compression resistance of Ti24Al8
whether it replaces Ti or Al atoms. However, the bulk modulus B and B/G ratio of Ti24Al7Cr
are the largest. The replacement of Al by Cr in Ti24Al8 can better improve its mechanical
properties. In conclusion, the substitution of Al atoms with Cr in Ti8Al24, Ti16Al16 and
Ti24Al8 alloys improves the ductility of the material. The Poisson ratio of Ti24Al8 is 0.286,
which belongs to a high hardness alloy, and compared with Ti24Al8, the Poisson’s ratios v of
Ti23Al8Cr and Ti24Al7Cr increased by 0.032 and 0.049, respectively. It shows that, regardless
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of whether Cr replaces the Al atom or Ti atom in Ti8Al24, it will increase the plasticity of the
material. However, the Poisson’s ratios v of Ti23Al8Cr and Ti24Al7Cr are between 0.3–0.4,
and the hardness of the materials is low.

The properties of materials are closely related to their internal chemical bonds. The
density of states indicates the number of electrons in the unit energy range. It can be
used as an intuitive result of the energy band structure, which can reflect the distri-
bution of electrons in various orbits, thus reflecting the interaction between atoms. In
order to further clarify the reason why the elastic property of Ti-Al intermetallics is af-
fected by the substitution of Ti and Al by Cr, we discuss the electronic structure of these
Ti-Al intermetallics.

Figures 2–4 show the partial density of states data of elements in Ti8Al24, Ti7Al24Cr,
Ti8Al23Cr, Ti16Al16, Ti15Al16Cr, Ti16Al15Cr, Ti24Al8, Ti23Al8Cr and Ti24Al7Cr. It can be seen
from these figures that the Ti-d-Ti-d interaction is dominant in the Ti-Al intermetallics, and
the bonding characteristics are metallic. From Figure 2c, it can be noted that for Ti8Al24,
there is an overlap between Al s, Al p and Ti d orbitals from about −2 eV to 5 eV, and there
is a low energy weak spd hybrid band. However, the energy is so small that the covalent
bonds formed by hybridization between Al and Ti elements are almost negligible. When Cr
replaces Ti, the peaks of state density of Ti and Al decrease, and the interactions between
Ti-Ti, Ti-Al and Al-Al become weaker. When Cr replaces Al, the peak of the density of
states of Ti increases, while Al decreases. The interaction between Ti-Ti is strengthened,
and the interaction between Al-Al is weakened.

 

Figure 2. Partial density of states for (a) Ti7Al24Cr; (b) Ti8Al23Cr; (c) Ti8Al24.
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Figure 3. Partial density of states for (a) Ti15Al16Cr; (b) Ti16Al15Cr; (c) Ti16Al16.

As can be noted from Figure 3c, for Ti16Al16, the orbital overlap between atoms is
mainly concentrated at −3 eV to 4 eV. When Cr replaces Ti or Al, the overlap between the
atoms gets a little wider. In Figure 3a, when Cr replaces Ti, the peak of density of states of
Ti and Al decreases compared with Ti16Al16, and the interaction between Ti-Ti, Ti-Al and
Al-Al becomes weaker. In Figure 3b, when Cr replaces Al, the peak of density of states of
Cr is somewhat lower than that of Ti15Al16Cr, but it is still larger than that of Ti. There is
strong d orbital hybridization with Ti atoms from approximately −3 eV to 4 eV. The Ti-Ti
interaction is enhanced by increasing the peak of density of states of Ti.

As shown in Figure 4c, for Ti24Al8, the orbital overlap between atoms is mainly
between −3 eV and 3 eV. In Figure 4a, unlike Ti8Al24 and Ti16Al16, the peak of density of
states of Ti in Ti23Al8Cr is not significantly reduced after replacing Ti with Cr. However,
the peak of density of states of the Cr atom is larger than that of Ti, and there are strong
metal bonds between the Cr atom and the surrounding Ti atoms between −3 eV and 3 eV.
Thus, the ductility of the alloy is also enhanced after Cr replaces the Al in Ti24Al8.
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Figure 4. Partial density of states for (a) Ti23Al8Cr; (b) Ti24Al7Cr; (c) Ti24Al8.

By analyzing the partial density of states data of elements in nine alloys, includ-
ing Ti8Al24, Ti7Al24Cr, Ti8Al23Cr, Ti16Al16, Ti15Al16Cr, Ti16Al15Cr, Ti24Al8, Ti23Al8Cr and
Ti24Al7Cr, it can be seen that the main reason for the ductility reduction in Ti8Al24 and
Ti16Al16 is the weakening of the Ti-Ti metal bond’s strength after replacing Ti with Cr. After
replacing Ti atoms with Cr in Ti24Al8, the main reason for the increase in the ductility of
the material is that the peak of the density of states of Ti is not significantly reduced, and
Cr forms a solid metal bond with the surrounding Ti atoms. After Cr replaces Al in Ti-Al
intermetallics, the reason for the increase in material ductility is that Cr and Ti form a solid
metal bond, which improves the metal bond strength of the system.

4. Conclusions

(1) The Cr atom prefers to replace Ti atoms in Ti-Al intermetallics. However, according to
the formation energy and Born–Huang criterion, whether the Cr atom replaces Ti or
Al, the system has energy stability and mechanical stability;

(2) The ductility of TiAl and TiAl3 compounds cannot be improved by the Cr atom
replacing the Ti atom but can be improved by the Cr atom replacing the Al atom.
In the Ti3Al compound, the Cr atom can improve the ductility no matter whether it
replaces Ti or Al, and the effect is better with the latter;

203



Crystals 2023, 13, 488

(3) After replacing Al with Cr, the metal bond between Ti-Ti is strengthened, and
a strong metal bond is formed between Cr and Ti, thus improving the ductility of
Ti-Al intermetallics.
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Abstract: In this study, processing–structure–property relations were systematically investigated
at room and elevated temperatures for two FCC Al0.3CoFeCrNi and Al0.3CuFeCrNi2 high-entropy
alloys (HEAs), also known as complex concentrated alloys (CCAs), prepared by conventional arc-
melting. It was determined that both alloys exhibit FCC single-phase solid solution structure.
Micro-indentation and sliding wear tests were performed to study the hardness and tribological
behavior and mechanisms at room and elevated temperatures. During room-temperature sliding,
both alloys exhibit similar friction behavior, with an average steady-state coefficient of friction (COF)
of ~0.8. Upon increasing sliding temperatures to 300 ◦C, the average COF decreased to a lowest value
of ~0.3 for Al0.3CuFeCrNi2. Mechanistic wear studies showed this was due to the low interfacial
shear strength tribofilms formed inside the wear tracks. Raman spectroscopy and energy dispersive
spectroscopy determined the tribofilms were predominantly composed of binary oxides and multi-
element solid solution oxides. While the tribofilms at elevated temperatures lowered the COF values,
the respective wear rates in both alloys were higher compared to room-temperature sliding, due to
thermal softening during 300 ◦C sliding. Thus, these single FCC-phase HEAs provide no further
benefit in wear resistance at elevated temperatures, and likely will have similar implications for other
single FCC-phase HEAs.

Keywords: complex concentrated alloys; high-entropy alloys; sliding friction and wear; tribofilm

1. Introduction

In recent years, numerous metallic alloys have been studied that contain multiple
principal and equimolar elements, typically with five or more major constituents in the
range of 5–35 at. %. This new approach to designing such alloys with multiple principal
elements has led to the emergence of high-entropy alloys (HEAs), which were proposed
by Yeh et al. [1] and Cantor et al. [2], and have more recently been denoted as complex
concentrated alloys (CCAs) [3,4]. Unlike conventional alloys, core effects are present, such
as high entropy, lattice distortion, sluggish diffusion, and cocktail effects [1–4]. The high-
entropy effect results from the higher configurational entropy in these alloys compared
to conventional alloys. Due to the high entropy of mixing, these alloys may favor the
formation of simple solid solutions and prevent the generation of hard but brittle inter-
metallic compounds. As a result, these alloys can exhibit superior wear, oxidation and
corrosion resistance, as well as high-temperature strength [3–6]. Moreover, recent stud-
ies have indicated that Al0.5CoCrCuFeNiTix, AlxCoCrCuFeNi and AlCoCrFeNiTix HEAs
exhibit a variety of microstructures and mechanical properties, with face-centered cubic
(FCC), body-centered cubic (BCC) structures, or a mixture of both [7,8].

According to studies on the tribological performance of HEAs, composition is a key
factor in wear resistance. The effect of Al addition on the FeCoCrNiAlx HEA was examined
by Liu et al. [9], who concluded that the wear mechanisms changed from previously
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mixed wear modes of abrasive, adhesive, and oxidative wear to a mixture of abrasive
and oxidative wear. Such a change shows that the FeCoCrNiAlx HEA coating’s wear
resistance was significantly enhanced by the addition of Al. In a tribological study of
Al0.65CoCrFeNi, Miao et al. [10] found that only abrasive wear features could be seen on
the remelted layer, whereas adhesive wear predominated on the substrate. As a result,
the average friction coefficient and wear rate of the remelted layer were reduced by 23%
and 80%, respectively, compared to the substrate. Wu et al. [11] reported on the adhesive
wear behavior of AlxCoCrCuFeNi alloys, showing that increasing the aluminum content
resulted in the HEA structure transforming from FCC to BCC phases, subsequently raising
the hardness value and lowering the wear rate. In addition, a low Al percentage has been
found to favor a single-phase FCC lattice in the well-studied AlxCoCrFeNi HEA, whereas
a greater Al fraction results in a BCC phase [12].

The well-studied AlxCoCrFeNi HEA system microstructures have been shown to
change from having a single FCC phase to a single BCC phase with increasing Al content,
with the Al0.3CoCrFeNi HEA being the only one to form a solid solution with an FCC
structure. This particular HEA will serve as a baseline alloy in the present study. According
to several studies, this HEA exhibits good mechanical properties such as high plasticity,
work-hardening capacity, and a balance between cryogenic strength and ductility [13–16].
Due to the inherent property of the FCC structure, Al0.3CoCrFeNi HEA has a relatively low
strength at ambient temperature, with a room-temperature yield strength between 150 and
350 MPa [13]; its melting point is at 1870 K [14]. The mechanical properties of Al0.3CoCrFeNi
HEAs have been significantly improved through the application of thermo-mechanical
processing techniques, such as cold rolling and subsequent annealing. For example, with
90% cold rolling and 550 ◦C annealing, Gwalani et al. [15] produced a more complex
microstructure with hierarchical features of ultra-fine grains, fine-scale B2 and σ precipitates,
and nanoclusters that resulted in the tensile yield strength significantly increasing from
160 to 1800 MPa. The fully recrystallized states along with grain refinement strengthening
and precipitation strengthening were the focus of earlier investigations into strengthening
FCC Al0.3CoCrFeNi HEAs. Jiao et al. [16] used instrumented nanoindentation to examine
the mechanical characteristics of Al0.3CoCrFeNi and AlCoCrFeNi HEAs over a wide range
of loading rates to determine an excellent combination of strength and ductility.

Based on the above studies, Al0.3CoFeCrNi HEAs exhibit a good balance of mechanical
properties, so their effects on tribological properties are of interest. However, there have
been limited systematic investigations on the room-temperature friction and wear behavior
and mechanisms of single FCC-phase Al0.3CoFeCrNi, and no studies on Al0.3CuFeCrNi2
HEA. Additionally, the tribological behavior and mechanistic studies are unknown for
these alloys at elevated temperatures, at which alternative structural alloys are of interest to
replace bearing steels, such 440C and 52100, which oxidize and form iron oxide deleterious
phases. It is at elevated temperatures such as 300 ◦C, used in this study, that mechanical
and tribological processes begin to occur in metallic alloys, such as thermal softening and
tribochemical (oxidation) reactions, respectively. Therefore, the objective of the present
study was to investigate the influence and mechanisms of Ni content on the tribological
properties and corresponding tribofilm evolution of Al0.3CoFeCrNi and Al0.3CuFeCrNi2
HEAs, both at room temperature and during 300 ◦C sliding.

2. Experimental Methods

Two alloys with different Ni content and containing Co or Cu were studied: Al0.3CoFeCrNi
(A1) and Al0.3CuFeCrNi2 (A2). Alloy ingots were prepared by arc-melting and casting.
The mixtures of the alloying elements with purities higher than 99.5 wt.% were melted
in an argon atmosphere several times to improve the chemical homogeneity of the ingots
in the liquid state. Both alloys were cold rolled to a 20% reduction in thickness with
ten passes and solutionized at 1150 ◦C for 30 min, followed by water-quenching for ho-
mogenization. For microstructural and property investigation, the samples were ground
and polished by standard metallographic techniques to dimensions of approximately
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19 mm (length) × 14 mm (width) × 7 mm (thick) with mass of ~14 g. Surface microstruc-
tural characterization was carried out in a field emission gun scanning electron microscope
(SEM) using a FEI Nova 200 dual-beam SEM. The SEM is also equipped with energy
dispersive x-ray spectroscopy (EDS) for chemical analysis of the alloys before and after
sliding (wear track maps). Room and elevated temperature (300 ◦C after the sliding tests)
microhardness measurements were performed using a Shimadzu Vickers hardness indenter
with a normal load of 9.807 N at a hold time of 10 s. A total of ten measurements were
recorded for both alloys at spacings of ~1 mm apart.

The friction behavior of both alloys was Investigated using a Falex ISC-200 pin-on-disk
tribometer, following the ASTM G99 standard. The sliding coefficient of friction (COF) was
measured at room and elevated (300 ◦C) temperature in lab air (40% relative humidity).
The current study was limited to 300 ◦C sliding since elevated temperature studies require
a significant amount of time. The HEAs were tested in unidirectional sliding against a
Si3N4 ball counterface (3.175 mm diameter) with hardness of 22 GPa to avoid ball wear and
transfer to the wear tracks. The sliding speed was 8.5 mm/s for all tests, with a normal load
of 0.25 N. Based on these values, the initial maximum Hertzian contact stress is ~0.6 GPa,
which was chosen to be below the yield strength of these alloys. The total sliding distance
was 200 m for all tests that took about 6 h. At least three measurements were made for each
HEA for repeatability purposes. After each test, an optical microscope was used to image
the worn surfaces of the HEAs and the Si3N4 counterfaces. A stylus surface profilometer
(Veeco Dektak 150 Profilometer) was used to measure wear track depths. At least eight
profilometry traces were taken across each wear scar to obtain the cross sectional worn area.
The wear factor/rate was calculated as the removed volume loss divided by the applied
load and the total sliding distance. The volume loss can be calculated by multiplying
the area of the worn surface by the circumference of the circular wear track, assuming
uniform wear. Crystal structures were identified with an X-ray diffractometer (Rigaku
Ultima III) under radiation conditions of 30 kV, 20 mA, a CuKα anode, and a scanning
speed of 2 degrees/minute. Representative wear surfaces were analyzed using SEM and
EDS to acquire both secondary electron (SE) and backscatter electron (BSE) images as well
as elemental wear maps, respectively. In addition, a Raman spectrometer (Thermo Electron
Almega XR) was used to determine tribo-chemical phases on the wear surfaces using a
532 nm laser wavelength.

3. Results and Discussion

3.1. Microstructure and Phase Analysis

Figure 1 shows the XRD scans of the Al0.3CoFeCrNi (A1) and Al0.3CuFeCrNi2 (A2)
HEAs. It is evident there is one set of fundamental FCC reflections that verifies an FCC solid
solution crystal structure without the presence of secondary phases. Using the indexed
(111) reflections, the lattice constants (a) for A1 and A2 alloys are calculated to be 3.591 Å
and 3.589 Å, respectively. Based on the resolution of the x-ray diffractometer, these values
are within experimental error, and thus there are no lattice parameter differences between
the two single FCC-phase HEAs. These HEAs retain a single phase at higher temperatures
when cooled rapidly due to the entropy of too many alloying elements, along with sluggish
diffusion kinetics.

Figure 2 and Table 1 show representative SEM images and corresponding EDS chem-
ical analysis, respectively, of the A1 and A2 alloys. The alloys exhibit microcrystalline
structures with elongated grains (sizes in the range of 300–600 μm) and have no composi-
tional segregation. Wang et al. [8] also reported that as-cast Al0.3CoCrFeNi HEA has an
FCC single phase with a columnar microstructure. Similarly, Kao et al. [17] determined that
Al0.37CoCrFeNi has an FCC single-phase crystal structure, also shown by Guo et al. [18]
for AlxCrCuFeNi2 HEAs. The latter authors also determined that Al0.5CrCuFeNi2 alloy
exhibits a dendritic microstructure. The SEM images in Figure 2 show evidence of possible
interdendritic and dendritic regions retaining an FCC phase with high closeness in the
lattice constants, also reported in [19,20]. Ng et al. [21] showed that a Al0.5CrCuFeNi2 alloy
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exhibits an FCC single phase, but due to XRD peak overlaps, they surmised there were two
disordered FCC phases with very close lattice parameters at ~3.59 Å, which is equivalent
to the above calculated lattice parameters for A1 and A2 alloys. Gwalani et al. [22] deter-
mined with transmission electron microscopy and selected area diffraction patterns that
Al0.3CuFeCrNi2 (with the same composition as A2 alloy) has an FCC-type solid solution at
ambient temperature. They further stated the high mixing entropy and sluggish effects that
decrease the Gibbs energy develop a solid solution rather than intermetallic compounds,
and as a result were surmised to be the reasons for the formation of a single solid solution
instead of intermetallic compounds [22]. From a thermodynamic point of view, the mixing
enthalpy overcomes and leads to decomposition in the matrix to form two phases.

Figure 1. XRD patterns of A1 and A2 alloys showing FCC reflections.

 

Figure 2. SEM images of the A1 (left) and A2 (right) alloys.
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Table 1. Chemical composition (in at%) of A1 and A2 alloys.

Al Co/Cu Fe Cr Ni

A1 6.64 22.40 22.52 22.97 25.47
A2 5.69 19.47 17.67 18.52 38.65

3.2. Microhardness

It is crucial to assess the hardness of the material in order to understand the likely
underlying wear process, since material hardness is often correlated to wear resistance [23].
Table 2 lists the averaged microhardness values for the A1 and A2 alloys at room temper-
ature (RT) and 300 ◦C (acquired after the sliding wear tests and outside the wear tracks).
Both alloys exhibit similar RT hardness values. However, at 300 ◦C, there is thermal soft-
ening in A1 and hardening in A2 that could be due to Ni content differences, resulting
in the likely formation of a harder NiO scale on the A2 alloy. In addition, Qiu et al. [24]
determined that adding more Ni to Al2CrFeCoCuTiNix HEAs resulted in increasing RT
microhardness and strength. They attributed this increase to the Ni content that increased
the content of the BCC crystal structure in the alloys. In contrast, López Ríos et al. [25]
reported that because of Cr and Fe precipitates dissolving in the nickel-rich matrix and
forming a stable solid solution, the hardness values for AlCrFeCoNi decreased to 562 HV,
455 HV, and 316 HV, with reduction in nickel concentration. Kuo et al. [26] determined
that a CuFeTiZrNi0.1 alloy exhibits a microhardness of 935 HV, wherein increasing the FCC
phase in the alloy is correlated to an increase in the Ni content. Therefore, they concluded
that the low hardness of the FCC phase causes the alloy’s hardness to gradually decrease
with increasing Ni content; however, the hardness was not measured at elevated tempera-
tures, e.g., at 300 ◦C, where the effects of oxide scales and thermal softening can influence
the microhardness values.

Table 2. Average microhardness (HV1) values and standard deviations of A1 and A2 alloys at RT
and 300 ◦C.

RT 300 ◦C

A1 168 ± 3 144 ± 10
A2 164 ± 4 188 ± 18

3.3. Friction and Wear Behavior

Table 3 lists the averaged steady-state COF and wear factor values for A1 and A2
alloys during RT and 300 ◦C sliding. The RT COF values of ~0.8 for both alloys during
steady-state sliding are relatively high friction values that are consistent with Si3N4 sliding
on Ni and other metallic materials [27,28]. However, these values are considerably higher
than other HEAs with hard secondary phases; for example, COF values of ~0.3 were
observed in HEA Al0.25Ti0.75CoCrFeNi [29], since harder alloys exhibit a smaller real area
of sliding contact, thereby leading to lower frictional forces. The high RT friction behavior
of both alloys is due to the single FCC phase being relatively soft, which is corroborated by
the relatively low hardness values listed in Table 2. During sliding at 300 ◦C, the averaged
COF values decreased for both alloys, but considerably more in the A2 alloy, which will be
further discussed in the next section.

Table 3. Average steady-state COF values and wear factors (mm3/N·m) with standard deviations of
A1 and A2 alloys at RT and 300 ◦C.

RT 300 ◦C RT 300 ◦C

COF Wear factors

A1 0.84 ± 0.06 0.54 ± 0.04 6.6 ± 0.8 × 10−5 1.2 ± 0.3 × 10−4

A2 0.78 ± 0.06 0.29 ± 0.05 5.3 ± 1.1 × 10−5 9.8 ± 0.4 × 10−5
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Representative cross-sectional wear track depth and width profiles are shown in
Figure 3 for A1 and A2 alloys acquired after sliding at RT and 300 ◦C. It is evident that
during RT sliding, the alloys exhibit a smaller worn area compared to sliding at 300 ◦C,
despite the higher COF values. The cross sectional worn areas were used to calculate the
corresponding wear factors listed in Table 3. The wear factors listed in Table 3 agree well
with the RT COF trends, i.e., there are similar wear factors for both alloys at RT. However,
during 300 ◦C sliding, there is a slightly lower wear factor for the A2 alloy, since there
was no thermal softening, as evidenced by the increase in hardness. Compared to RT
sliding wear factors, both alloys have higher wear factors, suggesting that in addition to
hardness, there are other factors active that will be discussed in the next section. Since both
HEAs exhibit single FCC-phase structures without the presence of typical secondary phases
present in structural alloys, e.g., hard intermetallic or carbide phases, the wear factors are
about an order of magnitude higher. For example, the aforementioned Al0.25Ti0.75CoCrFeNi
BCC HEA has hard intermetallic L21 and χ phases responsible for lower sliding wear rates
in the order of 1 × 10−5 mm3/N·m [29]. However, a similar single FCC-phase HEA
Al0.1CoCrFeNi to that of A1 alloy, but with lower Al content and slightly softer, exhibits
a higher RT sliding wear factor of 1.9 × 10−4 mm3/N·m [30]. Based on the above, single
FCC-phase HEAs do not provide adequate wear resistance compared to HEAs with hard
secondary phases, making them similar to other structural alloys such as bearing steels
with chromium carbide precipitates. Only when hard secondary phases are present do
HEAs such as Al0.25Ti0.75CoCrFeNi have comparable wear rates to those measured for
chromium carbide bearing steel 440C, values of ~1 × 10−5 mm3/N·m [29].

Figure 3. Representative cross-sectional wear track depths and widths of A1 and A2 alloys after RT
and 300 ◦C sliding.

3.4. Friction and Wear Mechanisms

Figure 4 shows representative SEM images and EDS maps of the A1 alloy wear track
after RT sliding. The wear track shows signs of abrasive wear, i.e., microabrasion with
grooves along the sliding direction. There is also oxidative wear based on the dark features
in the BSE images (meaning a higher atomic number contrast) that coincides with the
oxygen EDS map in Figure 4. Based on the elemental maps, there is not one particular
metal that shows a preference for oxidative wear. This suggests that there is a mixed metal
oxide tribofilm on the wear surface. These flattened oxide patches inside the wear track
are indicative of a surface fatigue wear mode that results in metallic oxide wear fragments
delaminating from the surface. With repeated sliding, the wear fragments can either be
ejected from the sliding contact or become entrapped beneath the Si3N4 counterface, with
the latter pathway contributing to the formation of micro-grooves by a three-body abrasive
wear mode.
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Figure 4. BSE and SE images and corresponding EDS elemental maps of the A1 alloy wear track after
RT sliding.

Figure 5 shows representative SEM images and EDS maps of the A2 alloy wear track
after RT sliding. Similar to the A1 alloy, there is micro-ploughing/micro-grooving inside the
wear track, indicating a micro-abrasive wear mode with striations running parallel to the
sliding direction and across the entire wear track length. There are also oxidative/surface
fatigue wear modes present, although the wear track width is slightly smaller, and there is
slightly less micro-abrasion/metal oxide tribofilm covering the wear track. This accounts
for the slightly lower RT COF and wear factor values listed in Table 3 for the A2 alloy.

 

Figure 5. BSE and SE images and corresponding EDS elemental maps of the A2 alloy wear track after
RT sliding.

Figure 6 shows SEM images and EDS maps of the A1 alloy wear track after 300 ◦C
sliding. It is evident there is an increased amount of oxidative wear compared to RT sliding
for this alloy, based on the BSE image and corresponding oxygen EDS wear map covering
almost the entire wear track. Furthermore, it appears that this oxide tribofilm is also a mix
of all the metallic elements, based on the EDS maps that do not show a preference for any
particular metal oxide phase. Despite the lower COF due to the lower interfacial shear
strength oxide tribofilm, the wear track width has increased in size compared to the RT
wear track. This is supported by the increased wear factor listed in Table 3, due to thermal
softening for this A1 alloy, which is based on the lower hardness value of HV1 = 144. More
severe adhesive wear also occurs in the wear track shown by the SEM images in Figure 6,
since these wear tracks are covered with a compact tribofilm (often referred to as an oxide
glaze layer), indicating a change in wear mechanisms. Abrasive grooves along the sliding
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direction are still visible on the wear track in areas not covered by the oxidized tribofilm.
In addition, there is evidence of fragmented oxide wear debris that further acts similar to
abrasive particles to accelerate the wear process, resulting in the high wear factor. Therefore,
while the low interfacial shear strength oxide tribofilm provides low COF values, it not
protective at this elevated sliding temperature compared to RT sliding.

Figure 6. BSE and SE images and corresponding EDS elemental maps of the A1 alloy wear track after
300 ◦C sliding.

In contrast, the A2 alloy exhibits increased hardness, up to HV1 = 188 at 300 ◦C, which
results in a slightly smaller wear track, as shown in Figure 7, and thus a smaller frictional
area of contact during sliding. Hence, the A2 alloy has the lowest COF of ~0.29 and a
slightly lower wear factor of 9.8 × 10−5 mm3/N·m compared to the A1 alloy at 300 ◦C,
but this is still higher compared to RT sliding. Hardening in the A2 alloy is likely due to
the increased amount of Ni resulting in the formation of a NiO scale, although verification
would be needed with cross-sectional microscopy and micro-indentation. The wear track
shown in Figure 7 exhibits slightly less oxidative wear compared to the A1 alloy, based on
the images and EDS oxygen map. In addition, the fragmented oxide wear debris act as
micro-abrasive particles, resulting in increased wear. Like the A1 alloy, the low interfacial
shear strength oxide tribofilm results in low COF values, but overall does not provide
wear protection at this elevated sliding temperature compared to RT sliding. Similarl to
other alloys such as the CoCr-based alloy (Haynes 25), at temperatures greater than 200 ◦C,
the friction coefficient is reduced due to the formation of a protective oxide layer, which
minimizes the adhesion between the two contacting surfaces [31]. When the temperature
becomes greater than 150 ◦C, the sintering rates of the metal oxide films increase, which
leads to the formation of glazes (Co and Cr oxides) that can supply prolonged protection
against friction and reduce the friction coefficient [32]. In addition, low unidirectional
sliding friction coefficients for Co-based alloys at temperatures greater than 200 ◦C can be
attributed to the formation of thermally stable oxide glazes on the pin surface, which cause
low friction and wear [28].

The Si3N4 counterfaces showed some abrasive wear with extruded wear debris at
RT, while at 300 ◦C, the counterfaces exhibited similar features, along with some adhered
metal oxide transfer films from the wear tracks. A similar study revealed there is no
accumulation of third bodies or transfer films adhered to the Si3N4 balls after RT sliding for
HEAs Al0.1CoCrFeNi and CoCrFeMnNi [30]. In order to better determine the tribochemcial
oxide phases, Raman spectroscopy was performed inside the four wear tracks shown in
Figures 4–7. Figure 8 shows representative Raman spectra for the alloys after RT and 300 ◦C
sliding. It is evident there are several oxide phases, both binary oxides and multi-element
solid solution oxides, present in both alloys, including CoO, Co3O4, Cr2O3, NiO, and multi-
element Cr2O4 and Fe2O4 tribochemical phases. These metal oxides tribochemically form
at intermediate and higher temperatures via tribo-sintering the compact oxide tribofilm,
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which has been shown to lower the friction coefficients [28,33]. These oxide phases are in
good agreement with the Raman spectra acquired inside FeCrNi medium-entropy alloy
and CoCrFeNi HEA wear tracks, respectively [33,34]. The higher-Ni content A2 alloy
at 300 ◦C exhibited a higher intensity peak of NiO and Cr2O3 in the tribofilm, which
could be responsible for its lower friction and wear. Future studies will explore sliding
temperatures higher than 300 ◦C to determine if there are more protective high-temperature
oxide phases in both alloy tribofilms that result in low interfacial shear strength for friction
reduction, while simultaneously providing low wear. It is possible that at higher sliding
temperatures than 300 ◦C, the thermal softening process is counteracted by the formation
of more protective tribochemical oxide phases that act as solid lubricants, thereby lowering
friction and wear.

 

Figure 7. BSE and SE images and corresponding EDS elemental maps of the A2 alloy wear track after
300 ◦C sliding.

Figure 8. Raman spectra acquired inside A1 alloy and A2 alloy wear tracks after RT and 300 ◦C sliding.

4. Summary and Conclusions

Two FCC single-phase HEAs alloys with different Ni contents and either Co or Cu
were studied: Al0.3CoFeCrNi (A1) and Al0.3CuFeCrNi2 (A2). For the A1 alloy with lower
Ni content, micro-indentation and sliding wear tests revealed that the hardness decreased,
resulting in thermal softening and a higher wear factor during 300 ◦C sliding. In contrast,
the higher Ni content A2 alloy exhibited increasing hardness and subsequently a slightly
lower wear factor. Mechanistic wear studies showed this was due to the oxidative wear,
with the formation of low interfacial shear strength tribofilms that covered the wear tracks.
Raman spectra determined that the A2 alloy at 300 ◦C exhibits a higher intensity peak of
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NiO and Cr2O3 in the oxide tribofilm, which is likely responsible for lowering both the
COF and wear factor. However, compared to RT sliding, both alloys provide no wear
protection during 300 ◦C sliding, most likely due to thermal softening in the tribofilms.
Thus, these single FCC-phase HEAs provide no further benefit to wear resistance at elevated
temperatures, with similar implications likely for other such single FCC-phase HEAs.
Lastly, these and other single-phase HEAs without hard secondary phases are no better
than current bearing steels.
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Abstract: In this study, the nature of the ball-milling mechanism in a ternary materials system
(Mg-6Sn-1Na) is investigated for proper mechanical alloying. An identical powder mixture for
this material system is exposed to different milling durations for a suitable mixture. First, the
platelet structure formation is observed on particles with increasing milling duration, mainly formed
in <200> direction of the hexagonal crystal structure of the Mg matrix. Then, the flake structure
with texture formation is broken into smaller spherical particles with further ball milling up to 12 h.
According to EDS analysis, the secondary phases in the Mg matrix are homogenously distributed with
a 12-h milling duration which advises a proper mixture in this material system. The solid solution
formation is triggered with an 8-h milling duration according to XRD analysis on 101 reflections.
Conventional sintering is performed at 350 ◦C in 2 h for each sample. In bulk samples, XRD data
reveal that secondary phases (Mg2Sn) with island-like structures are formed on the Mg matrix for
a milling duration of up to 8 h. These bigger secondary phases are mainly constituted as Mg2Sn
intermetallic forms, which have a negative effect on physical and mechanical properties due to a
mismatch in the grain boundary formation. However, the homogenous distribution of secondary
phases with a smaller particle size distribution, acquired with 12 h milling time, provides the highest
density, modulus of elasticity, and hardness values for this ternary materials system. The ternary
materials produced with the 12-h ball-milling process provide an improvement of about 117% in
hardness value compared with the cast form.

Keywords: Mg alloys; ball milling; mechanical alloying; ternary material system

1. Introduction

Magnesium and its alloys are the lowest mass density morphological materials with
well-shapeable and high-wear resistance, which makes them potential candidates for
several applications such as aircraft, biomaterials, and automobiles [1,2]. The primary
downside of Mg is its low formability at decreasing temperatures due to the limited
activation of shear systems [3]. In addition, another disadvantage is the very low corrosion
resistance of Mg [4]. Alloying process for pure Mg is a proper solution for strengthening,
raising formability, and improving the corrosion resistance of magnesium alloys [5–7]. The
alloying effect of such elements as Ti [8], Cu [9], Al [10], Ni [11], Sn [12], Zn [13], Ca [14],
Zr [15], and Mn [16], or such rare earth elements as Ce [17], Sm [18], Dy [19], Er [20], and
Y [21], have been commonly employed in Mg and alloys. Such alloying processes and
thermomechanical processing, such as high-energy ball milling, have provided a significant
enhancement in specific endurance, sinterability, and creep properties [22].

A high-energy ball-milling process, which provides mechanical alloying (MA), is used
as the most common method for alloying powders, in which different material systems
can mix homogeneously at the ppm level due to the involvement of the continuous cold-
welding and fracturing mechanisms [23]. The most common issue in the high-energy
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ball-milling procedure is a continuous collision between ball-powder jar, which leads to
severe plastic deformations on particles [24] and fracture of the platelet particles, causing
the variation of lattice strain, crystallite size, and attaining nano-sized structures and phase
transformations [25,26]. After mechanical alloying due to reiterative fracture, cold welding,
and refracture of powders, new effective surfaces improve chemically, and supersaturation
may occur beyond the equilibrium limit [27]. Furthermore, thermomechanical activation of
the particle morphology plays a significant role in the high-energy ball-milling process [28].
In the literature, there are publications reporting that the solubility of Titanium in Mg [29]
and Magnesium in Ti [30] in studies with mechanical alloying Ti-Mg powders increases.
High-energy ball milling is used in the production of composite materials with high
physical and mechanical properties, which are complex and expensive to manufacture with
traditional methods such as casting [31].

According to the literature survey [32–37], it is clearly seen that several composite
materials are manufactured by changing matrix and reinforcement species with different
particle size distribution in conjunction with altering milling conditions, such as milling
time and processing agent [38]. Wang et al. [39] investigated Mg-%25 wt. Sn composite
alloys manufactured by mechanical alloying. They reported that sintering parameters and
the number of secondary phases directly affect the mechanical properties by changing the
ball-milling duration.

Son et al. [40] studied the relationship between precipitation nature and mechanical
properties of multiphase of Mg-Sn-Al-Zn alloys. The intermetallic phases, such as Mg2Sn,
have a major effect on the development of mechanical properties. The creep endurances of
binary Mg-Sn and ternary Mg-Sn-Al material systems were studied by Poddar et al. [41],
which suggested that the creep behavior of the materials could be developed with the
help of intermetallic phases, including Mg2Sn, which has chemical stability at higher
temperatures [42]. Mendis et al. [43] surveyed the role of Na addition to Mg-Sn alloys
alloyed by the casting method. In their study, it was clearly seen that an abnormal increase
in hardness occurred because the distribution of Na led to an increment in the number of
intermetallic precipitates.

Although different studies on Mg-Sn composite alloys fabricates via casting and
powder metallurgy are well tabulated in the literature, there is a limited experimental
investigation of the effect of the milling time and addition of trace amount Na element
on the powder morphology, precipitate formation, intermetallic transformation, and crys-
tallographic properties of high-energy ball-milled Mg-Sn-Na metal powders and their
relationship between density, hardness, elastic module of generated composite alloys [44].
For this reason, the main aim of the study is to do an elaborate characterization of powder
morphology, the variation of crystallite size, the distribution of reinforcement species (Sn
and Na), and the occurrence of Mg2Sn intermetallic formation with the addition of Na ele-
ment within the Mg matrix. Moreover, sintered Mg-Sn-Na composite alloys are employed
to examine densities, hardness, and elastic modulus.

2. Materials and Methods

2.1. Materials and Ball-Milling Process

In the present study, Sn (6 wt%) and Na (1 wt%) were used to reinforce elements
in the Mg matrix to produce alloys with metal matrix. Pure Mg (<53 μm; 99.99 wt%
purity) and Sn (<6 μm; 99.9 wt% purity) elemental powders were obtained by Nanografi
Company(Ankara, Turkey). Mg, Sn, and Na powders were high-energy ball-milled with
tungsten carbide (WC; 10 mm diameter) balls in a tungsten carbide jar (250 mL) using
RETSCH-PM 100 (Konya, Turkey) planetary ball-milling device at a rotation speed of
250 rpm.

The ball-to-powder (BPR) massive 5:1 rate was chosen, and the ball-milling time was
selected as 0.5, 2, 4, 8, and 12 h. To prevent clusters, cold working, and severe plastic
deformation of the powders’ duration milling, 4 wt% stearic acid was used as a process
control agent (PCA). To avoid excessive temperature rise throughout the ball-milling time,
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the device was milled for 5 min, then rested for 5 min. After ball milling, the powders were
compacted under 500 MPa pressure for 30 s by a cold-press device. To prevent oxidation,
all green compacts (cold-pressed specimens) were sintered for 2 h at 350 ◦C with a stable
heating rate of 5 ◦C/min under the high-purity argon atmosphere. The argon flow ratio
was constant at 3 L/min. In Figure 1, the preparation and production of Mg-Sn-Na alloy is
represented schematically.

 

Figure 1. Schematic experimental setup for ball milling and Powder Metallurgy procedure.

2.2. Powder and Sintered Sample Characterization

The morphologies of milled and unmilled powders, along with microstructural
progress in sintered composite alloys, were investigated using scanning electron microscopy
(SEM, Zeiss EVO LS10, Konya, Turkey). Elemental analysis of the milled powders and
dispersion mechanism of sintered composite alloys were investigated with EDS-Mapping
and line scan mode. Moreover, all ball-milled powders’ particle size distribution (PSD) was
examined via a Mastersizer particle size analyzer device. X-ray diffractometer (XRD) was
utilized to calculate the crystallite size and define the peak profile parameters. XRD data
were gathered by Cu-radiation at wavelength of 1.5406 Å by utilizing a step-scan procedure
with 0.15 degrees 2-theta at every step and 4 s at every step dwelling time [45]. Peak profile
parameters of all ball-milled powders were detected by the MDI Jade XRD program. For
all ball-milled powders, the Debye Scherrer equation was utilized to calculate values of
lattice strain and crystallite size (Equation (1)) [46].

Dhkl =
K × λ

(βhkl × cosΦ)
(1)

where K (0.94) is the shape coefficient; λ is the wavelength of Cu radiation; β is the FWHM
value of the peak, and Φ is the XRD diffraction angle [47,48].

Dislocation density (δ) values were calculated according to Williamson–Smallman
formula given in Equation (2) [48,49].

δ = n/D2 (2)

Here, n is nearly 1, and D is the crystallite size. Theoretical density values of sintered
composite alloys were calculated utilizing the mixture rule formula, and their experi-
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mental density measurements were carried out according to the ASTM B962-17 standard
Archimedes’ principle [50]. The microhardness values of the sintered composite alloys were
surveyed via a micro-Vickers hardness measure procedure. The micro-Vickers hardness
test [51] was performed under an applying load of 10 gf and a dwelling time of 20 s. At
least five measurements were taken for the average hardness value.

Young’s Modulus of sintered composite alloys was used to calculate the ultrasonic
wave velocity (UWC) measurement method [48]. UWC measurements were performed in
tangency mode to strengthen ASTM E494-20, utilizing the ultrasonic pulse-echo-overlap
method (PEOM) [52]. The UWC measurements were carried out utilizing one flaw detector,
one-number longitudinal wave tangency transducer (20 MHz), and one-number shear-
wave tangency transducer (5 MHz) [53].

3. Results and Discussion

3.1. Powder Morphology

At first glance, the particle morphology of the ternary material system of (Mg-Sn-Na)
is preserved after the 0.5 h milling process. In Figure 2, the particles show a spherical
form as the initial powder mixture. So, 0.5 h milling duration has almost no effect on the
change in both particle morphologies and in the mixing nature of the ternary system, which
arouses the need for further milling for proper mixing. Then, the said material system
is exposed to a 2-h ball-milling treatment. The flake shape of particles is a sign that the
ball-milling procedure in this material system works efficiently, along with extreme plastic
deformation. The particles turn into flake structures due to continuous collision between
ball–ball and ball–wall with increasing surface area and particle size of up to 70 microns.
Furthermore, few cold-welding mechanisms are observed between the small particles
and bigger particles. However, the 4-h milling procedure triggers a huge cold-welding
mechanism that involves flake particles due to excessive plastic deformation on particles.
Eventually, all welded particles create platelet structure formation with an increasing
particle size of up to 120 microns, which tripled the initial powder particle size distribution.
After this point, the particles start to break into much smaller forms, which is attributed to
severe work hardening with further ball milling of up to 8 h in duration. Bigger platelet
particles with small broken pieces create a bimodal particle size distribution, as seen in
Figure 2. During high-energy ball milling, cold working and fracture mechanism work
concomitantly for proper mechanical alloying. However, after a certain milling duration,
the fracture mechanism becomes the dominant instrument for the particles, which is due
to either extreme work hardening or loss of function of the processing agent. With an 8-h
milling process, all particles are exposed to severe plastic deformation and accumulate
excessive stress concentration, which eventually affects the sinterability of this material
system. Further high-energy ball-milling process of up to 12 h turns the flake morphology
into smaller fragmented particle formations. Monomodal particle size distribution is also
revealed with 12-h milling time, and particle size distribution of milled powder of less than
10 microns is received, which is well below the initial particle size. The final microstructure
formation suggests that a 12-h milling duration is enough to provide sufficient mixing and
mechanical alloying for this ternary material system.

The EDS analysis represented in Figure 3 also verifies the homogenous mixture of
the ternary system. All elements (Mg-Sn-Na) in this system are uniformly dispersed
throughout the sample. However, our previous study revealed that monomodal particle
size distribution was acquired via an 8-h milling duration in a binary system of (Mg-
9Sn) [48]. So, the presence of Na elements in this ternary system prevents or retards the
fracture mechanism, and an extra 4-h milling process is needed to achieve homogenous
mixing formation with smaller particle size distribution.

The particle size analyses also show the same tendency regarding particle evolution
as a function of milling time. First, the nature of the single peak at higher numbers advises
that the particle size is increased with monomodal distribution in this material system
up to 4 h of the milling procedure (Figure 4). Then, the bimodal distribution observed
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within 8 h leads to two separated peaks, according to the particle analyzer. Finally, a single
intense peak profile is acquired around the 10-micron range, with 12 milling durations.
Overall, the particle size analysis is consistent with SEM micrograph examination, as
explained previously.

 

 

Figure 2. SEM examination of ball-milled Mg-6Sn-1Na powders at particular milling duration.

 

Figure 3. EDS mapping analysis for ball-milled powder at 12-h milling duration.

XRD analysis also helps to understand both phase formation and peak profile evolu-
tion for each phase, as represented in Figure 5. Peaks for Mg and Sn phases are detected in
up to 2 h of milling conditions. However, the 4-h milling duration makes Sn peaks fade out,
and the intermetallic phase of Mg2Sn starts to appear in the XRD spectrum. This behavior is
attributed to the high-energy ball-milling work. So, at least 4-h ball milling needs to trigger
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intermetallic formation in this system. However, in the Mg-Sn binary system, such behavior
was achieved in the 2-h milling procedure, which means that the presence of Na also delays
the formation of the intermetallic phase [54,55]. Further ball-milling process maps the Sn
out from the XRD spectra, as observed in the 8-h and 12-h conditions. Such observation
suggests that the Sn phase goes into both solid solutions in the Mg matrix and chemical
reaction for intermetallic phase formation [56]. A closer approach to the major peak (101)
of the Mg phase is represented in Figure 5c. The peak position of (101) reflection first has
a tendency to shift to higher degrees, which intimates the decrement in the interatomic
distance because of the compression stress [57]. A repetitive collision during the milling
process creates such compression stress formation on particles as a natural high-energy ball
milling. This issue is the case for the milling condition for up to 4-h duration. After that,
the 101 peaks start to shift to lower degrees, which means that the interatomic distance
for this reflection starts to increase [58]. This singularity is only due to the solid solution
formation in the Mg matrix in this case [59]. It is important to state that Na and Sn elements
are initiated to dissolve into the Mg matrix due to the high-energy ball milling in the 8-h
conditions. Therefore, at least an 8-h milling procedure is needed to trigger solid solution
formation in the ternary (Mg-Sn-Na) material system. Nonetheless, in the binary material
system of (Mg-9Sn), solid solution formation was observed with a 4-h ball milling [48].
So, the existence of the Na element also postpones the solid solution formation. The peak
intensity of (101) reflection is monolithically reduced with increasing milling duration,
which advises the reduction in crystallite size or coherent diffraction in domain size. The
continuous collision mechanism during ball milling leads crystals to break apart in the
(101) direction. Regarding the (002) reflection of the Mg matrix, the (002) reflection shows
singularity in terms of peak intensity changes. Peak intensity first starts to increase with
the increase in milling duration of up to 4 h and also shows higher relative peak intensity
than the major peak (101) reflection of the Mg matrix. Such a result is attributed to the
texture formation in a hexagonal crystal structure of Mg. Therefore, we conclude that
severe plastic deformation observed in the SEM micrograph is mainly elongated through
the (002) direction. Because the interatomic bonding governed in this direction is weak,
atoms prefer to be oriented accordingly [60–62]. A further ball-milling process results in
a decrease in the peak intensity of (002) reflection, which refers to breaking the coherent
diffraction domains for the (002) reflection.

 
Figure 4. Particle size distribution of each sample, ball milled at different durations.

The crystallite size is also decreased as the particles break apart, as observed in SEM
analysis. So, SEM micrograph analysis supports the XRD data analysis. The changes in
crystallite size for the (002) reflection are inconsistent with the particle size variation as
a function of the milling time. As represented in Figure 6, the crystallite size improved
from 43 nm to 63 nm with the increasing milling duration of up to 4 h, according to
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the calculation with the (002) peak reflection parameters. On the contrary, the disloca-
tion density and localized lattice strain are reduced as expected. However, a prolonged
milling procedure of up to 12 h has a negative effect on crystallite size variation, and
the crystallite size of the final powder is measured at 40 nm, which is lower than at the
initial stage. Lattice strain and dislocation density values are increased up to %0.29 and
0.62 × 1015 line/m2, respectively.

 

 

Figure 5. XRD analysis for all samples (a) and peak profile evolution on (002) (b) and (101) (c) reflec-
tion for different milling durations.

3.2. Bulk Material Characterization

The SEM micrograph examination, along with the elemental line scan analysis, is
illustrated in Figure 7 with different milling durations. Secondary phases in the Mg
matrix appear in a lighter color in SEM illustration due to the higher atomic number of
Sn element. Agglomerated secondary phase existence on the Mg matrix is observed for
all conditions except 12 milling durations. Secondary phases also precipitate vicinity of
grain boundaries. Individual secondary phases create their island structure on the Mg
matrix with a range of 40–60 microns. This behavior of the secondary phase suggests that
the ball-milling process of up to 8 h does not provide a proper mixture in the Mg-Sn-Na
material system. However, the microstructure of the 12-h milled conditions conveys a
homogenously dispersed secondary phase with a smaller size in the Mg matrix. It is
important to have homogenously distributed secondary phases to have improved physical
and mechanical properties for multiphase material systems. According to our previous
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study, the homogenous distribution of the secondary phase in a binary Mg-Sn composition
reached an 8-h milling condition, which advised that the existence of the Na phase also
delayed the homogenous mixing. Line scan for each condition is collected via both the
Mg matrix and the secondary phase. The lighter area in the SEM illustration has a higher
concentration of the Sn phase with the Mg phase’s existence, which suggests that the
island structure secondary phases are mainly the Mg2Sn intermetallic phases, as detected
via the XRD analysis as well. The line scan also reveals surprising results regarding the
existence of Na in this material system. Na elements mainly precipitate on grain boundary
instead of dissolving into an Mg matrix to create the solid solution. This situation of
Na elements could have an important role in this ternary material system to improve
mechanical properties by providing a precipitation hardening mechanism. EDS mapping
analysis for the 12-h condition shows the homogenous distribution of each phase with no
impurities, as represented in Figure 8.

Figure 6. Illustration of changes for crystallite size, lattice strain, and dislocation density at different
milling times.

Figure 9 represents the hardness value variation of sintered milled powders at different
milling durations. The hardness values at first tend to increase with increasing milling
process. However, an 8-h ball-milling duration has a negative effect on this trend, and the
hardness value decreases in an 8-h milling duration. Then, the hardness value reaches
the highest value of 90 HV for the 12-h milling condition. The increment in hardness
value has a correlation with the milling duration because the higher milling duration
generally provides homogenous mixing and dispersion of the additive elements in the
Mg matrix. As explained before, the SEM micrograph examination on bulk samples
suggests that the island-like precipitation of the secondary phase is observed instead of the
homogenous dispersion in the matrix [63]. So, the incompatibility at the interface between
the bigger secondary phase and matrix is the weak point, which reduces the mechanical
properties [63–65]. The bigger size of the secondary phase creates a transition between small
angles to high-angle interface formation [25,66] through the grain boundaries. Another
explanation for variation in the mechanical properties is the Orowan mechanism, which is
also involved and eventually affects the mechanical properties of the end product [67]. The
slight reduction in the 8-h milling conditions can be explained by both the initial powder
structure and the microstructure formation of bulk or sintered samples. The powder form
of the 8-h condition suggests the bimodal particle size distribution. Repetitive collision in
the ball-milling process results in a high-stress concentration in particles, which eventually
hinders the diffusion or mass transport during the sintering procedure [68]. So, the density,
elastic modulus, and hardness values for the 8-h condition are decreased. The second
reason causing this disparity is the generation of a secondary phase in the Mg matrix
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after the sintering process. As explained, the island-like formation of a secondary phase
instead of homogenous distribution causes the diminishment in physical and mechanical
properties. According to the previous study, the hardness value for the binary system
of Mg-Sn was found to be 71.2 HV [48], but in this ternary system, the hardness value
is improved to the 90 HV range (Figure 9). So, the presence of Na element in grain
boundaries causes such an impact on hardness by triggering a precipitation hardening
mechanism [69,70]. The elasticity modulus and density values for this material system
show the same behavior as the hardness values. The density value for each sample is
the sign of the sinterability of the milled powder, which is determined by the ball-milling
duration in this study. So, the particle morphology and the nature of mixing of secondary
phases in the matrix are the parameters determining the sinterability of the powder. Overall,
the highest density and modulus of elasticity are acquired as 96% and 36 GPa for the 12-h
milling condition (Figure 10). In this material system, the Na element has a huge effect on
powder morphology, which eventually determines the physical and mechanical properties
of bulk samples.

 

Figure 7. SEM micrograph representation on bulk ternary material system (Mg-Na-Sn) as a function
of milling time.
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Figure 8. Mapping analysis of 12-h ball-milled 6 wt% Sn-Na-Mg sintered composite alloy.

Figure 9. Representation of hardness values with different milling duration.

Figure 10. Variation of relative density and elastic modulus as a function of milling duration.

4. Conclusions

In this study, we aim to have a proper solid solution and mechanical alloying in
the ternary system of (Mg-Sn-Na) by changing high-energy ball-milling duration. The
following outcomes are acquired according to our experimental results:

• The milling process first causes the formation of platelet structure in this material’s
composition. Then, a further milling process of up to 12 h leads to breaking the flake
form of powders into small spherical particles with monomodal distribution;
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• XRD data reveal that the Sn phase starts to both dissolve and involve a chemical
reaction for intermetallic phase (Mg2Sn) formation with an 8-h milling condition;

• X-ray diffractometry study on (002) reflection of the Mg phase conveys the texture
formation in the Mg matrix, which helps us to understand the nature of the platelet
structure, as observed in SEM micrograph examination;

• The island structure of the secondary phase affects the physical and mechanical
properties of bulk or sintered samples for samples milled up to 8 h;

• In 12 milling conditions, the homogenous secondary phase distribution is achieved,
which eventually supplies the highest relative density (95%), modulus of elasticity
(34.5 GPa), and hardness (89 HV) values in this ternary material system.
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