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Żmija
Digitalisation of Enterprises in the Energy Sector: Drivers—Business Models—Prospective
Directions of Changes
Reprinted from: Energies 2022, 15, 8962, doi:10.3390/en15238962 . . . . . . . . . . . . . . . . . . . 161

Katarzyna Gadomska-Lila and Anna Rogozińska-Pawełczyk
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Poveda-Pareja
Regional Specialization, Competitive Pressure, and Cooperation: The Cocktail for Innovation
Reprinted from: Energies 2022, 15, 5346, doi:10.3390/en15155346 . . . . . . . . . . . . . . . . . . . 245
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Barriers and Drivers for Changes in Circular Business Models
in a Textile Recycling Sector: Results of Qualitative
Empirical Research
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Abstract: The growing environmental problems associated with the dumping of large amounts of
textile waste and the demand for circular products are prompting textile waste recycling enterprises to
develop circular business models (CBMs). This implies a radical change in the way some enterprises
operate to obtain growth. Considering the importance of the drivers of and barriers for the adoption
and implementation of CBMs in the textile recycling sector, it is claimed that the comprehension
of these factors to CBMs is limited and deserves more attention in empirical research. Therefore,
our research investigates the antecedents of circular business models in the textile recycling sector
by highlighting influencing factors. The aim of the article is to explore the main enhancing and
inhibiting factors in the development of circular business models on the example of a large enterprise
operating for 30 years in the textile recycling sector. In this study, a case study design of mixed
methods, including semi-structured interviews with a business practitioner and the data presented on
the websites of the surveyed enterprise, is used. The results suggest that main enhancing factors are
relevant regulations at the European level, appropriate technologies and digitisation, and increasing
social and environmental awareness of consumers and managerial capabilities. However, inhibiting
factors are supply chain complexity and supply chain collaboration in connection with a large scale
of business in crisis situations, a large scope and range of geographic diversification of outlets in the
perspective of the consequences of the information gap, and readiness to take the so-called “being
the first in the market” risk. In practice, this means that general drivers of the CBMs may facilitate
the reuse of second-hand clothing and recycling of textiles for other new products as the primary
CE action. On the other hand, enterprises have to overcome a number of technological barriers, and
in the case of the textile recycling sector, it is necessary to understand which barriers they face to
take appropriate actions. Research findings indicate factors that may be the subject of intervention
or support of managers or policymakers. This study has practical implications and suggests future
study paths.

Keywords: circular business model; circular economy; environmental awareness; supply chain;
development; waste

1. Introduction

The textiles and apparel manufacturing industry in the upstream fashion supply chain
generates substantial materials waste which requires urgent efforts to manage effectively,
reduce environmental impact, and foster sustainable practices [1,2]. Textile waste consists
of industrial /pre-consumer waste and post-consumer waste. Industrial waste is generated
by a production process and post-consumer waste, i.e., textiles thrown away (i.e., used
clothes)—after the end of their service life [3,4]. For the specificity of the sector studied
(i.e., textile recycling sector), an important area that should be taken into account is textile
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waste management, as today’s clothes are designed for shorter use [5] and then utilised. It
was estimated in various studies that only 20% of textile waste is recycled or reused, and
the remaining 80% is landfilled or incinerated, which causes large losses of raw materials,
energy, and has a negative impact on the environment [6–8].

Such a low level of recycling of post-consumer textile waste results from the conclusion
that recycling and (more broadly) CBMs are strongly related to the existence of efficient and
economically justified technologies. Recycling of multi-material products [2] is much more
complicated (and generates significantly higher investment and operating costs of such
technology) than the recycling of products made from a single material. This results from
both the level of complication and the possibility of ensuring sufficiently large volumes of
waste material which meets material specification. For example, the recycling of packaging
bags made mostly of homogeneous polyolefins such as PE (PE HD, etc.) meets both
conditions of a relatively cheap technology (mono-material with a significant amount of a
given waste material). For the post-consumer textile sector being under consideration, the
morphology of second-hand clothing is an important issue. Different types of clothes are
recycled. Extremely different morphology of materials is used in their production (from a
huge variety of synthetic and natural fibre, using various types of braids and fibre mixes,
to a wide range of chemical additives and dyes). Clothing manufacturers, by introducing
new clothes every new season (or for fast-fashion, even several times during one season),
make sure that they differ visually from the ones already existing on the market, contribute
unknowingly to further complicate the situation with regard to generated waste recycling.

That is why, recycling of post-consumer textile waste requires much more advanced
(and most desirable in the CE model) technologies with a higher level of technological risk
approach than the classic one based on separation and recovery of raw materials in order to
create new things. This implies changes in existing business models toward higher levels
of circularity.

Nevertheless, the barriers which enterprises face before implementing CBM [9] may
delay the transition to a sustainable future [10], it is necessary to identify what prevents or
delays the implementation of circular activities in organisations operating in the textile re-
cycling sector. It is equally important to identify factors which may influence the successful
development of CBMs. Especially since CBM has yet been widely implemented not only in
the textile recycling sector, but also in the fashion sector [11].

That is why, the following research questions (RQ) were posed:
RQ1: What are the main drivers for the development of circular business models in

the textile recycling sector?
RQ2: What are the main barriers to the development of circular business models in

the textile recycling sector?
These two research questions guided our empirical research. At the same time, it was

found important to understand these factors from the perspective of business practitioner
being an important stakeholder in the transformation towards CE [12].

The aim of the article is to explore the main enhancing and inhibiting factors in the
development of circular business models on the example of a large enterprise operating
for 30 years in the textile recycling sector. This indicates that the article refers to specific
challenges faced by enterprises belonging to the textile recycling sector by answering the
above-mentioned research question.

The paper is structured as follows. The following section provides an overview of
CBMs conceptualisation which also allows different types of CBMs to be identified. In
addition, it sheds light on the issue of the legitimacy of continuing research about factors
enhancing and inhibiting changes in circular business models in the textile recycling sector.
Next, the case study with sections on research methodology, data collection from the
VTR’s websites and the primary data from semi-structured interviews with an enterprise
representative are presented. In Section 4, the results of the analysis of primary and
secondary data are described, while Section 5 focuses on the discussion of drivers and
barriers to CBMs. Section 6 contains conclusions and implications for practice based on
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our research findings. The article ends with an indication of research limitations and
suggestions for future research.

2. Literature Review
2.1. What Is the Circular Business Models?

Circular business models are essential elements of a circular economy framework to
enable economically viable recapturing of value [13]. Circular business models (CBMs)
describe the ways in which an organisation creates, delivers and captures values, while
keeping resources at the highest level and for as long as possible [14,15]. In addition, this
indicates that enterprises should think about what to do to keep their values (resources)
as long as possible. This problem applies not only to textile waste management, but to
production management from the very beginning: the first stage of production, predicting
what would happen with our product at the end of its life. According to Wrålsen et al. [13],
CBMs intend to maintain the maximum value of resources by eliminating or reducing its
leakage through closing, slowing, or narrowing their flows. Moreover, Bocken et al. [16]
explains that CBMs includes and aligns an enterprise value proposition with the creation,
delivery, and capturing of value. Hultberg and Pal [11], in turn, conceptualise CBMs in
another way. He argues that circular business model (CBMs) are terms used to describe
business models based on circular economy practices. The literature studies also confirm
the usefulness of this conceptualisation of the CBM construct. In the study by Lüdeke-
Freund et al. [17], six different types of CBMs have been identified which support resource
flows (referred to as “major CBM patterns”); these are: repair and maintenance; reuse and
redistribution; refurbishment and remanufacturing; recycling; cascading and repurposing;
and organic feedstock. A review of current circular practices in the vehicle industry in the
EU reveals that several manufacturers implement CE strategies, focusing on CBMs for LIBs
(lithium-ion batteries), and these are: intensify use; repair; refurbish; remanufacture; repur-
pose; and recycling [18]. However, in the studies by Lieder and Rashid [19], Akter et al. [1],
Rahman et al. [2] and Mostaghela and Chirumallab [5], three different types of CBMs were
identified, distinguished as: 3Rs: Reduce, Reuse and Recycle.

The results of the studies presented above provide a picture of the current circular
practices and indicate the possibility of different operationalisations of CBMs in business
practice, but also some similarities between them. There is no doubt that each industry
has its own specificity, requiring adjustment of activities to products or services offered
by an enterprise, and this generates various circular business models. Because of the fact
that there is no waste in a purely circular economy, everything is looped back in different
resource flows [20]. Within these loops, a large variety of CBMs emerge (i.e., distinguished
above as “3R” and “6R”); while some cover the entire resource flow, others only focus on a
specific activity and need to connect to other CBMs to create a complete loop [20].

Therefore, circular economy business models (circular business models) are a real
alternative to the current linear systems of production and consumption [21]. “R-activities”
are typical activities for circular business models, but do not appear in traditional linear
models. CBMs help to reconcile resource efficiency with the creation of commercial value,
using both environmental and economic values embedded in products [21]. The business
advantage in the circular model is that enterprises use the idea of a circular economy to
create values. In addition to resource efficiency, enterprises may also create economically
significant products rather than waste. They may create resources for other market players
or design a closed resource flow for their own business. This business model is in line with
the principle of manufacturer’s extended responsibility. The manufacturer’s responsibility
for a product is extended to the end of its life cycle [21]. Thus, these types of business
models may significantly reduce the negative impact on the environment [22] if actively
designed for this purpose [23,24]. However, the shift from a linear to a circular business
model is an ambitious undertaking which requires a re-evaluation of how a given organisa-
tion creates, acquires and delivers values. Enterprise’s values (goals), strategy and business
opportunities already motivate enterprises to explore CE-based value proposition and
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develop circular business models (CBMs) [16]. Thanks to circular business models, enter-
prises gain a competitive advantage, increase customer loyalty to the brand, meet waste
requirements more easily, and improve production towards zero waste [25]. Therefore,
these BMs are facilitators and provide a framework for enterprises to create and capture
values [26,27].

2.2. Circular Business Models in a Textile Recycling Sector: Influencing Factors

Textile recycling industry is one of those industries which may benefit economically
from efforts for CE. Enterprises belonging to this sector, by thinking more specifically
about promoting sustainable development, may want to get involved in CBMs. These
organisations would strive to minimise the negative impact on the environment, striving
to extend the life cycle of “industry/pre-consumer waste” and/or “post-consumer waste”
from the phase of obtaining this waste to its disposal. In addition, especially since the
global amount of textile waste will increase by 60% each year from 2022 to 2030, generating
an additional 57 million tons of waste per year and reaching a total of 148 million tons per
year (see more: [1,8,28,29]). Moreover, textile waste causes a potentially huge loss of value
and business opportunities in a textile and clothing production chain [1].

That is why, Payne [30] and Jamshaid et al. [4] argue, among others, that solid waste
should be recycled or reused to strengthen the concept of a circular economy. There is no
doubt that wearing clothes for longer periods of time and efficiently using textile waste
may significantly reduce the need for end products and fibres [4].

The aforementioned potentially huge increase in textile waste and the demand for
circular products in the near future would make the circular economy (CE) more and
more visible in business organisations [22,31]. Thus, in the textile recycling industry is an
important category to discuss CE and CBMs. However, despite the general interest of a
private sector in CE, implementation of CBMs is in fact still low in this sector [6–8].

In the context of the possibility of managing second-hand clothing, circular reuse
business models (CBMs) have emerged in recent years, also in Poland (e.g., [32]), aimed
at slowing down or closing resource cycles [33]. This shows that the transition to CE
today requires radically new ways to design and implement business models, including
the textile recycling industry. Most enterprises are concerned with transforming existing
innovative linear economy processes, characterised by significant experimentation towards
an ambitious circular value creation goal [33]. Nevertheless, there are some controver-
sies over what may and what may not be considered as recycling. This includes (non-)
treating energy recovery or production of fuels from textile waste as recycling. There are
different interpretations and procedures on this issue, which raises a lot of controversy and
discrepancies even in the recycling statistics. It is worth adding that European [34] and
national [35] regulations directly exclude energy recovery and production of fuels from
textile waste from the definition of recycling. It is worth emphasising that in Poland it is
VTR that is very much involved in striving to improve the existing CBMs towards more
sustainable CBMs (e.g., [36]) and this does not mean that there are no other enterprises
which have already undertaken some steps in this direction; but we do not know much
about them at the moment.

The literature research indicates that proper business models (BMs) are essential
for enterprises to make the reuse of second-hand clothing and textile waste recycling
economically feasible and require constant improvement and adaptation [37]. Thus, in
order to improve BMs, the drivers for CBMs need to be strengthened to reach higher levels
of circularity (i.e., [38–40]). Apart from that, in order to continue the process of change
towards a more circular economy, the current barriers to the development of CBMs need
to be addressed (i.e., [10,20,41–43]). Despite these valuable contributions to the scientific
literature on drivers and barriers to implementing different circular business models, there
are also many limitations to the research findings. Drivers and barriers differ depending on
the sector and type of business model [10,43–45]. Therefore, there is shortage of knowledge
about factors enhancing and inhibiting changes in circular business models in the textile

4



Energies 2023, 16, 490

recycling sector. Moreover, Ferasso et al. [22] emphasises that there is currently no unified
understanding of the current state of knowledge about circular business models, as many
studies have been published in a short time, their structures and discourses are not well
established and interconnected. It is not clear which lines of research into circular business
models are well developed and potentially saturated, and which deserve more attention in
future studies.

3. Research Methodology
3.1. Research Design

Case study is an effective type of studies for gaining an in-depth understanding of
the factors influencing changes of business models in the enterprise mentioned below [18].
Moreover, it represents a unique, credible, and valuable justification for the formulation
of guidance for managers. It was decided to include one case because single case studies
i.e., [46–48] are well established in the area of BMs [44]. The case was selected on the basis
of a deliberate sampling [18].

The enterprise was chosen because it has more than one circular business model which
it is actively trying to rethink. It is a business organisation which implements CE strategies,
focusing mainly on the resale, re-purpose and recycling of second-hand clothing into textile
composites. At the same time, VTR is one of the world’s largest producers of second-hand
clothing. In the enterprise’s on-line store, one may order wholesale, directly from the
manufacturer, i.e., VTR, sorted and top-quality second-hand clothing from the Western
Europe. For 30 years, VTR has been developing its competences in this area, among other
things. Currently, every day, it segregates textile waste in the amount of hundreds of
tons, using the most modern in Poland and fully computerised lines for sorting clothes,
enabling the processing of 500 tons of raw material per day while maintaining the highest
quality standards, namely ISO 9001 and 14001. Every day, the VTR’s employees sort and
pack finished products from 700 different assortment groups. Moreover, the geographic
diversification of sales markets is very large. Products (second-hand clothing) go to over
70 countries around the world and to a chain of several dozen VIVE Profit stores all
over Poland, owned by VIVE Textile Recycling (e.g., [36]). Moreover, closed processes
of recycling textile into innovative textile composites have long reached the commercial
stage. The raw material which does not comply with the VTR’s quality requirements is, in
turn, processed into industrial cleaning products. VTR also produces industrial cleaning
products used by enterprises from many industries (e.g., [32]). All of this makes VTR an
interesting case to study.

The study used a mixed-method case study design [33,49], including semi-structured
interviews with an enterprise representative and data presented on the VIVE Textile Re-
cycling’s (VTR) websites. Thus, complementary methods were used. The basic method
was a semi-structured interview, and the subordinate method was an analysis of the data
posted on the above-mentioned websites. Both methods were implemented several times
to triangulate the data (e.g., due to outdated reports, official documents, end-user reviews,
or respondent availability—in the case of semi-structured interviews). The triangulation of
the methods in this study was parallel (complementary). Qualitative data were collected
simultaneously and analysed to answer research questions.

Firstly, a literature review was conducted, interview guides were developed, and semi-
structured interviews (see: Appendix A, Table A1) were carried out with a professional
implementing CBMs at a textile recycling enterprise.

The purpose of the analysis of the empirical material was to search for answers to
identify the main enhancing and inhibiting factors for business experiments towards a
more circular economy, as well as actions which are aligned with circular economy.

The process of data analysis obtained in the interviews was carried out in three stages:
(1) coding, (2) searching for similarities and differences, (3) interpretation. However, the
preliminary analytical stage was the transcription of audio recordings (see: part 3.2. Data
collection). Data in a written form were encoded, and the individual fragments were

5



Energies 2023, 16, 490

given appropriate labels for the categories under consideration (a priori, deductive coding).
Collections of data with identical labels were subjected to a comparative analysis in order
to capture similarities and possible repeating regularities. In the analytical process, the
semantics of statements in the context of the studied categories were verified. The last
stage of data analysis was the interpretation of the content of the interviews. Descriptions
of individual aspects were presented in the form of narratives with references to directly
quoted fragments of the respondent’s statements collected during the interviews (abbrevi-
ated respondent’s statements are presented in Part 4. Results and analysis; while selected
full statements made by the respondent are in Appendix A, Table A2). As a result of the
semi-structured interview, a summary of the main influencing factors for changes in CBMs
in VTR was developed and “R-activities” were identified. The interview guides mentioned
above, in turn, result from the literature review.

Secondly, data presented on enterprise’s websites (e.g., reports, official documents,
interviews with various enterprise’s representatives) or other data (e.g., press releases,
end-user reviews) were reviewed in parallel to better understand R-activities as well as
external and internal forces which may accelerate or delay the achievement of higher levels
of circularity by VTR. The result of this research method is the exemplification of VTR’s
circular activities, business achievements and relevant regulations. A flowchart summarises
the research methods used and the outputs of each one of them, as shown in Figure 1.

1 

 

 

Figure 1. Research methodology review. Source: own elaboration.

3.2. Data Collection

Only one-to-one interviews were conducted [33]. In total, 7 semi-structured interviews
were conducted with a business practitioner. The respondent was a manager employed
in a position included in the highest management level (top management teams, TMT) in
VIVE Textile Recycling.

Over the course of the interviews, open-ended questions were asked (see: Appendix A,
Table A1), which allowed the respondent to explain complex issues. As a rule, the inter-
views were aimed at getting to know views on the factors inhibiting and enhancing changes
in business models in the surveyed enterprise in which the respondent has been employed
for several years. Basing on the interviewee’s consent, the interviews were recorded and
then all transcribed for further analysis. Data collection was taking place from November
2021 to June 2022. The data were then triangulated with publicly available information from
the enterprise’s website. In preparing for the interviews, information was gathered about
the enterprise and its CBMs through a review of official documents, reports, interviews,
press releases, and end-users’ reviews. Making consultations with the respondent (VTR’s
internal stakeholder) was favouring the triangulation of the literature results and provided
more details on the factors influencing changes in the business models already existing
in VTR.
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4. Results and Analysis
4.1. Drivers: External Environment

Changing business models is seen as the key to organisational success, especially in
times of increased competition, advancing globalisation, and the advent of new technolo-
gies [50]. Following this trend, VTR is actively trying to redesign its business models.

The analysis of the content of the interviews allowed for identifying what and how
drives the development of business models in an enterprise which has been successfully
operating in the textile recycling sector for 30 years. The VTR’s representative believes that
there are three main factors driving VTR to change its business models towards higher
levels of circularity: “Here we have the three most important factors ( . . . ), but we are talking
about the three main ones, absolutely the most important in my opinion”.

From the perspective of the respondent’s business practice, it follows that one of
the most important driving forces behind the development of CBMs in an enterprise
are the relevant regulations required at the international level: “Very important factor is
legislation at the European level, through which we move in the world of waste, which should be
very precisely accounted for and landfilled. Legislation has a huge impact on this”. As a result of
changes in international regulations and policies, changes are made to national regulations
specifying the conditions for running a business in the textile recycling sector, which may
close the current directions of textile waste imports and open up new ones as well as (do
not) support the transition to higher levels in the textile waste management hierarchy.
External pressure (such as regulatory and policy pressures) means that through changes to
regulations, governments and institutions may encourage or discourage businesses and
consumers to or from adapting to CBMs. Therefore, it is important that the legislation on
recycling and life-cycle extension issues should focus on both environmental performance
and economic incentives.

At the same time, the respondent pointed out of regulatory tools is their change from
time to time: “Waste storage and processing issues. The legislator defines them very precisely and,
what is more, wants to change them from time to time”. For enterprises, this implies a change
in the conditions of market competition, changes in customers’ needs, and may reveal
discrepancies between existing VTR’s operating routines and competition requirements.
This is because turbulent environment reduces the potential value of existing products due
to changes in market needs, technologies and competing products. Therefore, adaptation
to the new legal regulations is necessary for VTR to conduct this type of economic activity
in accordance with the applicable regulations.

Gaps between the current configuration of operational routines in VTR and the re-
quirements of the environment, if they have existed so far, they were only temporary (see
further: lockdown in the event of the unprecedented COVID-19 pandemic, introduction
of an ad hoc public holiday connected with National Independence Day in Poland on
12 November) [51] as VTR’s capabilities were and are still adapted to the changing require-
ments of the environment. The achievements of this enterprise (e.g., [52]) show that it may
use dynamic capabilities (e.g., [53]) to adapt to the type of changes in the environment in
which it operates, knowing that a highly dynamic environment offers new opportunities
which at the same time offer more options for improving existing operational routines.

In this interview, the respondent also highlighted the importance of the growing
number of socially and environmentally conscious consumers looking for cleaner and more
sustainable ways to express their attitudes through fashion. In the era of shifting away from
the linear economy model and transition to the circular economy model, re-using and the
best possible using of textile waste (i.e., second-hand clothes) become a necessity. Re-use is
part of a circular economy which seeks for greater use of material goods. The main change
noted only in this respect by VTR is the development of the market of second-hand stores
(e.g., [54]). The respondent explained this in these words: “Social awareness, which is key
in this second-hand market, circular economy, CE. ( . . . ) Today is a complete shift in awareness.
This is the glory of modern times. The whole peer 2 peer movement, reselling or donating clothes;
second, third, fourth, fifth life. This is exactly the case with our stores as well. It is all the result
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of our social awareness which we create, but also which creates us. This social awareness is a huge
factor of change. Because we have many such detailed factors, and I could list them for a long time”.

Growing social and environmental awareness of the importance of re-using and recy-
cling of old clothes drives the development of CBMs. Enterprises have already recognised
the fact that consumers are increasingly seeing that their choices may have an impact on
the environment. Therefore, enterprises begin to look at what customers buy, and VTR
does the same or even more than other enterprises, thanks to a professional marketing
team (e.g., [55,56]). Customers are aware that second-hand shops exist and have now
overcome changes in the above-mentioned behaviour. Of course, second-hand clothing
resale practices have always existed. People have long been selling second-hand clothes
at flea markets or in second-hand stores. However, this “R-activity” offered by VTR is
booming today. More and more buyers, as the awareness of the negative impact of dispos-
able culture grows, begin to understand that fast fashion has little to do with sustainable
development. They start to make choices guided not only by their own style, but also
by environmental and social values. Therefore, slow fashion business models, such as a
re-sale model (longer use of clothes) used by VTR, reflect a fundamental shift in customers’
thinking and subsequent purchasing decisions. Consumers buying recycled clothes create
a trend against fast fashion, which may limit the fast fashion industry, or at least its impact
on the environment. Thus, social expectations are another factor driving the development
of CBMs. However, according to Masi et al. [20] business practices related to green pur-
chasing and customer cooperation are still not very widespread. Eco-design and in-house
environmental management practices have a medium level of implementation.

4.2. Drivers: Organisational Environment

According to business arguments, apart from external pressure (legislative changes,
customers’ environmental and social awareness), changes in the internal environment of
the enterprise, including those in the technological area, motivate VTR to re-design business
models as well.

The respondent further argued that changes in VTR’s business models are currently
driven by the creation of modern business and technological solutions, which at the same
time are an example of VTR’s conscious operation taking corporate social responsibility
and a circular economy into account: “Technological changes related to digitisation, automation,
but also other alternative methods of using waste, which directly translate into business models,
because they create new business opportunities. This is a space for research and development, for
new technologies. R&D is here”. While discussing the future, the interviewee emphasises the
role of new recycling technologies (e.g., [57]) along with sorting technologies (e.g., [53])
and the construction of installations for the pyrolysis of the discards from sorting processes,
which are to respond to market challenges. Respondent explained this challenge: “It takes
energy to turn it [textile waste—authors’ explanation] into a composite. In this approach, I will
have my own power station in the form of pyrolysis. I will generate energy that will cover my
composite needs. ( . . . ) But there are a lot of technical problems to be solved, but this is what
we are here for to solve. ( . . . ) It is a project that is thoroughly researched. ( . . . ) This is the
concept and it shows how it changes the structure of the enterprise. Well, circular economy generates
R&D costs, it is absolutely a cost item”. It is also worth mentioning that the technological
transformation, which generates new business opportunities, is also emphasised by the
European Commission in the study entitled “Circular Economy Perspectives in the EU
Textile Sector” [58]. “R-activities” undertaken by VTR fit into this perspective.

In sum, the regulations at the European level and, by analogy, national regulations,
social and environmental awareness of consumers towards sustainable development, “con-
sumers’ social and environmental awareness and attitudes towards sustainability”, as
well as product (i.e., innovative textile composites made of recycled textiles) and process
(development and implementation of more sustainable methods of using textile waste)
innovations based on, for example, digital technologies or materials engineering create
a set of main drivers of circular practices in this enterprise, which push it to change its
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business models. Teece [59] also draws attention to the relationship between technological
innovations and a business model, and stated that product or process innovation based on
new technologies is often not effective without the appropriate adjustment of the business
model. Therefore, VTR’s activities in this area confirm the findings of Teece [59], because
the implementation of new methods and technologies for the management of textile waste
less harmful to the environment and most desirable by VTR is associated with the change
of existing business models.

The respondent’s above statements also reveal the very high cognitive ability of
top managers, which contributes to understanding the value of the potential of new
business models. This observation is very important. The mere fact that an enterprise
has dynamic capabilities does not guarantee its success. The use of dynamic abilities is
intentional, just like in the case of VTR. Although dynamic capabilities are embedded
in VTR, the ability to assess and determine changes in resource configuration is already
on the shoulders of top managers, including our interviewee. Dynamic capabilities are
therefore a tool that top managers may use to manipulate the enterprise’s existing resources
and operational capabilities, and re-group them in order to create new configurations in
response to the challenges of a changing market. As such, other very important enhancing
factors for changes in circular models of second-hand clothing reuse and textile recycling
are managerial capabilities.

4.3. Barriers: External Environment

This study also provides an overview of the factors which were preventing the top
management from changing business models. The three most important of them have
been described in detail. The first barrier mentioned by the respondent is the large scale
of business which in crisis situations requires top management to solve many times more
and more complex decision-making problems in various dimensions, such as suppliers,
customers, employees, revenues and costs, than required by a small scale of business.
One of the crisis situations took place in Poland on 13 March 2020 when, by means of the
Regulation of the Minister of Health, an epidemic threat had been introduced in the territory
of the Republic of Poland, covering the period from 14 March 2020 until the state was
recalled [60], which caused serious disruptions in the activities of the surveyed enterprise.
The scale of the VTR’s business, previously well-established in terms of infrastructure,
people and processes, required at that time a thorough and at the same time quick analysis
of its various aspects, and the creation of an action plan aimed at making the enterprise’s
operation more flexible in the conditions of turbulent changes in the environment. Of
course, the introduced changes are covered not only by VTR, but also by the ecosystem in
which VTR is embedded. The respondent expressed it in these words: “The first factor is
the scale of an enterprise. ( . . . ) When we run over 40 stores directly across Poland, medium-sized
and large-area stores, it is not simple anymore [managing such a business—author’s explanations].
For example, such a problem as changing the size of store is of great importance ( . . . ) At over
40—it is [i.e., changing the size of stores, termination of contracts, changes in the work
schedule—author’s explanations] “n” times more difficult. It is not 10 times more difficult,
but many times more difficult, that is the scale of the enterprise is a limiting factor. Just like in
every area of activity”. According to the respondent, a serious obstacle to changes towards
more circular activities is the complexity of the chain of cooperating business partners in
connection with the large scale of business.

Problems in managing a large retail chain appeared in a crisis situation, because the
introduced business bans in connection with the SARS-CoV-2 coronavirus pandemic also
affected the VIVE Profit chain of stores. They lost their capacity to function from day
to day. In the short term, this was associated with a huge drop in their revenues and
thus difficulties in meeting their liabilities (e.g., [61]). As the epidemic progressed, the
number of bans and restrictions on their activities grew (i.e., limited number of customers
served in a store) (see: [60]). The introduced restrictions caused by the COVID-19 pandemic
situation also delayed the implementation of planned projects to change the business
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models of the VIVE Profit chain of stores throughout Poland. The respondent explained
this situation in these words: “The events were crazy. After total closure, the shipment was
suddenly unblocked and left overnight. Stores could trade and then suddenly could not trade. The
first lockdowns completely ploughed Poland ( . . . ). And all this resulted in: stores opening, stores
closing, limiting the number of people in the store, then closing stores again, opening stores again.
All this had a significant impact on the current work, but also on the operating costs. This also
destroyed the stability, and thus threatened the implementation of the change projects being under
implementation, because then all the efforts and resources went to support the enterprise and make
it more flexible in this respect, which nobody planned to make more flexible”. As may be seen,
unprecedented events influenced the need to re-think the enterprise’s supply chain in terms
of resistance to various types of variability, not only those in the past, but also these which
would be in the future. Therefore, the supply chain would be created with flexibility in
mind, as emphasised by the respondent, so that it may guide VTR through the following
bigger/smaller disruptions in the supply chain. This would be in line with the suggestion
Sarkis [62] that a crisis is a difficult and at the same time inspiring challenge for managers,
because there are opportunities to improve the enterprise, for which there would be no will
of stakeholders under normal conditions, including sufficient mobilisation of managers’
attention for such changes.

During the COVID-19 pandemic, the enterprise was also unable to continue production
activities in the short term. The production lines were closed until 10 April 2020. Workers’
health and safety were a major concern. When VTR was able to continue its activity, limiting
the possible transmission of coronavirus among workers in the workplace became a key
challenge. VTR has implemented safety measures to protect its employees from infections
or to prevent the spread of coronavirus by limiting physical interactions during work and
introducing enhanced sanitation measures, among others.

As mentioned above, the disruptions caused by the COVID-19 pandemic had negative
effects in the area of manufacturing activities, such as that when the enterprise was suffering
from severe obstacles to its operations, including supply chain disruptions caused by
problems with smooth border crossing (see: Appendix A, Table A2, ID.1).

It may be said that during the unprecedented COVID-19 pandemic, the conditions
of the market game changed significantly and abruptly. As a result, the main source
of costs in the enterprise, in accordance with the above findings, was the maintenance
of downtime in production. Maintaining a reserve of resources (personnel, machinery,
equipment, buildings) related to adapting to changes in the environment caused by the
introduction of the above-mentioned sanitary cordons at the border generated costs for the
recipient, i.e., VTR in this case.

These recent developments have shown that management may begin to consider
over-reliance on Just-in-Time (JIT). The weaknesses of the JIT supply chain model which
even led to a global logistics bottleneck were revealed: “The pandemic has also made our
logistics systems very difficult for us ( . . . ). Shipments and cost of shipment, that is unintentional
situations, but such on a macro scale. This pandemic really hit us, but not only us . . . ” As may
be seen, the COVID-19 pandemic has changed the business world in an unprecedented
way. Enterprises applying Just-in-Time strategies, just like VTR, were drastically affected
by forces beyond their control. These enterprises had an increased susceptibility to external
disruptions. For this reason, management had to develop strategies to deal with these
short-term discontinuities and considerable uncertainty in order to survive.

Although the effects of the global COVID-19 pandemic are fully noticeable in the minds
of the top management team, this is not the first major event to cause significant disruptions
to the VTR’s supply chain. A public holiday on the occasion of the 100th anniversary of
regaining independence by the Republic of Poland on 12 November 2018 [51] was another
event that also posed a logistical challenge (see: Appendix A, Table A2, ID.2).

This shows that disruptions have always (i.e., before, during the pandemic and there-
after) been part of supply chain management. However, the last crisis situation was even
more unpredictable than the previous ones. As a result, the Just-in-Time supply chain
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models became a burden, not only for VTR, as the effects crossed the organisational bound-
aries of VTR and affected other stakeholders (i.e., suppliers, customers) of the circular
ecosystem [5]. Thus, the dynamic and unpredictable business environment and global
exposure of VTR show that there is an urgent need to re-think supply chain models to
better reflect today’s realities.

4.4. Barriers: Organisational Environment

What is more, the respondent indicated that another factor which slows down changes
in business models is significant geographic diversification of sales markets: “A very large
variety of markets we work with. If my target market is one market and I know it perfectly well, then
I adapt to it, predict it, react to it. And if my target markets are many different markets such as the
Western Europe, Poland as well as Russia, Kazakhstan, or even further markets such as Pakistan,
South America, Africa, then we come to a situation in which I have many markets and there is no
economic justification for knowing them so deeply [markets—authors’ explanation]. I am not able
to know all of these markets so thoroughly and simultaneously. It is very hard to have several irons
in the fire, that is, to have one level of quality for Western markets, because there is higher quality
required, another level of quality for Polish stores and another level of quality for Kazakhstan, and yet
another level of quality for export to India. It is simply so difficult. Although having the knowledge
of this weakness and despite this awareness, it is difficult to find a solution to this problem, so that
it would be obviously economical and would also involve access to such staff that would be able to
crack it on. Theoretically, it is all possible to be cracked on, but it is not simple”. The respondent’s
statement indicates that export is the form of foreign expansion which allows VTR to use
the potential of foreign markets. However, these markets are very different from each other
(e.g., [32]). Sale of products for the above-mentioned geographically distant markets causes
VTR to experience problems due to uncertainty, which in this case is equated with an
information gap resulting from, among other things, large geographical distance between
contractors, fluctuations in the economic situation, different needs of customers. Therefore,
a big challenge for an enterprise which offers products practically all over the world is to
match the offer to local needs.

The third important inhibiting factor of change in BMs in an enterprise which con-
stantly improves its product offer and discovers completely new paths of business develop-
ment (VTR often operates outside the beaten path and behavioural patterns) is the readiness
to take the so-called “being the first on the market” risk. In the case of such innovative
products as textile composites (e.g., [63,64]), new recycling technologies along with sorting
technologies i.e., [65], or the construction of a textile waste pyrolysis installation (a case of
large-scale production volume in the textile recycling sector), there are no well-trodden
paths for the enterprise’s development. VTR has to work out all this from scratch and each
investment involves some risks. They are examples of courage in action which allow for
undertaking and consistent implementation of entrepreneurial ventures despite the natural
risk in such situations.

This study documents that risk is always present in business and includes both
negative and positive effects of events. For example, “being the first on the market” gives
the chance to reach for the “Schumpeter’s pension”, i.e., the “priority rent in the market”,
the “candy” as called by the respondent. However, it is burdened at the same time with
“entry costs” (i.e., technology and R&D expenditures) which do not have to be borne
by subsequent players entering the market. As a consequence, it may mean that the
competitor’s product or technology would be much cheaper. Because the competitor, by
analysing an already functioning market, is able to better develop a product or technology.
The respondent told about it in these words: “Well, that is the problem, but we also think it
has some advantages. So, we are looking at the market where we are the pioneer in most cases.
Especially in Poland. And generally, in this part of Europe. And this is, on the one hand, the
<<first advantage>>, and it is OK, but on the other hand, we are the <<first in costs>>”. Well, the
enterprise which is the first, then it goes through this minefield; when it crosses this minefield, it is
the first for the <<candy>> which is there. ( . . . ) but it also bears all these risks and costs. And it is
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not just about the risks associated with a sudden entry with a new technology or a new model. It is
not just that this particular process or technology will not work. In developing new activities, the
path towards them itself is equally important. And being the first, I risk that this path will also fail,
apart from the technology itself”.

These studies and the existing literature [27,37,44,66] clearly show that innovations
may be commercialised in different ways, which means that an identical innovation com-
mercialised in different ways is likely to bring two different results. The commercialisation
of technology includes not only the physical implementation of technological changes,
changes in hardware resources, and finally changes in production processes. It also includes
a number of additional factors—sometimes equally costly—related to communication with
the market, marketing message, or even educating the market itself. A number of com-
mercialisations do not bring the intended business results, not because they did not have
the potential, but they were burdened with enormous costs of education, transforming the
target market, etc. Costs that imitators bear only a fraction of the original outlay. The com-
mercialisation paths chosen by enterprises may be highly diversified, despite the fact that
they are based on a similar technological potential or a similar optimisation of processes.
The absorbed financial resources may or may not be returned. It means that the BMs do not
represent a single objective value. Innovative BMs rather develop from commercialisation
possibilities which are realised by a unique setup [67]. Our findings confirm the views of
Chesbrough [37] and Breier et al. [44] who claim that BMs are necessary for enterprises and
require constant improvements and adjustments. Therefore, it would be desirable for top
managers to see the potential for improvements and adjustments [66,68].

Based on the results of this study, it may be concluded that experimenting and trying
out different ways of implementing BMs to achieve enterprise’s goals requires the effort and
attention of different members of this organisation [66], including additional interaction
and collaboration between managers and individuals at different levels and from different
units in the enterprise [22,45], who may distract managers from matters important to the
enterprise. Because some issues, tasks or domains (creating value or delivering value or
capturing value) attract more attention or priority than others [66,69,70]. The respondent
highlighted these issues as follows: “And if I am doing this, that is implementing an innovation,
as the first one on the market, I have a lot of additional communication with the staff and people.
Lots of extra thinking, many such side roads where you can go astray and they can turn out to be
dead ends. A lot of the enterprise’s energy can be absorbed in this way, which means that the focus of
the enterprise starts to fade a little. ( . . . ) When, just like in our case, we are the first. Everybody
says that being the first is so great but forgets about the high costs of not only the potential risk,
but also organisational distraction carried by “being the first”. How easy it is to get lost, how easy
it is to confuse goals. And to get bogged down in some minor topics” (see more: Appendix A,
Table A2, ID.3).

The study also found that “being the first” involves making improvements to an
enterprise, which may reduce its operational efficiency before improving it in the initial
period. As Obłój [71] (pp. 103–104) claims, there is no simple solution to this problem,
which often appears in management practice as an “either-or” dilemma, while it must
be perceived as an “and-and” necessity. The enterprise’s successes cannot be postponed
until an undefined future. The enterprise must be successful both now and in the future.
Therefore, one of the key issues is the dilemma of how to build the enterprise’s future
without sacrificing the enterprise’ current performance.

In sum, large-scale business in crisis situations, a large scope and range of geographic
diversification of outlets in the perspective of the consequences of the information gap, and
the readiness to take the “being the first in the market” risk (lower level of this readiness
in relation to that required by a given situation) may be those factors which inhibit the
enterprise from implementing changes in business models.
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5. Discussion
5.1. Drivers to CBMs

This study is part of the ongoing broad discussion on the antecedents of business
models by highlighting enhancing and inhibiting factors. Business models are not static;
they are dynamic [66,72] and their role is strategically important [44]. The literature
studies indicate that the business model takes shape through experimentation, which may
vary depending on organisations and competitive environments [68,73]. Therefore, the
development of a business model requires constant changes, adaptation, experimentation,
and thus the constant attention of managers [74]. In this context, the enhancing factors
create the need to change and further support the development of BMs, which may result in
new prospects and profit potential for enterprises which seize the opportunity for change.

However, it should be borne in mind that changing existing business models may
put the enterprise’s actual business model at risk, and enterprises may hesitate to change
and thus leave too many activities unchanged. Changing value creation, value proposition
and value capture may not be radical enough. As a consequence, future development and
changes to the business model may be too limited [66]. In order to increase the chances
of success of the new, alternative business model, it should be adequately supported by
managers [68,75] who saw the potential for improvement.

The main factors enhancing and inhibiting changes in the existing CBMs in VTR were
identified through interviews. The set of main driving factors for the development of
CBMs in VTR includes relevant regulations at the European level, appropriate technologies
and digitisation, and increasing social and environmental awareness of consumers and
managerial capabilities. Table 1 shows the categories of drivers explored in this study.

Table 1. Drivers and barriers to CBMs.

Driver Category Description

Organizational environment

• Managerial capabilities
• Appropriate technologies and digitisation (an enterprise

itself creates and implements new, more ecological and
efficient technological solutions in the field of reuse and
recycling as well as related to the
enterprise’s digitisation)

External environment

• Relevant regulations at the European level
• Increasing social and environmental awareness

of consumers

Barrier category Description

Organizational environment

• Readiness to take the “being the first in the market” risk
• A large scope and range of geographic diversification of

outlets in the perspective of the consequences of the
information gap

External environment

• Supply chain complexity and supply chain collaboration
in connection with a large scale of business in
crisis situations

Source: own study.

These factors may inspire or underpin new and developed business models in en-
terprises in the textile recycling sector. They may influence enterprise’s decisions, among
other things, to move up the tiers of the “textile waste management hierarchy” [76], which
have long-term implications and require changes to existing business models. For example,
changes made to whether the alternative fuel is a fully functional product or a waste
see: [34,76]. In this context, the dynamically changing societal temporal construction of
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the concept of “waste” will strongly influence the perception and management of material
resources in the design of CBMs [25].

Lewandowski [77] in his research argues that implementing the principles of circular
economy often requires new visions and strategies as well as a fundamental redesign
of product concepts, service offers and channels towards long-life solutions. It is worth
emphasising that technological and business ideas have economic value only when they are
commercialised through the enterprise’s business model. In this respect, technology and
innovation alone have no measurable economic value [75]. Chesbrough [78] even claims
that “a better BM often will beat a better idea or technology” [75].

Thus, the ways in which enterprises successfully implement new technologies or other
innovations are largely related to its CBMs.

In addition, it should be added that enterprises should pay great attention to digiti-
sation, taking advantage of opportunities in technology, processes and markets. Digital
technologies may currently take various forms, including e-platforms (i.e., B2B online store,
B2B wholesale platform) see more: [50], or the development of systems automating pro-
cesses based on the so-called artificial intelligence and deep machine learning algorithms.
It was indicated that digital technologies are the basis of digitisation in an enterprise. Based
on the suggestions by Bouncken et al. [66], the advances in digital technology would require
enterprises to develop and implement a wide range of digital activities (i.e., improved or
new internal processes and within their supply chains and environment) in business mod-
els. Enteprises should therefore consider appropriate and perhaps develop new business
models in digitisation. However, as suggested by Reim et al. [79] it is important not to
choose an overly ambitious business model where the risk of failure is high. Rather, the
enterprise should strive for the gradual development of a given business model.

Further research provides evidence that the growing segment of ecologically and so-
cially minded individual and institutional customers in recent years is also putting pressure
on the introduction of business models to support them. For this reason, enterprises verify
their business models from time to time. The example of the VIVE Profit retail chain shows
that after the COVID-19 pandemic, the second-hand market is undergoing a revolution.
Small and local second-hand shops are disappearing, and large-scale networks and e-sales
platforms with second-hand clothes are growing.

These research findings are in line with recent evidence provided by Mostaghela and
Chirumallab [5] who claim that the retail sector is evolving not only as a result of techno-
logical advances, but also due to crisis situations as well as governments and customers’
new requirements for ethical and sustainable products.

Currently, without focusing on an organisation’s customers, any strategy will eventu-
ally fail in a competitive environment [80]. According to Jansson et al. [80], customer focus
is the degree to which an organisation views its purpose as creating satisfied customers
and the extent to which the organisation puts a customer first. Thus, the enterprise’s main
goal must be the satisfaction of its current and future customers. In this case, the enterprise
guided by social responsibility strives to achieve environmental and social goals which go
beyond the legal requirements, and thus commits itself to achieving better environmental
performance. Environmental impacts need to be integrated into the global process of
enhancing productivity and competitiveness [81].

5.2. Barriers to CBMs

Our research also broadens the existing knowledge about the factors inhibiting enter-
prises from introducing changes in business models. These factors include: supply chain
complexity and supply chain collaboration in connection with a large scale of business
in crisis situations, a large scope and range of geographic diversification of outlets in the
perspective of the consequences of the information gap, and the readiness to take the “being
the first in the market” risk. Table 1 shows the categories of barriers explored in this study.

This study revealed that the enterprise has faced, for the first time since its thirty-
year international operation, a serious threat to its supply, failure to meet its delivery
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times and operational efficiency in an uncertain environment. Recent disruptions have
demonstrated the dangers of the supply chain built around JIT strategies, which have
become serious problems, not only from an organisational, but also inter-organisational
points of view. VTR and other enterprises from this sector suddenly needed appropriate
mechanisms to fix themselves, i.e., ones which would correspond to the challenges of the
modern world. This would be in line with the findings by Ritter and Pedersen [82] who
emphasise that the COVID-19 crisis is going to affect established business models (BMs).
These insights therefore contribute to the debate on the pros and cons of highly coordinated
global manufacturing supply chains.

During this serious crisis, other important weaknesses in the enterprise’s operations
were also revealed, such as preparation for disasters, or the organisation and conditions of
working in executive positions, taking the new ad hoc rules and regulations on hygiene as
well as social distancing into account. This required the implementation of new ways of
arranging the enterprise’s operations.

Building on the results of this study, lockdown has contributed to changing the way
business in the textile recycling sector may be conducted in the future. Crises have one
important feature, namely, they provide an excellent “cover-up” and are an excellent
motivating factor, an ideal element of permission for change. If there were no crises,
organisations would be less active. Crises serve to renew organisations and accelerate
changes. This is perfectly illustrated by the metaphor—“Sequoias like fires because then their
bark bursts and they can grow larger” [83] (p. 190).

Moreover, Meyer et al. [84,85] (p. 93) described the pandemic environment in which
the VTR was operating: “From time to time, organizational environments undergo cataclysmic
upheavals—changes so sudden and extensive that they alter the trajectories of entire industries,
overwhelm the adaptive capacities of resilient organizations, and surpass the comprehension of
seasoned managers”.

However, according to Obłój [71] (p. 93), managers consistently make mistakes and
may do so. Therefore, it is obvious that organisations would fall into periodic crises
because they are too complex systems to be fully steered and controlled, no matter what
illusion of control supervisory boards and managers want to maintain [71]. At the same
time, the way in which leaders intend to balance solutions for creativity and product
innovation with administrative solutions, such as risk management and management
control, is important [86].

The respondent expressed a similar opinion in the above quotations, pointing not only
to the very issues of the risk of these mistakes and difficulties in management, but also to
the risk of losing the enterprise’s focus on achieving goals and paying too much attention
to solve smaller problems.

Koźmiński [83] (pp. 197–198), in turn, argues that cognitive limitations concern the
recognition of operating conditions by managers and are obviously related to a lack of
competences. He emphasises that it is a sin not to recognise crisis symptoms, conflicts
and an excess of polemics and debates. Moreover, he claims that they should give top
management food for thought, and are often ignored or misinterpreted, too hastily and
superficially interpreted. In his opinion: “( . . . ) it is a mistake to try to implement difficult,
ambitious plans too early or too late, in unfavourable conditions”.

Concluding that the ability to properly read and understand the situation of an
organisation is extremely important. Thus, this managerial skill is very important in
making decisions. At the same time, according to Obłój [71] (pp. 96–97), every more
important decision is made in the conditions of incomplete information; otherwise, there
is no problem of choice and decision at all. In his opinion, the key mental problem of
managers is the acceptance of uncertainty.

This quantum discontinuous change described by Meyer et al. [84], now caused by the
unprecedented COVID-19 pandemic, also required a response from VTR. Top management
at VTR has developed strategies to deal with short-term discontinuities and significant
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uncertainty by making significant changes to components and/or their configurations in
the existing CBMs. These solutions enabled the enterprise to overcome the crisis.

However, bearing in mind the earlier suggestions of North [87] concerning a new
equilibrium, it continues to change after such a serious disturbance. If so, according to
Hitt et al. [85], even after the COVID-19 pandemic, long-term strategic changes may be
needed to ensure that enterprises in many industrial activities, and VTR is among them,
may operate in the newly created competitive environment resulting from technological,
social, political, and institutional changes [88] which resemble the causes of environmental
shocks explained by Meyer et al. [84].

These factors influence an enterprise’s decisions when it comes to creating new
ideas [27]. It has been emphasised in the management literature that enterprises need
to identify or get ideas for new BMs even outside their boundaries (e.g., [44,89,90]), which
are burdened with a high degree of risk [27]. Simply, enterprises have to take risks to
increase the likelihood not so much of survival as of growth and success [71]. However,
this risk must be handled by the enterprise’s ability to take it.

In sum, VTR’s product life extension and recycling models faced supply chain and
market challenges. The findings of Wrålsen et al. [13] are identical as he argued that circular
supply business models are mainly threatened by the supply chain and market barriers.
Identification of these challenges is an indication for decision-makers and politicians in the
search for solutions in the area of regulation and appropriate support for entrepreneurs in
the face of crisis situations or the requirement of effectiveness of a specific “R-activity”.

The above considerations are summarised in Table 1. Enhancing and inhibiting factors
for the development of circular models of second-hand clothing reuse and textile recycling
in VTR are grouped according to two categories as to their origins: internal and external to
an organisation. Previously, similar categories were proposed by Galvão et al. [10] for the
grouping barriers to CMBs. This division was also used for drivers to CBMs.

Our research findings indicate that implementing of circular actions in an organisa-
tion is largely dependent on regulations, especially at the European level, and increasing
social and environmental awareness of consumers, i.e., on factors included in the external
environment in which the enterprise operates. This suggests that the previously described
wholesale and retail of second-hand clothing is evolving not only as a result of the digi-
tisation of commerce (i.e., e-platforms: B2B online store, B2B wholesale platform) (see
more: [50]), but also due to new government and customers’ requirements for ethical
and sustainable products. Social and environmental awareness of consumers and proper
legal regulations are crucial for the successful implementation of circular business mod-
els. However, few studies focus on the role of customers in enabling circular business
models [5].

Organisational factors such as the capabilities of the management team responsible for
developing and implementing CBMs are also of great importance. It is believed that these
capabilities help VTR to overcome obstacles on its way to change. In addition, the devel-
oped and used technologies for recycling textile waste, better in terms of the environment,
which allow to obtain textile composites (i.e., composite board) with better properties and
their recycling uses less and less energy, and in the near future the discards from sorting
textile waste processes (the so-called waste which does not meet the prescribed recycling
requirements) are an equally important factor facilitating the sustainable development of
CBMs. Other recent studies have also recognised the role of technology in business models
based on the reuse and recycling of waste materials [91]. This indicates that enhancing
factors create a need to change and further support a CBMs (Figure 2).
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On the other hand, the reported barriers seem to originate from the internal limita-
tions experienced by an organisation, such as the readiness to take the “being the first in
the market” risk, a large scope and range of geographic diversification of outlets in the
perspective of the consequences of the information gap; on issues external to organization,
such as supply chain complexity and supply chain collaboration in connection with a large
scale of business in crisis situations. According to the respondent’s statements, VTR faces
these challenges as temporary problems to be overcome. Nevertheless, these barriers may
delay the achievement of higher levels circularity (Figure 2).

The so-called drivers and barriers to CBMs discovered by us will complement or
exemplify those previously identified by other researchers (e.g., [5,9,10,43,91]). Therefore,
our findings contribute to the ongoing discussion on circular business models by expanding
the existing knowledge base in this field. Our theoretical research contribution is to deepen
our understanding of drivers and barriers and their links to the development of CBMs.

However, it is worth emphasizing that CBMs might not be more environmentally
sustainable. Perceived savings from circularity can sometimes lead to rebound effects by
increasing consumption of other resources. Business experiments conducted by companies
that may have started out as “circular” or sustainable, could either create new “circular”
business opportunities, or move them towards linearity through unintended “rebound
effects” [12]. The above discussion is summarised by the conceptual model presented in
Figure 1.

On the basis of presented findings, the crisis—New CBM relationship model for the
textile recycling sector, is proposed (Figure 2). The model comprises the results and shows
that a crisis can be a trigger event [44,82,83] to start changes in established circular models
of second-hand clothing reuse and textile recycling, through business experiments towards
a more circular economy, which can help firms that are shut down to create new CBMs
and open up again. This overall finding is consistent with recent evidence provided by
Kraus et al. [27] in a cross-industry context from various European countries, that the role
of new BMs may be even more strategically important in the context of the crisis. While
individual enterprises adjust BMs only temporarily to maintain liquidity, it turns out that a
new business model innovation (BMI)—initiated in response to the crisis—may also have
long-term consequences. In other words, the crisis may result in new prospects and profit
potential for enterprises which seize the opportunity for change.
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6. Conclusions and Practical Implications

The textile recycling industry is one of those industries which may benefit economically
from efforts for CE, that is they aim to address the challenges not only of resource scarcity
but also of waste disposal in a win–win approach with an economic and value-added
perspective. This means that enterprises in this sector, by thinking more specifically about
promoting sustainable development, may want to engage in CBMs.

The carried out analysis of data collected directly from the top manager during
interviews in conjunction with secondary data provides a unique, credible and valuable
justification for the formulated practical implications, which may be of a great interest to
a broad interdisciplinary audience. Therefore, major factors discovered which enhance
and inhibit the development of circular models of second-hand clothing reuse and textile
recycling may be the subject of intervention or support of business managers, practitioners,
consultants and policy makers, as well as academics by minimising the negative impact of
post-consumer textile waste on the environment.

For instance, top management of enterprises with Just-in-Time (JIT) supply chain
models should be aware of the potential long-term implications for supply chains in the
post-COVID-19 world. Given the uncertainty surrounding the consequences of the SARS-
CoV-2 coronavirus, it is theorised that it is worth re-thinking supply chains for resilience
to various types of variability in the competitive landscape. To the best of our knowledge,
this would build greater long-term resilience of enterprises to the crisis and increase the
chances of success. If top management develops a new standard, it should be associated
with a better understanding of risk so that risk management stops the destruction of supply
chains caused by crisis situations. Thus, insisting on JIT supply chain models may not be
the best way to go. It is worth considering that several stakeholders need to work together
to strengthen drivers and overcome barriers to retrieve values from used clothing.

In addition, thinking about the circular business model is ecosystem-oriented, not a
central enterprise, should be taken into account. CBM in fact functions at the level of other
ecosystem participants, which can be both B2B enterprises (i.e., suppliers, wholesalers,
retailers) and private individuals who are end users in the B2C market. This means
that changes in the circular business model may require changes at the system level,
i.e., they should take cooperation with external partners into account. After all, a business
organisation is part of a larger ecosystem. Therefore, the above suggestions for solutions to
the problems of strategic cooperation with partners in the supply chain built around JITs in
crisis situations provide, at the same time, new information to the literature.

Moreover, the closure of VIVE Profit physical stores proved that running an on-line
business has become not only a good practice, but a necessity to maintain operational
efficiency. Thanks to increasing numbers of buyers in the on-line space, these stores may be
better at reaching their target groups, and thus the risk of failure would be relatively lower
in the event of a pandemic that may be still observed. Therefore, today’s best practice in
the trading industry is the e-commerce model, or hybrid business models.

Based on the respondent’s statements, the view that new technologies open the door to
many business models used in the recycling industry is highlighted. Osterwalder et al. [92]
also state in their study that managers analyse the adequacy of the current business model
to environmental pressures and design a new business model.

Due to the emergence of these new technologies and the invention of new products
(i.e., textile composites), BMs in enterprises in the textile recycling sector may have to be
improved or changed to new ones. According to Osterwalder et al. [92], new business
models may become the goal to be achieved and may guide planning, change, and reaction.
In this context, understanding the enterprise’s business model may facilitate and rationalise
the choice of infrastructure. This suggestion also applies to the integration of digital
technologies and their use in new business models. This may require managers to engage
in digital transformation and the digitisation of business models. Bouncken et al. [66] have
recently found that enterprises may already apply digital technologies to improved or
innovative internal and external processes and integrate them into new business models.
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At the same time, it is important to foresee the potential environmental impact of new
business models at an early stage in order to maximise their impact reduction potential. To
do this, the organization must give a senior manager the resources and authority to define
and launch business-model experiments [78].

From a practical point of view, this article also aims to deepen understanding of
how policy makers can facilitate the development of CBMs in the textile recycling sector.
Our findings are consistent with the evidence of Evans et al. [45], Ranta et al. [38] and
Galvão et al. [10] who recognise that policy may have an impact at the individual enterprise
level as well as at the broader level of the industrial system by appropriately modifying
stakeholder’s behaviour through appropriate policy interventions such as: regulation,
legislation, taxation, education, and incentives. For instance, Galvão et al. [10] suggest that
tax incentives are needed to help enterprises to invest more in circularity.

Thus, the contribution of this study to the theory of crisis management, supply chain
management, to the emerging CBM literature as well as the implications for practice
indicate that the studies on the development of CBMs in the textile recycling industry are
empirically important in this industry.

7. Limitations and Future Studies

This study has some limitations that should be taken into account when interpreting
its results. Firstly, a case where the enterprise is actively working on the development of its
CBMs offer was chosen, and insights from its 30 years of experience were obtained. These
observations, however, are limited to a large Polish enterprise dealing in second-hand
clothing reuse and textile recycling into innovative textile composites used in industry (i.e.,
construction industry) on a global scale. Thus, adopting a broader case selection would
provide scope for better cross-case analysis.

Secondly, research results based on the subjective assessment of the respondent should
be treated with caution. Case study does not allow for an empirical generalisation in
probabilistic or deterministic terms [44]. Therefore, presented results should be treated as
ideas that provide reasonable expectations for similar results in other cases of enterprises
dealing with reusing and/or textile recycling and which may be confirmed or falsified by
future quantitative research.

Therefore, future research could conduct further empirical studies to validate or extend
the present study findings through quantitative analysis. Thus, this article may be seen as
the basis for further research.
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Appendix A

Table A1. Interview guides.

Context Interview Question

Introduction question

How long have you been working for company X and what is your current position?

How do you understand the concept of circular economy /sustainable development?

Has your enterprise take any actions which are aligned with circular
economy/sustainability development?
What are these activities?

What business model does your enterprise use?

How does your enterprise confront the business model with reality and verify the assumptions on
which it is based?

What are your enterprise’s plans to continue investing in circular economy/
sustainable development?

Context for RQ1

What, in your opinion, mainly enhances your enterprise to implement new circular processes and
products? Could you explain it?

What do you think will be the future opportunities for your enterprise?

What, in your opinion, determines the success in implementing new circular processes and products?
Could you explain it?

Context for RQ2
What, in your opinion, mainly inhibits your enterprise from implementing new circular processes
and products? Could you explain it?

What do you think will be the future threats for your enterprise and the consequences of them?

Table A2. List of selected full responses of the Respondent.

Respondent’s Response ID Respondent’s Full Response

1

“Those events were a limiting factor. Actually, we are still being affected by their consequences.
Our raw material shipments suddenly got stuck at the borders. We were totally swept off by the
pandemic. All our development plans were put into question. The pandemic caused a huge scale
of damage to us. That is, not the pandemic as such, but an uncoordinated government response
to it. The biggest problems were lockdowns being introduced practically overnight, minute by
minute, in a way which had been impossible to predict before. Basically, it was done without any
communication with the market. For example, in the initial period, there was no formal
lockdown in Poland, but the introduction of the so-called sanitary cordons at the border made
our lorries, that is our suppliers got stuck for 4–5 days. We have a plant which has to receive
40 lorries every day. Every day. And it cannot receive more than 40 lorries. Because if we received
100 lorries, extra 60 lorries would block Kielce [Kielce—a Polish city in the central part of the
country, where the VTR’s manufacturing plant is located—authors’ explanation], because they
would block all those streets around. Am I right? In our plant, one lorry arrives and another one
leaves. All the time. Collection and shipping all the time. And then suddenly all such shipment
got stuck at the border. This means that two thousand people did not get raw material to work
and no one planned it. Not to mentions the costs.”
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Table A2. Cont.

Respondent’s Response ID Respondent’s Full Response

2

“Such an example, introducing 12 November as a day off from work cost us 25 times more than a
standard Sunday costs us. It is also a day off, that is a standard holiday, a standard day off. Why?
Because this 12 November was introduced by law at the last minute just before 12 November. [It
is about an additional day off related to 11 November, i.e., the Polish National Independence Day.
It was on 12 November, based on the Polish Parliament’s act in connection with the 100th
anniversary of regaining independence by the Republic of Poland in 2018.—authors’ explanation]
While our foreign partners had already sent us shipments and expected those shipments from us
under the concluded contracts. And suddenly we said that we would not receive the shipment,
because we were not allowed to do that and we could not send an employee on a non-working
day as overtime to receive that shipment, because it was a holiday. We had to explain them that
they could not drive lorries around Poland on holidays ( . . . ). A day off from work bears all these
consequences. Our partners did not understand why this was happening. How was it possible
that suddenly there was a holiday which had not been included in the production plans? It
should be understood that these costs are completely different than when we know that there is a
day off. When getting to know of it in advance, such a day is simply taken out of the production
schedule. In the production schedule, which we close in January, we inform our contractors about
the production plan up to December. Everybody knows when there is a working day and when
not, when we work our free days off, but it does not concern only us, everyone does it. In our
scale, 40 arriving-leaving lorries each day are booked, contracted, etc.”

3

A good example is the franchise business model. I go to the nearest Żabka store [Żabka is a chain
of convenience stores in Poland based on the franchise business model.—authors’ explanation]
and see that such chains as Żabka are successful and replace some local shops. Why? Well,
because I can see the way the store is organised, delivery rules, network contracts, etc. I can see
that it works. So, I can copy this model, right? Moreover, I can even improve it. But, if I were the
first such chain as Żabka in Europe or even in Poland. So, let us assume that we go back in time
and there are no such franchises, then please see how many enterprises had tried it and how
difficult the issue was. Please see how many of them failed. Developing your own franchise is not
as easy as it seems and as many entities thought, even though it seems that the very essence of
the franchise is not very innovative. Franchise business models are known to us. I do not know,
but they have been on the market for 70 years, at least the mass ones. It seemed that McDonald’s
has exploited them to the limit. Since McDonald’s, one could speak of an actual franchise factory.
These franchisees manuals are perfected there. And this does not change the fact that if someone
has to develop a new franchise, it turns out to be not as simple as it might be, although having all
these manuals and all this great knowledge. So let us turn this example into the implementation
of a completely new technology, new business models.

Source: own elaboration.
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83. Koźmiński, A.K. Ograniczone Przywództwo. Studium Empiryczne; Poltext Publishing House: Warszawa, Poland, 2013; pp. 190,

197–198.
84. Meyer, A.D.; Brooks, G.R.; Goes, J.B. Environmental jolts and industry revolutions: Organizational responses to discontinuous

change. Strat. Manag. J. 1990, 11, 93–110. Available online: http://www.jstor.org/stable/2486672 (accessed on 20 June 2022).
85. Hitt, M.A.; Arregle, J.-L.; Holmes Jr., R.M. Strategic Management Theory in a Post-Pandemic and Non-Ergodic World. J. Manag.

Stud. 2021, 58, 259–264. [CrossRef]
86. Gurd, B.; Helliar, C. Looking for leaders: Balancing’ innovation, risk and management control systems. Br. Account. Rev. 2017, 49,

91–102. [CrossRef]
87. North, D.C. Dealing with a non-ergodic world: Institutional economics, property rights and the global environment. Duke Environ.

Law Pol Forum. 1999, 10, 1–12. Available online: https://hdl.handle.net/10535/3089 (accessed on 7 April 2022).
88. Ahlstrom, D.; Arregle, J.-L.; Hitt, M.A.; Qian, G.; Ma, X.; Faems, D. Managing technological, sociopolitical, and institutional

change in the New Normal. J. Manag. Stud. 2020, 57, 411–437. [CrossRef]
89. Hock-Doepgen, M.; Clauss, T.; Kraus, S.; Cheng, C.-F. Knowledge management capabilities and organizational risk-taking for

business model innovation in SMEs. J. Bus. Res. 2021, 130, 683–697. [CrossRef]
90. Micheli, M.R.; Berchicci, L.; Jansen, J.J.P. Leveraging diverse knowledge sources through proactive behaviour: How companies

can use inter-organizational networks for business model innovation. Creat. Innov. Manag. 2020, 29, 198–208. [CrossRef]
91. Nascimento, D.; Alencastro, V.; Quelhas, O.; Caiado, R.; Garza-Reyes, J.; Rocha-Lona, L.; Tortorella, G. Exploring Industry 4.0

technologies to enable circular economy practices in a manufacturing context: A business model proposal. J. Manuf. Technol.
Manag. 2019, 30, 607–627. [CrossRef]

92. Osterwalder, A.; Pigneur, Y.; Tucci, C.L. Clarifying business models: Origins, present, and future of the concept. Commun. Assoc.
Inf. Syst. 2005, 16, 1–25. Available online: https://aisel.aisnet.org/cais/vol16/iss1/1 (accessed on 25 July 2022). [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

24



Citation: Niemczyk, J.; Sus, A.;
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Abstract: The article presents an innovative method of analyzing energy companies’ strategies, which
aims to identify the strategic orientation of the entities subject to the research and, thus, to initially
define the directions of strategic changes in the analyzed sector. The aim of the research, the results
of which were used in this publication, was to identify the features of energy sector companies’
strategies in the European Union in the period of sector transformation caused by the new climate
policy. The analysis area is the energy sector, i.e., the sector whose fundamental strategic goal is
energy production. The research used a critical analysis of the subject literature and desk research
method with the use of the researchers’ own analytical equipment, developed for the needs of this
analysis. It was assumed in the conducted research that the primary source of information in the
empirical study, the information subject to subsequent analysis, was the analysis of official documents
(strategies, financial reports, etc.) posted on the websites of the surveyed corporations. The research
results indicate the dominance of the resource-based approach in implementing strategic postulates
of the surveyed companies. Nevertheless, the operational activity focuses on the implementation of
innovative solutions towards decarbonization and climate neutrality.

Keywords: management; schools of management; planning approach; positional school; resource-
based approach to strategy; the innovative and entrepreneurial approach; network organization;
energetics; regulated sector; strategy; energy producers

1. Introduction

Changes in the energy sector across the world are happening due, inter alia, to political
and legal conditions and regulations [1], which have transformed this strategic sector and
affected the efficiency of operations that guarantee the proper functioning of the economies
of states, countries, and regions. The energy policy of the European Union, its goals, and
measures have been subject to profound evolution due to the global energy crises [2],
environmental threats [3,4], an increase in the prices of energy resources and electricity
prices [5], as well as the economic integration in the European Union [4].

These factors have resulted in the formation of three main groups of energy policy
objectives: increasing the economy’s competitiveness, maintaining the energy security of
EU countries, and the protection of the natural environment against the harmful effects of
energy production and supply [2,6]. Importantly, their implementation should include sets
of activities at the macro-, meso- and micro-levels.

The economic practice of many highly developed countries shows that social and
economic development results from the impact and cooperation of many interdependent
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groups and the actions of authorities and economic leaders. Moreover, the potential devel-
opment opportunities of regions increase by conducting an active regional development
policy, in line with the adopted strategy of the energy sector [7]. This strategy should take
into account the differences of interests, the autonomy of participants, cooperation between
them, unforeseen events, and mutual learning resulting from them. On the other hand,
its effectiveness will be greater if the aspects of networking, innovation, creativity, and
intellectual values are taken into account.

Considering the problem of strategy in the analyzed energy sector, attention should
be paid to the importance of the goals hierarchy that determines various types of strategies.
The primary strategic documents on which the conducted energy policy is based are
EU guidelines [8–17] as well as the long-term and medium-term development strategies
of European countries [18], containing significant indications from the perspective of
defining development activities. It should be emphasized that the energy policy of the
EU countries determines the strategies of the Member States [5]. These strategies, in
turn, provide the basis for guiding policy documents at lower levels. However, all EU
countries should be precisely considered and analyze their statutory obligation to prepare a
document equivalent to the European Union’s legal system [3]. The coherence of the goals’
hierarchy [19] and the direction of interventions in the field of energy policy is a condition
for the effectiveness of these activities. This causes the necessity to redefine and adjust the
strategy and actions of all participants [20].

B. Fattouh et al. [21] note that the global energy industry is approaching another
energy transformation. The 21st century will be characterized by an increasing share of
cost-competitive renewable technologies and a shift away from high-carbon fuels. Critical
uncertainty is related to the pace of transformation and its impact on the business strategy
of companies and countries.

Therefore, it is essential that the EU tackle the significant energy challenges, setting out
an ambitious energy policy that encompasses the full range of energy sources, allowing the
transformation of economies to low energy while ensuring greater security, competitiveness,
and sustainable energy consumption [5]. However, this means that policy change is
transforming the sector [22] and its companies [23–26], who are seeking to align their
strategy with top-down guidelines [27], as well as become change agents.

It should be emphasized that one cannot talk about a long-term operation in the energy
sector without a clearly defined strategy, which, apart from the tasks mentioned above, also
allows the creation of a desired vision of the future. The issue of strategy is critical in the
energy sector, as the reliable functioning of this part of the economy is a crucial element of
the entire national economy’s stability [28].

The area of research on identifying strategies and types of enterprises developed by
the energy sector, including those as a result of the adopted EU strategies, environmen-
tal conditions, digitization, or climate transformation, is still evolving in the scientific
literature [20,24,26–36].

It can be noticed that the strategies of these enterprises are constantly changing, being
influenced by global trends and adapting to the turbulent market environment, technology
development, and the continually growing social awareness of the energy impact on health
and the environment. On the one hand, this requires a new approach to linking the issues
of long-term development planning with building the company’s strategy. On the other
hand, companies must respond to new development directions of the entire sector. To be
able to function effectively, these companies must have flexible [21], carefully prepared
and implemented development strategies, systematically adapted to the new operating
conditions [28] It is also crucial to review strategic priorities more frequently [37].

Despite the great interest in energy transformation and the strategy of companies
from the energy sector, we have noticed a research gap in identifying the changes within
strategies of these companies concerning the main strategic trends. The insufficient analysis
and description of the presented thematic area has also been highlighted by J. Brzóska [31],
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who believes that in the aspect of the changes taking place in the EU energy sector, energy
companies determine their cognitive and utilitarian values in a specific way.

Therefore, the purpose of this publication is to identify the features of the main strate-
gies of the energy sector companies in Western Europe in the period of sector transformation
caused by the new climate policy.

This paper is part of a current and relevant scientific discussion. The article’s structure
consists of the theoretical part in which the evolution of energy policy, the conceptual
assumptions of the research approach, and the characteristics of the distinguishing features
in selected approaches to the strategy in sectors of energy enterprises are discussed.

The second empirical part presents unique research results along with the application
of a critical analysis of the subject literature and desk research with the use of the researchers
own analytical equipment, developed for the needs of this analysis. The research part is
based on the results of a study focused on 40 corporations. The article ends with conclusions,
research limitations, and further research directions.

2. Evolution of Energy Policy

The year 1973 was a turning point for the whole world. The oil crisis, known as the
first energy crisis, and the associated increase in oil prices, triggered by the Israeli–Arab
war changed the approach to energy resources worldwide. The drastic increase in the price
of a crude oil barrel from USD 3 to USD 25 was the beginning of an extensive search for
alternative energy sources that could become a guarantee of quasi energy stability. The
aforementioned experiences of the first crisis resulted in a focus on the search for new
hydrocarbon deposits, the exploitation of known but so far unprofitable oil deposits, and a
reduction in liquid fuels’ consumption in the power and heating sectors [38]. This trend also
accelerated the implementation of nuclear programs and intensified cooperation between
highly developed countries, forming, among others, The International Energy Agency
(IEA, 1974), the main goal of which was to optimize and increase the energy security of
the member states. The second oil crisis (1979–1980) and the Gulf War (1990–1991) were
not so dramatic in their consequences thanks to the mechanisms developed, inter alia, by
the IEA, supported by the activities of OPEC (Organization of the Petroleum Exporting
Countries) [2]. Nevertheless, they made it clear that the possibilities of oil supply were
limited and that the time of cheap oil had passed irretrievably, thus triggering the need for
economical fuel and energy management [39] and the search for other sources of energy.
The oil crises also changed the area of strategic management theory. It was then that M.
Porter’s concepts appeared, aimed at actions in a situation of market constraints and boiling
down to companies creating a strategy mainly as a competitive struggle strategy [40].

Crude oil, including liquefied gas from oil deposits, is one of the primary energy
sources. Other non-renewable energy sources are: coal and lignite, bituminous shale and
natural bitumens, natural gas, and uranium fuel, which are classified as resources, based
on proven recoverable reserves and estimated additional amounts in place. In addition
to non-renewable sources, the reserves of which are presented in various studies [41],
renewable energy sources began to play a larger role in the global energy economy, namely:
hydropower, biomass, wind energy, and geothermal energy, as well as the energy of the
sun and sea waves and the thermal energy of the oceans. The depletion of fossil fuel
resources, the potential instability of fuel supplies resulting from historical data, as well as
the formation of a significant amount of various pollutants during their combustion, which
negatively affect the natural environment, has shifted the attention of global economies
towards renewable energy sources.

Renewable energy can be defined as “derived from natural repeating processes, ob-
tained from renewable non-fossil energy sources”. These energies are an alternative to
traditional, non-renewable fossil fuels, and their resources complement each other in
natural processes, creating not new but the most current energy from the perspective of
contemporary needs and sources of “green” energy [42]. These values are steadily growing,
and in the entire European Union, the share of energy from renewable sources increased to
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18.9% in 2018 and 19.7% in 2019 (EU-27) [43], and the five EU countries with the highest
share of renewable energy in energy consumption are Sweden, Finland, Latvia, Denmark,
and Austria.

The latest report on renewable energy appeared in Nature Communications. It presents
research on energy consumption in the 42 most important countries in the period from
1980 to 2018. It turns out that wind and solar energy can meet more than 80% of energy
needs without storing too much. The study shows that even without energy storage, the
countries covered by the analysis would have their energy needs met 72–91% of the time.
With proper energy storage, rates would increase to 83–94% [44]. These coefficients differ
for the different latitudes of the countries they apply to. In the case of Germany, energy
storage is suggested, as well as the combined use of its many sources. Denmark is the
undisputed leader in energy from wind farms and Spain from the sun. This is in line with
WWF’s (World Wildlife Fund) vision, assuming that by 2050 the world will be powered by
100% renewable energy [45].

Such a breakthrough moment for the renewable energy sector’s development was
the 2015 conference in Paris (COP21), the effect of which was the signing of the Paris
Agreement and the commencement of cooperation between countries from all over the
world. The agreement’s long-term goal is to keep the global average temperature below
2 ◦C compared to pre-industrial times and take measures to ensure that this index does not
exceed 1.5 ◦C. The agreement came into force on 4 November 2016 upon the ratification of
the agreement by at least 55 countries responsible for at least 55% of global greenhouse gas
emissions, and it was ratified by all European Union countries [14].

Europe’s greatest challenge is to become the world’s first climate-neutral continent
by 2050. For this purpose, on 11 December 2019, the European Commission presented the
European Green Deal, i.e., a set of mechanisms and related activities aimed at the green
transformation. Moreover, the document provides for integrating the UN Sustainable
Development Goals and defines energy strategies for a safe, sustainable, and low-carbon
economy [10]. The European Green Deal is also expected to help end the COVID-19
pandemic. The European Green Deal will be financed by one-third of the EUR 1.8 trillion
invested in the NextGenerationEU recovery plan and by the EU’s seven-year budget [15].

The year 2020 was a continuation of the world’s plans to decarbonize (i.e., reduce the
carbon intensity) the world. The number of renewable energy deals has increased as both
companies and utility companies prepare to meet climate goals. The consequence of such
assumptions will be consolidations throughout the value chain, the improved economic
competitiveness of various entities, and an increase in transactional activity in the energy
sector: 144 out of 174 mergers and acquisitions since December 2020 concerned assets or
companies from the renewable energy sector [46].

3. Conceptual Distinguishing Features of the Research Approach

Strategy is one of the most important management and organizational documents of
any organization. It is also, and above all, a way of conduct for the organization’s man-
agement that is acceptable to the organization’s stakeholders. In common understanding,
it is synonymous with what is most important in the activities of an organization. At the
same time, in formal terms, it is only a selected method of achieving the strategic goal of
each organization. In the face of the enormous diversity of conceptual approaches to both
the definition of the strategy and the methods of its determination (strategic management
schools [28,47–53], it was decided to use the classification presented by J. Niemczyk [40].
The author indicates concepts that allow determining significant boundaries between their
key distinguishing features, thus providing a clear distinction of their specific types [40]:

- planning approach to strategy,
- positional approach to strategy,
- resource-based approach to strategy,
- innovative and entrepreneurial approach to strategy,
- network approach to strategy.
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The precursor of the analytical approach to strategy was H.I. Ansoff [54], who indicated
that strategy consists of synergistic components [55]:

- product and market orientation;
- growth vector indicating the directions of development of companies taking into ac-

count product and market positions: (a) market penetration, (b) market development,
(c) product development, and (d) diversification;

- isolation of unique opportunities within the product-market orientation and the
growth vector, which the author calls competitive advantage.

Together, they create the market path for the organization in its environment. The first
describes the scope of the search, the second, their directions, and the third, barriers to
entering the market. According to the author, there is a synergy between them, which is the
company’s measurable ability to generate profits from new product-market orientations.
Strategy in the planning approach, along with a detailed specification of organizational
goals that H.I. Ansoff was the first to classify into three main groups, distinguishing strate-
gic, administrative, and operational purposes, focuses on issues related to the environment
rather than the inside of the organization [55] and is a disciplined and rational process [56].
The distinguishing features of this approach are a strategy adjusted to the environment and
oriented at maximizing profits resulting from their proper distribution [40,57]. The strategic
plan, which was the basic tool [28], was a consequence of the belief in the predictability and
stability of the environment, as well as the accuracy of forecasts and rationality of decisions
made.

The development of the positional school in theoretical terms, management science
owes to M.E. Porter. However, the foundations of this school can be found in the works
of E.H. Chamberlin, who was the first to emphasize monopolistic competition [58]. The
essence of the strategy in the positional approach is to achieve a competitive advantage [59],
while its basic distinguishing features are the following assumptions: (a) the company’s
environment is the starting point for building and analyzing the strategy, (b) strategy
formulation always takes place in terms of competition, (c) minimization of costs and dif-
ferentiation determine strategic success, and (d) the recommended size of the organization
is small or large [57].

Therefore, the development of the strategy is accompanied by diagnostic tests in the
field of the strategic and competitive position of the organization, which results in the
organization’s transformation, consisting of the optimization of production decisions, in-
ventory management, or coordination of activities [57]. Paradoxically, operational efficiency
becomes the strategic goal in the positional trend, and the return on invested capital and
income per employee are its basic assumptions [60]. The organization’s attention focuses
on the following changes [61]:

(a) restructuring, resulting from the slimmer, simplified, and streamlined organization;
(b) redesigning operational processes (reengineering), simplifying and increasing the

speed of critical processes;
(c) creating organizational culture: mission, values, and beliefs become clearer and em-

phasize the need to generate value for the environment: customers and stakeholders;
(d) human resource management: correcting the existing relations with employees to

increase the flexibility of work, their participation, and responsibility for the company,
and focus on combining motivation with the development of the organization.

In the positional approach, the organization’s activities are operationalized, and con-
cepts such as Total Quality Management, benchmarking, time-based competition, and
outsourcing are created, which, however, does not lead to a permanent increase in prof-
itability [62]. The most frequently implemented strategies in this trend are the so-called
generic strategies: overall cost leadership, differentiation, and focus [63].

The resource-based approach to strategy diminishes the role of the environment in the
process of shaping the strategy, and the focus is more on the inside of the organization and
its resources and skills. Scientists permanently connected to this trend are E. Penrose, K.
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Prahalad, G. Hamel, J.B. Barney, G. Stalk, P. Evans, L.E. Shulman, and J. Kay. However, the
origins of this strategic idea should be sought earlier, in the works of I. Ansoff [55], A.D.
Chandler Jr. [64], B. Wernerfelt [65], and P. Selznick [66], who introduced the category of
“distinctive competence” [67] of the organization into management, contrasting it with the
category of “ineptitude”.

The leading theories of competitive advantage sources in terms of resources are (a) the
core competencies theory by G. Hamel and C.K. Prahalad, (b) the concept of competing
based on the company’s ability of G. Stalk, P. Evans, and L.E. Shulman, and (c) J. Kay’s
theory of distinctive abilities. These theories define what types of resources are critical in
the process of generating competitive advantage, ways of shaping these resources, and
their effective use in a strategic dimension.

Therefore, the company’s strategy is focused on building such a bundle of competen-
cies, according to G. Hamel and C.K. Prahalad, which will guarantee the organization’s
dynamic development using knowledge and learning processes, regardless of organiza-
tional boundaries (according to the authors). They pay particular attention to the coordina-
tion of employees’ skills and the integration of various sources of knowledge (including
technology flows), for which the key success factors are communication, commitment, and
involvement in organizational processes [68]. In a polemic with G. Hamel and C.K. G. Stalk,
P. Evans and L.E. Shulman in the “Harvard Business Review” [69] argued that key compe-
tencies in the context of creating a competitive advantage constitute a complex category of
resources and skills, and therefore should instead be called “skills” of the company. These,
in turn, can be defined as “a set of strategically understandable business processes” [70],
which the authors prove by analyzing global organizations (Honda, Wal-Mart, Canon).

R. Amit and P.J. Schoemaker also placed the critical importance of processes, describing
“skills” as (iterative) processes and product innovation, production flexibility, responsibility
for shaping market trends, and short product development cycles [71]. This approach
was developed later by D.J. Teece, G. Pisano, and A. Shuen, giving these skills a dynamic
character and defining them as those that enable the company to adapt, integrate, and
reconfigure internal and external organizational skills, resources, and competencies [72].
Therefore, dynamic capabilities are the ability to integrate, build, and reconfigure internal
and external competencies aimed at the suddenly changing environmental conditions in
which these organizations function, the primary sources of which should be sought in
microfoundations, individual activities (microactions), and microaspects [72].

In turn, relations and the connected relational capital become determinants of the
organization’s success, thus permanently occupying an unquestionable place in the theory
and practice of strategic management, including the concept on which J. Kay based his
conclusions. The author identified three basic distinguishing capabilities of the company,
namely the architecture of the organization, the company’s reputation, and innovation,
making market efficiency dependent on these elements [73]. At the same time, he em-
phasized that they do not have to co-occur to allow the company to be able to achieve
a competitive advantage, and they may not exist at all. In this case, access to strategic
resources becomes crucial, replacing the need to have distinctive capabilities (e.g., a license
to use a natural resource or having an exclusive right to provide a specific good) [73].

The foundation of the strategy in the innovative and entrepreneurial approach are
activities that highlight building a competitive advantage based on the skillful use of
fleeting opportunities [57]. They result from the disruptive technologies theory, according
to which organizations investing significant financial resources in developing a product
based on new technologies cannot maintain a competitive advantage in the long term. The
authors of this concept argue that these types of enterprises are doomed to failure for one
prosaic reason, namely, they stay too close to their customers. As a result of performance
trajectories, progressive product and service cannibalization generates results in the form
of customer satisfaction with solutions already known to them [74]. In the case of the
energy sector, already in 2013, McKinsey Global Institute emphasized that the renewable
energy sector will be such disruptive technologies, and with it the generation of electricity
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from renewable sources with reduced harmful climate impact, and also advanced oil and
gas exploration and recovery, which will make the extraction of unconventional oil and
gas economical [75]. This fact was additionally emphasized by the findings at the Paris
conference in 2015 and by other studies on the disruptive technologies’ impact on the
energy sector [76].

In this way, a new business model is implied, the foundation of which is innovation
and the implementation of a self-regenerating mechanism for the emergence of market
opportunities, which implies the need to apply an innovative strategy. Open innovations
taking the form of outside-in (e.g., crowdsourcing) and inside-out (e.g., knowledge sharing
in the form of coopetition) strategies are such a tool of the entrepreneurial and innovative
trend [77]. Therefore, the changing model of organization development based on the global
network caused a change in the value chain of many organizations and resulted in the
expansion of the channels of knowledge inflows and outflows [78–80]. Coopetition in
the energy sector may seem particularly interesting, mainly due to the fact that it is a
sector: (a) regulated and (b) composed of a relatively limited number of market players in
individual countries, which is confirmed in the following parts of this study. Nevertheless,
the growing importance of coopetition alliances underlines the need for research in the field
of value creation achieved by competitive behavior [45], especially when proposed research
confirms such systems’ creation in Western Europe, regardless of the issue dimensions
(locally, in the form of international cooperation, or network cooperation [46], and also in
the context of pandemic threats [81].

In addition, due to the growing importance of innovation, an approach that strongly
emphasizes the role of innovative solutions in the area of strategy is value innovation.
This model aims to minimize costs without having to offer less value to its customers due
to giving up competition in existing markets. Value innovation is a strategy covering all
areas of the organization, consisting of integrating utility, price, and costs with market
pioneering [82].

The newest way to think about strategy is the concept of network organization. The
strategy of such an organization will focus on achieving a common goal—not an individual
entity goal anymore but a network of individuals connected by common bonds [83],
engaged in a long-term relationship [84]. Interactions between organizations are long term,
involving exchange, commitment, and reciprocity [85], in terms of resources, actors, and
activities, without clearly delineating boundaries and structure [86]. The strength of an
entity in the network does not depend on its specific position in imperfect markets but on
the links with customers, suppliers, sellers, and competitors, and the very adaptability and
the ability to exchange information are critical features of the network according to much
of the research [87].

Networks are nowadays slowly becoming the dominant form of economic activity.
This is mainly because most of the contemporary organizations notice the undeniable
benefits from participation in this type of system. Such a tendency is also driven by a
good diagnosis of inter-organizational network functioning mechanisms and increasing
awareness of these interaction systems’ diversity [88–90].

The analyzed schools and their distinguishing features are shown in Table 1.
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Table 1. Differentiators of strategies in selected schools of strategic thinking.

Strategic Approach Orientation of Strategic Goals Strategy Differentiators

Planning financial result and production
activities

- dominance in the strategy description with categories such as plan,
long-term, production costs, product diversification

- building efficiency primarily based on economies of scale and the
experience curve

- focus on the long-term planning of activities
- diversification criteria based on the economy of scale or scope guideline

Positional increasing market shares, focusing
on long-term competitive advantage

- emphasizing categories related to obtaining a competitive advantage in
the strategy

- building efficiency by increasing market share
- domination in the strategy description with categories such as a sector,

segment, advantage, entry barriers, risk
- diversification criteria based on balancing risk and utility (portfolios)

Resource-based
building the value of the

organization in terms of economic
value

- highlighting the key competencies in the strategy
- domination in the strategy description with categories such as resources,

key competencies, value building, KPIs, stakeholders
- effectiveness built on financial methods of building value
- diversification criteria based on the use of key competencies

Innovative and
entrepreneurial

“blue ocean”, focusing on actions in
the strategy description at the

expense of defining strategic goals

- domination in the strategy description with categories such as innovation,
processes, intellectual value

- diversification criteria based on the guideline to look for sources of
innovation or “blue ocean” areas, engaging in coopetition

- effectiveness resulting from the continuous generation of product,
business, financial, and other innovations

Network

building an ecosystem understood
as a network of interdependent and
sharing resources and values of the

organization

- domination in the strategy description with categories such as network,
relations, stakeholders

- domination of effectiveness based on building a network of values, using
the network effect

- diversification criteria based on the use of the network effect, including
other customer groups

- utilizing the following categories: ecosystem, cluster, service centers,
technology parks, franchise

Source: [91] (based on a research proposal by [92]).

4. Research Procedure and the Research Sample Description

The aim of the research, the results of which were used in this publication, was to
identify the features of energy sector companies’ strategies in the European Union in the
period of sector transformation caused by the new climate policy. The analysis area is the
energy sector, i.e., the sector whose fundamental strategic goal is energy production. In
turn, the strategy was defined as the manner of achieving this strategic goal declared in
the company’s strategic documents. The strategies of energy producers in the European
Union were analyzed, which was a deliberate choice. Here, all producers should already
be in the area of the adopted climate policy defined in Paris. Therefore, the article poses the
following hypothesis:

Hypothesis 1 (H1). The strategies of energy producers are evolving towards innovation strategies.

To confirm this hypothesis, the 1st iteration of the research was conducted using the
adopted methodology, the results of which are presented in this article. The subsequent
iterations of the study with the proposed method will be carried out in 3 years (2nd
iteration) and 6 years (3rd iteration). Thanks to this approach, comparative statements
will be obtained, from which it will be possible to finally verify the presented hypothesis.
The graphical flowchart for the crucial work steps within the adopted method has been
prepared (Figure 1).

The research used a critical analysis of the subject literature and desk research method
with the use of researchers own analytical equipment, developed for the needs of this
analysis. It was assumed in the conducted research that the primary source of information
in the empirical study, information subject to subsequent analysis, would be the analysis
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of official documents posted on the websites of the surveyed corporations. The first step
was to select the research sample. Energy corporations located in the European Union were
chosen for the research. During the preliminary procedure, 41 corporations meeting the
following criteria were selected:

- the corporation is registered in one of the 10 largest countries in the European Union
in terms of population,

- the corporation is one of the largest energy companies in a given country in terms of
value, engaged in activities related to energy production.

One organization located in the United Kingdom was selected, despite the fact that in
2020 it left the European Union. Most of the analyzed data concern the period up to 2019,
and the influence of British organizations on the EU market is evident. Since, in the case of
one of the pre-selected organizations from Romania (Transgex), it was impossible to obtain
appropriate data allowing for a proper assessment of the dominant strategic approach, this
unit was excluded from the research sample. As a result, a list of 40 corporations (Table 2)
was obtained, which were subject to detailed analysis.

Table 2. Research sample *.

Country Enterprises Analyzed

Germany RWE AG, ENBW Energie, Siemens Energy, E.ON SE, Thuega Holding

United Kingdom EDF

France Engie, Albioma SA, Elec de Strasbrg, Neoen

Italy Enel, A2a, Acea, ERG, Saras

Spain Iberdrola, Endesa, Naturgy Energy, Acciona, EDP Renovaveis

Poland PGE, ENEA, Tauron, Ze Pak, PGNIG

Romania Societatea natio, Electrica SA

The Netherlands Photon Energy

Belgium Tessenderlo Group, Picanol

Greece Public Power Corp, Mytilineos SA, GEK Terna Holding, Terna Energy,
Karatzis SA, PPC Renewables

Czech Republic CEZ AS, Energo-PRO, EP Energy, E4U
* Countries by population, companies by Market Capitalization (highest first). Source: own research based:
Bloomberg industry Classification Standard [93].

The next step was to verify the availability and timeliness of the information on the
strategy on the websites of individual corporations. The research assumption was the
analysis of the facts as of 1 October 2021. The next stages of the research were carried out in
accordance with the descriptions contained in Figure 1. The research procedure was based
on the methodological guidelines included in the study by J. Niemczyk and J. Jurczyk [94].

In line with the previously adopted assumption, this study uses selected approaches
to the strategy, and their summary is presented in Section 3 of this study. The analyti-
cal approach used in the paper assumes conducting a study of the energy corporations’
strategies based on the adjustment of the expressions used for the purposes of strategy for-
mulation and the epistemology of description to a specific strategic approach implemented
in economic practice.
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Figure 1. Planned work steps of the conducted study.

5. Results

The interpretation of the research results after the desk research procedure, with the
use of the previously described, in-house analytical apparatus, allows for the unequivocally
negative verification of the hypothesis adopted in this article: “the strategies of energy
producers are evolving towards innovation strategies”. According to the summary pre-
sented in Figure 2, the dominant strategic approaches in the activity of the 40 surveyed
companies of the European energy sector, declared in the formal strategic documents, as
well as in the vision, mission, and organizational values, and in the implemented system
of strategic goals, are primarily the resource-based approach (exactly 50% of the analyzed
entities) and the innovative and entrepreneurial approach (32.5%). The dominance of
the positional approach to strategy was found in only five organizations (12.5%) and the
network approach to strategy in only two of them (5%). It is also worth noting that with
the applied analytical apparatus, no dominance of the planning approach to strategy was
found in any of the studied entities.

Figure 2. Prevalence of dominant strategic approach types among the researched European corpora-
tions from the energy sector (source: own elaboration).

34



Energies 2022, 15, 609

It is worthwhile analyzing the observed phenomenon in a little more detail. For this
reason, the considered distribution of the dominant strategic approaches in relation to the
individual countries in which the analyzed organizations from the energy sector operate is
presented in Table 3. The analysis of the indicated table enables further conclusions to be
reached, based on several criteria.

Table 3. Prevalence of dominant strategic approach types among the researched European corpora-
tions from the energy sector concerning individual countries (source: own elaboration).

Country
Planning

Approach to
Strategy

Positional
Approach to

Strategy

Resource-Based
Approach to

Strategy

Innovative and
Entrepreneurial

Approach to Strategy

Network
Approach to

Strategy

Total Number of Analyzed
Enterprises within

Country

Germany 0 1 0 3 1 5

United
Kingdom 0 0 1 0 0 1

France 0 1 1 2 0 4

Italy 0 0 5 0 0 5

Spain 0 0 2 2 1 5

Poland 0 0 4 1 0 5

Romania 0 2 0 0 0 2

The
Netherlands 0 0 0 1 0 1

Belgium 0 0 0 2 0 2

Greece 0 1 3 2 0 6

Czech Republic 0 0 4 0 0 4

In total 0 5 20 13 2 40

One of the criteria used to analyze the achieved results may be the broadly understood
level of development of individual countries. Chronologically, the most recent approach
to strategy, the network approach, is represented to a small extent by the energy sector
organizations under study. This may result from a lack of knowledge or awareness of
operating in network structures and conditions by individual entities of modern business.
Additionally, the aversion to declaring potentially unrecognized concepts as key values
for the strategy of a particular organization may in this case constitute a real barrier to
the popularization of this approach. However, it is represented by two of the analyzed
companies, which conduct their activities in advanced economies (Germany and Spain).

In addition, the innovative and entrepreneurial approach to strategy is mostly repre-
sented by such economically advanced countries (e.g., Germany, France, Spain, Belgium,
The Netherlands). It is worth using specific rankings to organize considerations. An
example of such a ranking may be the World Competitiveness Ranking prepared by the
International Institute for Management Development (IMD), which is primarily based on
the categories of innovation, digitalization, welfare benefits, and social cohesion ranks in
particular countries, comparing their overall competencies in achieving long-term value
creation [95]. Indications for particular countries, according to the mentioned World Com-
petitiveness Ranking, are presented in Table 4.

Table 4. Position of considered countries in the World Competitiveness Ranking.

The
Netherlands Germany United

Kingdom Belgium France Czech
Republic Spain Italy Greece Poland Romania

2021
position 4 15 18 24 29 34 39 41 46 47 48

comparison
to 2020 no change +2 +1 +1 +3 −1 −3 +3 +3 −8 +3

Source: [95].
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The resource-based approach to strategy, due to its highest frequency of occurrence, is
represented by European countries that are diverse in terms of development. It is worth
noting, however, that most of the indications in this area are given by countries that occupy
lower positions in the aforementioned International Institute for Management Development
(IMD) ranking in Europe. This is the case for Italy, Greece, and Poland, for which a total
of 12 out of 20 indications were noted in the strategic documents of individual companies
under consideration. It is also worth emphasizing that the high total number of references
to resource issues may be related to a good, firmly rooted recognition of these categories,
both in the scientific area and in business practice.

The positional approach, in turn, in several cases was found to be dominant both
among companies from countries considered to be among the most developed (Germany),
but also among entities operating in countries not belonging to the European economical
top rank (Romania). This may prove the universality of strategy consideration in the
already very well-established concept of the systematic building of position and competitive
advantage in the environment of the energy sector organization.

What is slightly surprising is the lack of identification of expressions of the planning
approach in the strategic materials of the surveyed organizations. Some justification for
this may be the complete absorption of this approach by other approaches as an integral
set of distinctions and guidelines. In such a situation, the concept of strategy as a long-term
plan of action, of course, does not have to be negated, and in principle is recognized as a
natural and basic feature of all other approaches.

The indicated results of the conducted desk research analysis, despite the observation
of significant and clear conclusions, may seem somewhat blurred and ambiguous, which
the authors of this study are aware of. Increasing the precision of indications would require
extending the research scope, both in terms of geographical range (subsequent countries
included in the analysis), as well as increasing the research sample. However, there are clear
barriers in this case, primarily in the form of a limited number of corporations from the
sector under consideration, which is related to the specificity of the activity and significant
initial requirements for its initiation.

The relatively popular recent criterion of the use of fossil fuels compared to renewable
energy sources also does not provide a clear dividing key in the case under consideration
between the strategy approaches used by the organizations under study. Data on this issue
for 2019, presented in Table 5, confirm that the current use of fossil fuels (as a share of
total energy demand and gross available energy) in almost all countries considered clearly
exceeds 72–73%. A significantly lower indicator is shown in this case by France (level of
only 49.63%). However, for this country, no exceptionally different approach to the strategy
was identified. On the basis of the analysis carried out, it was concluded that the French
energy companies under consideration show quite diverse inclinations in this respect,
presenting elements of positional, resource, or innovation–entrepreneurial approaches in
their strategy documents. At the other end of the scale is The Netherlands (with a level
of use of fossil fuels currently at 92.4%). One company reviewed for this country was
found to be dominated by an innovative and entrepreneurial approach to strategy. The
Netherlands itself is seen as one of the most developed countries in the world (according to
the previously presented World Competitiveness Ranking by IMD, with the fourth position
in the global scale, which should be considered as really outstanding).

In addition, it is worth analyzing the scale of total energy supply in each of the coun-
tries analyzed, as the share of a particular type of energy in total consumption is a relative
value and may be unreliable. The analysis of Table 6 shows that for the countries with the
largest total energy supplies (in 2019): Germany (almost 3.5 million Gigawatt hours), France
(2.85 million GWh), United Kingdom (1.98 million GWh), Poland (1.19 million GWh), or
Italy (1.76 million GWh), there is a whole spectrum of approaches to strategies in line
with the adopted differentiators. Similarly, for the countries with low energy supply
(2019): Greece (only 260.76 thous. GWh), Romania (384.4 thous. GWh), or Czech Republic
(495.17 thous. GWh), there is a wide variation in the adopted research sample.
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Table 5. Share (%) of fossil fuels in gross available energy.

Country/Year 2012 2013 2014 2015 2016 2017 2018 2019

European Union-28 countries
(2013–2020) 75.66 74.83 73.69 73.73 74.00 74.07 73.36 72.36

Euro area-19 countries (from 2015) 74.26 73.48 72.35 72.82 73.19 73.44 72.59 71.67

Belgium 75.45 74.98 76.35 78.90 74.62 75.22 79.05 75.58

Czechia 76.97 75.97 75.00 76.24 77.25 75.97 75.15 73.59

Germany 81.51 82.01 81.32 81.46 82.26 82.22 81.35 79.81

Greece 90.99 89.16 87.38 85.83 86.36 86.99 85.86 84.56

Spain 77.29 75.00 73.99 75.47 74.24 75.97 75.20 74.14

France 51.44 50.95 48.97 49.25 50.29 50.89 49.27 49.63

Italy 83.47 81.32 80.05 80.81 81.34 80.18 79.30 79.26

The Netherlands 93.63 93.78 93.49 93.67 94.01 93.93 92.85 92.40

Poland 91.36 91.58 90.57 90.50 90.97 91.21 90.95 89.60

Romania 76.50 73.99 73.31 73.89 73.07 74.08 74.13 72.88

United Kingdom 87.73 86.34 85.21 82.88 82.49 81.72 80.93 79.97

Source: [96].

Table 6. Total energy supply (Gigawatt hours, GWh) in analyzed EU countries.

Country/Year 2012 2013 2014 2015 2016 2017 2018 2019

European Union-28
countries (2013–2020) 19,224,084 19,012,442 18,286,601 18,545,240 18,633,766 18,924,096 18,757,283 18,409,000

Euro area-19 countries
(from 2015) 13,585,842 13,474,859 12,955,422 13,156,963 13,201,076 13,394,572 13,206,699 12,970,036

Belgium 624,268 650,421 613,135 611,763 648,135 645,423 621,887 640,497

Czechia 499,492 501,981 485,202 485,637 480,821 501,342 502,753 495,170

Germany 3,668,575 3,749,984 3,588,473 3,606,259 3,621,710 3,633,969 3,547,578 3,470,406

Greece 309,403 272,084 270,011 270,568 264,883 272,235 264,566 260,756

Spain 1,456,625 1,360,061 1,330,591 1,382,227 1,395,918 1,467,576 1,462,923 1,419,784

France 3,015,694 3,031,666 2,913,078 2,959,547 2,907,522 2,907,611 2,894,374 2,853,153

Italy 1,876,388 1,807,187 1,706,934 1,774,311 1,755,918 1,815,367 1,781,190 1,761,528

The Netherlands 897,785 879,455 830,139 844,824 862,212 870,812 853,243 836,899

Poland 1,131,066 1,139,408 1,095,992 1,107,401 1,161,829 1,213,881 1,231,309 1,188,539

Romania 405,322 368,700 364,934 367,900 366,396 386,100 389,079 384,402

United Kingdom 2,220,056 2,182,232 2,054,230 2,093,441 2,062,805 2,030,282 2,023,904 1,983,384

Source: [97].

The criterion of alignment with specific strategic approaches can also be adopted as the
degree of internal national regulations supporting or hindering the efficient development
of the energy sector. In Figure 3, some comparisons between analysed countries were
presented (the higher the score, the more favorable the regulations), on the basis of which
certain discrepancies can be observed already in the internal perspective (scale of the
domestic market). Based on this criterion, however, it is difficult to identify a reproducible
key for matching the strategies of companies from individual countries with selected
strategy approaches.
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Figure 3. Comparing “GCI 4.0: Energy efficiency regulation” indicators with “GCI 4.0: Renewable en-
ergy regulation” indicators in analyzed EU countries in 2019: (a) GCI 4.0: Energy efficiency regulation
indicators—assessments for chosen countries’ policies and regulations for energy efficiency energy
promotion (0—means “not conducive: 100—means “very conducive”); (b) GCI 4.0: Renewable en-
ergy regulation indicators—assessments for chosen countries’ policies and regulations for renewable
energies promotion (0—means “not conducive: 100—means “very conducive”). Source: [98,99].

The last of the criteria selected by the authors of this article for matching the strategies
of the surveyed companies to specific strategic approaches is differentiation in terms of the
“Energy Transition Index” (ETI) indicator, prepared by the World Economic Forum. This
factor is based on previous analyses from the “Global Energy Architecture Performance
Index” series, but, in this case (focusing on comparisons of 115 countries), the perspective
aspect of the real readiness of a particular country to implement the energy transition
was added, taking into account the actual level of the energy systems’ performance, and
the current readiness of the macro environment for the transition to a stabilized, secure,
sustainable, and affordable energy system of the future [100]. This indicator is presented
in Table 7. The higher the value of the indicator, the better prepared the energy sector
in a given country is for the challenges of the future. The ETI indicator provides a good
basis for comparison in the context of ongoing changes in the Industry 4.0 perspective.
The 11 countries selected for the study by the authors of this article were arranged in two
categories, Emerging and Developing Europe (with only Poland and Romania indicated
here) and Advanced Economies (the rest of analyzed countries).

Table 7. Position of considered countries in the perspective of Energy Transition Index, ETI.

United
Kingdom France The

Netherlands Belgium Germany Spain Italy Romania Czech
Republic Greece Poland

2020
position 7 8 9 18 20 24 26 35 42 59 69

Transition
readiness 68% 64% 68% 64% 64% 59% 56% 52% 56% 47% 48%

Source: [101].
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The analysis of the results generated in the course of the desk research procedure
described above clearly indicates the difficulty of unambiguously attributing the strategies
of the surveyed companies to specific strategic approaches (adopted on the basis of the
characteristics indicated in Table 1 in Section 3 of this paper. This is because it is extremely
difficult to determine authoritative criteria (from among the following considered: general
level of competitiveness of a given economy, share of fossil fuel use in total energy use, size
of energy supply, energy efficiency regulation levels vs. renewable energy regulation levels,
Energy Transition Index, ETI).

6. Discussion

Enterprises are an integral part of the external and internal conditions that determine
their development, which in turn depends on introducing positive strategic changes al-
lowing for adaptation to the changes taking place. Strategic management is also subject
to transformations resulting from different views on its essence, e.g., methodological, ax-
iological, or epistemological. The result is the emergence of new approaches, schools of
strategy, and an attempt to organize and classify them, confirming the complexity and
multidimensionality of this problem. As noted [102], having a wide range of different
approaches to strategy, the company’s management can choose the one that best suits
the company’s specificity and its environment. The desire to maintain the development
potential and competitiveness in the long term forces the perception of the strategy as
a dynamic process of overcoming difficulties and/or taking advantage of opportunities.
Thus, the energy transformation, conditioned by several factors, may affect the change of
companies’ strategy from the energy sector and, consequently, the choice of methods of
operation assigned to the main strategic trends.

The analytical approach used in the paper has allowed for conducting a study of
the strategies in the European Union’s energy corporations’ during the period of sector
transformations, aiming to identify the strategic features of these companies. Empirical
research also allows for the unambiguously negative verification of the article’s hypothesis
“the strategies of energy producers are evolving towards innovation strategies”. The results
of this study have several potentially significant observations.

Firstly, the European energy sector companies declare in the formal strategic docu-
ments and the implemented system of strategic goals, that the companies’ approaches
are primarily determined by the resource-based (50%), as well as the innovative and
entrepreneurial (32.5%) schools, meaning that these schools are well-known and well-
established, in theory and in practice. This implies that managers of this sector should pay
particular attention to the activities in these areas.

Secondly, the positional approach to strategy was found in 12.5% of organizations
and the network approach to strategy in only 5% of them. Our research shows that the
presence of the positional approach proves its importance in building a strategy that takes
into account the achievement of competitive advantage in the sector.

However, the network approach, which is the most recent approach to strategy, has
been represented to a small extent by the energy sector organizations under this study.
In light of the obtained results and theoretical indications, the low popularity of the
network approach to strategy may be related to it being a relatively new one. However,
the importance of this approach is indicated by studies [103,104]. Nevertheless, [105] notes
that management strategies with respect to a networked organization are chosen based
on an assessment of access to critical resources and competencies, and in the context of
internal and external relationships with other network participants and requires activation
of all network participants, exploiting the combined potential and enhancing the cohesion.

The last significant observation concerns the lack of the planning approach to strategy,
as no implementation of it was found in studied entities. It may be that this approach
was absorbed by others as an integral set of its distinctions and guidelines, as well as
the diminishing role of planning, the lack of unambiguous references in the analyzed
documents, or a shift to resource-based/innovative strategic approaches, which would be
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a manifestation of a new way of thinking and a response to changes. However, there is
research emphasizing the importance of planning as a strategic approach in the energy
sector [28]. Overall, we believe that the strategies of the surveyed companies will continue
to develop, and that the innovative and entrepreneurial strategies and inter-organizational
relations, especially in network systems, will become particularly important. Hence, the
indications are to continue research taking into account these essential areas.

The conducted analytical procedure was based mostly on the appropriate understand-
ing of the statements included in the documents and descriptions of a strategic nature
presented by the researched organizations, and assigning them to particular approaches to
strategy on the basis of the adopted set of distinctions presented in Table 1. The subjectivity
of the realised assessment clearly affected the meaning of the quality of semantic analysis,
also significantly conditioning the obtained results. In order to increase the objectivity
of the analytical apparatus used, in the future it would be advisable to consider further
formalising the assessment procedure and perhaps introducing the principle of parallel as-
sessment of strategic materials by the research team in relation to individual organizations,
with an assumed discussion until a consensus is reached. The obvious disadvantage of
such an assumption is that it significantly increases the time-consumption and complexity
of the planned procedure.

7. Conclusions

The conducted research proves that the dominant strategy of energy companies lo-
cated in the European Union (40 examined entities) is the resource-based approach. This
conclusion allows the rejection of the hypothesis formulated in the article that the strategies
of energy producers are evolving towards innovation. This is all the more surprising as, in
the face of changes caused by the evolution of energy policy, they should focus on applying
innovative solutions and not building the organization’s value in terms of economic value.
This situation most likely results from the implementation of operational goals, which are
focused on implementing innovative solutions, but a consistent description of the strategy
in the language of resources.

Changes in energy companies are tangible and visible; after all, they include product,
technological, and process solutions that are highly innovative. Such solutions include
economic energy installations, the construction of wind and photovoltaic farms, energy
storage, and others, with the general purpose of decarbonizing the natural environment.
Their implementation is possible due to energy companies’ resource concentration in the
European Union. This means that focusing on the value generated by human, financial,
material, and information resources is still a guarantee of stable growth and strategic
development. However, this assumes potential differences in operational goals of various
energy companies, considering changing nature of these resources in particular entities.

Based on the analytical procedure described in this paper, frequently occurring words
and terms were selected from the strategic materials developed by selected companies in
the European energy sector. This set of key words is presented in Figure 4 and can serve as
a prelude to further, extended semantic analysis including extended sets of key words to
precisely match specific strategic documents, missions, visions, values, and goal systems
with specific strategic approaches.
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Figure 4. Description: (a) Word clouds of words and expressions words that appeared at least
5 times; (b) Word clouds of words and expressions words that appeared at least 10 times (source:
own elaboration with the use of “WordItOut” [106].
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Magdalena Grębosz-Krawczyk 1, Agnieszka Zakrzewska-Bielawska 2,* and Sylwia Flaszewska 2
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Abstract: This study examines the mechanism by which pro-environmental self-identity (PESI)
affects green energy purchase intention (GEPI) through different dimensions of consumption values.
The concept of pro-environmental self-identity is rarely discussed in the context of green energy
purchase intention. Additionally, the amount of research concerning consumers’ attitudes and
behaviours towards photovoltaic panels is limited. We fill this cognitive gap by testing a relation
between pro-environmental self-identity and green energy purchase intention. The data collection
was carried out based on an indirect method of gathering information—using an online survey.
Research was conducted among 250 Polish customers. The partial least squares structural equation
modelling technique was applied. The research results show that the relations between PESI and
GEPI is mediated totally by social and partially by emotional values. The mediating impact of
functional values was not confirmed. The results of this study illustrate the importance of intangible—
social and emotional—values and its impact on the consumer behaviour toward green energy.
This study can help marketers more efficiently promote the installation of photovoltaic panels in
European countries.

Keywords: pro-environmental self-identity; green energy purchase intention; photovoltaic panels;
social value; emotional value

1. Introduction

The development of the modern world, which has been driven mainly by the desire to
improve people’s quality of life, has been accompanied by an important increase in energy
demand. In the second half of the XXth century, the international community started
thinking about the increase in global energy consumption and its long-term consequences
such as pollution of the atmosphere, soil and water. Nowadays, the eyes of the whole
world are turned toward climate change. On the one hand, we need to increase energy
production, but at the same time, it is necessary to protect the natural environment. Most
countries in the world allocate important resources to encourage the use of renewable
energy sources to protect natural resources and reduce pollution.

In 2020, the renewable energy use in the world increased 3% while the demand for
all other fuels decreased. It was caused by an almost 7% growth in electricity generation
from renewable sources. Consequently, the share of renewables in worldwide electricity
generation increased to 29% in 2020 (in comparison with 27% in 2019) [1]. Thanks to policy
support, the market of photovoltaic panels has developed in China, the United States, India,
Brazil and Vietnam. In total, electricity generated from photovoltaic panels is estimated to
grow by 145 TWh (18%), and will achieve about 1000 TWh by 2021 [1].

Previous research concerning green energy has concentrated especially on consumers’
environmental concerns, attitudes, awareness, knowledge or responsibility [2–19], as well as
internal and external factors influencing customers’ intentions to adopt green energy [20–24].
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The area of research concerning factors influencing consumer decisions in case of pho-
tovoltaic panels is still evolving in the scientific literature. We consequently observe impor-
tant progress in the practical and theoretical aspects of this research [7,18,25–32]. Nonethe-
less, the international literature lacks a defined picture of the issues of pro-environmental
self-identity that consumers of green energy are experiencing. Such information would
provide both theoretical and managerial implications. Pro-environmental self-identity
(PESI) has not been considered alongside consumption values and green energy purchase
intention (GEPI) in the research regarding photovoltaic panel adoption. Consequently,
we identified a research gap and confirmed the novelty of the problem. Previous papers
concerning green energy adoption in Poland concentrated on the factors determining
adoption by testing the willingness of customers to pay for green energy, to convert to
green energy tariffs, and to install small-scale generators [29,33]. Therefore, the intercon-
nection between the issue of pro-environmental self-identity and consumers’ green energy
purchase intention seems to be an innovation that this study brings compared with others
that approached the same topic of study [7,18,25–32].

The objective of this paper is to evaluate the impact of pro-environmental self-identity
on consumers’ green energy purchase intention through different dimensions of chosen
consumption values. The scientific problem was expressed through the following research
question: How do functional, social and emotional values affect the relations between
pro-environmental self-identity and consumers’ green energy purchase intention?

This article can contribute to a better understanding of the importance of various
factors influencing green energy purchase intention. The topic is important, taking into ac-
count the increasing use of photovoltaic panels and growing ecological attitudes of modern
consumers. In their studies, Van Der Werff et al. [34], Barbarossa and de Pelsmacker [35]
and Mutum et al. [36] highlighted the impact of self-identity on purchase intention of green
products, but these issues were not discussed in the context of green energy adoption. Our
contribution lies in using pro-environmental self-identity to explain sustainable energy
adoption. We would like to strengthen this contribution by appraising the mediating effect
of chosen consumption values between pro-environmental self-identity and green energy
purchase intention.

The paper consists of five sections. The first is an introduction. The theoretical
framework with characteristics of the European photovoltaic sector, the literature re-
view concerning pro-environmental self-identity and its relation with consumption values
and green energy purchase intention, and the hypotheses of the study are presented in
Section 2. In Section 3, the research methodology is described. The results are presented
in Section 4. To finish, in Section 5, the discussion and conclusions with managerial and
theoretical contributions, as well as the limitations of this study, are formulated.

2. Theoretical Framework
2.1. The Characteristics of the European Photovoltaic Sector

In the past ten years, the EU has continued a proactive climate policy and incorporated
a considerable amount of renewables into the energy system [37]. Therefore, renewable
energy is one of the important areas of EU policy [38]. Renewable energy is a source of
economic growth and jobs for Europeans. The larger amounts of renewable energy are a
significant factor behind the decline in wholesale energy prices in previous years. It can in
turn decrease energy costs for industry and possibly improve industrial competitiveness.
Finally, the dropping costs of the technology, combined with digitalisation, is making
renewables an important driving force for permitting consumers to play a central role in
the energy transition [39].

EU countries, every second year, inform on their progress towards the EU’s 2020
renewable energy goals. Based on the national statements, the European Commission
creates an EU-wide report that gives an overview of renewable energy policy developments
in EU countries. Available data show that the EU is on the right track for reaching its
renewable energy goals for 2020. In 2018, twelve Member States already achieved a
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renewable energy share above their respective 2020 targets. Eleven other Member States
met or exceeded their RED I average indicative trajectory for 2017–2018. Five Member States
(France, Ireland, the Netherlands, Poland and Slovenia) failed to do so [39]. Ambitions of
renewable energy targets are consistently raised in many countries [40].

One of the fastest growing renewable sources of electricity is solar energy. One of
the most promising technologies all over the world is solar photovoltaic panels [41]. In
2020, 134 TWh of solar energy was produced in the EU-28 countries, mostly in Germany
(49 TWh), Spain (15 TWh) and France (13 TWh). Poland’s result was at the level of
1.9 TWh. This accounts for around 1.5% of the total electricity produced in Poland in 2020,
which is seven times more than in 2018. This is mainly the result of the popularization of
photovoltaic panels installed by prosumers and government forms of support, such as My
Electricity program implemented from September 2019 to December 2020. It is estimated
that in 2021 Poland will obtain as much as 3.5% of its electricity from solar energy [42,43].

Referring to the increase in installed power in photovoltaics, it was about 153 GW in
the European Union countries. Germany did best with an increase of 4.74 GW, followed
by the Netherlands (3 GW) and Spain (2.8 GW). Poland, with a result of 2.4 GW, was
placed fourth. Detailed data on Poland prove that 2020 was the best year in the history of
photovoltaic development. The installed power in photovoltaics was 3.936 MW at the end
of 2020, which means growth of 2.463 MW year on year, translating to a 200% annual rise.
Individual prosumers made the largest input to the increase in new power [43]. Importantly,
despite the difficult period caused by the global pandemic, domestic photovoltaic made
a significant contribution to the maintenance of investment processes to the tune of PLN
9.5 billion and provided Poland with 35 thousand jobs [43]. The growing ecological
awareness of Polish people and the financial benefits associated with investing in a home
photovoltaic installation translate into a large increase in interest in such a solution. Photo-
voltaic panels have proven themselves both as a technology that allows for a significant
reduction in electricity bills and as an environmentally friendly solution [42,43].

The dynamics of the development of the photovoltaic market remains high in the
EU-28 countries. Poland is the leader of Europe under the growth rate of photovoltaic
power, calculated based on the compound annual growth rate (CAGR). Sweden, Hungary,
Ukraine, the Netherlands and Spain are behind Poland [43].

2.2. Consumers’ Pro-Environmental Self-Identity (PESI) and Its Relation with Consumption
Values and Green Energy Purchase Intention

Pro-environmental self-identity (PESI)—also called green self-identity—is described
as the consumers’ self-obligation to protect the environment through their everyday be-
haviour [34,44]. Self-identity is a main predictor of consumption choice-making [45].
Consequently, it is significant also in explaining pro-environmental behaviour. In the
opinion of Sparks and Shepherd [46], self-identity influence is stronger than attitudes and
values. According to Dermody et al. [47] pro-environmental self-identity is an “environ-
mentally friendly self-concept that is symbolically expressive and shaped by mainstream
socio-cultural forces”. Accordingly, pro-environmental self-identity is situationally cued.
In consequence, these cues direct consumers’ ecological behaviours [47–51].

Consumers with PESI tend to consider green behaviour an obligation that has a signifi-
cant influence on the purchase intention of environmentally friendly products [52,53]. Ac-
cording to Van De Werff et al. [34], pro-environmental self-identity is related to consumers’
obligation-based intrinsic motivation to behave pro-environmentally, and consequently it
affects pro-ecological actions.

By practising green behaviours, consumers can feel better and perceive that their
activities affect positively on environmental protection [36]. Bei and Simpson [54] stated
that respondents perceived purchasing recycled products as an act of ecological protection
and Wüstenhagen and Bilharz [16] found that the motivation for buying green electricity
at a premium is to feel better about themselves.

Dermody et al. [47] confirmed that PESI has a significant influence on Polish and
Chinese consumers’ buying and curtailment behaviours. Thorbjørnsen et al. [55], Whit-
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marsh and O’Neill [50] and Mutum et al. [36] found that green consumption behaviours
are correlated with PESI.

According to the theory of reasoned action (TRA) model, developed by Ajzen and
Fishbein [56] and the theory of planned behaviour model proposed by Ajzen [57], an
individual’s performance of a specific behaviour is determined by his/her behavioural
intention to perform the behaviour. In the case of studies concerning environmentally
friendly consumer behaviours, the purchase intention of green products is understood as
a customer’s intention to buy a product that is less dangerous for both the environment
and society [58]. Oliver and Lee [59] defined the purchase intention of the green product
as a customer’s real purchase of an environmentally friendly product once the customer
is conscious of its ecological features. In our research, green energy purchase intention
(GEPI) is related to the consumer’s actual purchase or the consumer’s intention to buy an
environmentally friendly installation of photovoltaic panels.

In this context, a question arises whether the relation between PESI and green energy
purchase intention is determined by any other factors. Seeking the answer, we used
the consumption values theory. This theory provides fundamental and comprehensive
constructs representing different values including functional, social, emotional, epistemic,
and conditional values that are independent [60,61]. The consumption values theory was
analysed in the context of green consumer behaviours by several researchers [61,62]. From
different consumption values, three were supposed to be crucial for mediating the relation
between PSEI and green energy purchase intention, which are: functional, social, and
emotional values.

Functional value can be described as the perceived utility through the possession of
the main functional, physical, or utilitarian attributes [60,63–66]. The positive impact of
product utilitarian and physical attributes on the intention to purchase green products
has been confirmed in different studies [32–38,41]. Wang et al. [67] and Yao et al. [68] also
underlined the role of price–quality relation in the product evaluation. Consumers often
complain about the high prices of green products, and they perceive ecological products as
expensive in comparison to conventional ones. Consequently, a high price may influence
purchase decisions, especially when consumers are price sensitive [69]. Previous research
has confirmed the relation between price and green purchase intention [69–72]. In the
case of green energy, purchases can be driven by functional value that determines the
installation choice [9,10]. On the other hand PESI can determine the functional value
because consumers are able to accept the green offer if its features and functions bring
a potential positive effect to the environment. According to Chen and Chang [73], a
consumer’s opinion concerning the benefit of a product is based on the consumers’ green
needs, desires or sustainable expectations. Additionally, the study of Confente et al. [44]
showed that the perceived functional value of green product is driven by consumers’
pro-environmental self-identity. Therefore, we came up with following hypothesis:

Hypothesis 1 (H1). Functional value mediates the relation between pro-environmental self-
identity and green energy purchase intention.

Social value can be described as the perceived utility by the connotation with positively
or negatively stereotyped demographic, cultural, social, economic, and ethnic groups [60,74].
According to the social identity theory (SIT), social membership gives an individual a sense
of belonging [75]. The needs of belonging and acceptance by the group influences the
choices of a consumer. Consequently, an individual defines himself through the prism of
his group membership; that is, his place in the societal system. In this regard, social identity
predefines an individual’s attributes as a member of that group; that is, self-perception
and conduct.

The adoption of solar PVs can be affected by social-interaction effects because social
norms can encourage consumers to invest in pro-environmental activities [14,32,76–79].
Caird et al. [8], Kaenzig and Wüstenhagen [9], Salazar et al. [80], Lee [81] and Klepacka [11]
confirmed a positive relation between social values and consumers’ purchase behaviour
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toward environmentally friendly products. PESI is related with the way an individual sees
himself and how he wants to follow the behaviours and values of the groups to which he
wants to belong or belongs [36,47,50]. The conclusions from previously mentioned research
suggest that the value system of a consumer can affect the value of green products and
the degree to which the consumer identifies himself as a member of the green community.
Therefore, we proposed a second hypothesis:

Hypothesis 2 (H2). Social value mediates the relation between pro-environmental self-identity
and green energy purchase intention.

Emotional value can be defined as perceived utility related with a new product
satisfying the consumer’s sentimental needs and delivering novelty through the creation
or perpetuation of feelings or affective states [60,63,64].

Yoo et al. [82], Lin and Huang [64], Rex and Baumann [83] and Hartmann et al. [84]
found a positive relationship between consumers’ purchasing decisions and emotional
value. On the other hand, there is also a positive relationship between pro-environmental
self-identity and emotional value, which was proved among others by Confente et al. [44]
and Mutum et al. [36]. Consumers can accept photovoltaic panels if the fit between the
consumers’ personal values and PV’s modern traits is also underlined. The emotional
value of green products can be influenced by consumers’ pro-environmental self-identity,
particularly if the consumer can see a strong similarity between himself and the product.
Therefore, we assumed another hypothesis:

Hypothesis 3 (H3). Emotional value mediates the relation between pro-environmental self-identity
and green energy purchase intention.

3. Materials and Methods
3.1. Sample

To achieve the objective of this research and to verify the hypotheses, the survey was
conducted in January 2021. The sampling frame consisted of 250 Polish consumers who
were house owners or co-owners. We used a self-administered questionnaire and random
selection [85]. These consumers were selected from a database prepared by Norstat, which
has a lot of experience in market research and offers online panels of 650,000 consumers
from eighteen European countries who are highly motivated, pre-profiled, and open to
various digital research methods. For Poland, the active panel counts 41,752 consumers
over 18 years old. The population of Poland in 2020 was about 38.6 million people [86] and
Internet penetration was 78% [87].

In the first stage, a pilot test was conducted with ten randomly selected house owners.
During the process, respondents checked the content and relevance of each item to make
sure every question is adequate and accurately understood. Based on the feedback from
pre-testing, minor modifications were made to the questionnaire.

In the second stage, the sample of 1000 consumers was randomly selected from a
Norstat database of 12,329 consumers who are owners and co-owners of houses. Of this
sample, 250 consumers (25%) responded to the questionnaire. Such a response rate is
acceptable for this type of survey [88]. Of these respondents, 43.6% were female and 56.4%
were male (Table 1). Almost half of the respondents were people with higher education
aged between 35 and 54 years old with houses that are more than 30 years old, mainly
in the countryside. However, the women were younger than the men, and the men were
better educated.
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Table 1. Demographic description of respondents.

Demographic Descriptors General (%)
250 = 100%

Female (%)
N = 109

Male (%)
N = 141

Age

<18–24> 8.4 5.6 2.8

<25–34> 19.2 10.0 9.2

<35–44> 23.6 14.8 8.8

<45–54> 24.0 7.6 16.4

<55–64> 14.8 3.6 11.2

65+ 10.0 2.0 8.0

Education

primary 11.6 4.0 7.6

secondary 41.2 22.4 18.8

higher 47.2 17.2 30.0

Place of residence

countryside 45.6 20.8 24.8

city with population less than
50 thousand inhabitants 26.4 12.8 13.6

city with population from 50 up to
150 thousand inhabitants 10.8 4.8 6.0

city with population from 150 up to
500 thousand inhabitants 11.6 3.6 8.0

city with population bigger than
500 thousand inhabitants 5.6 1.6 4.0

Age of house

less than 5 years 7.2 3.6 3.6

5–10 years 9.6 3.6 6.0

11–20 years 22.4 7.2 15.2

20–30 years 14.4 8.4 6.0

over 30 years 46.4 20.8 25.6

To reduce biases, the respondents were asked to fill in the questionnaire on different
days and time slots [89]. We checked the response bias issue based on the procedure
suggested by Armstrong and Overton [90]. We compared early and late respondents and
key demographic variables, such as gender, age, education, and place of residence using
t-tests. All t-statistics were insignificant, suggesting that response bias was unlikely to
affect our findings [91].

3.2. Measures, Validation and Reliability Analysis

The questionnaire consisted of 22 items taken from the literature measuring basic
constructs, such as pro-environmental self-identity, green energy purchase intention, func-
tional, social, and emotional value, and the demographic characteristics of respondents
(indicated in a Table 1), which played the role of control variables. This study used existing
scales from the literature focusing on consumption value theory as well as green consumers’
attitudes and behaviours. We used multi-item Likert scales (from 1—strongly disagree to
5—strongly agree) that are used in the literature for the purposes of constructing opera-
tionalization and allowing questioning without systematic errors [92]. A list of the scales
used with associated items is presented in Appendix A.
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Pro-environmental self-identity (PESI) was measured by means of four items adapted from
Barbarossa and de Pelsmacker [35], Dermody et al. [48], and Whitmarsh and O’Neill [50]
through which the respondents were asked to indicate their level of agreement or dis-
agreement with presented statements concerning their attitudes and behaviours to protect
the environment. An example of the items we used is “I am willing to commit myself
to environmental protection” or “I am convinced that my personal responsibility for the
problems of the environment is important”.

Green energy purchase intention (GEPI) was also measured by four items adapted
from Yoo and Donthu [93] and Chan [94]. These items, e.g., “I have installed/would
install photovoltaic panels instead of using conventional energy sources due to worsening
environmental conditions” or “I would install/have installed photovoltaic panels for
ecological reasons”, focus on the intention of the consumer to buy a product that is less
dangerous for both the environment and society (in this case photovoltaic panels).

Consumption values, such as functional, social, and emotional value measures were
served as mediators in the relation between PESI and GEPI.

Functional value (FV). Six items were used to measure functional value adopted from
Sangroya and Nayak [4], Zailani et al. [65], and Sweeney and Soutar [62]. Some items
described functional value in terms of economic utility and rationalism, such as “The pho-
tovoltaic panels are reasonably priced”, and some consider product quality and attributes,
such as “The photovoltaic panels available on the market are of good quality”.

Social value (SV). This value is measured by five items proposed by Sweeney and
Soutar [62], Zailani et al. [65], and Yoo et al. [82], who described it as the gain acquired
from acceptability in different social groups [95]. As example item is “Photovoltaic panels
installation improves the image of its owner” or “Photovoltaic panel installation gives its
owner social approval”.

Emotional value (EV). This study defined emotional value as the perceived utility
acquired from a customer’s feelings. It used research from Yoo et al. [82], Arvola et al. [96],
and Khan and Mohsin [97] to measure emotional value with three items, such as “Installing
photovoltaic panels as an alternative to conventional energy sources would make me feel
like a better person”.

We followed a procedure proposed by Gerbing and Anderson [98] and Hair et al. [99]
to evaluate the unidimensionality, validity, and reliability of the constructs. Because all
our items are adopted from literature, we used a confirmatory factor analysis (CFA) with
maximum likelihood estimation [100] to assess the reliability and validity of the multi-item
scales. Table 2 presents the results of CFA.

All factor loadings were higher than 0.7 and all t-tests of the observed variables were
significant at the 0.001 level with t-values greater than 2. In addition, the average variance
extracted (AVE) values were higher than 0.50. Consequently, we confirmed the convergent
validity of the scales [101].

Discriminant validity helps to check the extent to which the constructs are statistically
different from each other [101], suggesting that the square root of AVE of any construct
should be higher than the inter-construct correlation. Table 3 shows that the square root of
the AVE of the constructs exceeded the correlations of the constructs. There is one exception
relating to the correlation between SV and EV. In this case, the correlation is higher than the
square root of the AVE, which means that these variables should be considered in separate
models instead of in one. Except for this limitation, discriminant validity was established.
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Table 2. The confirmatory factor analysis results.

Variable/Items Loading t-Value
Convergent Validity Reliability

AVE Cronbach’s α CR

Pro-environmental self-identity (PESI)
PESI 1 0.774 -

0.557 0.834 0.838
PESI 2 0.745 9.35
PESI 3 0.703 8.83
PESI 4 0.762 10.22

Green energy purchase intention (GEPI)

GEPI 1 0.828 -

0.506 0.797 0.800
GEPI 2 0.752 5.77
GEPI 3 0.768 4.75
GEPI 4 0.774 9.21

Functional value (FV)

FV 1 0.912 -

0.535 0.865 0.870

FV 2 0.864 13.35
FV 3 0.695 9.16
FV 4 0.605 8.18
FV 5 0.643 9.43
FV 6 0.675 9.59

Social Value (SV)

SV 1 0.787 -

0.563 0.865 0.866
SV 2 0.719 7.01
SV 3 0.722 6.63
SV 4 0.765 9.04
SV 5 0.758 9.18

Emotional value (EV)

EV 1 0.721 -
0.601 0.811 0.817EV 2 0.864 9.98

EV 3 0.732 7.74

Table 3. Descriptive statistics, discriminant validity and correlations between variables.

Variable PESI GEPI FV SV EV

PESI 0.746
GEPI 0.689 *** 0.712

FV 0.602 *** 0.553 *** 0.731
SV 0.721 *** 0.689 *** 0.668 *** 0.750
EV 0.727 *** 0.690 *** 0.683 *** 0.824 *** 0.775

Mean 4.09 3.81 3.54 3.61 3.81
s.d. 0.75 0.82 0.68 0.78 0.84

Note. N = 250; s.d.—standard deviation; the diagonal values (in bold) present the square roots of AVE; correlation
is statistically significant for p < 0.01 (***).

The reliability of scales was conducted by calculating composite reliability (CR) and
Cronbach’s α. Cronbach’s alpha values for all the scales exceeded 0.7 and passed the
recommended threshold level [99]. Similarly, the CR of all the constructs were above the
threshold value of 0.7, suggesting internal consistency and reliability [101].

To verify the extent to which our data are likely to suffer from common method bias,
we guaranteed the anonymity of respondents and confidentiality of the study, affirmed that
there are no correct or incorrect responses, and that they should respond honestly [102].
We also took care with particular items to ensure that they were not ambiguous, vague, or
unfamiliar, and we formulated the questionnaire as concisely as possible, pre-testing it in a
pilot study.
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In addition, we performed Harman’s single factor test and we followed the approach
of Podsakoff et al. [103] for controlling for an unmeasured latent factor. Common method
variance is possible if items load on multiple factors and one factor does not account
for most of the covariance. Our analysis, i.e., an unrotated principal component factor
analysis, principal axis analysis with varimax rotation, and principal component analysis
with varimax rotation revealed the presence offive5 distinct factors with an eigenvalue
greater than 1.0, rather than a single factor. The cumulative variance was 72.4%. The first
factor explains less than half of the overall variance (20.3%), implying that single-source
bias is not a significant concern.

Summing up, the CFA supported our measurement model and showed that pro-
environmental self-identity, green energy purchase intention, functional value, social value,
and emotional value are five distinct constructs.

For our analysis, we employed two statistical packages, Statistica and Amos, which
enabled us to enter data in numerical form and then carry out statistical analyses, facilitating
and accelerating the process of developing research results. In addition, Amos was useful
for the visualization of the structural equations.

4. Results

To test our hypotheses, first we verified that there was no basis to reject the Gauss–
Markov assumptions following a procedure proposed by Hair et al. [99], then we performed
structural equation modelling (SEM) with maximum likelihood (ML) estimation and
covariance matrix as data inputs. This method is frequently selected to test and develop
a theory [104]. Due to the mentioned limitation of discriminant validity (the correlation
between SV and EV is higher than the square root of the AVE), we were not able to build
one SEM model. Therefore, for our analyses, we built three separate SEM models to test
the mediating impact of FV, SV, and EV on the relationship between PESI (independent
variable) and GEPI (dependent variable). Firstly, we checked a direct effect, i.e., we
tested whether the pro-environmental self-identity (PESI) affected green energy purchase
intention (GEPI). Next, we examined the mediation (indirect) effect between independent
(PESI) and dependent (GEPI) variables using particular mediators, such as FV, SV, and
EV. For each model, we checked the following statistics: goodness of fit index (GFI),
comparative fit index (CFI), root mean square error of approximation (RMSEA), Tucker–
Lewis index (TLI), and adjusted goodness of fit index (AGFI). The results are presented in
Figure 1 and Table 4.

Table 4. Results of structural equation modelling.

Path Analysis
Unstandar. Coefficients

Standar. Coefficients β t Value p Value Results
B SE

Model 1

PESI → GEPI 1.152 0.121 0.911 9.553 0.000 ***
H1

is not confirmed
PESI → FV 0.646 0.069 0.657 9.349 0.000 ***
FV → GEPI 0.016 0.096 0.012 0.165 0.869

Model 2

PESI → GEPI 0.400 0.248 0.321 1.611 0.107
H2

is confirmed
PESI → SV 0.860 0.084 0.927 10.265 0.000 ***
SV → GEPI 0.868 0.273 0.644 3.179 0.001 ***

Model 3

PESI → GEPI 0.516 0.222 0.408 2.325 0.020 *
H3

is confirmed
PESI → EV 0.864 0.078 0.903 11.014 0.000 ***
EV → GEPI 0.745 0.235 0.564 3.170 0.002 ***

Note. N = 250; significance level for p < 0.01 (***); significance level for p < 0.05 (*); SE—standard error; B—unstandardized path coefficient.
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Hypothesis H1, considering the mediation effect of the functional value (FV) on the
relation between the pro-environmental self-identity (PESI) and green energy purchase
intention (GEPI) must be rejected. There is no significant impact of FV on GEPI (β = 0.012;
p > 0.05), therefore no mediation effect exists.

Social value (SV) is significantly associated with PESI (β = 0.927; p < 0.01) and with
GEPI (β = 0.644; p < 0.01), which supports Hypothesis H2. There is no significant impact of
PESI on GEPI, which confirms total mediation effect. It means that the pro-environmental
self-identity impacts consumers’ green energy purchase intention but only through the
social value, i.e., the perceived utility through the connotation with one or more social,
economic, cultural, or demographic groups.

Emotional value (EV) partially mediates the relationship between PESI and GEPI.
PESI is significantly associated with GEPI (β = 0.408; p < 0.05) but also with EV (β = 0.903;
p < 0.01), and EV is significantly associated with GEPI (β = 0.564; p < 0.01). It means that
PESI affects GEPI directly and indirectly through EV which expresses a partial mediation
effect and confirms Hypothesis H3.

56



Energies 2021, 14, 5732

Considering the control variables (respondents’ gender, level of education, place of
residence, and age of the house), some differences appeared. We grouped our respondents
into two bigger subgroups (with minimum n = 60) within a single control variable as
follows: males (n = 141) and females (n = 109); younger people (18–44 years old; n = 128)
and older people (over 44 years old; n = 122); people with higher education (n = 118) and
people with primary or secondary education (n = 132); people living in the countryside
(n = 114) and people living in cities (n = 136); people who are owners of a house built less
than 30 years ago (n = 134) and those who own a house built over 30 years ago (n = 116).
The mediation effect of social value on the relation between pro-environmental self-identity
and consumers’ green energy purchase intention is:

- stronger for older people, i.e., people 45+ years old (β = 0.930; p < 0.01 for PESI → SV
path dependence and β = 0.949; p < 0.01 for SV → GEPI path dependence),

- stronger for people with higher education (β = 0.936; p < 0.01 for PSEI → SV path
dependence and β = 0.943; p < 0.01 for SV → GEPI path dependence),

- weaker for people from cities (β = 0.893; p < 0.01 for PESI → SV path dependence and
β = 0.631; p < 0.01 for SV → GEPI path dependence),and

- weaker for owners who have had the house for a long time (β = 0.867; p < 0.01 for
PESI → SV path dependence and β = 0.505; p < 0.01 for SV → GEPI path dependence)

In the case of the mediation effect of emotional value on the relation between pro-
environmental self-identity and consumers’ purchase intention of photovoltaic panel
installations, the following differences were identified:

- for people over 44 years old, the emotional value totally and strong mediates the
relation between PESI and GEPI (β = 0.928; p < 0.01 for PESI → EV path dependence
and β = 0.607; p < 0.01 for EV → GEPI path dependence) as well as for owners
who have had the house for over 30 years (β = 0.974; p < 0.01 for PESI → EV path
dependence and β = 0.715; p < 0.01 for EV → GEPI path dependence),

- for people from cities, the emotional value totally but not as strongly mediates the
relation between PSEI and GEPI (β = 0.848; p < 0.01 for PESI → EV path dependence
and β = 0.; p < 0.01 for EV → GEPI path dependence).

In both cases of mediation effects, i.e., impact of social and emotional values on the
relation between PESI and GEPI, there were no statistically significant differences in terms
of gender.

5. Discussion and Conclusions

The research results affirm the results of previous studies by Van Der Werff et al. [34],
Barbarossa and de Pelsmacker [35] and Mutum et al. [36], who highlighted self-identity
as an antecedent of purchase intention for green products. Our study focuses on con-
sumers’ intentional decision-making regarding photovoltaic panels in the context of pro-
environmental self-identity and theory of consumption values, thus developing the discus-
sion on crucial factors influencing green energy purchase intention, which contributes to
sustainable development and it thus desirable in today’s world.

Research results showed that the relationship between pro-environmental self-identity
(PESI) and green energy purchase intention (GEPI) is mediated by social, and partially emo-
tional, values. Other studies also confirmed that PESI mediates the relationship between val-
ues and consumer behaviour [34,50]. As Confente et al. [44] mentioned, pro-environmental
self-identity is an important component of an individual’s value-construction process.

The importance of social value was confirmed by Mutum et al. [36], who stated that
social value mediated the relationship between PESI and green purchase behaviour (GPB).
The research results also confirmed those of previous studies suggesting that social influence
and environment respect affect consumers’ green purchase behaviours [54,60,105]. PESI
supports the positive associations of photovoltaic panels with eco-friendly communities
and consequently in this context supports consumers’ purchase behaviours. Consumers’
personal self-obligation to protect the environment is reinforced by a need for social
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acceptance, which affects purchase intention. The relation between personal moral norms
reinforced by public approval and intention of green purchase was also underlined by
Chowdhury et al. [52] and Attaran and Celik [53]. External, expert opinions are important,
especially for older people without experience with modern energy solutions who feel
responsible for the environment.

Our research results also show that emotional value partially mediates the relation
between pro-environmental self-identity and green energy purchase intention. This was
consistent with the findings of Yoo et al. [82], Lin and Huang [64], Rex and Baumann [83]
and Hartmann et al. [84] concerning a positive relationship between emotional value
and purchasing decisions, as well as with the studies of Confente et al. [44] and Mutum
et al. [36] regarding the mediating effect of values. The importance of the emotional value
of green products is observed especially in the case of the most engaged consumers that
expect to change something like in the case of older people having a house for a long time.
Eco-friendly behaviours related to the installation of photovoltaic panels are driven by
consumers’ feelings of being green energy creators. The same was proved by Sparks and
Shepherd [46] for consumers’ intention to buy eco-friendly products, which were affected
by individuals’ perceptions of being eco, as well as by Mannetti et al. [106], who found that
recycling behaviours are driven by consumers’ feelings of being recyclers.

The research results did not find support for the mediation effect of functional value.
Similar conclusions were formulated by Mutum et al. [36], who studied the relationship
between PESI and green purchase behaviour (GPB). This was consistent also with the results
of Ecker at al. [107] who stated that consumers chose green energy source especially for
independence, autonomy, self-sufficiency, supply security, and control, and not functional
value. However, the opposite conclusions were formulated by Confente et al. [44] for
bioplastic products.

From a theoretical standpoint, the research results contribute to the pro-environmental
self-identity concept and its relation with consumption value theory as well as providing
a better understanding of consumers’ purchase intentions towards photovoltaic panel
installation and consequently the development possibilities in the green energy sector in
Europe, a sector that is under-researched. This paper can be a starting point for a scientific
discussion, but also can be used by managers working in the sector of green energy.

Considering managerial implications, this study’s results can be useful for marketers,
ecological organisations, policymakers, and public institutions in developing their policies,
strategies, and marketing communication campaigns to encourage photovoltaic panel
installation. The approach to understand consumers’ green behaviours based on emotional
and symbolic values has significant implications. Representatives of public institutions
should understand that for citizens, social values are more important than functional
benefits, and thus offer legal solutions that will allow the development of green local
communities. Such communities can jointly support the development of green energy. The
results of this study can have consequences for companies from the green energy sector.
They can be used during the creation of marketing communication strategies, especially
during the selection of communication tools and the formulation of advertising messages,
taking into account the differences between groups of consumers. The most relevant social
and emotional values should be communicated by different communication channels
used by photovoltaic panel producers. The results prove that social value importantly
mediates the relationship between PESI and GEPI. Consequently, marketers should present
the opinions of experts and influencers to affect consumer behaviour by increasing trust
in green energy and minimizing the perceived risks of photovoltaic panel installation.
They can also refer to consumers’ sense of social responsibility. Taking into account
that emotional value was also found to partially mediate the relationship between PESI
and GEPI, marketing communication campaigns of public institutions and ecological
organisations should include emotional appeals to encourage consumers to adopt green
energy and appealing to their sense of responsibility for the environment by showing the
negative effects of the long-term use of conventional energy.
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These conclusions were formulated taking into account the sample’s limitations. The
study was limited to Polish consumers, the sample was relatively small, and we examined
consumers’ green energy purchase behaviour limited only to one source of green energy,
i.e., photovoltaic panels. Therefore, this research can encourage further reflection on the
impact of PESI and consumption values on green energy purchase intention. It seems
interesting to undertake international studies enabling comparison between the attitudes
of Polish consumers with consumers from other countries or expanding them to other
sources of green energy and environmental knowledge as a mediator representing other
consumer characteristics.
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Appendix A. Key Constructs and Items

Pro-Environmental Self-Identity (PESI) [35,48,50]:

- (PESI 1) By buying photovoltaic panels, I help reduce environmental pollution.
- (PESI 2) I am willing to commit myself to environmental protection.
- (PESI 3) I am convinced that my personal responsibility for the problems of the

environment is important.
- (PESI 4) I am convinced that my moral obligation to help the environment is important.

Green Energy Purchase Intention (GEPI) [94,95]:

- (GEPI 1) I installed/would install photovoltaic panels instead of using conventional
energy sources due to worsening environmental conditions.

- (GEPI 2) I installed/would install photovoltaic panels instead of using conventional
energy sources when there are discounts or other promotional activities.

- (GEPI 3) I installed/would install photovoltaic panels instead of using conventional
energy sources when there are external subsidies available.

- (GEPI 4) I would install/installed photovoltaic panels for ecological reasons.

Functional Value (FV) [4,63,66]:

- (FV 1) The photovoltaic panels available on the market are of good quality.
- (FV 2) The photovoltaic panels available on the market are well made.
- (FV 3) Photovoltaic panels perform consistently.
- (FV 4) Photovoltaic panels are reasonably priced.
- (FV 5) Using photovoltaic panels offers value for money.
- (FV 6) Using photovoltaic panels offers future savings.

Social Value (SV) [63,66,83]:

- (SV 1) Photovoltaic panel installation improves the image of its owner.
- (SV 2) Photovoltaic panel installation makes a good impression on other people.
- (SV 3) Photovoltaic panel installation gives its owner social approval.
- (SV 4) Photovoltaic panel installation reflects environmental awareness.
- (SV 5) Photovoltaic panel installation reflects concern for the environment.

Emotional Value (EV) [83,97,98]:
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- (EV 1) Photovoltaic panel installation as an alternative to conventional energy sources
seems to me to be a personal contribution to the common good.

- (EV 2) Photovoltaic panel installation as an alternative to conventional energy sources
is morally right for me.

- (EV 3) Photovoltaic panel installation as an alternative of conventional energy sources
would make me feel like a better person.
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Abstract: The European Union’s climate policy and the energy transition associated with it force
individual countries, their economies and their industrial sectors to carry out thorough changes, often
of a deep, high-cost and restructuring nature. The aim of the article is to provide a multidimensional
assessment of the forms and effects of the restructuring of coal mining companies in Poland in light
of the current energy transition process. The research problem is encapsulated within the following
two interdependent questions: Has the restructuring process allowed the coal mining industry to
achieve sufficient efficiency to sustainably compete in the open market, and to what extent, if at all,
have the objectives of restructuring been achieved from the perspective of changes in the energy
mix? The research covers all coal mining companies included in the official statistics. It adopts
a long-term perspective (1990–2020), dating from the beginning of the systemic transformation in
Poland. The research involved the use of multivariate financial analysis methods, including the logit
model for predicting the degree of financial threat, as well as taxonomic methods for assessing the
dissimilarity of structures and their concentration. The general conclusion of the research is that
there has been a lack of consistency (follow-up) between the forms and effects of restructuring in coal
mining companies in Poland on the one hand and changes in the composition of the country’s energy
mix as a result of the energy transition on the other. In particular, this means that such restructuring,
being neither effective nor efficient, has failed to accelerate change in the energy mix.

Keywords: restructuring; energy policy; hard coal mining; energy transition

1. Introduction

The countries of the European Union are characterised by different structures of elec-
tricity production, differing availability of fossil fuels and different states of advancement
in the use of renewable energy sources [1,2]. Poland is an example of a country with
significant coal resources and a still high degree of dependence in terms of electricity
production on hard coal and lignite. Therefore, one of the biggest challenges in the ongoing
energy transition in Poland is the restructuring of the hard coal mining sector. Dealing
with this challenge requires an extensive, long-term analysis of the directions and effects of
the changes already made in this sector. Objective diagnosis of former achievements may
become the basis for building policies and programs for simultaneous restructuring of the
coal mining and energy sectors.

In the article, the research problem focuses on identifying consistency (follow-up)
between the forms and effects of restructuring of coal mining companies in Poland on the
one hand and changes in the composition of the country’s energy mix on the other. This
problem, in turn, provided the main platform for the research goals, namely a multidi-
mensional assessment of the forms and effects of such restructuring in the context of the
ongoing energy transition. This main goal is made more specific by the five sub-goals.

Therefore, the key questions posed in the research are as follows: has restructuring
enabled the hard coal mining industry to reach a sufficient level of efficiency to compete
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on a sustainable basis on the open market, and to what extent, if at all, were the assumed
restructuring objectives achieved in the context of changes in the energy mix? These
questions, in turn, determine whether the content of the main research hypothesis is
verified. The main hypothesis was supported by three partial hypotheses (see Section 1.5).

The research conducted in the present article led to the general conclusion that there
was a lack of coherence (follow-up) between the forms and effects of the restructuring of
coal mining companies in Poland on the one hand and changes in the energy mix as a result
of energy transition on the other. More specifically, this means that such restructuring,
being inefficient did not accelerate change in the energy mix. Coal mining companies
have not achieved sustainable profitability and competitiveness on the open coal market.
Restructuring did not bring about any significant changes in the structure of employment,
assets, capital expenditure or sales, nor did it trigger major technical and technological
progress. The effects of restructuring revealed a number of important temporal caesura in
this process, thanks to which it can be divided into different periods. The changes observed
in the energy mix occurred as a result of having to cover higher energy demand with the
increased use of non-carbon energy sources.

The methodology and results of the research as well as a discussion of its findings
provide the structure of the article. In the first step, the results of the literature and a
previously known research review are presented. The authors also define the relationships
between the following triad of terms: transformation, structural changes and restructuring,
and the research problem is embedded in an international context (restructuring of coal
mining in EU countries), after which the research goals, hypothesis and methods forming
the research framework are presented. The research results themselves have been arranged
in order, beginning with an analysis of the degree of implementation of the restructuring
objectives, followed by a cause-and-effect analysis of the results, concluding with an
analysis of changes in the structures and analysed relationships. In the next step, the results
were discussed in depth, which provided further confirmation of the research hypotheses.
The final conclusions are presented in the summary.

The article is part of a series of publications on the restructuring and development
of enterprises and industries with particular emphasis on the fuel and energy sector.
The current research is a diagnosis of the state of dependence (follow-up/consistency) of
the effects of coal mining restructuring and changes in the energy sector. The next stage
will include a comparative analysis of the effectiveness limits (relation of effects and inputs)
of all energy generation sources. Combining the current diagnosis with such an efficiency
analysis (non-parametric approach) will allow for the formulation of the main elements of
the new energy transition policy.

1.1. Restructuring and Structural Changes

In the present article, restructuring is treated as a different phenomenon from structural
change. The year 1990 marked the beginning of the implementation in Poland of a set of re-
forms aimed at systemic transformation, including economic transformation [3] (pp. 102–103).
It is commonly believed that the transformation positively contributed to economic develop-
ment [4–6]. It was supported by structural changes, the factors and growth-related depen-
dencies of which created a paradigm in economics [7] (pp. 10–18). These changes, induced
by the transformation, gradually turned into autonomous processes [8] (pp. 45–54), [9,10].

In the above context, transformation involves the reconstruction of the structure of
the economy, and restructuring, as an integral element the former, has become one of the
levels of transformation in Poland [11] (p. 153). Generally speaking, restructuring concerns
changes taking place in economic structures such as enterprises (a micro approach). As
regards internal development opportunities, these fundamental, external factors have
destabilised enterprises [12] (p. 114). To regain their equilibrium, enterprises have had to
adjust [13] by adopting restructuring strategies [14] (pp. 260–269), [15] (pp. 391–397). Their
goal is to eliminate discrepancies between changes in the environment and the path of an
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enterprise’s development. However, not only must they adapt to such changes, but they
must also anticipate them [16] (pp. 50–62), [17] (pp. 81–92), [18] (pp. 301–308).

In its essence, restructuring is a multi-faceted and complex process [19–21]. The effects of
restructuring are not immediately felt, but rather are spread out over time [22] (pp. 10–23), [23].
A distinction should be made between inputs that are primary and effects that are sec-
ondary [24]. The effects of restructuring are not always positive either [25].

As was noted above, the aim of a company’s restructuring is to adapt to a changing
environment. The future state or states of this environment are undefined and cannot be
predicted with any certainty. As a consequence, an enterprise operates with an element of
risk, and the sublimation of such a critical state constitutes a crisis for an enterprise [26,27]
(pp. 42–48). Enterprises are exposed and vulnerable to a diverse range of risks, and this
is especially true of Polish enterprises [28] (pp. 10–31). An open crisis usually results
from a long-lasting “smouldering” crisis, i.e., from the accumulation of causes that are not
neutralised and which assume a structural, systemic form. The symptoms of a company
in crisis, which themselves constitute an interplay of various factors, are reflected in its
performance, and ultimately in its results and financial condition [29]. At the present
time, these are detected using early warning systems [30], which make use of discriminant
analysis methods [31], in particular logit models [32] (pp. 60–74). Such a model was
estimated for the present research.

The purpose of assessing structural changes in this article was to quantify not only
the scale of changes that take place within particular structural components, but also to
determine the degree of structural transformation over time [33]. Economic structures
comprise sets of elements in the economic process together with the specific relationships
that exist between them [34]. These can be mapped out based on the convergence between
the numbers corresponding to these elements [35]. The main goal of measuring structural
changes is to determine the absolute and relative differences between the shares of individ-
ual structure components in the whole [36] and the total impact of such changes at moments
in time on the same or many different objects [37]. The task of analysing structural changes
is to show the course and size of structural transformations as well as the dynamics of these
changes, and also to identify the structural components that influence these changes [38].
The intensity of structural change was further assessed by determining its course, i.e., by
measuring the factor of concentration (absolute concentration).

1.2. Restructuring of Coal Mining in Europe

Alongside the intensive mining of hard coal, in the years after World War II, mining
countries such as Poland also embarked on a period of industrialisation and intensive
development. In 1990, England, France, Germany, Belgium and Poland accounted for 90%
of all coal extracted in Europe, with Poland producing 56% of the total. However, by 2020,
its share had reached 96%. The turning point in the mining industry came in the second
half of the 20th century, when oil rapidly overtook coal in economic importance. From that
time, restructuring of the coal mining industry in Europe began in haste. Each country has
adopted its own different approach based on different tools, the use of which was, and still
is, conditioned by many internal and external factors [39].

In France, from 1960 onwards, the government began to pursue a policy aimed at
increasing the share of nuclear energy in electricity output, thereby reducing the demand
for domestic thermal coal. This change had the direct effect of reducing employment.
Despite the fact that the mining industry in France had been owned by the state since 1946,
social and regional factors prevented the French government from completely shutting
down the mining industry, which only occurred in 2004 (finally two years later in Decision
3632/93/ECSC of the European Coal and Steel Community).

In Belgium, coal mining had been privately owned, but in 1967 the government
nationalised the coal industry and embarked on its restructuring. The closure of the mines
caused serious social tensions, but production costs were very high, and Belgian coal was
unable to compete with imported coal. In addition, there was a high dependence on foreign

67



Energies 2022, 15, 3518

labour. The restructuring plan provided mainly for the reduction of employment, and
eventually over 10,000 employees decided to leave and rely on redundancy schemes. By
1989, employment had dropped to 6000 people, and the second stage of restructuring came
to an end with the closure of the country’s last mine in 1992.

In the case of England, coal was replaced by oil as the main source of energy back in
the 1960s, while nuclear energy and natural gas began to develop rapidly [40]. The end
of the oil crisis (1979) and Margaret Thatcher’s ascension to office ushered in the era of
what came to be known as “state business” [41]. The country’s least profitable mines began
to be closed. The aim of restructuring was to make mining more competitive through
its mechanisation, cut employment and introduce a business model specifically suited
to private enterprises [42]. The end result was the complete privatisation of the mining
industry, which had been concluded by 1994. In 2019, the decision was taken to close the
country’s last colliery, although this did not signal a definitive end to mining in England [43].
In 2020, the government approved the construction of the first new deep-sea coal mine in
30 years [44].

The German coal industry entered a period of crisis in the early 1960s [45]. The federal
and regional authorities (the Ruhr region) pursued a consistent policy aimed at increasing
productivity. In 1968, a comprehensive restructuring program was launched to adjust
the volume of output to shrinking needs and introduce extensive social protection pro-
grammes [46]. In the early 1990s, pressure from the European Commission to cut enormous
public aid allocated to mining together with forecasts of a decline in demand forced more
radical restructuring. The last mines were closed by 2018 [47]. The restructuring path
adopted by Germany, which was almost painless, was extended over time and guaranteed
social peace, and as a consequence differed from the more drastic steps taken to liquidate
the mining industry in Great Britain, which suffered widespread social protests as a result.

In Spain, following the gradual shrinking of the coal mining industry in 1950–1975,
the industry enjoyed a period of rapid growth. Government endeavoured to regulate
production volume, coal prices and energy sales. The Third National Energy Plan, imple-
mented in 1984, provided for a further increase in coal mining and government subsidies.
After Spain joined the EU, pressure increased to reduce subsidies to the coal industry.
A plan to cut employment and mining activity was implemented in 1985 and continued
into the 1990s, also as a consequence of pressure from the environmental lobby against
mining from opencast mines. As a result, by 2020, only one small mine was in operation
in Spain.

At the present time, Germany (with a share of 33.3%), France (8.8%), Spain (4.5%) and
the United Kingdom (5.1%) are the leading coal importers in Europe and are beginning
increasingly to appreciate the role of this raw material in shaping their energy security.

The restructuring of the hard coal mining industry in Poland has been ongoing since
1989, that is, from the beginning of the systemic transformation and the transition to a
market economy [48] (p. 242). Currently, Poland faces the challenge of creating a long-
term energy policy that will ensure a balance between the security of its energy supplies,
the efficiency of economic processes and an appropriate standard of environmental protec-
tion [49]. According to the plan, hard coal mining in Poland will come to an end by 2049
(restructuring programs are discussed together with an assessment of the achievement of
the objectives in Section 3.1).

1.3. Poland’s Energy Transition and Its Implications

The Polish energy sector is primarily based on the combustion of hard coal and
lignite. According to Eurostat databases [50] (all data concerning the structure of electricity
generation in Poland and EU countries comes from Eurostat databases) regarding energy
in 1990, 96% of electricity and derived heat was produced using coal (56% from hard coal
and 40% from lignite). In 2020, this fuel source still accounted for 68% of the country’s
electricity supply (44% from hard coal and 24% from lignite), which represents a decrease
of 28 pp..b.
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Electricity generation was completely different in form in the “Old Union” (EU15).
In these countries, electricity obtained from coal accounted for only 35% of total output
in 1990, and less than 8% in 2020. It should be emphasised, however, that in the case of
the EU15, restructuring of the mining industry was completed earlier or is currently at
an advanced stage (see Section 1.3). Of course, we need to be aware that these countries
have diversified access to fossil fuels, including coal. As a result, in the years 1990–2020,
these countries underwent more profound changes than Poland in terms of their energy
mix. During this period, although the share of nuclear energy decreased from 33% to 25%,
the share of renewable energy sources increased from 14% to 42%, and the share of natural
gas rose from 7% to 22%. Therefore, it can be argued that, compared to the EU15 countries,
Poland is an example of a country that has failed to adapt to the requirements of energy
transition [51] (p. 10).

In this context, however, it is worth looking at the situation in those countries that
were admitted to the European Union alongside Poland as part of its fifth enlargement
(EU11). In the case of these countries, in 1990, coal accounted for 55% of total electricity
generated, and in 2020, its share still remained at 39%. Thus, progress in reducing the
importance of coal (by 16 pp.) in the EU11 countries has been slower than in Poland. It
should also be noted that in 1990, the share of nuclear energy in the energy mix of many of
these countries was significant, amounting on average to 17.5%, and by 2020 this share was
as high as 22%. In turn, the share of energy from natural gas increased in this period from
10% to 12%, and from renewable energy it had risen from less than 7% to reach 23%.

The above observations lead to the conclusion that Poland does not differ significantly
from other EU11 countries when it comes to the pace of change in its energy mix during this
period [52]. Of course, this does not constitute grounds for a generally positive assessment
in light of the delays in transformation observed in this group of countries. The reasons
for this delay can partly be found in the insufficient financial resources allocated to the
transformation, but also, as in the case of Poland, in the considerable influence exerted by
the social and political environment [53].

Despite the fact that coal continues to account for a high share of Poland’s energy mix,
for the most part it is the process of adapting to EU requirements that had, and still has,
a decisive influence on the country’s energy policy, and thus on a gradual reduction in the
share of coal [54]. The foundations of energy sector reform and the energy transition in
Poland in general are, primarily, the following:

• the process of adapting Polish law to the legislation of the European Union as part of
pre-accession negotiations (since 1998) [55],

• the assumptions of the accession treaty obliging Poland to adopt a number of energy
and climate directives in force in the Union (including, inter alia, the obligation to
reduce emissions [56] and increase the share of renewable energy sources (RES) in its
energy mix to 7.5% by 2010 [57]),

• the Energy and Climate Package [58] launched in 2008, which includes the “20-20-20
Program”, obliging EU countries, inter alia, to reduce greenhouse gas emissions by
20% compared to 1990 and increase their share of renewable energy sources to 20% of
primary energy by 2020 [59,60],

• further packages resulting from arrangements reached at the “climate summits” (includ-
ing the “Paris Agreement [61]—2015 and the so-called ”winter package“ [62]—2016),
which set even more ambitious targets in terms of emissions and the share of renewable
energy sources,

• the European Green Deal (COM/2019/640-2019) [63] and its development—the “Fit
for 55 package” (COM/2021/550-2020 and 2021) [64].

Along with these arrangements, subsequent phases in the European Emissions Trading
System (EU ETS) introduced in 2003 by Directive 2003/87/EC [65] have also been imple-
mented, which in the following years would have a significant impact on the profitability
of energy production from conventional sources [66].
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Returning to our assessment of changes in the structure of electricity generation
sources in Poland, it should be emphasised that although they have been significant in the
case of coal (a decrease of 28 pp, i.e., by 29.1%), in absolute values, in the case of actual
coal consumption, these changes are no longer so great. According to Eurostat data, in the
years 1990–2020, the consumption of coal in the power industry decreased by only 9%. This
means that the changes in the energy mix were achieved by covering the increase in energy
demand (rising by 16%) through the greater use of non-coal energy sources (8.5 times).
This was the case primarily with natural gas (a 16-fold increase) and renewable energy
(a 15-fold increase). The use of gas was characterised by large fluctuations connected with
the dates when large and medium-sized power plants and combined heat and power
plants were commissioned. Gas consumption increased at its fastest rate in the years
1998–2005 (average annual growth of 49%) and in 2015–2020 (average annual growth of
22%). Renewable sources developed much later (apart from the existing large, commercial
hydropower plants), with wind playing the most important role. The beginnings of the
wind energy sector date back to 1997, but it only began to develop on a larger scale from
2001 onwards (average annual growth of 50%). The most rapidly developing renewable
source is photovoltaics, the origins of which in Poland date back to 2011 (average annual
growth of 182%), and the annual maximum occurred in 2015 (722%).

To sum up, the position enjoyed by coal as the strategic anchor of Poland’s energy se-
curity has undoubtedly been unshakeable for decades [67]. This was very much confirmed
by the findings of successive documents setting out Poland’s energy policy (PEP) over the
next decades [68–71]. These policies (adopted in 1990, 1995, 2000 and 2005, respectively)
predicted that demand for hard coal and lignite for the energy sector would remain at a
similar level or even increase. Moreover, some of these forecasts (PEP 2020, PEP 2025) were
based directly on findings from previously approved mining reform programs. This leads
to the thesis that the country’s energy policy is dependent on the assumptions of reform of
only one sector of the economy, i.e., mining. Only the energy policy adopted in 2009 (PEP
2030) [72] anticipated a significant and steady decline in the use of hard coal and lignite
in electricity production. According to forecasts, the consumption of hard coal in 2020
would be nearly 30% lower than the 2006 base, and lignite consumption would decline by
26%. Therefore, such a significant reduction in coal consumption should have resulted in
a reduction in output in domestic mines and thus have constituted a strong impulse for
their restructuring.

1.4. Identified Research Deficits

The problem of the energy transition has been at the forefront of the European Union’s
policy in the recent years. The adaptation of economies and industry to changing climate
goals is the leitmotif of many scientific and expert studies of a cross-cutting nature. They
concern the analysis of changes in all EU countries or groups thereof [73–75], or locally
concern only individual countries, including, for example, Germany [46], Spain [76] and
Denmark [77]. The object of similar research was and still is also Poland. So far, detailed
studies have focused on the determinants of the energy transition and its pace [78], its
costs [79] or its impact on individual industry sectors [80].

The fact that Poland is a traditionally hard coal mining country forces research on the
restructuring process of the entire coal mining industry and individual mining companies.

Previous studies have strongly touched upon the theoretical aspect of the mining
restructuring process and the creation of restructuring programs [81]. The research was lim-
ited only to a review (qualitative description) of newly created and already implemented
programs [82]. Sometimes, they only reviewed the objectives, legitimacy and comple-
mentarity of the tasks performed [83]. To some extent, the research also concerned the
assessment of the degree of implementation of mining restructuring programs. However, it
was carried out only from the perspective of assessing the assumed effects [84], sometimes
also in relation to political conditions [85]. The research conducted so far has attempted
to periodise the restructuring process, but its basis was only the periods derived from
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legal acts and related to subsequent programs. Such a division did not take into account
endogenous factors and interdependencies between them. Many times, the authors of
publications focused on the basic production, technical, economic [86] and financial [87]
indicators and their absolute change [88]. However, they have not developed and used
any multidimensional, discriminatory models. This is a strong deficit, especially regarding
the high rank of these models (especially logit ones) and the intense growth of interest
in their application. Moreover, no studies concerned changes in economic structures and
the assessment of their impact on the measures as dependent variables [89]. The analysis
of mining enterprises [90] so far has focused mainly on the assessment of changes in em-
ployment [91,92] or changes in sales and production [93]. These analyses, however, were
fragmentary and did not take into account the complexity of the assessment of the complex
restructuring process. A significant part of the publication focuses on the assessment of
the technical conditions of extraction [94] and the assessment of changes in production
parameters. Some authors have turned their attention to the designation of possible restruc-
turing strategies [95,96] and assessed management actions [97]. However, their studies do
not contain an analysis of the economic and financial effects of the restructuring measures
taken. In the past, attempts have also been made to assess financial ratios [98], but only in
absolute terms. Furthermore, there was no attempt to perform a comprehensive analysis
and evaluation of changes using a synthetic model. Sojda [99] made such an attempt at
statistical analysis, but in an isolated approach, concerning only a few, selected financial
indicators. However, he did not analyse the cause-and-effect implications.

Each determinant as a category, relation or measure of the assessment of economic
results and financial condition, being a target in restructuring programs, can be the basis
for calculating the change in the structure that characterises it. Few studies, however,
attempted such a detailed analysis, despite the fact that structural research is crucial for
most scientific disciplines [100,101]. Usually, such research concerns only change in the
structure of employment [102,103], investments, assets or sold production. However,
there is no research on the directions of transformations, assessment of the dynamics
(intensity) of structural changes and indication of those components of structures that
intensify or anticipate the changes to the greatest extent. This is a significant deficit because
restructuring is closely related to structural changes [104] (pp. 11–12), which restore the
ability to develop [105]. This development concerns not only the potential (size), but
especially the structures [106]. These are its components and determinants [107] (p. 19),
which forces the necessity to fill this deficiency in the research on the complex structure of
coal mining enterprises.

There is a particularly clear deficit in research at the interface between mining and
energy transition. Although the issue of EU climate policy appears in the above-mentioned
studies (especially in those published after 2008—the 3× 20 climate and energy package), it
usually constitutes only a research background. So far, the authors have not addressed the
problem that can be described by the question: are the pace and effects of the restructuring
of the coal mining sector sufficient from the point of view of the desired pace of energy
transition? This problem is the focus of the research in this article.

The review of the literature revealed a number of significant research gaps at the theory-
cognitive, methodological and empirical levels. In the first case, no parallel approach has
been developed for assessing the course and effects of the restructuring of the coal mining
industry and changes in the energy sector from the perspective of its transformation, and,
as a consequence, changes in the energy mix. At the methodological level, there is clearly
lacking a method for measuring structural changes in coal mining, as well as their direction
and variability or their correlation with operational effectiveness. Moreover, until now,
researchers have not used aggregated measures to assess a company’s financial condition,
which are the most specific barometers of its operational health. This concerns in particular
indicators predicting the financial risk of a going concern. Nor has any comprehensive,
multi-layered method been developed for assessing the effects of restructuring, based on
the relationship between causes (operating economics) and effects (financial results), which
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is important from the point of view of assessing the mechanism by which these results are
achieved. Meanwhile, at the empirical level, no research results have been published that
cover a longer timeframe, i.e., the period from the beginning of the economic transformation
in Poland (1990) up to the present day. Moreover, most of the available research results
were obtained with the use of a research sample, which limits the formulation of general
and universal conclusions regarding the coal mining sector as a whole.

1.5. Research Problem, Goals and Properties of Research

The research problem that emerges from the above-identified deficits is the consistency
(follow-up) between the course and effects of the restructuring of coal mining companies in
Poland and changes in the composition of the country’s energy mix. It shows the main goal
of the research, which is to provide a multidimensional assessment of the forms and effects
of therestructuring of coal mining companies in the context of the ongoing energy transition.
The main goal was achieved through the implementation of the following sub-goals:

• Measure the impact of key factors on the financial condition of coal mining companies,
• Aggregate the partial determinants of this financial condition as a basis for assessing

the financial risk to a going concern (barometer),
• Gauge the impact of restructuring programs on organisational and structural changes

in coal mining companies,
• Identify and measure the interdependence between structural changes and the effec-

tiveness of coal mining companies’ operations,
• Identify and measure the impact on production volume of changes in the structure of

energy generation.

The research problem and research objectives are sublimated within the main hy-
pothesis: (H) The effective and efficient restructuring of coal mining companies results in
accelerated changes in the energy mix. This in turn gives rise to the following questions:
has the restructuring carried out so far ensured a level of efficiency sufficient for the hard
coal mining industry to compete on sustainable terms on the open market, and to what
extent, if at all, have the objectives of restructuring been achieved in the context of changes
in the energy mix?

The main hypothesis was supported by three partial hypotheses resulting from the
partial goals and the “atomisation” of the research problem:

H1. The restructuring of coal mining companies resulted in the achievement of the primary goal of
sustainable profitability and increased productivity, with labour as the main factor;

H2. Hard coal restructuring has brought about significant changes in the structure of employment,
assets, capital expenditure and sales;

H3. The effects of restructuring coal mining companies based on a multidimensional approach are
determined by time intervals characterised by elements of homogeneity (time series periodisation).

The research covered all the enterprises included in the “Mining and coal mining”
section of the PKD (PKD—Polish Classification of Activities). This constitutes an exhaus-
tive compilation of all enterprises included in the official statistics. These are long-term
studies and cover the period 1990–2020. These two factors provide a firm basis for for-
mulating general conclusions and assessments that extend beyond the specific problem
of the research sample. They also make it possible to identify real, and, as a consequence,
long-term, trends and changes in structures as well as interdependencies (correlations) and
regression relationships.

The research framework included two initial planes of inquiry, supported by ap-
propriate methodological pillars. The first involved a multidimensional assessment of
restructuring based on the features of a certain economic model. This model reveals the
mechanism used by coal mining companies to achieve results, understood as a combina-
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tion of causes (economics of operation) and effects (financial results). The second level of
research provides insights into the intensity of changes in the structures of coal mining
companies and their interdependence with changes in operating efficiency. The resulting
third level of research consisted in assessing the effects and forms of restructuring of coal
mining companies according to the degree of consistency with the effects of implementing
the goals of energy transition examined in the two previous planes.

For the needs of the research goals, hypotheses and framework, numerous research
methods were used, including versions of multivariate financial analysis, together with an
estimated logit model for predicting the degree of financial risk to a going concern (a uni-
versal barometer of an enterprise’s financial condition ensuring a dynamic measurement).
In turn, to study changes in structures, the authors used taxonomic methods to assess the
structural dissimilarities (changes in intensity) and their concentration. The occurrence
of dependencies in terms of the economic effects of coal mining restructuring, changes
in structures, efficiency and transition of the energy mix was investigated by means of
statistical correlation and regression measures (see the Materials and Methods section).

The added value of the research lies in the following: (1) its uniqueness in terms
of its subject (covering all the enterprises in the sector) as well as time (it is a long-term
study, dating from the beginning of the economic transformation); (2) its use of a wide
range of research methods (including logistic regression and structure taxonomy) and
multi-layered analyses; (3) the fact that it assesses the coherence (follow-up) between the
forms and effects of the restructuring of coal mining companies with changes in the energy
mix resulting from energy transition. It is also important to emphasise the universality of
both the methods used and in particular the structure of the RS—thanks to which it can be
used in an international context (in coal-mining countries)—and thus also the universal
applicability of the research itself and the comparability of the obtained results, something
which had not been achieved previously.

2. Materials and Methods

The research presented in the article covered all enterprises included in the PKD
classification section 10/5—“Mining and coal mining” (PKD—Polish Classification of
Activities; PKD section 10 up until 2006 and PKD section 5 from 2007—a change in the
classification). These are, for the most part, large, multi-plant enterprises. They constitute a
full set of the enterprises included in the official statistics. The research was a long-term
project, launched back in 1990 (the beginning of the economic transformation in Poland)
and ending in 2020. As a consequence, they cover a period of 31 years, during which coal
mining companies underwent deep and extensive restructuring. Thanks to the availability
of comparable figures and information, the structural changes were assessed during the
period 1992–2020 (for fixed assets from 2004).

As regards the ordering of the numerical data, it should be pointed out that the PKD
section entitled “Mining and coal mining” classifies enterprises into two groups, i.e., hard
coal mining and lignite mining. The former group occupies a dominant position in terms
of the number of people it employs (95.9%), total assets (96.6%), sales revenues (96.7%) and
net financial result (99.5%). This is due to the fact that lignite mines are a branch of energy
companies (power plants), and only one small mine (operating to satisfy heating needs)
functions as an independent enterprise. Generally speaking, this means that coal mining
companies determine the results of the entire “Mining and coal extraction” section.

To provide a synthetic assessment of the financial condition of restructured coal mining
enterprises, the author made use of a proprietary logit model [108] (Table 1), which was
developed in response to the shortcomings of hitherto available models, i.e., their historicity
(obsolescence), limited number of training sets and overestimated predictions, limitations in
their application (dynamic measurements) and traditional estimation techniques (pairwise
comparability only) [109] (pp. 31–42), [110]. The research did not apply any foreign models
which had a suboptimal structure and which were inadequate with regards to the operating
conditions of enterprises in Poland [111] (pp. 129–172).
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The logistic regression models (logit models) are classic tools for predicting the degree
of financial threat [112]. However, when compared to newer-generation methods (such as
neural networks or random forests), they are more transparent and their results are easier
to interpret and compare. In addition, those models in many cases achieve a comparable
predictive ability [113]. Other advantages of the logistic regression model are the lack
of assumptions on the probabilistic nature of explanatory variables and a user-friendly
interpretation of the estimated model parameters.

The model was estimated on the basis of a training data set consisting of 13,047 active
production companies and 1377 failed entities. These were all production enterprises cov-
ered by the official statistics in Poland (companies with more than 9 employees). The total
number of observation objects for the years 2007–2012 amounted to 130,204. The companies
were matched using the case-control technique [114] (pp. 145–162). The explanatory vari-
ables (out of a total of 29 financial indicators) were selected by means of step methods and
the best subset method [115]. The criterion for assessing the fit of the model to the data was
the AIC (Akaike Information Criterion) measure. The logistic regression model used was
Firth [116,117]. This model involves changing the form of the standard likelihood function
L (θ) to the form L∗(θ) = L(θ)|Iθ |1/2, where Iθ is the information matrix and θ is the vector
of structural parameters [118]. This is the penalised likelihood function. Firth’s logistic
regression model has a Bayesian counterpart [119]. It is equivalent to the classical model
with Jeffreys non-informative prior distribution superimposed on the parameters [120,121].
As a result of this modification, the estimation of the parameters in this model is almost
unbiased (a particular improvement is observed in small samples), while the confidence
intervals are characterised by better probabilistic properties. The predictive capacity of the
model was measured using the sensitivity, specificity and the AUC (Area Under Curve)
measure as the area under the Receiver Operating Characteristic (ROC) curve. The value of
AUC = 0.914 confirms that the estimated model has very high predictive capabilities.

The measure derived from the model (FTD) expresses the degree of financial risk to
a going concern and the danger of bankruptcy (annual advance, calibration against the
bankruptcy rate, value given per 10,000 companies). It can be treated as a barometer of
a company’s financial condition [122,123]—the more favourable the situation, the lower
the value of the FTD measure. In addition, it has two specific properties: it allows for a
dynamic analysis and relativises its result in relation to the risk of bankruptcy.

Table 1. Estimated prediction logit model of the financial threat degree.

Financial Ratio Name (Predictor) Predictor Symbol Parameter Estimate

Intercept - −5.85

Operating return on assets R1 −1.231

Debt payment capacity R3 −0.492

Operating return on sales R6 −1.947

Total debt ratio R9 +0.62

Short-term liabilities cycle R13 +0.004

FTD = 1
1+exp[−(−5.85+(−1.231·R1−0.492·R3−1.947·R6+0.62·R9+0.004·R13))]

·10000

Source: [124] (pp. 117–131).

To analyse the interdependence of time series (as well as regression interdependencies),
a critical significance level of α = 0.05 was adopted, compared with a p-value test probability.
A value lower than the critical level of significance means that one can proceed ad hoc, as if
the null hypothesis that no correlation exists has been rejected. The degree of correlation
as a numerical value is given in the text only when the condition of p-value < α is met.
Detailed results of the regression analysis are provided in Appendix C. The correlation was
measured using the Pearson r coefficient (degrees of correlation: <0.1 slight; 0.1–0.3 weak;
0.3–0.5 average; 0.5–0.7 strong; 0.7–0.9 very strong; >0.9 an almost full correlation). The mea-

74



Energies 2022, 15, 3518

sure of variability applied was the standard deviation and the coefficient of variation (the
ratio of the standard deviation to the mean).

A linear regression model was adopted to analytically illustrate the relationship be-
tween an explained (dependent) variable and an explanatory (independent) variable and to
determine the nature of this relationship [125]. The choice of a linear regression model was
based on its simplicity, expressed by the easy interpretability of the results. Nevertheless,
before choosing the linear model, an analysis of the distribution of observations was carried
out using scatter diagrams. The point clouds took on a pattern indicating their distribution
with respect to a straight line. Moreover, the analysis of the variables did not reveal the
existence of outliers that would interfere with the determination of this model. The fit for
the regression equation was established using the determination coefficient R2 (fit levels:
0.0–0.5 unsatisfactory, 0.5–0.6 weak, 0.6–0.8 satisfactory, 0.8–0.9 good 0.9–1.0 very good).

In their detailed assessment of the potential and financial results of coal mining
enterprises, the authors resorted to numerous indicators of financial analysis covering
the following areas: potential, results, debt, financial liquidity, profitability, effectiveness,
and efficiency. Because these are commonly known and have been widely described
in the available literature on the subject, they are not explained in detail in the present
article [126–128] (a general description is included in the Appendix A).

To assess structural changes, economic structures were used that enabled an evalua-
tion of the transformations resulting from mining restructuring processes, i.e., regarding
employment, net fixed assets, investment outlays, sales and the structure of electricity
generation as an interdependent element. The intensity of change (NPS), also referred to as
the degree of structural dissimilarity, was measured by means of a taxonomic approach.
This made it possible to determine the absolute and relative differences between the shares
of individual structural components and the total impact of these changes in the same
or many different structural elements at comparable moments in time [129,130]. Using
the taxonomy of structures, it is possible to determine, more unambiguously and compre-
hensively than by means of a traditional over time comparison of individual structural
indicators, the degree of transformation of the structures under study and to carry out a
periodisation of their development with regards to the criterion of the degree of intensity
(dynamics) of structural changes [131]. Thus, taxonomy makes it possible to determine the
directions of structural change [132], its dynamics (intensity) and its determinants (also as
anticipation). In addition, it allows the evaluation of the similarity of structures to each
other and over time.

NPS = 1−
n

∑
i=1

min(pi0, pi1) (1)

where:
NPS—intensity of structural change (dissimilarity),
min—minimum value of the components of the structure,
pi0—share of the i-th component of the structure in time t0,
pi1—share of the i-th component of the structure in time t1.
The NPS measure assumes values in the range of 〈0, 1〉 where a value equal to zero

means no structural changes while the value 1 denotes a complete change in the struc-
ture [133]. The NPS parameter makes it possible to determine the intensity of structural
changes in relation to past periods, but not to determine the direction of change. The latter
is gauged by means of the concentration measure, understood as the degree of decon-
centration or consolidation of a given phenomenon in one component of the structure.
For this purpose, the degree of structural concentration was measured by means of the
Herfindahl-Hirschman index (HHI). The latter is calculated as the sum of the squared
shares of all the components of the structure:

HHI =
N

∑
i=1

x2 (2)

where:
x—component share,
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N—number of components.
The HHI index lies within the range of 〈0, 1〉. The higher the HHI value, the greater

the concentration. It is calculated in such a way that the value of the components has a
greater impact on the value of the HHI than their number [134].

3. Results
3.1. Extent to Which the Goals of Coal Mining Restructuring Programs in Poland Have
Been Achieved

Coal mining companies in Poland were already being broken up and then commer-
cialised in the first years of the systemic transformation. This strategy was expected to
create competition on the market and give impetus to bottom-up restructuring [135]. These
changes took place against a backdrop of top-down government coal pricing, the abolition
of subsidies and, later, the introduction of temporary export restrictions, as well as barriers
raised by new public laws. All these factors resulted in the systematic deterioration of the
financial condition of mining enterprises, which soon gave rise to social unrest. To prevent
escalation, successive governments took steps to improve the economic health of the mines.
These actions were reflected in a number of government-sponsored mining restructuring
programs. These steps were taken for various economic, social and political reasons [136].
In the years 1990–2020, nine programs, together with various modifications, were drawn
up, adopted and implemented (a list of them is included in the Appendix B) [137].

An analysis of these restructuring programs reveals a radical shift in their main objec-
tives, an increase in the number of specific objectives and a high degree of deconcentration.
A reorientation was observed away from goals heavily focused on protecting mining com-
panies from bankruptcy, towards the goals of privatisation, rationalisation of resource
exploitation, profitability and energy security.

The general objective of restructuring was to ensure the independent, market-driven
adjustment of coal mining companies to the conditions of a free market economy. This is
because these concerns had been established during the years of a centralised economy
characterised by an overdeveloped non-productive infrastructure, low levels of operating
efficiency, high energy consumption and technological backwardness. The first steps were
taken in May 1992. It was assumed that, when competing with each other, only a few
inefficient mining enterprises would be liquidated. Unfortunately, the financial state of
most mining enterprises deteriorated with each year that passed, leading to the financial
collapse of 1998. In the years 1991–2002, none of the implemented mining restructuring
programs achieved its main goal, that is, they failed to ensure the economic efficiency of the
hard coal mining industry [138]. The reasons for this failure were, inter alia, unfavourable
changes and structural dependencies between the main factors: employment, assets, capital
expenditure, output and sales and electricity generation.

With the aim not only of saving mining enterprises from bankruptcy, but also of
averting a crisis in an industrially important region of the country, the Polish government
adopted the idea of consolidation. In 2003, the largest mining company in Europe (Kompa-
nia Węglowa S.A, Katowice, Poland) was established. Then, in 2015, the remaining mining
concerns were merged with energy companies, while inefficient mines were transferred
to a separate enterprise earmarked for liquidation (Spółka Restrukturyzacji Kopalń S.A.,
Bytom, Poland).

The year 2006 marked a particular turning point. Up until then, the rationalisation of
employment was constantly listed among the specific objectives of each program, which
was justified by the industry’s high employment levels, which in turn was due to techno-
logical backwardness and an excessive focus on non-mining activities. In the first 6 years
of restructuring alone, employment declined significantly (by approximately 41%, i.e.,
140,000 employees), which, however, did not result in any social unrest. The post-2006 pro-
grams no longer provided for any cutbacks in employment, the more so as the employment
level planned in the previous programs had only been achieved in two years, while in the
remaining years, employment levels were slightly hight than the targets set.
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The reasons for discontinuing employment reduction plans were as follows: [139,140]

• delays in organisational changes, in particular in the expected closure of mines in the
first years of implementing such changes (1990–1994),

• generous redundancy packages, in particular in the form of financial incentives, which
encouraged miners to change profession or take advantage of special mining leaves,

• an inadequate workforce due to an aging mining population and earlier job cuts,
• no investment-intensive policy aimed at upgrading machinery, supporting manual

labour and promoting technical efficiency.

Overall, after 2006, restructuring programs no longer listed any specific measures [141].
Instead, these programs focused on the strategic directions of mining development, the aim
of which was to set priorities in the strategies and action plans of enterprises. Natural
breakdowns became a way to further reduce employment. Unfortunately, the unfavourable
age structure of the industry (an “aging” workforce) was becoming an ever more acute
problem. In 2008, employment increased in almost all employee groups (excluding admin-
istration employees).

The objective of the program for 2007–2010 was the rational and effective management
of coal deposits. The employment policy pursued in 2007–2015 focused on optimising the
use of internal reserves and ensuring the correct balance between wage increases and eco-
nomic results. Council Decision No. 787 of the European Union of 10 December 2010, which
limited the time allotted to supporting unprofitable mines and adopted increasingly restric-
tive standards regarding carbon dioxide emissions and environmental protection, had a
decisive impact on the restructuring process. These solutions have become the core deter-
minants shaping the functioning of the mining industry. In 2015, the government continued
to assume that hard coal mining would be competitive in the new market conditions.

In April 2016, Polska Grupa Górnicza (PGG) was established to strengthen Poland’s
energy security [8] and function as a recovery plan for the failing Kompania Węglowa
S.A. Another major crisis in the mining industry forced the government to conclude an
agreement (24 September 2020) with trade unions and other interest groups and set 2049 as
the final date for the closure of the mines.

The goal of most of the restructuring programmes was to make the mining industry
profitable, but in only three programs was this actually the main objective (Table 1). The
dominant features of all the programmes were the following: adjusting production capacity
to demand, cutting mining costs, rationalising employment, increasing labour produc-
tivity and improving working conditions. All of them likewise envisaged a systematic
reduction in production, mainly through the liquidation of highly inefficient mines, as well
as those mines facing the most serious problems and natural hazards and thus incurring
high output costs. The remaining goals of the restructuring programs involved changes
in organisational structures, production volume and financial conditions. The former
mainly involved privatisation, mining infrastructure and mine closures. Changes at the
management level consisted in the creation of new supervisory structures. Changes in
production resulted from a reduction in coal mining due to weaker demand, which in turn
was a consequence of lower energy consumption in industry. Another important task was
to restructure technological processes by modernising machinery and mining methods.
Financial restructuring focused on improving profitability and reducing the indebtedness
of mining enterprises. Efficiency was to be improved through investments in equipment
and machines (longwall and road shearers or coal streams), as well as other equipment
in the longwall complex in the form of powered supports, longwall conveyors and other
devices (Table 2).
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3.2. Assessment of the Results of Coal Mining Enterprises

Partial hypothesis H1. The restructuring of coal mining companies resulted in the achievement
of the primary goal of sustainable profitability and increased productivity, with labour as the
main factor.

The overall results of coal mining companies in Poland in the years 1990–2020 were
very poor. Accumulated revenues of PLN 729.6 billion generated a net profit of only PLN
1.1 billion, i.e., 0.15% (a weak correlation between results and revenues, i.e., r = 0.25).
Until 1998, revenues grew rapidly, but costs increased at a much faster rate, which only
exacerbated loses, despite essentially linear price growth. The subsequent suppression of
costs yielded positive results that lasted until 2013 despite a resurgence in cost dynamics.
Unfortunately, this trend continued despite worsening price conditions, which led to
losses in 2014–2016. Costs have stabilised in recent years, and this trend has continued
despite declining revenues, resulting in the highest ever annual losses (PLN—4.4 billion
in 2020). The share of exports was subject to cyclical changes, with this share at its lowest
when results had relatively stabilised, with an average, indeed for the most part negative,
correlation with financial results (r = −0.45) (Figure 1).
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Figure 1. Financial results of coal mining enterprises in 1990–2020 (bn PLN). Note: net financial
result and export—right axis. Source: authors’ research based on GUS in Warsaw (Statistical Head
Office in Warsaw, Poland)—databases of limited access. Available online: https://stat.gov.pl/en/
databases/ (accessed on 4 February 2022); Pont Info Warsaw—Gospodarka SŚDP—commercial
databases. Available online: http://baza.pontinfo.com.pl/index.php (accessed on 2 February 2022).

Labour costs accounted for constantly the largest share in the overall cost structure
(average—41.9%, coefficient of variation 10.0%). Energy consumption costs remained
relatively stable (average 5.7%), while the costs of materials decreased (average annual
rate −1.9%, final share—10.0%) and the share of external services varied (average 19.0%,
coefficient of variation 19.9%). Due to its dominant share in costs, the labour factor requires
in-depth analysis.

The undoubted outcome of the restructuring of Polish coal mining companies in the
years 1990–2020 was a reduction in employment, declining from 393,900 at the beginning
of this period to 78,500 at its end. (−80.1%). Employment shrank by an average rate
of −5.2%, with the most significant decline occurring up until 1998, and the process as
a whole finished in 2016. Revenues from sales, varying periodically but increasing in
the long-term, contrasted with a dwindling workforce, which resulted in higher labour
productivity (an average annual rate of 14.4%), which collapsed just after 2016, based only
on a reduction in the number of employees. However, unit labour costs are of greater
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importance when it comes to assessing how efficiently an enterprise’s labour resources are
being used. Unfortunately, this was not characterised by any upward trend (an average
annual rate of −0.02%), and this measure of productivity remained relatively unchanged
in 2020 compared to 1990. On average, therefore, PLN 100 in remuneration costs produced
PLN 245.8 in sales revenues.

The main production and technical factor driving change in the coal industry was
the volume of production. It decreased in an essentially linear fashion (average annual
rate −3.3%), declining in total by 63.1%, and only in brief periods was it propped up by
successive restructuring plans. An almost total correlation existed between this factor and
the number of people employed in the industry (r = 0.96). In general, technical efficiency
followed a similar path to that of labour, although at a much slower rate (average annual
rate of 2.1%). What is especially noticeable is that after 2016, first technical efficiency
and then labour efficiency deteriorated significantly. The correlation between technical
efficiency and unit labour costs slightly exceeded the lower limit of the average (r = 0.39)
(Figure 2).
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Figure 2. Employed persons, labour efficiency and labour costs productivity of coal mining enter-
prises in 1990–2020. Note: output and technical efficiency—right axis. Source: as in Figure 1.

Fixed and current assets grew fairly evenly until 2013, after which both declined. In-
vestment expenditures increased linearly until 2011, but the ratio of investment expenditure
to depreciation only increased in the years 1999–2011, after which the ratio decreased. By
2014, it was less than unity, so even a simple renewal of assets failed to be achieved. In
the case of current assets, fluctuations intensified after 2011 as part of an overall upward
trend, while, in general, receivables grew faster than inventories. Recently, a decline in
receivables has brought about a reduction in short-term liabilities, but at the same time a
disproportionate increase in receivables.

The period up until 2002 saw an alarmingly rapid increase in debt, especially short-
term debt, which rose above what was deemed a safe level of liquidity at which lia-
bilities can be settled. Moreover, ever higher losses led to negative equity in the years
1999–2002—coal mining companies began to suffer dramatic financial collapse (a debt level
of 123.9% in 2002). The debt relief provided for these concerns through the restructuring
process resulted in medium-term stabilisation, but after 2012 liabilities began to rise once
more (reaching a debt level of 74.5% in 2020). Two further periods of losses reduced the
value of equity, leading to a situation in which the value of the net assets of the coal mining
industry as a whole stood at only PLN 8.5 billion in 2020, i.e., 1/3 of its annual revenues.
What is more, since 2003, value transfers to the economic system (a component of GDP)
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gradually decreased (with significant fluctuations), from 59.1% of the rate of value added
to 26.6% in 2020. (Figure 3).
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Figure 3. Short and long-term liabilities, equity and value-added margin of coal mining enterprises
in 1990–2020. Note: value-added margin—right axis. Source: as in Figure 1.

The asset-capital structure (ACSR) is generally viewed as negative, for at least several
reasons. Firstly, in the first four years of restructuring, the ACSR index decreased 7.5-fold,
and in the years 1999–2002, it stood at unprecedented, negative levels (negative equity).
Secondly, during the years of improvement and relative stabilisation (up until 2012), its
average value nevertheless remained extremely low (an average of 0.17 compared to the
reference value 1.0). Thirdly, various factors show no indications of any improvement in
the asset and capital structure.

This image of a flawed overall structure overlaps with assessments of static and
dynamic liquidity and solvency. An almost total correlation can be observed between
current and quick liquidity ratios (r = 0.99), close to the level (average value: current
liquidity—0.71, quick ratio—0.58) due to the relatively small impact of inventories and
above all significantly different in minus from the reference values. The correlation between
changes in current liquidity and the ACSR ratio was very high (r = 0.81), which is proof
of the transfer of defective asset and capital relations from the overall level to the level of
working capital management. The operating cash flow and cash flow coverage ratios were
negative, which occurred again in 2020. Their level was critically low: PLN 1 of revenues
generated on average a financial surplus of PLN 0.03, while PLN 1 covered PLN 0.06 of
total liabilities. The solvency ratio based only on the net financial result and depreciation
was also very low (on average 0.10), and the correlation with current liquidity was average
(r = 0.46). With relatively stable inventory and receivable conversion cycles in terms of their
length, the working capital cycle was always negative (due to the length of the short-term
liabilities cycle) and reached its peak value of −278 days in 2002, and then, as a result of
debt reduction, it was reduced to an average of −63 days.

Efficiency can be measured in terms of profitability and productivity. An assessment
of operating profitability in the branch reveals three periods characterised by similar
properties: the period up to 2002, when coal mining companies were highly unprofitable
concerns; the 2003–2012 period, characterised by positive results with considerable volatility
and the 2013–2020 period, when the profitability of these enterprises was shaken twice, and
which ended in further major losses. Cost productivity provides support for profitability.
Unfortunately, this was not the case with the surveyed companies. Firstly, this was because
until 2002 the value of this indicator was lower than 1 (mean value—0.96, minimum—0.84).
This situation repeated itself in the years 2019–2020. Secondly, throughout this entire
period, an expenditure stream equal to PLN 1 yielded average revenues of just PLN 1.01.
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Thirdly, with some fluctuations (a coefficient of variation 9.6%), cost productivity was on
a downward path (average annual rate of −1.1%). Asset productivity only grew at any
significant rate until 1997, and began to decline after 2003, assuming values below 1 (an
average value of 0.81, minimum—0.55). The decline in these values was more pronounced
than in the case of cost productivity. The correlation between asset productivity and the
operating profitability of assets was slight (r = 0.08), while there was an almost complete
correlation between cost productivity and the operating profitability of sales (r = 0.99)
(Figure 4).
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Figure 4. Productivity of assets (AP) and costs (CP), and operating return on assets (oROA) and sales
(oROS) of coal mining enterprises in 1990–2020. Note: productivity of assets and costs—right axis.
Source: as in Figure 1.

Proof of partial hypothesis H1. The above-mentioned results for the years 1990–2020
provide a legitimate and unquestionable basis for providing a negative verification of the
partial hypothesis (H1). In other words, the restructuring of coal mining companies has not
achieved its basic goal of sustainable profitability and increasing productivity, including
with regards to its main factor, i.e., labour productivity. �

3.3. Assessment of the Structural Changes of Coal Mining Enterprises

Partial hypothesis H2. Hard coal restructuring has brought about significant changes in the
structure of employment, assets, capital expenditure and sales.

A reduction in underground employment of 75% and a reduction of 85% above
ground did not significantly change the employment structure (details in Appendix C) in
coal mining companies (NPS = 0.11 compared to 1992). The increase in structural variability
observed in 1992–1996 slowed down to a complete stop. The limited volatility of the
employment structure is also confirmed by the low volatility of the HHI concentration
index (0.459 in 1992 and 0.453 in 2020). The relatively high value of concentration resulted
from a significant share of underground workers (63.73% in 1992; 64.37% in 2020). No
correlation was observed between the intensity of change in the employment structure
and the rate of change in production (r = 0.004), which confirms the lack of any correlation
between changes in the employment structure and changes in the volume of production
(no cause-and-effect relationship) (Figure 5).

Changes in the volume of hard coal sales varied from year to year, and only in 3 out of
the 28 years during this period (1996, 1997, 2004) did actual production exceed the targets.
In the remaining years, no mining output and sales targets were set, and, since 2017, sales
volume has not been planned at all. The significant decline in sales and mining output
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was reflected in changes in the sales structure (commercial power engineering, industrial
power engineering, industrial and municipal heating plants, other industrial customers,
coking plants and other domestic customers). A strong correlation was observed between
changes in the sales structure and the sales volume, which was mainly a consequence of the
declining share of other domestic recipients, with the exception of the commercial power
and heating industries (industry and coking plants). These changes are confirmed in the
strong upward trend in the HHI index since 2016. In 2020, the sale of coal to the commercial
power industry accounted for as much as 67% of total sales (37% in 1992) (Figure 6).
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Figure 5. Employment, intensity of structure changes (NPS 1992 = 100%, NPS y/y), concen-
tration (HHI) for coal mining enterprises in 1992–2020. Comments: employment—left axis,
HHI—standardised quantity. Comparable data available only since 1992. Source: own study based on
data provided by ARP S.A. Katowice. Available online: https://polskirynekwegla.pl/ (accessed on
10 February 2022).
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Figure 6. Coal sales, intensity of sales structure transformations ((NPS 1992 = 100%, NPS y/y),
concentration (HHI) for coal mining enterprises in 1992–2020. Comments: coal sales—left axis. Other
remarks as to Figure 5. Source: as in Figure 5.

The restructuring programs implemented in the years 1993–2007 set specific invest-
ment outlay targets to adapt mines to the ongoing technical and technological changes,
adjust extracted and mechanically process coal to market needs and reconstruct and mod-
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ernise machinery and devices. On the other hand, investments in the drilling of mine
workings exceeded spending targets for the years 1995–1997 and 2004–2006. Since 2007,
neither the size nor the structure of investment outlays has been planned, which was
reflected in a greater deconcentration of the structure of investment outlays.

In 1996 and 2004, structural change increased in intensity, which was a consequence
of a significant increase in expenditure on the purchase of machinery and equipment.
The value of the HHI indicator confirms the high degree of diversification in investment
outlays (which covered pits, coal mechanical processing plants, environmental protection,
purchases of machinery and equipment and other things) and the lack of any clear direction.
The biggest structural change (y/y) occurred in 2004, when there was a sharp reduction
in other forms of capital expenditure. Since 2005, the pace and scale of change (annual
average NPS = 0.077) in the structure of investment outlays has been waning (Figure 7).
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Figure 7. Investment outlays for mining enterprises in Poland in 1992–2020; (a) Capital expenditure,
intensity of structure changes (NPS 1992 = 100, NPS y/y), and concentration (HHI); (b) Regression
curve for investment outlays and net fixed assets values; (c) Regression curve of the intensity of
changes in the structure of investment outlays and the rate of changes in the net fixed assets. Notes:
investment outlays—left axis. Remaining remarks as to Figure 5. Source: as in Figure 5.

A weak correlation was observed between the pace and scale of changes in the struc-
ture of investment outlays and the value of net fixed assets (r = 0.25). An average correlation
existed between the NPS of the investment structure and the rate of change in the value of
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net fixed assets (r = 0.31), and a slight correlation was noted with the NPS of the structure of
assets (r = 0.08), with no regression relationship specified. This indicates that the purpose of
the investments was not to further modernise the property structure but rather to continue
current operations, and their main focus was the maintenance of mine workings (38%
in 2020).

An analysis of the variability of the structure of fixed assets (land, buildings, premises
and civil engineering facilities, machinery and technical equipment, means of transport
and other fixed assets) reveals slight changes (annual average NPS = 0.018). The high and
sustained level of concentration (average HHI = 0.49) was due to a constantly high share
of buildings, premises and water engineering facilities (average—63.73%). A very strong
negative correlation (r = −0.86) and a satisfactory fit of the regression curve (R2 = 0.75) for
the value of assets and the volume of coal output means that an increase of PLN 1000 PLN
in the value of assets resulted in a decrease in output of 0.16 thousand tonnes. A weak
correlation (r = 0.24) was observed between the intensity of changes in the structure of assets
and the change in the structure of employment. This confirms the lack of any common
restructuring policy for these areas. An average correlation with the pace and scale of
changes in the asset structure and total productivity (r = 0.41), a weak correlation with
productivity per underground worker (r = 0.13) and a weak correlation with the rate of
change in productivity (r = 0.14) clearly confirm that the restructuring of fixed assets did
not result in any improvement in the operating efficiency of mining enterprises (Figure 8).
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Figure 8. Net fixed assets in coal mining companies in Poland in 1992–2020; (a) Net fixed assets in
1992–2020, intensity of structure changes (NPS 2004 = 100, NPS y/y), and concentration (HHI) in
2004–2020; (b) The regression curve of the net fixed assets and the hard coal output in Poland in
1992–2020. Notes: net fixed assets—left axis. Remaining remarks as to Figure 5. Source: as in Figure 5.
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Proof of partial hypothesis H2. The results outlined above provide an unequivocal basis
for nullifying the partial hypothesis (H2). This means that the restructuring of hard
coal enterprises did not help to achieve the basic goal of rationalising employment. No
correlation was observed between changes in the employment structure, the size and rate
of coal output and changes in the structure of fixed assets, and mines were not adapted to
the technical and technological changes that took place during this period. �

A basic goal of every restructuring program was a reduction in liabilities, first so
as to prevent insolvency and liquidation and then to ensure growth. All the programs
provided for debt reduction through the implementation of composition and bank settle-
ment proceedings, spreading out and postponing overdue payments or cancelling overdue
interest and payments owed to the state. The introduction of special laws regulating the
restructuring of hard coal mining debt had the effect of drastically lowering liabilities by
over 62% in 2003. Overall, thanks to debt cutting measures based on special provisions
introduced in 1998 [142] and 2003 [143], over PLN 18 billion (EUR 3.9 billion) of the debt
owed by the hard coal mining industry was written off [144] (see conclusions in Section 3.2).

3.4. Assessment of Changes in the Structure of Electricity Generation vs. Hard Coal Mining

Partial hypothesis H3. The effects of restructuring coal mining companies based on a multidi-
mensional approach are determined by time intervals characterised by elements of homogeneity (time
series periodisation).

Changes introduced in the structure of electricity generation in Poland (hard coal,
lignite, natural gas, heating oil, RES) were small in scale (NPS = 0.097, annual average
0.012) up until 2010 (compared to 1990). In the years 2010–2020, the intensity of change in
the generation structure was already twice as high (NPS = 0.286 in 2020, 0.032 annually on
average) as in the previous 20 years. A very high and negative correlation was observed
between changes in the structure of electricity generation (NPS) and (1) sales of steam coal
(r = 0.66, unsatisfactory regression fit R2 = 0.43), (2) coal output (r = 0.88, a satisfactory
regression fit R2 = 0.78) and (3) the volume of steam coal production (r = 0.91, a good
regression fit R2 = 0.84).

The regression relationship outlined above should be interpreted in such a way that
a change in the structure of energy production in 1990–2020 by 1% (NPS) resulted in a
decrease in thermal coal production by 1.09%, i.e., in a decline in thermal coal production
amounting to 2,332,000 tonnes. (Figure 9). This indicates that external factors (i.e., non-
mining factors) exerted a significant influence on the volume of coal mined and the nature
of changes in its output (mainly with regards to the ways in which increased demand for
electricity was covered from sources other than coal.

For the purposes of reinforcing and interpreting the results obtained so far, the authors
applied the model system of inequalities [145]. This approach is based on the existence of
interdependencies between the dynamics underpinning the main categories that determine
the economic condition of an enterprise and its rational (efficient) functioning. Changes
in the structure of employment and fixed assets (the resources of enterprises) were first
assessed, followed by an evaluation of the changes in the sale and mining of steam coal,
total productivity and productivity per underground worker (as effects of operation), as
well as the structure of energy production and investments (as external stimulants of
changes). A very strong and negative correlation was observed between changes in the
structure of the energy mix and sales (SCE) (r = −0.84, a matching regression relationship
R2 = 0.71) on the one hand and coal mining (MCE) (r = −0.92, matching the relationship
regression R2 = 0.84) on the other. A strong, negative correlation was observed between
changes in the structure of electricity generation (EN) and changes in the employment
structure (r = −0.70, adjustment of the regression relationship R2 = 0.50) as well as changes
in the structure of fixed assets (r = 0.70, adjustment of the regression relationship R2 = 0.50).
In the remaining cases, the correlation was weak or slight (Figure 10).
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Figure 9. Electricity production sources in Poland in 1990–2020; (a) The structure of electricity
generation in Poland in 1990, 2000, 2010 and 2020; (b) The regression curve of the intensity of changes
in the structure of electricity generation and the coal production in Poland in 1990–2020 Source: own
study based on Eurostat. Available online: https://ec.europa.eu/eurostat/data/database (accessed
on 22 February 2022).
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Figure 10. Strength of dependence of selected interdependencies for coal mining enterprises in Poland.
Notes: NPS—intensity of structure changes, FA—fixed assets; EMPN—employment, IO—investment
outlays; TP—total productivity, PpU—productivity per underground worker; EG—energy generation;
PCE—steam coal output; SCE—sale of steam coal. The colour of the arrow indicates the degree
of correlation: <0.1 weak (no colour); 0.1–0.3 weak (blue); 0.3–0.5 average (green); 0.5–0.7 high
(yellow); 0.7–0.9 very high (orange); >0.9 almost full (red). Source: own study based on data provided
by ARP S.A. Katowice branch; own study based on data from hard coal mining restructuring
programs in Poland in the years 1993–2020 (Appendix B), materials of the Ministry of Economy.
Available online: www.gov.pl (accessed on 2 February 2022), and ARP Katowice. Available online:
https://polskirynekwegla.pl/ (accessed on 10 February 2022).
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The shape of the steam coal sales curve made it possible to distinguish three distinct
periods: (1) 1992–2002 (a decrease in sales with a simultaneous slight change in the structure
of electricity generation; annual average NPS = 0.006 and NPS = 0.035 compared to 1992),
(2) 2003–2008 (an increase in sales with a simultaneous weak increase in the intensity
of changes in the structure of electricity generation, annual average NPS = 0.017 and
NPS = 0.073 compared to 1992) and (3) 2009–2020 (a clear downward trend in sales with
an equally strong trend towards structural change; annual average NPS = 0.029 and
NPS = 0.286 compared to 1992). In addition, sales declined significantly in 2019–2020,
which was accompanied by significant changes in the structure of electricity generation
compared to 1992 (Figure 11).
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Figure 11. The rate of changes in the sales of steam coal volume, and the variability of changes in the
structure of electricity generation in Poland (NPS 1992 = 100, NPS y/y) in 1992–2020. Source: as in
Figure 10.

The above results lead to the conclusion that in the years 1992–2020, a strong and
negative correlation existed between changes in the structure of electricity generation and
steam coal sales volume (r = 0.66), with this structure having a noticeable impact on the
sales volume (R2 = 0.43). An analysis of this relationship in all three of these periods yields
the following results:

• 1992–2002—a very strong and negative correlation (r = −0.89, R2 = 0.79) with produc-
tion volume and a strong and negative correlation with sales of steam coal (r = −0.67,
R2 = 0.45);

• 2003–2008—a strong and positive correlation with production volume (r = 0.80,
R2 = 0.64) and a very strong and positive correlation with steam coal sales volume
(r = 0.93, R2 = 0.87);

• 2009–2020—a very strong and negative correlation with production volume (r = −0.93,
R2 = 0.88) and a strong and negative correlation with sales of steam coal (r = −0.90,
R2 = 0.81).

Proof of partial hypothesis H3. In conclusion, an assessment of changes in the structure
of electricity generation in the years 1992–2020 as well as indicators of changes in hard
coal sales for electricity needs (the NPS indicator) confirms partial hypothesis (H3). This
means that the restructuring period can be divided into intervals of time with their own
homogenous characteristics. �
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4. Discussion

When discussing the results of coal mining companies that have undergone continuous
restructuring, several factors need to be distinguished [146]. The first is the composition
of the determinants of the outcome, especially in operational terms, and concerns not
only absolute differences in revenues and costs but also their dynamics and the cost
structure [147,148]. The labour factor exerted considerable pressure on costs during times
of economic prosperity, which made it impossible to limit such expenditure in periods of
falling prices, which in turn led to poorer results and higher losses [149]. Another problem
was that operating costs were burdened with capital expenditure; faced with problems of
low creditworthiness, enterprises made use of a widening result field and increased their
costs through investments, which also could not be quickly brought under control during
times of recession.

In the years 1990–2020, productivity suffered a linear and substantial decline [150] with
the rapidly shrinking workforce (with a positive or negative deviation from production
dynamics) [151]. The costs connected with cutting employment constituted the main
component of cost-cutting measures in mining in general [152]. Labour productivity,
measured in terms of revenues, increased overall, but from the point of view of efficiency,
this indicator turns out to be misleading, as it is based on a quantitative reduction in the
volume of production and labour [153]. After 2003, total cost productivity began to decline,
and asset productivity at an even faster pace. In these circumstances, the next recessions
(2014–2016 and the even sharper downturn of 2019–2020) were inevitable, and they were
triggered by a slight correction in coal prices.

Low productivity and operational efficiency are quickly and quite strongly reflected
in levels of solvency and liquidity as well as in working capital cycles [154]. Debt increases
rapidly, and an enterprise’s ability to pay its liabilities decreases. In these conditions,
enterprises are no longer capable of self-financing and expect public assistance in the
form of subventions and government subsidies [155]. Plans to shift away from direct
government-initiated restructuring after 2006 remained a fact for only a few years and
became utter fiction after 2013 [156]. To keep coal mining companies operating in order to
supply power plants with raw material, further large subsidies were needed [157].

Using the logit model for predicting the degree of financial risk for a going concern
(FTD), a synthesis was constructed of partial assessments of the results of coal mining
enterprises. This model is a multidimensional tool for assessing the financial situation of
an enterprise, as was previously mentioned, and functions as a kind of barometer of this
financial condition [158]. The results of the findings are, firstly, that the level of risk for coal
mining companies significantly exceeds the results of all industrial enterprises (including
those involved in the mining of other natural resources). On average, this indicator was
1.8 times higher than for industry as a whole. Secondly, this is a highly volatile measure
(volatility coefficient of 63.7%), which is particularly evident when considering the stabili-
sation of the industry observed since 2009. Thirdly, the course of the FTD curve makes it
possible to distinguish three characteristic periods in the course and effects of restructuring
in the coal mining industry: (1) 1990–2002 (achieving financial independence and profitabil-
ity), (2) 2003–2013 (relative stabilisation and departure from direct restructuring measures),
(3) 2014–2020 (a return to conditions of crisis). Particularly visible are the effects of the
debt reduction (measures implemented in 2002–2003) and the return of crisis (2019–2020)
(Figure 12).

In conclusion, the results of restructuring coal mining companies in 1990–2020 assessed
by means of the multi-component FTD measure is further evidence in favour of adopting
partial hypothesis (H3). This means that it is possible to periodise the tested time series,
which was reinforced by the previously demonstrated occurrence of close (convergent)
time intervals distinguished according to the intensity of changes in the structure of elec-
tricity generation in connection with changes in hard coal output for energy purposes (see
Section 3.4).
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Figure 12. Financial threat degree of going concern (FTD) against key economic criteria for coal
mining enterprises in 1990–2020. Note: net operating profit (NOP)—right axis. Source: as in Figure 1.

No restructuring can be a stand-alone undertaking [159], especially when it concerns
an entire economic sector. The key tasks of restructuring in the case of the hard coal mining
industry were to achieve profitability, modernise mining technology, increase productivity
and efficiency and promote efficient management practices [160]. Unfortunately, the long-
term effects of these measures have been negative. Moreover, the future situation will be
conditioned by the interplay of a number of factors, which will give rise to two opposing
relationships:

• the current state of hard coal resources will, with rational management (without
embarking on the exploitation of new deposits), ensure its supply up to 2049 [161],

• the current difficult financial state of the mining industry poses a serious barrier to, if
not makes impossible, the implementation of the necessary development investments
that would ensure an adequate supply of raw materials in the future [162].

A more detailed discussion of the effects of the restructuring programmes launched in
the branch after 1990, led to the following conclusions:

1. The restructuring activities carried out during this period did not bring the expected
results, as is evidenced by the poor condition of mining enterprises [163].

2. None of the 1992–1997 programs were fully successful, and most did not live up to
the hopes placed in them [164,165] because of the inconsistent implementation of
restructuring programs. Makieła [166] tried to prove it earlier but limited his research
only to the analysis of the magnitude differentiation of only three measures, without
attempting a comprehensive evaluation.

3. Organisational changes in mining enterprises were not always accompanied by
planned job cuts [167]. Gumiński [168] previously tried to confirm this conclusion
in research on the effective use of human resources, but he limited himself only to
research and evaluation of selected measures.

4. The main methods used to reduce employment were natural redundancy, restrictions
on admissions and, to a small extent, retirement incentives (early retirement, retrain-
ing courses, relocations, etc.), which was also noted in the research conducted by
Bluszcz [169], which pointed out the lack of employment alternatives elsewhere.

5. The absence of major changes in employment structures and fixed assets indicates
a lack of any decisive policy or ongoing modernisation of these structures. Earlier,
Gumiński [170] and Grzybek [171] tried to assess it, but they did not use any statistical
evaluation analysis tools with features of coherence.
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6. A strong and negative correlation was observed between changes in the form and
structure of fixed assets and the volume of mining output, with no improvement in
the operating efficiency of mining enterprises. The lack of any correlation between the
structure of assets and productivity and employment structure clearly indicates that
the restructuring measures implemented during this period had no economic effect.

7. The failure to achieve the desired changes was a consequence of exogenous processes,
namely the task of creating legal and environmental regulations as well as the fact
that political pressures did not take into account the economic conditions in which
mining enterprises functioned [39].

8. Since 2007, the authorities have abandoned the idea of setting coal output and sales
targets due to their inconsistency with market trends and the objectives of energy
policy [172]. No effective measures were taken in a timely manner to adjust mining
enterprises to the changing market situation, which was also confirmed in the studies
conducted by Turek & Jelonek-Kowalska [173]. This was due to a number of factors,
including geopolitical [174], economic [175] and social [176] factors.

9. The cut-back in mining operations and coal output came as a result of the need to
abruptly adapt to the declining need for coal, which was only to a small extent caused
by the energy transition, and shrinking demand for steam coal. Gumiński, Karbownik
and Włodarski [91] came to a similar conclusion, but they did not take into account
the analysis of interdependencies carried out in this article.

10. Although, as was shown in the research, an important element of the above restruc-
turing programs was ensuring the country’s energy security, especially given the
insufficient capacity provided by alternative energy sources [177–179], this security
has not been adequately guaranteed. This was pointed out by Kaliski et al. [180] in
their research, but they did not attempt to indicate the direction of policy changes,
which in the current situation is of key importance for Poland.

Proof of main hypothesis. The research findings presented so far, including the verification
of sub-hypotheses H1–H3 and their initial discussion, have denied the validity of the main
hypothesis. This means that the restructuring of hard coal enterprises, being neither
effective nor efficient, failed to accelerate changes in the energy mix. �

A number of studies on mining conducted so far have concerned only the analy-
sis, and in part the evaluation, of the changes that have taken place in the context of a
single programme being implemented, or have concerned a limited scope, number and
type of measures. The most extensive research on changes in mining was conducted by
Makieła [166], Turek and Jonek-Kowalska [173]. They focused only on selected, isolated
areas, without trying to build a comprehensive assessment. This deficit was filled by the
research in the article through the use of a logit model, which allowed, in synthetic terms,
a comprehensive, objective and multidimensional assessment of financial health and risk
in the long term. This assessment showed that the restructuring of coal mining compa-
nies failed to achieve the primary objective of sustainable profitability and productivity
growth. A multidimensional diagnosis of the employment structure and the assessment
of differences between individual plants in the hard coal mining industry, carried out by
Frankowski et al. [176], included only a detailed analysis of the area of employment and its
structure. This article strengthens the method of evaluating the changes in the structure of
employment using the taxonomy of structures and evaluating the interdependence with
other resources of the enterprises, showing negligible changes in the structure of employ-
ment, assets, capital expenditures and sales. Gumiński [168], in his research, focused on
studies on selected objects of analysis (questionnaire surveys), which as a result prevented
the identification of endogenous and exogenous factors affecting the changes that occurred.
This missing area was filled in the article using taxonomic analysis, which was supported
by regression analysis. A definite weakness of previous studies is the short time horizon,
which covered only short periods, mostly limited to specific restructuring programmes,
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and the low cross-sectionality of the analysis. The long-term studies conducted allowed
the determination of the time intervals with the features of homogeneity (periodisation
of the time series). The added value of the research in the article is the analysis of the
full restructuring period and all restructuring programmes, as well as the wide range of
measures analysed. This article reinforces the assessment by conducting research that
provides clear findings in this regard, which were verified using objective assessment tools.
As in the past, the authors have referred in their research mainly to the analyses concerning
the development of the renewable energy market [181–183], technologies related to the
production of energy from RES [184], the socio-environmental effects of energy use and the
importance of the conditions related to the limits of pollutant emissions [185], accepting
(postulatively) the direction of decarbonisation in energy production [186] and departing
from the issue of the necessary coherence of restructuring changes in the mining and power
industries. This relationship was demonstrated in the conducted research by confirming
the high correlation between changes in the energy mix and changes in the structures char-
acterising mining companies. The results of the research described in the article indicate a
very important issue. In order to accelerate the change in the energy mix, the restructuring
of the coal mining industry should support the restructuring of the energy sector.

If we consider the last of the above conclusions in a broader context, it was thought [68]
that energy security (as defined in 1990) required meeting three conditions simultaneously:
ensuring security of the energy supply, maintaining socially justified energy prices and
minimising environmental damage. To guarantee energy security understood in this way,
it was necessary, inter alia, to ensure (as was confirmed in the goals of subsequent energy
policies (PEP)) the possibility of satisfying demand for coal from domestic sources. This
was to be achieved by measures aimed at modernising technologies connected with mining
and preparing coal for electricity purposes, as well as by creating incentive mechanisms en-
couraging the maintenance and development of suitable production capacities [72] (p. 10).
Unfortunately, the results of the present analysis show that underinvestment in the mod-
ernisation of production assets and the exploitation of new deposits places in doubt the
ability of the country to meet its needs for coal up until 2049. The situation is serious even
despite the predicted gradual decline in demand for coal for electricity generation purposes
(set to decline by over 40% in 2040 compared to 2020), according to the forecasts presented
in PEP 2040 [49].

On the other hand, the ongoing energy transition in Europe, which is taking place in
an expanding common European energy market (Regulation 2019/943/EU) [187], poses
another threat to Poland’s energy security. Delays in the simultaneous reform of the power
engineering and coal mining sectors, as well as prolonging the use of coal as the country’s
basic fuel while other EU countries are rapidly developing renewable energy sources,
may result in the displacement of domestic energy from the power system due to the
“merit order” effect [188–190]. This means that priority in the energy system is given to
energy with the lowest variable cost of production. In a common energy market where
neighbouring countries engage in large scale production from renewable sources, imported
energy will be the first to be accepted into the Polish energy system. Renewable energy
is characterised by negligible variable costs (it does not use fuel and does not require
manpower). This will put the conventional energy sector in a difficult economic situation.

Much will also depend on the pace of development of the Polish RES sector. The key
question seems to be whether Poland will maintain the relatively high pace of RES de-
velopment, already presented in the article. The government’s forecasts included in the
Energy Policy of Poland by 2040 [49] assume an increase in electricity production from
RES by only 13% during the current decade (until 2030). This should increase the share of
renewable energy sources in electricity production to 32%. Growth is expected to occur—at
different rates—in all renewable sources, as evidenced by official [49] and independent
studies [191,192]. However, the development of RES is highly dependent on legal solutions
and may be quickly stopped or accelerated [191,193] depending on the political will of
the government.
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Returning to the conventional energy sector, on the basis of the aforementioned
regulations regarding the internal energy market, in 2025 EU member states will no longer
be able to support producers of coal-generated electricity via, for example, a system
of capacity payments, which currently constitutes an important source of financing for
conventional power plants [194,195]. Indirectly, this will have a significant impact on
mining through a wave-like reduction in demand for coal—along with the exclusion of
subsequent power plants from the system. The financial condition of coal mining companies
will deteriorate further, and they will be cut off from funds needed for investments. As a
result, the Polish economy will become dependent on energy imports, despite theoretically
having significant domestic energy resources at its disposal. This is another argument in
favour of not slowing down the pace of energy transition, despite the problems caused by
the war in Ukraine and subsequent increases in gas prices, which are treated as a transition
fuel for a target zero-emission economy. In conclusion, it can be argued that by lagging
behind in the energy transition process, Poland faces a significant threat to its energy
security in the medium term.

Every research project has certain limitations. These can be mitigated by ensuring the
coherence and consistency of the research framework, as well as by using advanced research
methods and databases and applying multiple arguments and long-term timeframes. In the
present research, above all else, there were no problems regarding the representativeness
of the study (the study population comprised all enterprises in the sector). One limitation
was the lack of data availability to conduct structure taxonomy and regression analyses for
all measures and the full period (31 years). An additional limitation was the heterogeneity,
large cross-sectional variation and discrepancies in the secondary data sets, the mitigation
of which was attempted by accessing the primary data. In addition, the depth structural
and ownership changes (liquidations, mergers of mines and mining companies) made it
difficult to maintain comparability of analysis. The abandonment since 2007 of quantitative
target setting in restructuring programmes has weakened the clear assessment of the effects
achieved. In part, this problem was solved in the study by using taxonomic analysis to
determine the intensity of changes occurring and objective comparisons. As a consequence,
generalising conclusions can be drawn with a high level of reliability. This also applies to
the trends and dependencies observed in the research due to its very long and exhaustive
time horizon (31 years). Methodological limitations were overcome by applying multi-
sectional sub-measures, a multi-dimensional logistic regression measure and taxonomic
measures of structure variability. Of course, other methods may produce different results,
but it can be argued that the general trends, relationships and structures would not be
significantly different. Furthermore, there is no limitation on the degree of applicability of
the research. It is intended as a universal diagnostic tool. Both the methods used and the
research framework enable its use in a broad, international application. This represents the
value of universality of the research and comparability of the results obtained, which has
not been achieved so far.

The conclusion that the restructuring of hard coal enterprises, being neither effective
nor efficient, did not accelerate changes in the energy mix, provides the platform for further
research. The latter will focus on the task of identifying and measuring the factors that
influenced the dynamic though still insufficient development of non-coal energy sources,
in particular renewable energy sources. Specifically, this research will address:

• an assessment of the effectiveness of the use of lignite for power generation to date
and the prospects for maintaining it,

• identification of determinants and barriers for the development of renewable en-
ergy sources,

• an assessment of the economically justifiable life of coal-fired power and heat genera-
tion sources given the need for energy security,

• evaluation of the limits of the efficiency (upgrades and creation of new ones) of energy
generation sources as a relation of effects and expenditures (with the considered use
of non-parametric methods: DEA or FDH),
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• selection of energy generation sources for the mix as a relativisation of their efficiency
to the energy security factor.

The present research, which has the character of a diagnosis of the state of dependence
of the effects of coal mining restructuring and changes in the power industry, as indicated,
is the first stage of a widely conducted study. The next step will involve a comparative
analysis of the efficiency boundaries (the relationship between effects and expenditures) of
all generation sources. Combining the current diagnosis with such an efficiency analysis
(non-parametric approach) will allow the formulation of the main building blocks for a
new energy transition policy. Already now, however, after the first stage of the diagnosis
concerning hard coal mining, the main pillars (directions) of this policy can be formulated:

• removal of regulatory barriers to the development of wind and solar power generation
(e.g., reduction of the minimum distance of windmills from buildings, return to net
metering, not just net billing);

• government investments into the expansion and upgrade of electricity grid infrastruc-
ture, which is a bottleneck for RES development;

• acceleration of design work and investment contracts for the construction of a nuclear
power plant, which is a stable source of energy demand coverage in the face of the
significant amplitude of fluctuations inherent in RES;

• upgrading of coal-powered generating units in large power plants using new, already
available technologies that reduce the burden on the environment and the amount of
emission fees;

• use of accumulated funds from the sale of the EU ETS and their increase using govern-
ment subsidies for the purpose of accelerating the development of RES and “leapfrog-
ging” the hitherto planned natural gas phase;

• setting new targets and activities in the field of the restructuring of hard coal and
lignite mining resulting from (following) the developed new energy policy (increase
in efficiency, new technologies, intensification of structural reconstruction), based on
the optimisation of the energy mix and the context of energy security.

The results of the research conducted so far, the diagnosis made on their basis and
the above-mentioned pillars of the future energy policy prove that the pace of Poland’s
energy transition should be accelerated. The prospect of abandoning coal by 2049 is too
distant, not only because of environmental factors, but also in view of the country’s energy
security. In the conditions of the single EU energy market, the merit order effect is in force,
and, at the same time, given that state support for the capacity market is now prohibited
and prices of emission allowances are above EUR 60, conventional energy may be forced
out of the market, and the ability to generate revenues sufficient to cover operating costs
will be lost.

5. Conclusions

The research results presented and discussed in the present article yield several general
conclusions. First, coal mining companies have not achieved sustainable profitability and
competitiveness on the open coal market. Secondly, restructuring has not brought about
any significant structural changes in any of the basic economic categories: employment,
assets, capital expenditure and sales. Third, no significant technical and technological
progress has been achieved.

The main dependency shown in the article is that a 1 pp. change in the structure of
electricity generation resulted in a 2.04 pp reduction in coal output and a 1.09 pp decrease
in sales of steam coal. When assessing this dependency, it should be borne in mind that
coal output, especially in terms of its consumption for energy purposes, only declined by a
few percent in the years 1990–2020. This means that the changes in the energy mix were
only possible by covering higher energy demand by increasing the use of non-coal energy
sources (8.5 times, including 15 times RES). What is more, the share of these sources only
began to increase rapidly (exponentially) at the beginning of the 21st century (gas), and later

94



Energies 2022, 15, 3518

only in the case of energy from renewable sources (wind farms), and from photovoltaics
the most, but only after 2011.

The linear decline in hard coal production as well as the exponential share of renew-
able energy sources in the total energy mix further highlights the argument presented
in the detailed conclusions, namely that the restructuring of hard coal enterprises, being
neither effective nor efficient, failed to accelerate changes in the energy mix. In particular,
this means that there was no consistency (follow-up) between the forms and effects of re-
structuring applied to coal mining companies in Poland and modifications in the country’s
energy mix in response to the energy transition.

The negative assessment of restructuring presented above is reinforced by the fact
that in 1990–2020, very significant sums to the amount of EUR 57.3 billion (9.3% of GDP
in 2020) were set aside in the budget for subventions, subsidies and other encumbrances
for the sector. Moreover, the cost of maintaining the hard coal mining industry until 2049
will require an additional approximately EUR 69.7 billion (11.3% of GDP in 2020). Such
expenditure, both incurred already and still planned, should be considered wasted in the
sense that it failed to accelerate the dynamics of the energy transition.
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Appendix A

The financial standing and restructuring effect evaluation measures for coal
mining enterprises:

• resources: fixed and total assets, accumulated depreciation, inventories, receivables,
short-term liabilities, number of employees, net working capital,

• flows: revenues from sales, operating and total costs, net operating and financial
results, investment expenditures, depreciation, export sales,

• rates of use:
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− general financial standing: ACSR asset-capital structure ratio,
− debt: STDR—short-term debt ratio, TDR—total debt ratio,
− static liquidity and solvency: CLR—current liquidity ratio, QLR—quick liquidity

ratio, SR—solvency ratio,
− dynamic liquidity: SCER—sales cash efficiency ratio, CFCR—cash flow coverage

ratio,
− working capital management: IC—inventories cycle, RC—receivables cycle,

STLC—short-term liabilities cycle, NWCC—net working capital cycle,
− profitability: oROS—operating return on sales, oROA—operating return on assets,

ROE—return on equity, VAM—value-added margin,

• efficiency and effectiveness: LE—labour effectiveness, LP—labor productivity, AP—assets
productivity, CP—cost productivity, AR—fixed asset renewal.

The intensity of structural changes standing and restructuring effect evaluation mea-
sures for coal mining enterprises:

• resources: fixed assets, employment, hard coal production,
• flows: hard coal sales, investment outlays, electricity generation.
• rates of use:

− fixed assets FA,
− employment EMPN,
− investment outlays IO,
− total productivity TP,
− productivity per underground worker PpU,
− energy generation EG,
− power coal mining PCM,
− sale of energy coal SCE.

Appendix B

Hard coal restructuring programs:

1. Program I—Restrukturyzacja górnictwa węgla kamiennego w Polsce (Hard coal mining
restructuring in Poland)—the implementation of the first stage in 1993, within the finan-
cial capacity of the state)—realizacja pierwszego etapu w 1993 roku w ramach możliwości
finansowych państwa (przyjęty przez Radę Ministrów w dniu 15 marca 1993 roku.

2. Program II—Program powstrzymania upadłości górnictwa węgla kamiennego w Polsce
(The program to stop the bankruptcy of hard coal mining in Poland) (realizacja w okresie
15.07–31.12.1993 roku) przekazany Komitetowi Ekonomicznemu Rady Ministrów w
dniu 2 sierpnia 1993 roku.

3. Program III—Restrukturyzacja górnictwa węgla kamiennego. Część II. Program dla realizacji
II etapu w okresie 1994–1995 roku (Hard coal mining restructuring. Part II. Program for the
implementation of the 2nd stage in the period 1994–1995) zaakceptowany przez Komitet
Ekonomiczny Rady Ministrów w dniu 18 lutego 1994 roku.

4. Program IV—Górnictwo węgla kamiennego, polityka państwa i sektora na lata 1996–2000.
Program dostosowania górnictwa węgla kamiennego do warunków gospodarki rynkowej i
międzynarodowej konkurencji (Hard coal mining, state and sector policy for 1996–2000.
Program of adjusting the hard coal mining to the conditions of the market economy and
international competition) przyjęty przez Radę Ministrów w dniu 30 kwietnia 1996 roku.

5. Program V—Reforma górnictwa węgla kamiennego w Polsce w latach 1998–2002 (The reform
of hard coal mining in Poland in 1998–2002) przyjęta przez Radę Ministrów w dniu
30 czerwca 1998 roku wraz z Korektę rządowego programu Reforma górnictwa węgla
kamiennego w Polsce w latach 1998–2002 (The reform of hard coal mining in Poland in
1998–2002) przyjęta przez Radę Ministrów w dniu 21 grudnia 1999 roku.

6. Program VI—Program restrukturyzacji górnictwa węgla kamiennego w Polsce w latach
2003–2006 z wykorzystaniem ustaw antykryzysowych i zainicjowaniem prywatyza-
cji niektórych kopalń (Hard coal mining restructuring program in Poland in the years
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2003–2006 with the use of anti-crisis acts and initiation of privatization of some mines)
przyjęty przez Radę Ministrów w dniu 20 listopada 2002 roku (z korektami wynikają-
cymi z Porozumienia strony rządowej ze stroną związkową z dnia 11 grudnia 2002
roku oraz korektami wynikającymi ze stanu prawnego sektora na dzień 10 stycznia
2003 roku), przyjęty przez Radę Ministrów w dniu 28 stycznia 2003 roku.

7. Program VII—Restrukturyzacja górnictwa węgla kamiennego w latach 2004–2006 oraz
strategia na lata 2007–2010 (Hard coal mining restructuring in 2004–2006 and the strategy
for 2007–2010) przyjęta przez Radę Ministrów w dniu 27 kwietnia 2004 roku.

8. Program VIII—Strategia działalności górnictwa węgla kamiennego w Polsce w latach
2007–2015 (Strategy of hard coal mining activity in Poland in the years 2007–2015) przyjęta
przez Radę Ministrów w dniu 31 lipca 2007 roku wraz z Korektą programu rządowego
przyjętą przez Radę Ministrów w dniu 24 lipca 2009 roku.

9. Program IX—Program dla sektora górnictwa węgla kamiennego w Polsce do 2030 roku (Pro-
gram for the hard coal mining sector in Poland until 2030) przyjęty przez Radę Ministrów
w dniu 23 stycznia 2018 roku.
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structures). Przegląd Stat. 1975, 3, 453–461.
131. Archibugi, D.; Pianta, M. Measuring technological change through patents and innovation surveys. Technovation 1996, 9, 451–468.

[CrossRef]
132. Castellacci, F. Technological paradigms, regimes and trajectories: Manufacturing and service industries in a new taxonomy

of sectoral patterns of innovation. Res. Policy 2008, 37, 978–994. Available online: https://www.files.ethz.ch/isn/32006/719_
TechnologicalParadigms.pdf (accessed on 25 April 2022). [CrossRef]
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168. Gumiński, A. Efektywne wykorzystanie zasobów ludzkich jako kluczowy warunek funkcjonowania przedsiębiorstwa górniczego
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Abstract: Enterprises operating in the energy and heating (E&H) sector play a particularly important
role in the economy of each country. At the same time, the conditions in which they currently operate
mean that the managers of these organizations have many decision-making problems that they have
to deal with. They can be supported by the introduction of well-functioning controlling. This forces
scientists to conduct extended research aimed at determining the current and future directions of
development of controlling in E&H sector enterprises. At the moment, this is not a frequent field
of research exploration. The area of research concerns issues related to the use of controlling in
E&H sector enterprises. The objective of this paper is to present the results of the research obtaining
knowledge on to what extent companies in the energy and heating sector use controlling tools helping
them to increase efficiency of enterprises and effectiveness of the decisions made by managers. The
scientific problem is looking for a way in which controlling can increase the efficiency of enterprises
in the E&H sector and how it can improve the effectiveness of decisions made by managers. The
general conclusion of the research is that it seems necessary to strengthen the role of controlling
aimed at its transformation from reporting controlling to management controlling. In view of the
challenges of the global economy related to the energy crisis, controlling should be used to a greater
extent in the E&H industry to increase the efficiency of basic processes and to effectively implement
modern management tools.

Keywords: controlling; controlling tools; energy sector; energy and heating; E&H

1. Introduction

Increasingly, economists are of the opinion that maximizing shareholder returns should
not be the main goal of companies, given the complex environment in which they operate
and the interactions that exist with various stakeholders. Maximizing the positive impact
of enterprises on stakeholders is a new approach that contributes to the metamorphosis of
business strategies of enterprises in various fields, especially those that generate negative
social and environmental expansions, such as enterprises in the energy and heating sector
(E&H) [1,2].

The increase in energy demand, the level of its consumption, climate change caused
by economic and social development, limited resources, and the political situation in the
world brought the recognition of the strategic importance of the companies from the E&H
sector. This is also reflected in specific legal regulations and instruments regulating the
activities of enterprises in this sector in the EU. The economic development of countries
depends on access to energy. Looking at it through the prism of numbers, it should be
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stated that over the period 2010–2020, the global demand for electricity increased from
64.4 thousand PJ (petajoule) up to 82.0 thousand PJ, or 27.3% over eleven years. In Poland,
the trend was also upward. Electricity consumption in Poland in 2010 amounted to 427 PJ,
and in 2020 it was 494 PJ, which is 15.7% more. As for heat energy, global consumption
increased from 11.5 thousand PJ in 2010 to 12.9 thousand PJ in 2020, so by 12.2%. During
this period, Poland saw a decrease in demand from 274 PJ in 2010 to 235 PJ in 2020 (a
change of −14.2%).

The energy sector is not uniform. It consists of companies that constitute the elements
of value chain of energy supplied to the end user. In addition, the characteristics of the en-
ergy market determine its dissimilarity in comparison with traditional commodity markets,
as well as with the financial market [3,4]. From the institutional side, the electricity market
in 2020 in Poland was dominated by the three largest entities (PGE Polska Grupa Energety-
czna S.A., ENEA S.A., TAURON Polska Energia S.A.), which accounted for approximately
62% of electricity production [5]. In the case of thermal energy production, the market
is more diversified. In Poland, at the end of 2020, there were 387 companies operating
on the regulated heat market that held concessions for the production, transmission and
distribution as well as heat trading [6].

Energy companies, while conducting business activity, are also obliged to ensure the
continuity of energy supplies, while being supervised by governments. They are also
subject to other systemic regulations at national and international levels. Energy sector
companies are important for the economy because, on the one hand, they are obliged to
ensure energy security, and on the other hand, they can lead to energy poverty, because the
increase in energy prices directly affects consumers’ access to energy [7,8].

On the one hand, companies operating in the E&H sector play a particularly important
role in the economy of each country; on the other hand, the conditions in which these entities
currently operate mean that the managers of these organizations have many decision-
making problems they have to deal with. The solution is to introduce well-functioning
controlling to these enterprises, which supports managers in making the right decisions.
This forces scientists to conduct extended research aimed at determining the current and
future directions of development of controlling in enterprises of the energy sector [9,10]. At
the moment the vast majority of authors focus only on selected aspects of controlling, its
instruments, or the process of implementation in enterprises of the E&H sector. Therefore,
the area of research presented in this paper concerns issues related to the use of controlling
in E&H sector enterprises.

The objective of this paper is to present the results of the research obtaining knowl-
edge to what extent companies in the Energy and Heating sector use controlling tools
helping them to increase efficiency of enterprises and effectiveness of the decisions made
by managers.

The scientific problem is looking for a way in which controlling can increase the
efficiency of enterprises in the E&H sector and how it can improve the effectiveness of
decisions made by managers.

The research presented in this paper has been discussed in six parts. After the Section 1,
Section 2.1 presents a literature review on the concept of controlling and its role in an
enterprise management. Section 2.2 elaborates on the current scientific achievements in the
area of research on the use of controlling in E&H sector enterprises. Section 3 discusses the
applied research procedure and data sources. The results of the research are presented in
Section 4. Finally, in Section 5, a discussion and conclusions from the conducted research
are formulated.
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2. Theoretical Framework
2.1. Review of the Research in the Field of Controlling

The concept of controlling does not have a uniform definition in the world literature.
Different schools of thought around the world have different views, and numerous author-
ities in the field of management indicate helplessness in trying to organize this concept.
Preissler rightly states that “everyone has their own ideas about what controlling means
or should mean, only that everyone thinks something different” [11]. The multiplicity
of definitions is also caused by the use of controlling in many different enterprises with
different organizational or financial situations. The fact that controlling may concern many
functional areas also affects the multitude of concepts. One of the reasons for many different
theories may be the ambiguity of the English word “to control”.

The Americans and Germans had the greatest influence on shaping the term con-
trolling. The American approach to controlling assigns it the task of monitoring current
results and constantly comparing them to planned assumptions, as well as forecasting
and providing managers with various information that can serve the implementation of
the company’s goals. For this reason, the American controller is more identified with the
finance and accounting department, and his duties are similar to those of the European
chief accountant. Controlling plays an advisory role in the management process. For
German scientists, controlling is a more comprehensive process that includes a wide range
of instruments for managing and controlling the company’s finances, while the controller’s
attention is focused on all departments of the company. Controlling not only supports the
functions of the management process, but even creates them; hence, it can be said that it
is a management system. The differences between these two fundamental approaches to
controlling are presented in Table 1.

Table 1. Controlling functions according to the German and American schools.

Functions
Germany USA

Controlling Management Control (Controllership)

Controlling Functions Horvath Kupper Vollmuth Weber Anthony Belkaoui Horngren Kaplan

Information flow T T T W/T P P P/T P

Planning T T T W/T P P P W

Control T T T W/T P P P W

Leading a team - T T W/T W W P W

Organization - T T W/T W W T W

Coordination G G G G G G G G

W—Function support, P—Taking over some functions, T—Creating a function, G—Depth of a function;
Source: own elaboration based on: [12–19].

In the literature on the subject, controlling is understood ambiguously as: a
philosophy [20–22], system [23–25], management method [26,27], or management
tool [28–31]. It is associated with management systems and perceived as “managerial
control” [32–34], or as “management control and accounting” [35–37]. Many scientists
believe that the idea of controlling is now also expressed in management account-
ing [38] and [23] (p. 19). More and more frequently among researchers of the sub-
ject, the concept of controlling is sometimes called performance management [39–43].
The multitude of definitions, terms and interpretations indicate various areas and
functions of controlling, presenting different ways of understanding it both by man-
agement theoreticians and practitioners. Research [44–47] presents detailed char-
acteristics of controlling, its tasks, possible competencies and importance for the
management system.

Understanding controlling as a tool to support managers determines its positive
features, among which are: lowering costs, increasing profits, increasing work efficiency,
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and developing effective strategies and structures that facilitate the decision-making process
by improving the information system or profitability analysis in various functional areas of
the company [48].

The concept of controlling in its contemporary meaning was created in German
countries and it is perceived as a subsystem supporting organization management [23].
Similarly, it is characterized as support for planning and coordination subsystems [49], or
as coordination of the management system in terms of solving various types of decision-
making tasks [50].

In his research, Mocanu states that controlling is an important method supporting
management, it is one of the most frequently used management methods, and it is asso-
ciated with a relatively large polemic related to its different perceptions [51]. The issue
of controlling, due to its high applicability, is often taken up in scientific research. The
works carried out by foreign and Polish scientists concern enterprises with various types
of activity and from various sectors of the economy. Research conducted by Abdel-Kader
and Luther [52] seeks to find out why companies adopt different practices in the field of
management accounting and what the process of change in this area looks like [53]. There
are also studies on the impact of variously understood managerial control strategies on
the financial results of the surveyed organizations [54–61]. Schäffer and Binder present
extensive considerations pointing to the development and use of management accounting
and management control research in German-speaking countries [62].

Research on the use of controlling in the economy is conducted by many scientists
from various foreign universities. The leaders are mainly scientists from research centres
in Germany and the USA, conducting multidimensional research on enterprises using
controlling [63–71]. The ICV (Controller-Verein e.V.—Wörthsee, Germany), founded in
1975, is of great importance for expanding knowledge on controlling solutions in the
economy, which prepares numerous reports containing guidelines for controlling [72].
Extensive information on the development of controlling tools in the practice of German
enterprises can be obtained on numerous Internet portals [73–76]. In Poland, the issue of
controlling is a field of exploration pursued by many scientists. These studies are conducted
mainly at the Cracow University of Economics, the Wrocław University of Economics, and
the Wrocław University of Technology, with the support of scientists from other academic
centres in Poland [77–88].

2.2. Controlling in Companies from the Energy and Heating Sector

Scientific considerations over the last few decades also concern the use of controlling
in management within the energy sector enterprises. However, their number is relatively
small, compared to the research on typically productive sectors of the economy. In manu-
facturing enterprises, a distinction is usually made between the primary activity related
to the production of specific products and services and the auxiliary activity, the primary
task of which is to support the core activity. However, the organization of manufacturing
processes in energy sector enterprises is more complicated and, therefore, model controlling
solutions are significantly diversified, from the method supporting management [89,90] to
the implementation of its selected tools [91].

Scientific considerations regarding the energy sector indicate that Polish enterprises
are often characterized by a management approach based on management accounting
and budgeting. They use traditional tools in the form of budgets and financial evaluation
indicators more often than more advanced controlling instruments [92–95]. A common
controlling tool, implemented in practice, are models of systematic cost accounting, the
implementation of which is to help in providing relevant and useful information about the
costs of the company’s activity [96]. In Polish research, we will also find references to the
possibility of using problem-based cost accounting in energy sector enterprises, such as
ecology cost accounting [97] or quality cost accounting [98]. An analogy can also be found
in scientific research conducted on the example of Slovak enterprises, also from the energy
sector [99].
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The increase in the demand for information on the costs of energy production and
transmission reported by the management staff, and on the other hand, the growing
complexity of the processes of supplying individual types of energy, the significant diversity
of energy consumers and products, and the increase in the share of indirect costs, became
the basis for the development of management accounting instruments used in enterprises
of the energy sector, especially in relation to activity-based costing [100–104].

As indicated by the researchers of the subject, companies from the energy sector are
also looking for more advanced controlling tools that respond to the new approach to
management—management by value. This idea considers the process of creating company
value in terms of activities. According to this concept, energy company is as a whole
composed of processes and activities aimed at creating value. Few studies in this area
in the energy sector indicate that the integration of activity-based costing and the EVA
method increases the effectiveness of enterprise management. The combination of these
methods makes it possible to identify activities that reduce a company value, which should
be modified or eliminated [103,105,106].

In the literature on the subject, there are also studies indicating that limited energy
resources and energy security concerns in relation to alternative energy sources prompt
the use of product life cycle analysis (LCA) to analyse sensitivity and compare the level of
costs for different energy sources. The research points out that the concept of a product
life cycle management (LCM) aims to minimize the environmental and socio-economic
burdens associated with the product throughout its life cycle. It is emphasized that one
of the directions of development of controlling in the energy sector should be the use of
this tool by investors and decision makers in the process of making decisions regarding
sustainable development [107–109].

Additionally, of interest are the studies indicating the potential of personnel controlling
and the system of human capital valuation indicators in energy enterprises [45]. Some
studies emphasize the importance of financial controlling and its impact on the results
and efficiency of operations [110], or the possibility of using the balanced scorecard (BSC)
as an instrument of strategic controlling, which can effectively support the management
processes of a company operating in the E&H industry [111].

Few studies in the energy sector include: verification of the levels of use and use
of BSC, the impact of individual characteristics, the most commonly used metrics and
the characteristics of its effective implementation. Despite the widespread use of this
instrument in many sectors of the economy, as scientific considerations show, it is not
a popular controlling instrument in energy enterprises. The authors point to the need
to implement BSC in these entities, for example through benchmarking on other indus-
tries where BSC was used, which should lead to faster and better results in the energy
sector [112,113].

In the processes supporting project management in energy enterprises, real and ad-
equate use should be made of project controlling [82]. The subject of consideration of
researchers is also the use of controlling from the conceptual and organizational side in the
process of restructuring enterprises from the energy sector [89,114–116].

Due to the nature of the E&H sector, scientists pay attention to another research
area, which is the scope and effectiveness of implementing operational tools and strategic
controlling in energy companies towards sustainable development and corporate social
responsibility [117].

In recent years, the field of exploration has been the practice of management ac-
counting in the field of obtaining environmental information for managers, the so-called
environmental management accounting [118,119]. Many researchers [120,121] draw atten-
tion to the use of environmental reporting, with particular emphasis on the energy sector,
asking how accounting and management systems introduced in enterprises can reduce
their negative impact on sustainable development [122].
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The literature on the subject also indicates the need to develop controlling tools for
managing carbon dioxide emissions, not only in energy sector companies (so-called carbon
accounting) [123,124].

In recent decades, we have been dealing with regulations’ changes in many areas,
including the energy sector, not only in Poland, but also in other countries. When talking
about regulation, we mean widely existing (and sometimes emerging) law, other legal
requirements, standards and generally recognized guidelines. Currently, scientific con-
siderations indicate the need to conduct theoretical and empirical research in the field of
controlling, management accounting in the area of regulation to which the energy sys-
tem is subject. Many of these regulatory changes come with disclosure and transparency
requirements. So, there is a need to test them causally, not just to document it [125].

Research conducted by Kowalewski and Lelusz [126] showed that, in the opinion of
managers, often the main reason for implementing controlling in an enterprise from the
energy sector is the need to systematize planning and analyses. However, the main barrier
to its implementation is the insufficient knowledge of employees on this subject. According
to the managers, the most important positive effects of the implementation of controlling
in the E&H sector are: the organization of the division of tasks and goals to be achieved in
individual organizational units as well as the increase in the professionalism of employees.
The research also looks for factors determining the success of the implementation of
controlling in companies from the energy sector [127].

Due to the strategic nature of this sector for the economy, E&H is subject to many
legal regulations, indicated in the Energy Law [128]. The obligations of companies in this
sector include the preparation of a number of industry reports indicated by the Energy
Regulatory Office. Reporting obligations are also imposed by the Accounting Act [129], tax
laws or requirements of other public and local government institutions. This applies to
reporting not only financial data, but also qualitative and non-financial data. This multi-
dimensional reporting system requires ordering and synchronization, which is ensured
by well-implemented and updated reporting controlling. Hence, in the further part of
the work, the results of the original research presenting the current state of the use of
controlling in enterprises of the energy and heating sector in Poland are presented.

3. Data and Descriptive Statistics
Research Procedure and Data

The research procedure was adapted to the research objectives of this paper.
In the years 2013–2022, the research was conducted with the aim to determine the

state of maturity of the use of controlling in enterprises operating in Poland. In the
empirical research, a non-probability method of sampling (purposive sampling) was used
to enable obtaining the results that were as representative as possible for the E&H registered
companies. E&H firms from the companies register databases were approached. The
respondents were the management representatives, including both the top management
level, as well as directors or operational managers and controllers of E&H companies.
The respondents were mainly employees who understood the problems posed in the
research survey.

The surveys were carried out using a business intelligence IT system called Business
Navigator [130] by Archman sp. z o.o. from Krakow and the Google survey system [131].
The Business Navigator system has a survey module that supports large-scale research
and enables the presentation of results in any layout. Its key functionalities include: fully
independent user-defined surveys and directing them to selected respondents; defining
serial surveys, created and sent automatically by the system after previously defining the
sending parameters; and managing access to the results for selected people. The survey
was initially prepared in a spreadsheet and then transposed to the Business Navigator
IT system and the Google survey system. The next step was to register the respondent’s
e-mail address, after obtaining his consent to participate in the study. From the IT system,
the questionnaire was directly and automatically sent by e-mail to the respondent with
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a request to complete it. The time of starting work on the survey was recorded in the
system, thanks to which it was possible to obtain information about the number of survey
participants on an ongoing basis. The respondent was able to stop filling in the survey
at any time, save the results, and return to it at a convenient time. After completing the
questionnaire, the respondent received an automatic e-mail informing him that sending
the questionnaire was successful. As a token of gratitude for their time, the respondents
received an electronic version of the monograph entitled “Controlling. Assessment System
of Performance Responsibility Centres.” [132].

First, the questionnaire was sent to a selected group of 30 respondents (pilot studies),
people who worked in controlling positions. They were asked to complete the questionnaire
and indicate their comments, both substantive and technical, regarding the transparency
and understanding of the questionnaire. The purpose of such action was the need to verify
the research tool in such a way that it was detailed on the one hand, but on the other
hand did not lead to its negative reception by the respondents. The collected comments
were used to develop the second version of the questionnaire, slightly reduced in size,
which was sent to 884 respondents who declared their willingness to participate in the
research. The database of potential respondents was developed on the basis of initial
interviews with employees of the managerial level and those employed in the financial
and controlling departments of organizations operating in Poland. A fully completed
questionnaire was submitted by 289 respondents (32.7% of the total research frame). A
total of 595 (67.3%) surveys were not returned, with 195 (22.0%) respondents starting
surveys but not completing them. Some of the respondents who did not complete the
questionnaire indicated that after reading the detailed questions, they were not able to
answer the questions in a professional and reliable way. They argued that they have a lack
of knowledge on the subject of the conducted research.

The survey consisted of six thematic areas of various volumes. In addition, in order
to obtain knowledge about the respondent, a detailed specification about them and the
company they represent was included. In the survey, it was also decided to use the formula
of open questions, allowing the respondents to comment more extensively on specific
problems. The commentaries supplemented the answers with valuable—from the research
point of view—opinions of people completing the survey.

This publication presents the results of research conducted in the areas of: orga-
nization of controlling functions, accounting recording solutions, cost accounting and
cost management tools, management reporting and budgeting. The survey consisted of
103 questions, the vast majority of which were closed questions, and the respondents could
add comments to their answers each time. The presented results include selected questions
considered important in the course of the conducted analyses.

In the first step, the collected empirical material was analysed. The aim of the research
was to analyse the controlling solutions used in companies in the energy and heating
industry against the background of solutions used in enterprises of other industries. The
analysis began with the presentation of the research sample. The collected empirical
material covering 289 companies operating in Poland was presented, including 51 entities
included in the energy and heating (E&H) industry. It should be noted that only the binding
answers provided by the respondents were analysed. Missing answers and or “I do not
know” answers were omitted. The energy and heating sector companies were characterized
against the background of other companies (Others). Then, selected areas of controlling
were analysed, looking for features characteristic of solutions used in energy and heating.

The empirical material was analysed and statistically inferred. The analyses were
conducted primarily with the use of contingency tables as well as multiple-response and
dichotomy tables; the descriptive statistics of defined variables were inspected and tests
concerning the analysis of variance were performed. The analysis of the relationship be-
tween the variables was tested with Pearson’s chi2 and maximum likelihood chi2 statistics,
taking into account Yates’ corrections for lower expected numbers. In addition, the assess-
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ment of the strength of the relationship between the variables was identified by Pearson’s
convergence coefficient and Spearman’s rank correlation coefficient.

4. Empirical Framework
4.1. Characteristics of Companies in the Energy and Heating Industry

The analysed sample included companies with various characteristics. The identified
size classes of entities were similar in terms of numbers: large companies—40%, medium-
sized companies—29%, and small companies—31%. The sample was dominated by entities
with over 15 years of experience on the market, as mature companies constituted 65% of all
respondents. Companies with dominant production activity (42%) were represented simi-
larly to companies with dominant service activity (46%), while companies with dominant
commercial activity represented 12% of the total. Most of the analysed entities operated in
conditions of high competition (45%) and offered specialist products (57%), acting for the
mass client (75%).

E&H companies accounted for 18% of the analysed sample. Table 2 presents the
characteristics of the sample broken down by the E&H sector and other entities. Companies
from the E&H industry did not differ from others in terms of size and time of operation on
the market, as well as in terms of the subject of activity. The homogeneity of these features
in the two surveyed groups is important from the point of view of the analysis of controlling
solutions observed in the E&H sector against the background of the entire sample. E&H
companies in the analysed sample operated in conditions of low and medium competition
much more often than in the Others group. This relationship was clear and observed at any
low level of confidence. Similarly clear differences were observed for the dominant capital
feature. E&H companies in the analysed sample definitely more often represented entities
with dominant public capital. There were also surpluses of the observed frequencies over
the expected ones for offering a mass product for both narrow and mass customers, with
the statistics confirming the significance of this relationship for 0.05 < p < 0.1.

4.2. Organization of the Controlling Function in the Energy and Heating Industry

The results of the analyses concerning the organization of the controlling function
are presented in Table 3. The vast majority of the analysed E&H companies distinguished
the controlling function in the organizational structure. 84% of the analysed entities
declared institutional separation of this function. This share is definitely higher than in
the case of other companies (58%) and the entire sample (62%). It was observed that E&H
companies form controlling structures. The need to use controlling tasks seems to be
present in the E&H industry, regardless of the size and time of operation of the entity on
the market. Among the eight companies in which the controlling unit was not separated,
there were mainly entities of medium size and average experience in the market; in three
of them; the performance of controlling tasks was declared in a non-institutional form, by
assigning tasks to other organizational units; and in three companies, the performance of the
function was declared by an outsourced service. It is noteworthy that the implementation
of controlling tasks in the E&H industry generally requires the creation of complex multi-
station structures. The functioning of such structures was declared by as many as 51%
of the surveyed companies and 40% of multi-position structures; only in 9% of the cases
was it declared that the controlling task was handled by a single position separated in the
organizational structure.
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The results regarding the location of controlling tasks in the organizational structure
seem surprising. Three out of four analysed companies in the E&H industry distinguish
the controlling unit on the line position as one of the company’s functions. The results
of the conducted analyses clearly indicate that this feature distinguishes the analysed
E&H companies from the other analysed entities. The differences are significant and their
statistical significance has been clearly confirmed. The results are surprising, because
modern controlling tasks seem to be staff orientation in the organizational structure, which
was recorded only in 25% of E&H companies, compared to 55% in other companies, taking
into account that a significant part of them does not distinguish controlling structures at all.

Statistical analysis shows that the direct subordination of controlling structures to the
organizational structure is also a feature that distinguishes E&H companies from others.
E&H companies more often than other surveyed entities subordinate their controlling
unit to chief accountants and directly to the management board. Significantly less often,
however, it is subordinated to the financial director. The significance of these differences in
this area between the studied E&H entities and Others was confirmed statistically at a low
level of confidence. This relationship seems to be worth mentioning, as it indicates that the
controlling unit very often supports the reported tasks assigned to accounting departments.
An interesting analysis would also be supplementing the applications with verification of
how often the position of CFO is separated in E&H companies.

4.3. Accounting Records of Economic Events

Table 4 presents the results regarding the scope of separating the centres of respon-
sibility. 75% of the surveyed companies from the E&H sector indicated that they create
responsibility centres. This result is higher than in Others entities, where it is about 58%. It
has been observed that E&H companies create use more responsibility centres.

Table 4. Responsibility centres in the audited entities.

Panel A: Analysis Results in Two-Way Tables

Industry/Feature
Responsibility Centres Investment Centres

NO YES TOTAL NO YES TOTAL

E&
H

Count A 12.0 33.0 45 29.0 22.0 51

Expected count B 17.5 27.5 45 39.5 11.5 51

A-B −5.5 5.5 45 −10.5 10.5 0

O
th

er
s Count A 88.0 124.0 212 195.0 43.0 238

Expected count B 82.5 129.5 212 184.5 53.5 238

A-B 5.5 −5.5 0 10.5 −10.5 0

Total Count A 100 157 257 224 65 289

Panel B: Statistics

Pearson’s chi-squared test (χ2) 3.440 p = 0.063 15.142 p = 0.000

Maximum-likelihood chi-squared 3.586 p = 0.058 13.501 p = 0.000

Phi coefficient (ϕ) 0.115 0.228

Pearson’s contingency coefficient (C) 0.114 0.223

Spearman rank correlation coefficient (ρ) 0.115 p = 0.064 0.228 p = 0.000

Source: own study.

The analysis of solutions in the field of recording economic events was carried out
primarily in terms of the method of separating the centres of responsibility. In the sur-
vey, respondents were asked what type of responsibility centres are created, indicating
the following options: department, employee, process, type of cost, type of activity,
device, task/project, investment sentence and order. The question also contained an
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open answer, other, where the respondent could indicate any number of other centres of
responsibility used.

On the basis of the answers obtained, a synthetic variable counting how many different
types of responsibility centres were identified was defined. The results obtained in this
regard, broken down by E&H and Others, are presented in Table 5. The results indicate
that the surveyed E&H companies distinguish definitely more types of responsibility
centres than other entities. The significance of these differences was confirmed by the
conducted statistical analyses. Further analysis was carried out at the level of selected types
of responsibility centres. Significant differences were identified primarily in relation to
investment tasks. The results in this regard are presented in Table 5. Companies from the
E&H sector definitely more often than other analysed entities identify centres dedicated
to the implemented investments in the records system. The differences in this respect
between E&H and Others are clear and reported as statistically significant at any low level
of confidence. This seems to be directly related to the specificity of E&H activities, which
usually require significant investments in production or network infrastructure related to
energy supply.

Table 5. Number of different types of responsibility centres in the surveyed entities.

Panel A: Descriptive Statistics

Industry N
Valid Mean Trimmed

Mean
Winsor
Mean Median Minimum Maximum Q3 Q1 Standard

Deviation

E&H 37 2.730 2.636 2.676 2.000 1.000 6.000 2.000 4.000 1.427

Others 138 2.080 1.984 2.036 2.000 1.000 5.000 1.000 3.000 1.153

Panel A: Variance tests

t −2.890 p = 0.004

quotient F 1.532 p = 0.085

Source: own study.

It should be assumed that separating a given type of responsibility centre requires the
organization of dedicated recording tools, most often an account segment in the records
of economic events. The analysis of the tools for recording economic events presented
in Table 6 shows that, in most cases, E&H companies keep records of costs directly in
the financial and accounting system, without separating data relevant for management
reporting outside these systems. This feature does not distinguish E&H companies from
practices recorded in other entities.

The way of document circulation also distinguishes the E&H industry from the rest.
Nearly 73% of the companies declared the lack of any tools supporting the circulation of
documents and indicated the paper circulation of documents. This ratio is comparable to
that recorded in the Others group, where it is 74%. It should be added, however, that these
data were collected 5 years ago; hence, it should be assumed that the current state of use of
systems supporting the circulation of documents is greater in both groups. Irrespectively,
what draws attention in the obtained results is the fact that E&H companies use ERP
systems directly for the circulation of documents. Both reported dependencies—more
frequent use of ERP systems to handle more extensive cost accounting than observed in the
Others segment and more frequent use of ERP for document circulation may be important
when formulating requirements for these systems for the E&H industry.
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Table 6. Accounting record tools used in the surveyed entities.

Panel A: Analysis Results in Two-Way Tables

Industry/Function
Document Workflow Tools System of Cost Record Accounting

Absence ERP Dedicated TOTAL Dedicated Accounting
System TOTAL

E&
H

Count A 32.0 10.0 2.0 44 5.0 35.0 40

Expected count B 32.4 5.5 6.1 44 8.6 31.4 40

A-B −0.4 4.5 −4.1 0 −3.6 3.6 0

O
th

er
s Count A 144.0 20.0 31.0 195 47.0 154.0 201

Expected count B 143.6 24.5 26.9 195 43.4 157.6 201

A-B 0.4 −4.5 4.1 0 3.6 −3.6 0

Total Count A 176 30 33 239 52 189 241

Panel B: Statistics

Pearson’s chi-squared test (χ2) 5.841 p = 0.015 2.335 p = 0.126

Maximum-likelihood chi-squared 6.088 p = 0.013 2.587 p = 0.107

Phi coefficient (ϕ) −0.17 0.098

Pearson’s contingency coefficient (C) 0.168 0.097

Spearman rank correlation coefficient (ρ) −0.17 p = 0.015 0.098 p = 0.127

Source: own study.

4.4. Cost Accounting and Cost Management Tools

Further analyses of controlling solutions focused on the applied cost accounting. The
results of selected analyses are presented in Table 7. Based on the observations made, it is
difficult to identify cost accounting solutions dedicated or preferred in the E&H industry.
The observations made indicate that respondents from E&H pointed to the use of variable
costing much less often than other market segments. The results confirm the statistical
significance of these differences at any low level of significance. There was an excess of
the observed numbers over the expected ones in the case of full cost accounting in E&H
companies, but the analyses did not confirm that this segment differed from the others in a
statistically significant way. The use of problem costing, including activity-based costing
in the observed E&H group, was low and amounts to about 8%. The observed use of
these cost accounts in the Others group was also low and amounts to approximately 15%.
Statistical analysis, however, does not allow accepting the hypothesis that the use of these
cost management tools differs significantly in both analysed groups.

Differences between the groups were noted in terms of cost accounting techniques
and tools used. E&H companies more often apply tasks related to cost settlements directly
to ERP systems; similar dependencies have already been identified in other areas. The
use of dedicated tools (controlling systems) or even a spreadsheet for tasks related to cost
settlement is observed less often in the E&H industry than in other analysed entities.

In the conducted research, the types of cost settlements were analysed. Respondents
were asked both what cost settlements are performed and what are the basis for these
settlements. Selected results are summarized in Tables 7 and 8. The conducted analysis
showed that respondents most often indicated the use of one type of cost carrier, aver-
age 1.5, with a choice of: natural units (pcs., kg, etc.), direct costs, internally defined
price lists, transfer pricing rates, agreed percentages, normative costs, person-hours ac-
cording to registered working time and others with the option of indicating any other
settlement bases.

126



En
er

gi
es

20
23

,1
6,

77
3

Ta
bl

e
7.

C
os

ta
cc

ou
nt

in
g

an
d

co
st

m
an

ag
em

en
ti

n
th

e
su

rv
ey

ed
en

te
rp

ri
se

s.

Pa
ne

lA
:A

na
ly

si
s

R
es

ul
ts

in
Tw

o-
W

ay
Ta

bl
es

In
du

st
ry

/F
ea

tu
re

V
ar

ia
bl

e
C

os
ti

ng
Fu

ll
-A

bs
or

pt
io

n
C

os
ti

ng
A

ct
iv

it
y-

B
as

ed
C

os
ti

ng
C

os
tA

cc
ou

nt
in

g
R

ec
or

ds
Sy

st
em

Ti
m

e
A

cc
ou

nt
in

g
M

ar
gi

n
M

od
el

N
o

Ye
s

To
ta

l
N

o
Ye

s
To

ta
l

N
o

Ye
s

To
ta

l
Ex

ce
l

D
ed

-
ic

at
ed

A
cc

ou
nt

in
g

Sy
st

em
To

ta
l

N
o

Ye
s

To
ta

l
N

o
Ye

s
To

ta
l

E&H

C
ou

nt
A

37
.0

14
.0

51
29

.0
22

.0
51

47
.0

4.
0

51
2.

0
6.

0
41

.0
98

17
.0

34
.0

51
16

.0
9.

0
25

Ex
pe

ct
ed

co
un

tB
26

.6
24

.4
51

25
.2

25
.8

51
45

.7
5.

3
51

4.
1

12
.0

32
.9

49
33

.0
18

.0
51

13
.7

11
.3

25

A
-B

10
.4

−
10

.4
0

3.
8

−
3.

8
0

1.
3

−
1.

3
0

−
2.

1
−

6.
0

8.
1

49
−

16
.0

16
.0

0
2.

3
−

2.
3

0

Others

C
ou

nt
A

11
4.

0
12

4.
0

23
8

11
4.

0
12

4.
0

23
8

21
2.

0
26

.0
23

8
18

.0
53

.0
12

0.
0

19
1

17
0.

0
68

.0
23

8
10

6.
0

92
.0

19
8

Ex
pe

ct
ed

co
un

tB
12

4.
4

11
3.

6
23

8
11

7.
8

12
0.

2
23

8
21

3.
3

24
.7

23
8

15
.9

47
.0

12
8.

1
19

1
15

4.
0

84
.0

23
8

10
8.

3
89

.7
19

8

A
-B

−
10

.4
10

.4
0

−
3.

8
3.

8
0

−
1.

3
1.

3
0

2.
1

6.
0

−
8.

1
0

16
.0

−
16

.0
0

−
2.

3
2.

3
0

To
ta

l
C

ou
nt

A
15

1
13

8
28

9
14

3
14

6
28

9
25

9
30

28
9

20
59

16
1

28
9

18
7

10
2

28
9

12
2

10
1

22
3

Pa
ne

lB
:S

ta
ti

st
ic

s

Pe
ar

so
n’

s
ch

i-
sq

ua
re

d
te

st
10

,2
28

p
=

0.
00

1
1.

34
9

p
=

0.
24

5
0.

42
9

p
=

0.
51

2
7.

67
5

p
=

0.
02

1
26

.6
89

p
=

0.
00

0
0.

98
1

p
=

0.
32

1

M
ax

im
um

-l
ik

el
ih

oo
d

ch
i-

sq
ua

re
d

10
,5

91
p

=
0.

00
1

1.
35

2
p

=
0.

24
4

0.
45

7
p

=
0.

49
9

8.
43

8
p

=
0.

01
4

25
.5

64
p

=
0.

00
0

0.
99

6
p

=
0.

31
8

Ph
ic

oe
ffi

ci
en

t(
ϕ

)
−

0.
18

−
0.

06
−

0.
03

0.
17

8
0.

30
3

−
0.

06
6

Pe
ar

so
n’

s
co

nt
in

ge
nc

y
co

ef
fic

ie
nt

(C
)

0.
18

4
0.

06
8

0.
03

8
0.

17
6

0.
29

0
0.

06
6

Sp
ea

rm
an

ra
nk

co
rr

el
at

io
n

co
ef

fic
ie

nt
(ρ

)
−

0.
18

p
=

0.
00

1
−

0.
06

0p
=

0.
24

6
−

0.
03

p
=

0.
51

4
0.

17
6

p
=

0.
00

6
0.

30
3

p
=

0.
00

0
−

0.
06

6p
=

0.
32

4

So
ur

ce
:o

w
n

st
ud

y.

127



Energies 2023, 16, 773

Table 8. Number of types of billing keys used.

Panel A: Descriptive Statistics

Industry N Valid Mean Trimmed
Mean

Winsor
Mean Median Minimum Maximum Q3 Q1 Standard

Deviation

E&H 50 1.580 1.477 1.540 1.000 1.000 4.000 2.000 0.859 1.427

Others 216 1.667 1.567 1.662 1.000 1.000 5.000 2.000 0.950 1.153

Panel A: Variance tests

t 0.591 p = 0.555

quotient F 1.222 p = 0.408

Source: own study.

There were no significant differences in the number of cost carrier types used between
the companies classified in the E&H and Others groups. However, differences in the
frequency of use of particular types of carriers were identified. Companies in the E&H
industry use time-based cost settlements more often than observed in other entities. The
excess of observed observations over expected observations is significant and confirms the
statistical significance of the conclusion.

There were also no differences as to the introduction of controlling reporting models
for the profit and loss account in the form of a multi-block margin account. Only 36% of
respondents from the E&H industry indicated that the companies they represent create
this type of model, in the group of other companies, the corresponding indicator is 46%.
The small number of observations recorded in this respect for E&H does not allow us to
confirm the statistical significance of the observed differences.

4.5. Role and Tasks of Controlling

The scope of activities undertaken by the controlling structures created in the surveyed
enterprises was also analysed. The survey indicated typical activities carried out by the
controlling department, asking the respondents to indicate whether the given activities
are undertaken and what percentage of time the controllers spend on their performance.
The analysed tasks included: supporting strategic planning, budgeting and cost control,
providing information from the environment, providing management tools, coordination
of planning and control, monitoring goals, operational tasks of employees, budgets and
implementation of strategic tasks, internal and external reporting, creating analyses and
reports on the company’s environment and internal financial statements, implementation
of new and optimization of existing IT tools, support for planning and financial control,
and other tasks. Selected obtained results are presented in Table 9. The obtained results
allowed us to identify the relationships presented below.

The tasks of controlling in E&H companies more often than in other analysed entities
concern budgeting. Budget management as a task of controllers was indicated more often
in a statistically significant way in E&H companies compared to Others companies. At
the same time, it was noted that respondents in E&H companies indicated that a greater
percentage of controllers’ working time was devoted to this task. For E&H companies,
there were surpluses of the observed numbers over the expected ones in the category above
50% of working time and 25–50% of working time is devoted to budgeting and supervision
over the implementation of the budget. Companies from the Others group more often
spend up to 25% of their working time on this type of activity. The significance of these
dependencies was confirmed at the level of p = <10%, but it is not without significance here
that the respondents to the questions asking for an estimate of the time spent on particular
activities often did not answer or chose the answer “I do not know”, as a result of which
the collected material was often insufficient to carry out full inference.
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An observation regarding external reporting is also noteworthy. Compared to the
Others segment, E&H companies more often indicated that such actions were taken by
the controlling services. Differences are confirmed statistically. Their reasons should
probably be sought in the obligations imposed on E&H companies related to reporting to
market regulators.

In E&H companies, activities related to the direct involvement of controllers in
decision-making processes or preparation of decisions were less frequently recorded. Al-
though there were no differences in the frequency of activities related to process efficiency
management, which are rarely undertaken both in the E&H and Others industries, 20%
and 25% of respondents, respectively, indicated that controllers undertook this type of
activity; the differences in supporting the building of operational efficiency were more
visible. Controllers of E&H companies are less likely to engage in activities related to
supporting the building of operational efficiency compared to the observations recorded
for Others companies.

There were observed surpluses of the observed frequencies over the expected ones for
the following categories: (1) analyses are not conducted and (2) up to 25% of working time
is devoted to analyses, with the significance level of p = <10%. Similarly, it has been noted
that E&H companies are less likely to involve controllers in decision-making processes.

Tools supporting the work of controllers were also analysed. The E&H industry is
dominated by reporting based on obtaining data from ERP systems and using various
tools (spreadsheets, automatically fed spreadsheets, and data warehouses) and their fur-
ther processing into controlling reports. It has been observed that systems dedicated
to management reporting are used less frequently in E&H companies compared to the
Others segment.

4.6. Budgeting

Over 90% of the analysed E&H companies declared that they implement procedures
related to budgeting. In this respect, the E&H companies performed slightly better com-
pared to the Others group, where this ratio was 85%. However, one cannot talk about the
statistical significance of these differences. Additionally, the results, related to the assess-
ment of the business usefulness of the implemented budget processes, were somewhat
surprising, indicated in the synthetic assessment made by the respondents as part of the
question whether budget processes fulfil their tasks. For companies from the E&H sector,
respondents more often indicated “no” and “rather no” answers compared to the choice
of these answers indicated in the Others group. The results obtained in this regard are
presented in Table 10.
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Table 10. Implementation of budgeting processes and assessment of their usefulness.

Panel A: Analysis Results in Two-Way Tables

Industry/Feature
Budget is Prepared? Is the Budget Fulfilling the Tasks?

Yes No Total Yes or Rather Yes No or Rather No Total

E&
H

Count A 38.0 4.0 42 25.0 19.0 44.0

Expected count B 36.2 5.8 42 35.3 8.7 44.0

A-B 1.8 −1.8 0 −10.3 10.3 0.0

O
th

er
s Count A 197.0 34.0 231 153.0 25.0 178.0

Expected count B 198.8 32.2 231 142.7 35.3 178.0

A-B −1.8 1.8 0 10.3 −10.3 0.0

Total Count A 235 38 273 178 44 222

Panel B: Statistics

Pearson’s chi-squared test (χ2) 0.800 p = 0.670 18.846 p = 0.000

Maximum-likelihood chi-squared 0.870 p = 0.647 16.431 p = 0.000

Phi coefficient (ϕ) 0.054 0.291

Pearson’s contingency coefficient (C) 0.054 0.279

Spearman rank correlation coefficient (ρ) −0.05 p = 0.372 0.291 p = 0.000

Source: own study.

In order to assess the reasons for this state of affairs, the occurrence of errors and
deficiencies of budgetary processes most often indicated in the literature was analysed.
In the questions presented to the respondents, it was verified whether they indicated the
following issues:

• There is a budget, but there are no strategic goals and tasks, so we do not know
where we are going; there is no connection with the strategy (involving managers in
explaining, commenting on deviations from budgets).

• The budget is detached from strategic goals and tasks.
• Budgets are out of date (outdated).
• Budgets are rigid and therefore do not adjust to the current market situation (mis-

matched to the market situation).
• Budgets are too general (too general).
• Budgets are too detailed (too detailed).
• There is a belief that if there is a budget, it is necessary to complete all purchases, even

those unjustified (priority of implementation).
• Preparation of budgets is very time-consuming (time-consuming).
• Budgets are imposed on managers in advance (imposed).
• Managers have to explain business-insignificant deviations.
• Managers prepare budgets and then fail to implement them anyway (non-compliance).

The results obtained for selected parameters are presented in Table 11.
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The budget processes implemented in E&H companies do not seem to generate
problems related to the mismatch with the company’s strategy. However, the situation
related to the adequacy of budgets to the changing market situation looks different. E&H
respondents in 25% of cases indicated that budgets are mismatched to the current market
situation. In the Other group, 10% of respondents indicated a similar mismatch. The
conducted analyses confirmed that the mismatch between budgets and the market situation
is higher than in companies from the Others sector. Similar results were obtained in the
case of the point concerning the lack of flexibility of budgets, which means that they
do not adjust to the current market situation. E&H respondents more often pointed to
this problem in relation to the Others sector, which confirms the statistical significance of
these differences.

The obtained results indicate that the applied budgetary procedures are assessed by
the respondents as too detailed and excessively laborious, with an excessive regime of
compliance with budget assumptions that does not take into account the current situation.
Respondents indicated the occurrence of these problems more often in E&H companies,
compared to the responses recorded for the Others group. The differences were confirmed
as statistically significant.

Due to the identified challenges of budgeting processes, the scope of created budgets
was analysed. Respondents were asked what elements the budget contains, and to indicate
those that are present in the company. The question distinguishes: pro-forma balance
sheet, depreciation budget, investment budget, direct costs budget, overhead budget, sales
budget, salary budget, pro-forma cash flow statement, consolidated budget of costs and
revenues in the management layout, consolidated budget in the accounting layout profit
and loss account (the so-called pro-forma profit and loss account), budgets of individual
organizational units, budgets of individual accounting accounts, quantity budgets (kg,
items, m), budgets for individual products, and budgets for individual contractors. Then,
how many of the indicated budget elements were used in a given entity was counted. The
results obtained for the synthetic variable defined in this way (budget complexity) are
presented in Table 12. E&H companies showed a higher content of budgets. The presence
of 8 items was most often indicated (average 7.1), while in the Others group, a median of
6 and an average of 6.0 were noted.

Table 12. Budget complexity.

Panel A: Descriptive Statistics

Industry N Valid Mean Trimmed
Mean

Winsor
Mean Median Minimum Maximum Q3 Q1 Standard

Deviation

E&H 51 7.098 7.133 7.118 8.000 1.000 15.000 4.000 10.000 3.700

Others 192 5.984 6.017 5.964 6.000 1.000 15.000 4.000 8.000 2.961

Panel A: Variance tests

t −2.259 p 0.025

quotient F 1.561 p 0.035

Source: own study.

Selected other characteristics of budgeting processes are presented in Table 13 E&H com-
panies used fixed, non-updated annual budgets more often than the Others group, and they
used rolling budgets less often, but the significance of these differences was not confirmed with
a sufficient level of confidence. There were no differences in the central mode of budgeting or
the influence of the manager on budgets when comparing the results for the E&H and Others
groups. In turn, clear differences were observed in the processes of budget implementation.
No differences were identified in the frequency of reporting deviations, while E&H companies
indicate that they are less likely to involve managers in explaining them. E&H companies report
the use of IT tools in budgeting more often than Others group.
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5. Discussion and Conclusions

The Polish energy sector is largely detached from the proven laws of economics
and does not follow global development trends. This is important for the economy as it
generates very high costs and strives to increase the scale of domestic funding, without
introducing changes aimed at adapting to the real economy and global trends. Poland
occupies the penultimate place in Europe (per capita) when it comes to obtaining funds for
research and development in the field of energy. In addition, the monopolization of the
energy sector supports those business models that are based on protecting the state and
limiting innovation.

Gradual changes are visible in the economic area, especially in the area of implement-
ing controlling and adjusting it to the specific needs of energy companies. A properly
designed controlling system provides the management of an energy company with access
to information indicating which product or service is profitable, which creates added value,
and which brings losses. The database of information on the costs incurred in connection
with the conducted activity enables the optimization of the use of possessed resources and
the achievement of the planned goals of this sector of the economy.

Proper management of the effects of operating activities becomes a necessity, and
the measurement of the effectiveness of decisions taken is an element of management
focused on creating conditions for a stable improvement in economic results. Control-
ling contributes to supervising the stability of economic results by ensuring that their
improvement is linked to the rationalization of the financing costs related to the functioning
of the enterprise.

The main purpose of the conducted research was to obtain knowledge on to what
extent companies in the energy and heating sector use controlling tools.

The conclusions from original empirical research are:

• The conducted research shows that controlling is an important issue for the E&H
industry. Companies in the sector declare the use of controlling in business activity
much more often than others, and this relationship is observed regardless of the size
or period of operation of the company on the market.

• The results of the study indicate that the tasks of controlling in the E&H industry
are different to those observed in other industries. A large share of reporting tasks
focusing on budget management and investments is noteworthy. Research shows that
controlling very often supports reporting tasks related to the processing of accounting
data, which strongly supports accounting departments. This role is strongly influenced
by the need to fulfil numerous reporting obligations, including those for energy market
regulators. An important task of controlling in the E&H industry is reporting on
investments, which is related to the specificity of the industry requiring numerous
investments. The tasks of controlling in E&H companies, more often than in other
analysed entities, concern budgeting. Budget management is indicated as the main
task involving controlling services, and E&H companies devote much more time to
this purpose than in other industries.

• Controlling tasks translate into the way the controlling is organized in E&H enter-
prises. Furthermore, the tasks performed are so diverse that it is necessary to expand
the enterprises’ organizational structures. E&H companies more often create multi-
position organizational units. Examples of overly developed controlling divisions
consisting of many people and positions have been observed many times. The need to
use controlling tasks seems to be present in the E&H industry, regardless of the size
and time of operation of the entity on the market. What is worth emphasizing is that
the controlling department is most often located in the organizational structure in a
linear position, which clearly distinguishes E&H from other companies. The specific
and dominant solutions also include assigning the responsibility of supervision over
controlling directly to the chief accountant.

• E&H’s extensive reporting needs to translate into complex cost accounting systems.
E&H creates more complex record systems and separates more account segments than
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are used outside of this industry. There were solutions in which more than 10 account
segments were used. Most often, this record, as well as cost settlements, are made
directly in the accounting system. E&H companies use multiple costing, typically
time-based. All this causes the information on costs to become highly complex and, as
the conclusions of the conducted research show, it is not easy to report.

• The conducted research indicates that the controlling solutions are of the nature of
reporting controlling, not management controlling. Research indicates that controlling
tasks rarely focus on support in formulating and implementing decisions. Controllers
of E&H companies are less likely to engage in activities related to supporting the
building of operational efficiency compared to observations recorded for companies
outside this industry. Consuming significantly more time than in other industries, the
budgeting process appears to be ineffective in the light of the conducted research. Over
43% of respondents state that budgeting in E&H does not fulfil its tasks and this ratio
is definitely higher in the E&H industry than in other groups of enterprises. Detailed
budgeting and budgeting procedures are more extensive compared to the other groups.
Preparation of one, rigid annual budget, which is not modified during the year, is very
common. In most cases, the budget is prepared mainly to fulfil the indicated reporting
obligations towards regulators and does not fulfil its management controlling function.
This is evidenced by the rare involvement of managers in explaining deviations from
budgets, which was revealed in the research.

To improve the efficiency and effectiveness of enterprises operating in the E&H sector,
the authors recommend primarily:

• Strengthening the role of controlling aimed at its transformation from reporting con-
trolling to management controlling; in view of the challenges of the global economy
related to the energy crisis, controlling should be used to a greater extent in the
E&H industry to increase the efficiency of basic processes and effectively implement
management tools.

• Strengthening the role of the controlling department in the enterprise as a department
co-creating decisions, changing its place in the organizational structure from a line
position to a staff position; this raises the authority of the controlling department and
it is conducive to achieving the assumed goals.

• Assigning typical reporting activities, specific to the E&H industry, regarding manda-
tory reporting for regulators or development funds to dedicated units; controlling
departments should be relieved of these reporting tasks.

• The separation of accounting records from controlling records, because controlling
for effectiveness measurement requires completely different, sometimes even variant,
settlements of cost assignments; these analyses cannot and should not be carried
out in accounting systems and should not affect companies’ trading books. The
observed solutions cause, on one hand, an increase in labour intensity on the part
of accounting departments, and on the other hand, they limit access to information
useful for airworthy cost and efficiency management.

• The use of cost drivers other than working time and the introduction of tools support-
ing the use of working time for cost settlements; additionally, reporting of the costs of
unused production capacity should be introduced, which is particularly important in
E&H companies.

• Simplifying and making budget processes more flexible, which can be achieved by
implementing more frequently verified and rolling budgets, developed on the basis
of key parameters and involving fewer employees; this will enable better use of
forecasting tools, including scenario budgeting.

• Linking information from controlling systems with the process of motivating employ-
ees and making part of their remuneration dependent on the effectiveness of the tasks
performed; the presented answers of respondents to questions in this area indicate
great difficulties in implementing this solution, which is the result of low involvement
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of the managerial staff of E&H sector enterprises and it limits benefits resulting from
the analysis of controlling data.

• Increasing the emphasis on the use of modern IT tools, business intelligence, and
performance management classes supporting the use of management controlling, as
well as increasing interest in artificial intelligence algorithms.
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28. Volmuth, H.J. Controlling: Planowanie, Kontrola, Zarządzanie; Agencja Wydawnicza “Placet”: Warszawa, Poland, 2013; p. 15. ISBN
8374881151.

29. Hoffmann, F. Merkmale der Führungsorganisation Amerikanischer Unternehmen. Z. Für Organ. 1972, 41, 3–8, 85–89, 145–148.
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energetyki cieplnej. Zesz. Nauk. Uniw. Szczecińskiego. Finans. Rynk. Finans. Ubezpieczenia 2009, 18, 147–158.
102. Rof, L.M.; Farcane, N. Current state and evolution perspectives for management accounting in the energy sector by implementing

the ABC method. Ann. Univ. Oradea Econ. Sci. Ser. 2011, 20, 653–660.
103. Rof, L.M.; Capusneanu, S. Increase the Performance of Companies in the Energy Sector by Implementing the Activity-Based

Costing. Int. J. Acad. Res. Account. Financ. Manag. Sci. 2015, 5, 139–148. [CrossRef] [PubMed]
104. Topor, D.I. ABB-ABC-ABE-ABM Approach for Implementation in the Economic Entities from Energy Industry. Bus. Manag. Horiz.

2017, 5, 36–48. [CrossRef]
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Finans. Rynk. Finans. Ubezpieczenia 2016, 2, 245–253.

120. Adams, C.A.; Larrinaga-González, C. Engaging with organisations in pursuit of improved sustainability accounting and
performance. Account. Audit. Account. J. 2007, 20, 333–355. [CrossRef]

121. Sumit, L.; Kerry, J. The practice turn in environmental reporting: A study into current practices in two Australian commonwealth
departments. Account. Audit. Account. J. 2007, 26, 595–615. [CrossRef]

122. Wahyuni, D.; Ratnatunga, J. Carbon strategies and management practices in an uncertain carbonomic environment: Lessons
learned from the coal-face. J. Clean. Prod. 2015, 96, 397–406. [CrossRef]

123. Schaltegger, S.; Csutora, M. Carbon accounting for sustainability and management. Status quo and challenges. J. Clean. Prod.
2012, 36, 1–16. [CrossRef]

124. Rietbergen, M.; Blok, K.; Rheede, A. The target-setting process in the CO2 Performance Ladder: Does it lead to ambitious goals
for carbon dioxide emission reduction? J. Clean. Prod. 2015, 103, 549–561. [CrossRef]

125. Wagenhofer, A. Exploiting regulatory changes for research in management accounting. Manag. Account. Res. 2016, 31, 112–117.
[CrossRef]

126. Kowalewski, M.; Lelusz, H. Przesłanki, bariery i efekty wdrożenia controllingu w opinii kadry menedżerskiej na przykładzie
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4 SEC (Szczecińska Energetyka Cieplna), 70-653 Szczecin, Poland
5 Poznan School of Logistics, 61-755 Poznań, Poland
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Abstract: The COVID-19 pandemic is undoubtedly a destructive factor, strongly affecting the eco-
nomic fields. From the perspective of the countries affected by the pandemic, almost all sectors of
the economy saw declines in economic indicators. First, the lockdown and its social consequences
contributed to this. The increasing time perspective since the outbreak of the COVID-19 pandemic
implies increasingly more studies analyzing its impact on various economic spheres. The aim of the
research is to determine the difference in the level of fuel supplies between a pandemic situation and
a situation where a pandemic would not occur. We assumed that the pandemic is a determinant of
the decline in fuel supplies. The subjects of the analysis were the following fuels: kerosene-type jet
fuel, gas oil and diesel oil, motor gasoline, and oil products. The countries of the European Union
were analyzed. Monthly data from 2015–2021 provided by Eurostat were used for the analyses. The
forecasts for 2020–2021 were determined using the exponential smoothing method. The assumption
was shown to be accurate in the case of kerosene-type jet fuel, gas oil, and diesel oil. In this case,
there was a clear drop in the level of supplies. The analysis of forecasts shows that if it were not
for the COVID-19 pandemic, in the years 2020–2021, in accordance with the forecasts obtained,
approximately 31,495 thousand tons of kerosene-type jet fuel and 11,396 thousand tons of gas oil
and diesel oil would have been additionally supplied to the EU countries. For oil products, supply
volumes also decreased, but unlike previously mentioned fuels, supply levels had not recovered to
pre-pandemic levels by the end of 2021. On the other hand, the forecast of deliveries indicates the
volume of 95,683 thousand tons of oil products.

Keywords: fuel; fuel supplies; COVID-19; coronavirus; transport; UE; energy economics and
management

1. Introduction

The coronavirus (2019-nCoV-COVID-19) pandemic has affected virtually every eco-
nomic sector to a greater or lesser extent, and its impact and effects are analyzed in numer-
ous publications, taking into account different perspectives and research objects. Despite
this variety of research threads, the authors, however, apart from the statistical reports
about the fuel demand, did not find any scientific publications in the field of fuel supply
during the pandemic times. A search for publications regarding the fuel supply was carried
out in the Scopus database. The authors used various combinations of keywords such as:
fuel, fuel supply, COVID-19, coronavirus, transport, and EU, as well as aviation kerosene
fuel, diesel, motor gasoline, and petroleum products. The search has been narrowed to
journals and articles in the field of research “economics and management”, and published
in 2020, 2021, or 2022. Using the Scopus database, the authors found only one article in
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the field of social sciences regarding this subject matter. This was the article of Nocera
Alves et al. [1]. This article has been cited 2 times so far and is used in our manuscript
as a reference. The paper analyses how COVID-19 affected green-fuel supply chain. In
comparison with our research problem, the considerations in the cited article concerned
Brazil and green fuel. Continuing the analysis of the literature on the fuel market during
the pandemic beyond the Scopus base, it was noted that the manuscripts published during
those several years were not analyses of the supply factor but only took into account
problems related to it in some various areas. The authors grouped them into the following:

• the impact of COVID-19 on fuel consumption and its consequences, including
CO2 emissions;

• the impact of COVID-19 on the economy, financial markets, the energy market, and
the environment;

• the impact of COVID-19 on product and service supply chains, transport, and infrastructure.

In the first area, the authors of analyzed publications showed that the economic
slowdown caused by the pandemic resulted in a decrease in fuel consumption and energy
demand and made attempts to forecast the trend for the coming years. As a result of the
research on the COVID-19 impact on the oil and gas industry conducted by Norouzi [2] for
the US market, it was shown that the short-term effect was a decrease in oil consumption
by almost 25%, while the long-term effect was a decrease in capital expenditure and R&D
investments in the oil and gas market by 30–40%, which resulted in a reduction in the
demand for oil extraction from over 800 in 2019 to 265 in 2021. The expected decrease in fuel
consumption reasonably implied research that also analyzed the level of CO2 emissions.
The expected decrease in fuel consumption reasonably implied research that also analyzed
the level of CO2 emissions. The natural consequence of introducing the lock down was
the reduction of fuel consumption in individual passenger transport, which resulted in a
lower level of CO2 emissions [3]. In the study [4], assessing the impact of the COVID-19
pandemic on global consumption of fossil fuels and CO2 emissions in the two-year horizon
2020Q1–2021Q4, projections of coal, natural gas, and oil consumption were prepared,
depending on GDP growth scenarios on the basis of alternative IMF World Economic
Outlook forecasts that were drawn up before and after the outbreak. Forecasts show that
fossil fuel consumption and CO2 emissions will return to, or even exceed, pre-pandemic
levels within a two-year horizon, despite significant reductions in the first quarter after
the outbreak. Interestingly, there will be stronger growth for emerging economies than for
developed economies. It is also worth referring to the Fuels Europe report, prepared on the
basis of the International Energy Agency’s data for 2021, taking into account the impact
of COVID-19 on the demand for individual fuels [5]. It shows that the change in demand
did not affect all fuels and all regions equally. In fact, while in the European Union and
the United States there was a decrease in the consumption of fossil fuels and an increase in
the consumption of renewable energy, in Asian countries the demand for all types of fuels
increased in 2021 compared with 2019.

Another group of authors and publications focused on the impact of COVID-19 on
the economy, financial markets, the energy market, and the environment and presented
the effects of measures introduced by the European Union or selected countries aimed
at preventing the spread of the virus while also supporting the economy. Dziembała
and Kłos verified the hypothesis that the planned financial instruments, implemented at
the EU level, should, to some extent, limit the negative consequences of the pandemic;
however, it is necessary to conduct close cooperation between Member States and European
institutions in the coordination of actions taken and instruments implemented, conditioning
their greater effectiveness. The conclusions reached by the authors indicated that despite
the measures introduced by the European Commission to prevent the economic crisis,
the burden of counteracting the effects of the epidemic rests mainly with the countries
whose governments have introduced anti-crisis packages [6]. Other researchers provided a
quantified assessment of the economic and environmental impacts of the blocking measures
applied in France over the period of 55 years. They showed that the lockdown led to a
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significant decline in economic output by 5% of GDP, but a positive environmental impact,
with a reduction of CO2 emissions by 6.6% in 2020, while concluding that both declines are
temporary, and in the coming years they will revert to pre-pandemic levels [7]. Investors’
approach and companies’ profits from fossil fuels and clean energy were also topics raised
by researchers in the context of fuels and energy. The results are not conclusive. One study
found that clean energy companies had superiority and greater resilience to the negative
effects of the pandemic over fossil fuel companies [8], while another study found that
despite viewing clean energy action as more sustainable and less prone to external shocks,
fear and coronavirus-induced investor pessimism had also spread to the renewable energy
sector, and no more favorable returns on clean energy shares have been observed [9]. The
crisis caused by the COVID-19 virus was not indifferent to the natural environment. This
relationship was investigated using the Kuznets curve [10], which allowed scientists to
formulate a recommendation for economic policy. According to this, an economy in a crisis
may take place through investment support and through environmentally friendly legal
and organizational solutions [11].

Many authors of the analyzed publications raised the issues related to the supply
chains of products and services, as well as related transport or infrastructure in the times
of COVID-19. However, no publications dealing with the topic of fuel supplies to the
European Union countries have been found, which indicates a literature and research gap
in this area. Fuel supply issues were raised, but only in the context of the aviation sector, in
an article presenting the relationship between the number of air operations and the volume
of aviation fuel delivered to an airport. The analysis showed an increase in the strength of
the relationship between the number of air operations performed and the volume of fuel
supplies during the pandemic compared with the pre-pandemic period, which brought
practical conclusions leading to the optimization of fuel supply chain management in the
aviation sector [12]. In general, disruptions in supply chains were investigated by Butt,
who showed that manufacturers were fine-tuning production schedules to meet production
challenges. Distributors worked with secondary suppliers to meet stock shortages. Finally,
procurement firms evaluated the impact of demand by focusing on a short-term demand
and supply strategy, preparing for channel changes, opening up additional channels of
communication with key customers, and becoming more flexible [13]. Another study found
that global supply chains were at that time facing disruptions due to several sources of
inherent uncertainty, including natural disasters, war and terrorism, external legal issues,
economic and political instability, social and cultural harm, and disease. Flaws in the then-
current global supply chain have been exposed, resulting in delays, non-delivery, labor
shortages, and fluctuations in demand. These supply chain threats have a strong impact on
supply chain performance indicators and the magnitude of their impact is amplified in the
context of globalization and the COVID-19 pandemic [14].

Many of the supply studies have focused on one of the most problematic sectors, the
food sector. The pandemic proved to be an unprecedented challenge for this sector. COVID-
19 reduced the security of the food supply chain, increased logistics costs, and radically
changed consumer preferences. The industry associated with perishable products, e.g.,
dairy products, was particularly severely affected by the negative effects of the pandemic. A
positive effect of the pandemic is the increased awareness of food waste and the importance
of the independence of food production [15–17]. The resilience of supply chains to COVID-
19 in the agricultural sector was also examined, showing that agricultural transport systems
proved to be extremely robust and able to innovate in real time [18]. Disruptions in supply
for medical care [19] were also analyzed, and the impact of the COVID-19 pandemic on the
scope and quality of services of courier companies operating on the Polish market was also
assessed [20]. Supply chain issues, which may also apply to fuels, were also raised, such as:

• disruptions in freight transport—the changes resulting from the adaptation of the law
to the changing situation in the Polish railway sector were analyzed, which led to
the conclusion that the introduced legal solutions, although assessed positively, were
insufficient [21],
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• the problem of preventing COVID-19 infection by employees of hard coal mines
through the implementation of safe work systems in mining during a pandemic [22].

Taking into consideration the above, to the best of authors’ knowledge, no study has
assessed the impacts of COVID-19 on fuel supplies to European Union countries. Therefore,
the study presented in this paper is intended to fill the literature and research gap. The
aim of the research is, therefore, to determine the difference in the level of fuel supplies
between a pandemic situation and a situation where a pandemic would not occur. We
assume that the implication of a pandemic would be a decrease in fuel supplies. The impact
of the pandemic was quite easy to predict. It had been known from the beginning that
the pandemic would have a negative impact on the economy and society. Regarding this
context, in our study, we do not ask whether the pandemic will have negative consequences
or whether it will cause a decrease in fuel supplies. We are interested mainly in the
distribution of changes in fuel supply broken down by fuel groups and in the course of
the phenomenon over time. We consider such research justified from the perspective of
knowledge about the course of the pandemic, treating the pandemic as a crisis situation.
The topic is, therefore, topical and important, although it should be emphasized that our
research is cognitive rather than epistemological.

This paper is categorized into different sections as follows: Section 2 provides an
explanation of the data and the methodology of this study. The estimated results and
discussion are presented in Section 3. The conclusion and limitations of our research are
presented in Section 4.

2. Materials and Methodology

The study covered the volume of fuel supplies to European Union countries, consider-
ing kerosene-type jet fuel, gas oil and diesel oil, motor gasoline, and oil products.

Kerosene-type jet fuel is “distillate used for aviation turbine power units. It has the
same distillation characteristics at between 150 ◦C and 300 ◦C (generally not above 250 ◦C)
and flash point as kerosene. In addition, it has specifications (such as freezing point) which
are established by the International Air Transport Association. Includes kerosene blending
components. Kerosene type jet fuel is a product aggregate equal to the sum of blended bio
jet kerosene (bio jet kerosene in kerosene type jet fuel) and non-bio jet kerosene” [23].

Gas/diesel oil is “primarily a medium distillate distilling at between 180 ◦C and 380 ◦C.
Includes blending components. Several grades are available depending on uses. Gas/diesel
oil includes on-road diesel oil for diesel compression ignition engines of cars and trucks.
Gas/diesel oil includes light heating oil for industrial and commercial uses, marine diesel
and diesel used in rail traffic, other gas oil including heavy gas oils which distil at between
380 ◦C and 540 ◦C and which are used as petrochemical feedstocks. Gas/diesel oil is a
product aggregate equal to the sum of blended biodiesels (biodiesels in gas/diesel oil) and
non-biodiesels” [24].

Motor gasoline “consists of a mixture of light hydrocarbons distilling at between 35 ◦C
and 215 ◦C. It is used as a fuel for land-based spark ignition engines. Motor gasoline may
include additives, oxygenates and octane enhancers, including lead compounds. Includes
motor gasoline blending components (excluding additives/oxygenates), e.g., alkylates,
isomerate, reformate, cracked gasoline destined for use as finished motor gasoline. Motor
gasoline is a product aggregate equal to the sum of blended biogasoline (biogasoline in
motor gasoline) and non-biogasoline” [25].

Oil products is “petroleum products are a product aggregate equal to the sum of
refinery gas, ethane, liquefied petroleum gases, naphtha, motor gasoline, aviation gasoline,
gasoline type jet fuel, kerosene type jet fuel, other kerosene, gas/diesel oil, fuel oil, white
spirit ad SPB, lubricants, bitumen, paraffin waxes, petroleum coke and other products” [26].

Monthly data for 2015–2021 provided by Eurostat were used for the analyses. It should
be noted that because Great Britain left the EU structure on 1 February 2020, it was not
included in the research. This is due to the fact that the participation of GB in the analyses
and its subsequent withdrawal from them may distort forecasts.
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The forecasts for 2020–2021 were determined using the exponential smoothing method.
Exponential smoothing is a method where the time series of the predicted variable is
smoothed using a weighted moving average. This involves replacing each element of the
series with a weighted mean of n adjacent values, where n is the so-called width of the
smoothing window. It should be noted that the weights are determined according to the
exponential law. The alpha and delta parameters used in the modeling (the smoothing
parameter of the seasonal syntax) were selected using an automatic search for the best value
of the parameter using the quasi-Newtonian function minimization procedure (Statistica
13.3). These values are selected on the basis of minimizing the mean square error of the
ex-post forecast, i.e., minimizing the sum of squared differences between the empirical
values and those forecasted for one period ahead. When carrying out the exponential
smoothing process, one can rely on various models, adjusted to the type of components of
the predicted time series. Due to the fact that the exponential smoothing method has been
extensively described in publicly available publications [27–33], this element was omitted
in the study, focusing on the analysis of the obtained results.

The research methodology used might not seem innovative, but the authors believe
that due to the fact that the topic itself is an element of novelty in the literature on the
subject, there is no need for an innovative statistical method to be used in this respect. We
believe that since the literature on the subject lacks publications on fuel supplies to EU
countries, the application of the proposed methodology of statistical analyses is sufficient
at this point. The authors are already filling the research gap with the topic of the lack of
publications in this area toward the number that we would expect.

Due to the fact that the literature contains a multitude of formulas for determining
forecast errors, the following formulas were selected for the purposes of the analysis:

Mean error (ME) is derived from the formula:

ME =
1
m

m

∑
t=1

(
yt − yP

t

)
(1)

where:
m—number of observations,
yt—value observed over time,
yP

t —forecast value at time t.
Mean error is known as the measurement uncertainty or the difference between the

measured value and true value.
Mean absolute error (MAE) is derived from the formula:

MAE =
1
m

m

∑
t=1

∣∣∣yt − yP
t

∣∣∣ (2)

Mean absolute error determines by how much, on average, the actual realizations of
the forecast variable will deviate—in absolute value—from the forecasts.

Mean percentage error (MPE) is derived from the formula:

MPE =
∑m

t=1 PEt

m
(3)

where

PEt =

(
yt − yP

t
)

yt
·100 (4)

This error determines what percentage of actual implementations of the forecasted
variable are forecast errors in the prediction period.

147



Energies 2022, 15, 8439

Mean percentage absolute error (MAPE) is derived from the formula:

MAPE =
1
m

m

∑
t=1

∣∣∣∣∣
yt − yP

t
yt

∣∣∣∣∣·100 (5)

This error determines the average size of forecast errors, expressed as a percentage of
the actual values of the forecast variable.

3. Results
3.1. Kerosene-Type Jet Fuel Supplies

In 2015–2019, the volume of aviation fuel deliveries to EU countries was character-
ized by seasonality, recording increases and decreases in the same months. Stopping or
significantly reducing air traffic during the COVID-19 pandemic resulted in a large drop in
deliveries in 2020–2021 (Figure 1). Despite the resumption of air traffic after the pandemic
stopped, the level of aviation fuel supplies at the end of 2021 was lower by 336.178 thou-
sand tonnes than in 2015, and significantly fewer passengers were handled (Figure 2). The
analysis of air traffic in selected EU countries can be found, among others, in work [34].
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Figure 1. The evolution of the volume of kerosene-type jet fuel supplies to EU countries (in thousand
tonnes). Source: own elaboration.
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Figure 2. Number of passengers served (in persons). Source: own elaboration.
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Due to the features of the series, we decided to use the exponential smoothing method
with additive seasonality. The results obtained with the use of Statistica 13.3 software are
shown in Figure 3.
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Figure 3. Exponential smoothing of kerosene-type jet fuel supplies. Source: own elaboration.

The values of the forecasts obtained on the basis of this are presented in Table 1, and
the forecast errors are in Table 2.

Table 1. Monthly kerosene-type jet fuel supply forecasts for 2020–2021 (in thousands of tones). Source:
own elaboration.

Period Forecast Period Forecast

2020-01 1894.612 2021-01 1894.612
2020-02 1739.484 2021-02 1739.484
2020-03 1872.243 2021-03 1872.243
2020-04 1834.793 2021-04 1834.793
2020-05 2119.391 2021-05 2119.391
2020-06 2346.762 2021-06 2346.762
2020-07 2850.966 2021-07 2850.966
2020-08 2929.051 2021-08 2929.051
2020-09 2702.377 2021-09 2702.377
2020-10 2535.197 2021-10 2535.197
2020-11 1988.844 2021-11 1988.844
2020-12 2060.526 2021-12 2060.526

Table 2. Forecast errors. Source: own elaboration.

Mean Error (ME) Mean Absolute Error
(MAE)

Mean Percentage
Error (MPE)

Mean Percentage
Absolute Error (MAPE)

−100.0174 378.6853 15.5358 23.5667
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Mean error indicates a slight positive deviation from zero. This means that the obtained
forecasts are slightly underestimated. Mean absolute error indicates that the actual deliver-
ies of kerosene-type jet fuel, in absolute terms, will diverge from forecasts by approximately
378.6853 thousand tonnes. It also shows that 15.5358% of actual deliveries of kerosene-type
jet fuel are forecast errors in the prediction period (MPE), and the average value of forecast
errors is 23.5667% of the volume of kerosene-type jet fuel (MAPE) deliveries.

The analysis of the obtained forecasts shows that, had it not been for the COVID-19
pandemic, in the years 2020–2021, in accordance with the forecasts obtained, approximately
31,494.910 thousand tonnes of kerosene-type jet fuel would have been delivered to the EU
countries in the years 2020–2021 (Figure 4).
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Figure 4. Comparison of the actual and forecast volumes of delivered kerosene-type jet fuel (in
thousand tonnes). Source: own elaboration.

3.2. Gas Oil and Diesel Oil Supplies to EU Countries

As in the case of kerosene-type jet fuel deliveries, the volumes of gas oil and diesel oil
deliveries decreased significantly as a result of the COVID-19 pandemic. By the end of 2021,
the plurality of deliveries of this type of fuel was beginning to return to the pre-pandemic
state (Figure 5).
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Figure 5. Changes in the volume of gas oil and diesel oil supplies to EU countries (in thousand
tonnes). Source: own elaboration.
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In the case of gas oil and diesel oil supplies, due to the characteristics of the series, we
decided to use the exponential smoothing method with additive seasonality. The results
obtained with the use of Statistica 13.3 software are shown in Figure 6.
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Figure 6. Exponential smoothing of gas oil and diesel oil supplies. Source: own elaboration.

The values of the forecasts obtained on the basis of this are presented in Table 3, and
the forecast errors are in Table 4.

Table 3. Monthly gas oil and diesel oil supply forecasts for 2020–2021 (in thousand tonnes). Source:
own elaboration.

Period Forecast Period Forecast

2020-01 19,521.38 2021-01 19,521.38
2020-02 19,311.86 2021-02 19,311.86
2020-03 20,960.80 2021-03 20,960.80
2020-04 19,281.69 2021-04 19,281.69
2020-05 19,664.21 2021-05 19,664.21
2020-06 19,875.59 2021-06 19,875.59
2020-07 20,930.39 2021-07 20,930.39
2020-08 20,345.36 2021-08 20,345.36
2020-09 21,062.02 2021-09 21,062.02
2020-10 21,843.90 2021-10 21,843.90
2020-11 20,552.34 2021-11 20,552.34
2020-12 20,756.58 2021-12 20,756.58

Table 4. Forecast errors. Source: own elaboration.

Mean Error (ME) Mean Absolute Error
(MAE)

Mean Percentage
Error (MPE)

Mean Percentage
Absolute Error (MAPE)

−30.7180 666.4146 0.3420 3.3248
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Mean error indicates a slight negative deviation from zero. This means that the
obtained forecasts are slightly overestimated. Mean absolute error indicates that the
actual deliveries of gas oil and diesel oil, in absolute terms, will diverge from forecasts by
approximately 666.4146 thousand tonnes. It also shows that 0.3420% of the actual volume
of gas oil and diesel oil supplies are due to forecast errors in the prediction period (MPE),
while the average size of forecast errors is 3.3248% of the volume of gas oil and diesel oil
(MAPE) supplies.

The analysis of the obtained forecasts shows that if it were not for the COVID-19
pandemic, the EU countries in 2020–2021, according to the forecasts obtained, would have
received an additional amount of approximately 11,395.539 thousand tonnes of gas oil and
diesel oil (Figure 7).
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Figure 7. Comparison of the actual and forecast volumes of supplied gas oil and diesel oil (in
thousand tonnes). Source: own elaboration.

3.3. Motor Gasoline Supplies to EU Countries

In the case of motor gasoline, the supply volumes did not decrease as a result of the
COVID-19 pandemic. Throughout the duration of the COVID-19 pandemic, as well as after
its completion, the volumes of deliveries remained at a similar level, taking into account
seasonal fluctuations (Figure 8).
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Figure 8. Changes in the volume of motor gasoline supplies to EU countries (in thousand tonnes).
Source: own elaboration.
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In this case, the method of exponential smoothing with additive seasonality was also
used. The results obtained with the use of Statistica 13.3 software are shown in Figure 9.
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The values of the forecasts obtained on the basis of this are presented in Table 5, and
the forecast errors are in Table 6.

Table 5. Motor gasoline supply forecasts on a monthly basis for 2020–2021 (in thousand tonnes).
Source: own elaboration.

Period Forecast Period Forecast

2020-01 5512.601 2021-01 5512.601
2020-02 5311.355 2021-02 5311.355
2020-03 6002.709 2021-03 6002.709
2020-04 6063.418 2021-04 6063.418
2020-05 6328.656 2021-05 6328.656
2020-06 6325.850 2021-06 6325.850
2020-07 6625.590 2021-07 6625.590
2020-08 6631.529 2021-08 6631.529
2020-09 6141.273 2021-09 6141.273
2020-10 6159.025 2021-10 6159.025
2020-11 5785.373 2021-11 5785.373
2020-12 6031.271 2021-12 6031.271

Table 6. Forecast errors. Source: own elaboration.

Mean Error (ME) Mean Absolute Error
(MAE)

Mean Percentage
Error (MPE)

Mean Percentage
Absolute Error (MAPE)

39.3798 127.1338 0.5838 2.1901
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Mean error indicates a slight positive deviation from zero. This means that the
obtained forecasts are slightly underestimated. Mean absolute error indicates that the
actual deliveries of motor gasoline, in absolute terms, will deviate from the forecasts by an
average of 127.1338 thousand tonnes. This also shows that 0.5838% of the actual deliveries
of motor gasoline are forecast errors in the prediction period (MPE), and the average value
of forecast errors is 2.1901% of the volume of motor gasoline (MAPE) deliveries.

The analysis of the obtained forecasts shows that despite the apparent maintenance
of the trend throughout the entire duration of the COVID-19 pandemic in 2020–2021,
according to the forecasts obtained, approximately 11,042.207 thousand tonnes of motor
gasoline would have been delivered to the EU countries (Figure 10).
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Figure 10. Changes in the volume of motor gasoline supplies to EU countries (in thousand tonnes).
Source: own elaboration.

3.4. Deliveries of Oli Products to EU Countries

For oil products, supply volumes have decreased as a result of the COVID-19 pandemic.
By the end of 2021, these figures did not return to the pre-pandemic state (Figure 11).
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Figure 11. Shaping the volume of deliveries of oil products to EU countries (in thousand tonnes).
Source: own elaboration.
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In this case, the method of exponential smoothing with additive seasonality was also
used. The results obtained with the use of Statistica 13.3 software are shown in Figure 12.
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The values of the forecasts obtained on the basis of this are presented in Table 7, and
the forecast errors are in Table 8.

Table 7. Forecasts of the volume of oil products supplies on a monthly basis for 2020–2021 (in
thousand tonnes). Source: own elaboration.

Period Forecast Period Forecast

2020-01 39,698.28 2021-01 39,698.28
2020-02 38,173.78 2021-02 38,173.78
2020-03 41,634.89 2021-03 41,634.89
2020-04 40,258.81 2021-04 40,258.81
2020-05 41,199.79 2021-05 41,199.79
2020-06 41,043.89 2021-06 41,043.89
2020-07 43,486.50 2021-07 43,486.50
2020-08 42,830.51 2021-08 42,830.51
2020-09 42,296.38 2021-09 42,296.38
2020-10 43,062.50 2021-10 43,062.50
2020-11 40,545.24 2021-11 40,545.24
2020-12 40,973.40 2021-12 40,973.40

Table 8. Forecast errors. Source: own elaboration.

Mean Error (ME) Mean Absolute Error
(MAE)

Mean Percentage
Error (MPE)

Mean Percentage
Absolute Error (MAPE)

36.8596 764.8841 0.0406 1.8740

Mean error indicates a slight positive deviation from zero. This means that the obtained
forecasts are slightly underestimated. Mean absolute error indicates that actual oil product
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deliveries, in absolute terms, will deviate from forecasts by an average of 764.8841 thousand
tonnes. It also shows that 0.0406% of the actual oil product deliveries are due to forecast
errors in the prediction period (MPE), while the average forecast error is 1.8740% of the oil
product deliveries (MAPE).

The analysis of the obtained forecasts shows that if it were not for the COVID-19
pandemic, in the years 2020–2021, in accordance with the forecasts obtained, approximately
95 683.166 thousand tonnes of oil products would have been delivered to the EU countries
in the years 2020–2021 (Figure 13).
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Figure 13. Comparison of the actual and forecast volumes of supplied oil products (in thousand
tonnes). Source: own elaboration.

3.5. Discussion

On 30 January 2020, the World Health Organization (WHO) announced a public health
emergency of international concern in connection with the COVID-19 epidemic. At the
end of February 2020, WHO issued a recommendation [35] underlining the importance of
not imposing any travel or trade restrictions due to the outbreak. Toward the end of the
first quarter of 2020, governments around the world began imposing restrictions and then
prohibitions on international travel. While these restrictions initially applied primarily to
China, where the pandemic began, they quickly spread to other areas as well. On 11 March
2021, the WHO classified the epidemic COVID-19 as a pandemic [36]. The United States
announced a suspension of travel from Europe, and a week later, the EU closed its external
borders to air passengers [37,38]. As the epidemiological situation worsened, individual
countries EU Member States began closing their borders to commercial air traffic from other
countries within the EU. By April 2020, 14 Schengen Member States introduced internal
border controls. The tourist traffic was closed, as was business travel, which was replaced
by on-line business sessions.

While previous crises have slowed down the growth of the aviation industry, none of
them led to a complete halt to operations. For example, in 2002, after the terrorist attacks in
the United States, air traffic in Europe fell by 2%. The 2009 financial crisis saw a decline
of 6.6%, and the eruption of Iceland’s Eyjafjallajökull volcano in April 2010 resulted in
the cancellation of 111,000 flights [39]. However, it is the COVID-19 pandemic that is
unprecedented in history in terms of the magnitude of the effects and the timing of the
impact. The International Air Transport Association (IATA) expects a recovery to the pre-
pandemic situation no sooner than post-2024. Overall, the number of travelers is projected
to reach 4.0 billion in 2024 (counting multi-sector connecting journeys as one passenger),
exceeding pre-COVID-19 levels (103% of the 2019 total) [40].
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The lockdown introduced as a result of COVID 19 also influenced the level of mobility
in road transport. In this case as well, there was practically no tourist traffic. Restrictions
on social distancing and the need to close hotels prevented people from going anywhere.
The transition to distance learning and remote work led people to reduce the use of their
cars. Interestingly, many companies discovered the advantages of remote work to such an
extent that they want to either completely or partially stay with this form of work.

Fuel supplies are a response to the demand for them. It is of a secondary nature, as
it results from the demand for transport [41]. This relationship has been highlighted by
the pandemic.

An interesting situation occurred with regard to cargo transportation. Despite the
freezing of economies in the EU countries, transport companies did not suffer due to the
bad economic situation. The main factor behind this situation was the dynamic growth of
e-commerce as a result of restrictions in traditional trade. In the EU-27.2, retail sales via
mail order houses or the internet increased by 30% in April 2020 compared with April 2019,
while total retail sales decreased by 17.9% [42]. The pandemic, together with its limitations,
became a strong stimulus for the growth of online purchases, which, in turn, influenced the
situation of transport and logistics companies, and consequently also the demand for fuel.

A pandemic is a crisis. It creates uncertainty and unpredictability. Contemporary
supply chains, including those in which fuel flows, must be resilient. Resilience is a synergy
of flexibility and adaptability [43,44]. The desired state of resilience is security, stability, and
functionality. The resilient supply chain is characterized by the ability to reactive response,
adaptation, and resilience in changing, unpredictable, and uncertain operating conditions.
Unfortunately, analyzing the COVID-19 pandemic in terms of the resilience of fuel supply
chains is still an unspoken but necessary discussion.

4. Conclusions

The COVID-19 pandemic had a significant impact on many sectors of the economy.
The fuel sector in the EU was one of the sectors of the economy that felt its direct effects,
as it led to massive disruptions to mobility, air traffic, and traditional trade. The aim of
our research was to estimate the difference in fuel supplies between the situation where
the COVID-19 pandemic occurred and the situation where there was no pandemic. The
analysis covered the countries of the European Union. The research was based on the
assumption that during the pandemic, fuel supplies had decreased. Our assumption
proved to be correct. Only in the case of motor gasoline, the supply volumes did not
decrease as a result of the COVID-19 pandemic. Throughout the pandemic, and after
its completion, the volumes of deliveries remained at a similar level, taking into account
seasonal fluctuations. The decline in fuel supplies was caused mainly by the introduction
of lockdown and related social restrictions, which translated into the functioning of almost
all sectors of the economy.

This study showed that all lower fuel supplies were, in fact, determined by top-
down blockades (hence regional discrepancies) and, thus, “artificially” caused by lower
demand. However, the differences between the period—without a pandemic and during a
pandemic—are not as great as it seems since the whole world practically stopped. This, in
turn, leads to the conclusion that as long as we do not replace fossil fuels with low or zero
emission sources, we will not be able to significantly move away from burning fossil fuels
(e.g., through energy saving, the pandemic showed that even “forced” did not provide
much change) and greenhouse gas emissions.

When reviewing the literature in the research area, it was revealed that there is a huge
research gap in this area. There are practically no studies on the impact of COVID-19 on
fuel supplies in EU countries. The statistical data are available, however, and this enables
various analyses to be performed. The lack of literature is a limitation for our research as
no direct comparative analysis is possible. Perhaps a longer time perspective is needed. In
addition, as part of the limitations of the study, the research methodology used might not
seem innovative, but the authors believe that due to the fact that the topic itself is a novelty,
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there is no need to use a very innovative method of analysis in this respect. We believe that
since the literature on the subject lacks publications on fuel supplies to EU countries, the
application of the proposed methodology of statistical analysis is sufficient at this point.

Since the authors find the topic very significant, in terms of further research directions,
the plan is to continue the analysis with the use of other statistical methods. The study of
the impact of COVID-19 on the volume of fuel supplies has great research potential. In the
current study, we wanted to analyze the supply–demand relationship. Having the results
of these studies in mind, we will analyze supply and demand in more detail in subsequent
studies, and we will certainly pay attention to the segmentation of supply and demand
curves. Our research covered the EU countries, but it may be interesting to compare the
analyses conducted for other groups of countries, e.g., Asian countries or highly developed
countries compared with economically less-developed countries. Forecasts projected for a
longer time horizon may also be interesting. The topic of the influence of COVID-19 on
various spheres of economic and social life will certainly be both current and attractive for
researchers in the coming years.
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Dembińska), A.B., and K.S.-D.; supervision, I.D. (Izabela Dembińska) and G.I.; project administration,
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Abstract: The energy sector has been a pioneer in the use of information and communication
technologies for many years, and has undergone enormous changes in recent years as a result
of the transition resulting from the fourth industrial revolution. In the paper, we examine and
analyse relevant studies and their findings in order to show the current status of research on three
selected aspects of digitalisation in energy sector enterprises. The paper sheds light on the diverse
drivers influencing the digitalisation processes of energy sector companies. It also provides an
overview of business models that are or will soon be implemented in the energy sector thanks to
opportunities offered by digitalisation in response to observed trends in the energy market. Finally, it
illustrates open research challenges and future dilemmas related to various aspects of energy sector
digitalisation. The paper was prepared using the critical literature review method. It covers a large
volume of the most recent and relevant literature referring to the three major research areas mentioned
above. The literature review allowed us to identify the drivers influencing the digitalisation of energy
companies and distinguish between those specific to this sector and those relating to all businesses
as a part of the more general phenomena of Industry 4.0 and Industry 5.0. We also show how the
digitalisation-based business model innovation presented in the literature empowers new energy
producers and consumers through business models. We have also identified the most frequently
indicated challenges and dilemmas in the digitalisation of energy companies related to the risk of
the destabilisation of the energy market due to decentralisation, new requirements placed on the
competences of energy sector workers, the new culture of interaction between energy suppliers and
consumers, and the digital security of data used in the energy system.

Keywords: digitalisation; drivers; business models; energy sector; changes

1. Introduction

The problem of the digitalisation of firms is one of the multifaceted and multi-threaded
issues which, in the context of the contemporary economy, based on knowledge and modern
technologies, are an important and worthwhile discussion. Energy sector companies
undergoing digitalisation are strategic entities in the economy, as the energy efficiency
improvements occurring with their participation are part of the sustainable development
policies of Europe and the world. Therefore, the inclusion of the two above-mentioned
areas of analysis is an expression of the scientific and research inquisitiveness of the paper’s
authors, being part of strategic management.

In this research paper, reference is first made to basic issues such as an explanation
of the terms ‘digitalisation of enterprises’ and ‘enterprise 2.0 and 3.0’, followed by a
review of the literature on the drivers and business models of energy sector companies
undergoing digitalisation processes. And thus the bases were created towards the linear,
time-based approach towards the directions of changes in light of the emerging challenges
and dilemmas in their activities. In the last part of the paper, based on logic and lateral
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thinking, the above-mentioned components are combined, presenting an attempt to answer
the research questions posed in this Introduction.

It should be noted that in the literature on the subject, the term ‘digitalisation’ does not
have one commonly used definition. In the narrow sense, digitalisation is the processing
of analogue data into digital form, but in the broader sense, it is a multi-stage process:
the identification and selection of documents (information, knowledge), their preparation
and ordering, collecting basic metadata, digital conversion, quality control of copies and
metadata, providing the user with access to digital documents, the maintenance of digital
copies and metadata, backup copies and planning for the future. However, as it applies
to firms, this concept is understood as the use of digital technologies related to the con-
figuration of their business models to ensure new opportunities to generate value within
the organisation.

As A. Manterys [1] emphasises, the multitude of realities in which human activities
take place, is the constellation of different arrangements and orderings. For the traditional
market, a specific dualism can be seen, which, however, is not reflected in the virtual
market, which requires analysis in different categories. It should be mentioned here that
enterprises, which are market entities, have undergone a kind of evolution (Figure 1).
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This evolution included successive stages, namely [2] (p. 21):

- starting with so-called “zero organisation”, based on simple reproduction (e.g., family
farm of an “original” farmer or hunter);

- through the first-generation organisation, as a dual entity, functioning according to
the firm- the environment principle;

- through second-generation firms, i.e., 2.0 (networked organisations), using in their
operations collaborative technologies such as web services, P2P networking, collective
intelligence, social networks, blogs, RSS feeds, wikis and mash-ups [3,4], [5] (p. 33);

- ending with third-generation organisations (enterprise 3.0) in which so-called “empty
entities” exist, both inside and in the environment of such entities. 3.0 Enterprises
are based on a flow arrangement, i.e., ‘being in the flow’, where values for and from
the customer are composed on the basis of the creation and annihilation (or at least
slowing down of transfers) of information and knowledge flow [6,7].

We agree with D.J. Hołodnik and K. Perechuda that networking breaks the traditional
dual arrangements, such as “profit-loss, effective-ineffective, good-evil” [2] (p. 22). Of
course, this does not mean that there are none, but the boundaries between them are slowly
blurring, which is influenced by asymmetry and the excess of information (particularly
tacit information) between corporations and skilfully dosed “information junk” for the
masses (customers and consumers). The confusion and disorientation of an average cus-
tomer/consumer in the context of the excess of information, in the absence of appropriate
tools to process them, forces them to search for specialists who are able to offer them
adequate digital services, both information and process-service ones, being part of the
characteristics of 2.0 enterprises [8].

In contrast to 2.0 enterprises, the next generation is de-networked, de-empowered
enterprises, based on the humanistic paradigm, which is the context of the density of infor-
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mation, knowledge, technological, capital and other densities of contemporary corporations
find their place to operate where further network cooperation is not possible—corporations
reach the so-called Break-Event-Point of their networking process. However, the manage-
ment of 3.0 enterprises requires totally new managerial skills, as well as the adoption of a
new development perspective [9] (p. 172), for which, however, the majority of modern busi-
nesses are not ready yet. Consequently, we can still observe the creation and development
of strategies characteristic of 2.0 enterprises [10].

The functioning conditions of 2.0 enterprises focus attention on strategic risk, competi-
tion strategy, as well as social sensitivity [11]. The analysis of the critical factors of their
development is, in this aspect, an element of the strategy the formulation and adoption of
which depends on the position of the enterprise in the network, its network capacity (value
creation in the form of a network advantage, relational abilities, as the network participant
which favours capturing values [12].

As D.A. Johnston, M. Wade and R. McClean [13] rightly observe, adaptation to the
conditions of e-business functioning may be expressed in tangible financial results. How-
ever, profits gained may be different depending on the region, type of industry/business
sector, as well as the company size class. It can therefore be assumed a priori that there are
specific differences in digitalisation:

- enterprises functioning in markets with developed digital structures (developed
countries) compared to those which operate in developing countries or in third-world
countries;

- industrial firms in comparison with purely commercial or service ones;
- large corporations compared to SME sector companies (in terms of time, scope,

finance, etc.).

As P. Depaoli, S. Za and E. Scornavacca [14] indicate, “digital business solutions are
commonly adopted with the goal of improving firms’ performance”. It results from the
fact that investment in technologies is one of the key decisions in the context of enterprise
strategic operations, transforming its organisational activities, as well as deeply penetrat-
ing its broadly understood competitiveness and development. It was also a premise to
undertake theoretical research based on the literature of the subject.

2. The Concept of Research and Its Methodology

The aim of this paper is to review the existing research on the drivers and business
models, as well as prospective directions of changes in the energy sector enterprises in the
context of their digitalisation. Due to the revealed cognitive gaps, the authors of the paper
formulated the following research questions:

1. Among the drivers of enterprise digitalisation, can we identify those which are univer-
sal for all businesses and those which are characteristic of only energy
sector firms?

2. Which innovative business models in the energy industry are being or will be actively
implemented in the near future due to digitalisation as a response to current trends in
the energy market?

3. What prospective directions of changes will determine the paths of development for
the energy sector enterprises in the nearest future?

We selected keywords from three broad areas, such as drivers, business models and
prospective directions of changes in the enterprises of the energy sector to identify research
papers that would help to answer the above-mentioned research questions. We searched
using the title, keywords and abstract fields according to the searching database. We used
Scopus, Google Scholar, Science Direct and Emerald databases as these provided papers
that were the most relevant to our research. The time range of the cited scientific sources
included, in the vast majority, publications from the last 5 years concerning enterprises in
the energy sector.
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The methodology of the theoretical research undertaken, in terms of the literature
review, was selected in such a way as to enable an objective and structured approach to the
study of factors, or more precisely, determinants (drivers), business models and prospective
directions of changes in the field of the studied phenomena related to the digitalisation of
energy sector enterprises. Therefore, the following research methods were adopted, broken
down into research stages:

1. Generating information—based on keywords searched in scientific databases;
2. Collecting and selecting information (scientific publications);
3. Coding based on the thematic criterion (digitalisation of energy sector enterprises) and

date criterion (the date of articles, monographs and other scientific studies publication);
4. Organising information by research areas, i.e., in terms of factors, and in particular,

determinants (drivers), business models and prospective directions of changes, as
well as detailed issues in these areas;

5. Analysing and drawing conclusions.

Taking into account the type of research, it should be emphasized:

- the theoretical and cognitive nature of the research undertaken;
- the scope of theoretical, thematic considerations focused on the digitalisation of

enterprises in the energy sector;
- types of research methods used, referring to scientific research methods in the field of

empirical sciences;
- the type of reasoning adopted, i.e., deductive reasoning, based on the compatible

direction with the result.

As a result, the adopted research methodology allowed for the total compilation of
93 bibliographic items, while the research limitations apply to the adopted four
databases indicated above. However, it should be emphasised that the selection of these
databases was dictated by the citation rate of their publications and recognition in the
scientific community.

The purpose of adopting the research methodology defined in this way was to system-
atize and also to synthesize the current state of knowledge in this field, and after proper
research, it should allow [confirmation or contradiction] and/or extension of the answers to
the research questions posed. Thus, the authors’ contribution, resulting from the conducted
literature research, concerns the systematization and synthetic presentation of the current
state of knowledge in the field of the digitalisation of energy sector enterprises, taking into
account the detailed issues of factors, including determinants (drivers), business models
and prospective directions of changes.

The added value of this paper is the attempt to investigate possibly the most compre-
hensive appraisal, based on domestic and foreign literature, in the area of social sciences
at the scope of relationships between the drivers of digitalisation, new innovative busi-
ness models of the energy sector enterprises emerging as a result of adapting to changing
operating conditions, made possible to introduce digital technologies and the prospec-
tive directions of their changes in light of contemporary challenges and dilemmas in
their operations.

3. The Drivers of the Digitalisation in the Energy Sector Enterprises

Beginning in the 1960s, common regulations concerning the activities of energy sector
enterprises operating in the EU market began to be introduced. They were included in
the ”founding treaties”: the establishment of EURATOM and the European Coal and Steel
Community, followed by the establishment of the International Energy Agency in 1974.
In turn, the Single European Act (1986) contributed to research on the European energy
sector. The first directives on the liberalization of the energy market were adopted in 1996
(First Energy Package). The Energy Charter Treaty (1998) established a framework for
energy investment, trade in energy commodities and energy distribution. The second
energy package was adopted in 2003 and the third in 2009, which was related to the further
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liberalization of the electricity and gas markets, and in 2009 the fourth energy package
was introduced, including the European Union Agency for the Cooperation of Energy
Regulators (ACER). The fifth energy package (Delivering the European Green Deal) was
published in 2021.

These requirements have become a challenge not only for energy sector companies
because the implementation of the Common Energy Market has a direct impact on all
areas of life. As A. Czech notes, the process of consolidating the European Member States’
markets into one competitive energy market is complex and lengthy. It requires a number
of strategic political decisions, including energy liberalization and the adoption of sectoral
legislation [15]. The activity of enterprises in the energy sector is determined by the
heterogeneous energy infrastructure among EU Member States, as well as the frequent
differences in legal environments and institutional and administrative systems.

Some EU countries are characterized by modern and developed electricity and gas
infrastructure, while others are clearly lagging behind in this respect. Europe’s lack of
energy self-sufficiency and import dependence is becoming more and more apparent.
According to The Dependency Rate on Energy, the import of energy consumed by EU
member states has increased from 47% in 2019 to 53% in 2022 [16]. Moreover, there are large
variations between Member States, with energy dependency rate ranges from over 95% for
Malta, Luxembourg, and Cyprus to below 15% for Estonia and Denmark [16]. This proves
the existing heterogeneity and limited intra-market possibilities of meeting the demand
for energy.

As noted by A. Carfora, R.V. Pansini and G. Scandurra, the current direction of EU
activities in the field of energy is to reduce energy dependence, which is to be achieved
by improving the efficiency and maximum use of domestic energy sources as well as the
promotion of renewable energy sources (RES) [16]. Actions taken should be implemented
in accordance with the disclosed need to ensure more stable and safe supplies, including
increasing the use of renewable energy sources, while reducing greenhouse gas emissions.
For these reasons, efforts have recently been focused on ensuring energy security taking into
account the principles of sustainable development, thus becoming one of the priorities in
defining the new energy policy framework in the EU [17] (pp. 155–163), [18] (pp. 127–136).
The process of changes related to the consolidation, research, liberalization and common
energy policy in the energy market of the European Union countries is presented in Figure 2.
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Thus, the activity of energy sector enterprises is very strongly related to socioeco-
nomic conditions. There is an increasing demand for electricity against the backdrop of a
decline in non-renewable energy resources. Therefore, this macroeconomic factor should
be considered significant and determining the development of enterprises in this sector.

The adopted direction of development, related to the use of renewable energy sources
in the operation of the energy sector—in the context of global socio-economic
conditions—seems to be correct [19]. Lutz, Fischer, Newig and Lang list 19 driving factors
of renewable energy implementation processes [20]. They have all been grouped into the
following four clusters:

1. Planning and process;
2. Exchange and participation;
3. Actors and networks;
4. Economic circumstances.

As shown in the above studies, formal networks emerge as a strong driving factor
in the studied regions. Regions where formal networks are important see the positive
impact of renewable energy use on the regional economy [20]. Therefore, it can be assumed
that networking related to the digitalisation processes of energy sector enterprises is an
important factor in their development in the context of plans for the use of renewable
energy sources. This corresponds to the idea of sustainable development in relation to
natural capital.

Due to the complexity of the research topic undertaken, it is worth paying attention to
the closely related terms “condition” and “factor”. The ability to distinguish between static
and dynamic variables in the context of the development of enterprises affects the correct
determination of the components of this development and the ability to properly prioritize
them in the context of setting development goals.

“Conditions” are a feature or set of features on which the existence of something de-
pends, and a situation prevailing in some area (location, circumstances) in which something
happens [21]. In turn, the term “factor” should be understood as the cause of a specific
phenomenon, and something that has an impact on the observed phenomenon, actions
taken or the existing situation [22]. The word “factor” comes from the concept of action
(lat. facere = to do) and is one of its elements—the cause [23]. An activity is a form of the
active human relation to reality or a process aimed at achieving a goal, the structure of
which is shaped depending on the existing conditions [24]. As A. Kaleta notes, the two
concepts analyzed above are closely related, particularly regarding the development of
an enterprise, the relations between the “condition” and the “factor” are indicated [25].
The literature on the subject emphasizes that “development conditions” have a less direct
impact than “development factors”, as they are of a potential nature. They may be present
in a given place, time and area (legal, economic, social, etc.), they may be favourable
and unfavourable, or they may be completely absent. Thus, the existence of appropriate
conditions creates the possibility of emergence and development [26]. The disclosure of
the development condition contributes to the implementation of certain activities. In turn,
the factor triggers some process of action, which is then confronted with the identified
conditions. Thus, the factor is an active attitude to reality. The condition, on the other hand,
may be of a natural, technical or social nature [23]. Hence, it is assumed that the conditions
of development are generally static and are recognized as resources. On the other hand, the
factors are dynamic and are treated as streams [27]. In terms of economic capital, the term
“conditions”, understood as a set of more or less favourable circumstances (conditions)
enabling or limiting development, seems to be a more appropriate term than a “condition”.

According to S. Chomątowski, conditions (for economic capital these are economic
conditions) and factors, including drivers of enterprise development can be understood
as what is related to the development of the enterprise and influences this development
directly or indirectly. In other words, the conditions for the development of an enterprise
are permanent or shorter-lasting possibilities, existing in a given place and time. They
include all the opportunities and threats that may favor or limit the development of
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the enterprise [27]. The conditions of development have a real and material dimension.
Their discovery and use contribute to the development of the enterprise, thus becoming
its drivers [28].

Returning to today’s challenges related to the implementation of sustainable devel-
opment, three basic conditions useful in the analysis and evaluation of the development
of energy sector entities should be indicated. They are part of the “3 Ds of Energy” based
on digitalisation, decentralization and decarbonization. These are conditions and factors
related to economic, social and natural capital.

Experts from the International Energy Agency [29] (pp. 18–20) indicate that the global
demand for electricity will increase by about 2–3% annually [30]. Throughout 2021, global
energy demand and emissions increased by 5% compared to 2020, almost reaching pre-
COVID-19 levels (~33 Gt energy-related CO2 equivalent) [30]. As energy consumption
increases, so too will greenhouse gas emissions. This could lead to an increase in global
temperature of 4–6 ◦C by 2030 [31]. According to industry analyses, even if all countries
with net-zero commitments deliver on their aspirations, global warming is projected to
reach 1.7 ◦C by 2100 [30]. Such a forecast determines further planning of activities in
this regard.

The mentioned conditions and factors are closely related. The activity of enterprises in
the energy sector is conditioned by the existence of demand for energy by social capital.
This is also an important determinant of how much, how and when energy will be used.
The process of obtaining electricity and heat, in turn, involves the use of renewable and
non-renewable resources that belong to natural capital. Finally, in order for energy to be de-
livered, economic capital is needed for energy production and transmission infrastructure.

The development of technology determines the technical capabilities of energy pro-
duction and transmission infrastructure, as well as the degree of its modernity, reliability
and efficiency. It is on the basis of the above-mentioned characteristics that the assessment
of this infrastructure is made. The digitalisation process of energy sector enterprises has a
direct and indirect impact on these characteristics.

The researchers claim that the energy industry can increase energy efficiency through
various changes leading to the integration of individual energy companies and information
communication technologies (ICT) supporting processes related to energy generation, trans-
mission and delivery [32]. Therefore, digitalisation plays a key role in the implementation
of the new model of the 3 Ds of Energy development. Effective digitalisation will allow the
development of more and more advanced technologies enabling the diversified production
of energy from decentralized renewable sources. This will make possible the switch from
non-renewable sources in the form of coal or crude oil to renewable sources.

Park, Cho & Heo distinguish three main entities which will have a strong influence
on digitalisation: (1) energy policymakers, (2) researchers and (3) market participants [33].
Based on empirical research by You & Yi, it has been shown that “self-transcendence knowl-
edge” is very important and critical in the knowledge management and promoting energy
companies to react quickly to changes and challenges related to digitalisation [32]. The
policy of transforming the energy sector adopted in the EU assumes transferring energy
production to renewable sources, reducing the emission intensity of the economy and
increasing energy efficiency. The implementation of these plans is to ensure energy and en-
vironmental security, enable constant civil development, and the creation of low-emission,
highly effective energy based on renewable energy sources. In this respect, digitalisation
is treated as a tool for the implementation and development of a new energy policy. As
A. Kucharska notes, “digitalisation is an essential element of energy infrastructure man-
agement, smart grids and smart meters. It allows better equality of energy distribution,
which is a factor in combating energy poverty” [34]. One should be aware that the digitali-
sation of the energy sector is not a “cure for all diseases” in this sector and is associated
with specific threats, which will be presented below. However, digitalisation should be
seen as an effective tool for more effective management of the production, distribution
and storage of electricity and heat. Digitalisation is a significant factor in the develop-
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ment of enterprises in the energy sector, which is also part of the concept of sustainable
socio-economic development.

The above-mentioned drivers in the digitalisation of energy sector enterprises are
specific to this industry and fundamental to its development. They are related to the
process of implementing the new energy policy based on the assumptions of the 3 Ds of
Energy. There are also other drivers in the digitalisation of the activities of energy sector
enterprises, which are also noticeable in other industries and result from the so-called
digital transformation of business [35].

Both specific and general factors driving the development of the digital economy
(digitalisation of activities) of energy sector enterprises as well as enterprises from other
industries are presented in Table 1 ([29] (pp. 21–23), [35–37]).

Table 1. Specific and general factors in the digitalisation of energy enterprises.

Type of Drivers Drivers

Specific drivers of digitalisation of
energy enterprises

- The 3 Ds of Energy;
- Transferring energy production to renewable sources, reducing the emission

intensity of the economy and increasing energy efficiency;
- Integration of individual energy companies and information communication

technologies (ICT) supporting processes related to energy generation, transmission
and delivery;

- Development of management tools: intelligent energy transmission networks and
smart meters as well as tools for controlling the entire energy system.

General drivers of digitalisation of
energy enterprises and entities from
other industries

- Internet of Things (IoT) and Internet of Everything (IoE);
- Hyper-connectivity;
- Greater effectiveness in reaching and contacting customers;
- Cloud Computing Applications and Services;
- Big Data Analytics (BDA) and Big-Data-as-a-Service (BDaaS);
- Automation and Robotisation [29] (pp. 21–23);
- Multi-Channel and Omni-Channel Models for the distribution of products

and services.

Source: own-study based on [29] (pp. 21–23), [35–37].

The challenges and opportunities related to the above-mentioned factors, which refer
straight to the energy sector include [38–40]:

- the implementation of Industrial Internet of Things solutions in electricity supply
systems, based on a network of sensors monitoring energy demand, managing its
transmission and storage;

- the use of Artificial Intelligence in order to optimize energy transmission and distribution;
- the use of blockchain technology to manage energy resources and logistics, which

increases the operational efficiency of energy companies;
- the use of smart grids and models to monitor changes in energy demand and to

respond autonomously to emerging changes through proper energy distribution;
- creating “Virtual Power Plants”, which are a combination of decentralised units on

the electricity grid coordinated by a common control system that allows them to
dynamically plan and adjust production and to trade in the energy market at the
lowest possible operating costs;

- the implementation of energy management systems integrating prosumers and con-
sumers, able to optimize the production and consumption of energy coming from
various sources, based on the use of smart meters or consumer IoT devices (mobile
reporting applications);

- the use of digital modeling to design new and improve existing energy networks.
The use of this tool will increase the operational efficiency of energy sector entities,
allowing faster (compared to the solutions used so far) data analysis on the basis of
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real energy networks to develop new investments and reducing the cost of designing
new installations;

- the use of blockchain, which will increase the level of automation and security of
transactions on the power grid, e.g., those involving the sale of micro volumes of
energy between prosumers;

- building systems in the form of “digital twins”, based on a real-time collaboration
between a digital replica of a physical object and the object itself, enabling decisions
referring to the optimisation of its operations.

Digitalisation in supply chain management, also in the energy sector, allows for the
implementation of the most important efficiency criteria in the form of costs, time and
service quality. It contributes to maximizing the effectiveness of customer service by
delivering the right product (service) as quickly as possible and reducing the cost of service
while ensuring high availability and reliability of the service (product) [41].

4. Business Models in Energy Sector Enterprises in the Context of Digitalisation

V. Akberdina and A. Osmonova note that the digital transformation in energy sec-
tor enterprises has been taking place in the world for many years [42,43]. As noted by
J. Światowiec-Szczepańska and B. Stępień, this sector pioneered the implementation of
information and communication technologies and over the past few years it has undergone
enormous changes as a result of changes related to the fourth industrial revolution [44].
Digitalisation in the energy sector is linked to the creation and use of computerized in-
formation and the processing of the huge amount of data that is generated along the
energy supply chain. New digital technologies offer great opportunities to improve the
efficiency of managing an advanced energy system: from infrastructure design, opera-
tion and maintenance, through energy production and transmission, to its consumption.
Due to digitalisation in the energy sector, the necessary infrastructure and interfaces are
created that enable the efficient functioning of operators and the intelligent and effective
implementation of the processes they support because it enables cheaper, faster and better
monitoring using “smarter” networks [45]. P.F. Borowski points out that, as research shows,
digitalisation enables energy companies to reduce operating costs and improve efficiency,
and additionally helps to extend the life of power plants by about 30% [46].

The most important global digital trends affecting the energy sector and selected
concepts of innovative business models corresponding to them, are presented in Figure 3.
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Global digital trends makes energy sector companies look for effective methods of
competing, shaping and implementing new strategies and business models, using them to
an increasing extent in various types of innovation and cooperation networks. As rightly
noted by J. Brzóska and M. Krannich, for energy companies, a significant factor influencing
their strategic reorientation is also the energy and climate policies implemented in specific
countries or a group of countries in a specific region [66]. Currently, the key area in the
field of strategic management is to ensure that businesses have the capacity to implement
quick and abrupt changes that affect the enterprise itself, including its strategy, structures,
resources and processes, and its environment. For this reason, the ability to act quickly and
flexibly in a turbulent, rapidly changing environment becomes very important. Research
conducted by A. Kaleta, J. Radomska and L. Sołoducho-Pelc shows that in large enterprises,
such as energy sector companies, innovation is related to strategic management, and this
relationship is related to a strategic response to challenges [67]. According to A. Ates,
P. Garengo, P. Cocca, and U. Bititci, large enterprises more often than SMEs design and
implement formalized processes to manage operational and managerial activities. In the
case of SMEs, the systems and processes related to decision-making and the management
of the entire business are less structured [68].

The development of industrial strategies is often associated with the occurrence of
conflict situations. Some of them, concerning opposing objectives such as, for example,
increased production versus environmental impact, or increasing automation versus re-
ducing employment, are very difficult to resolve. Improving productivity is important for
wage growth, and at the same time, it is very often associated with the implementation
of advanced technologies that reduce employee involvement. Developing countries often
accept environmental issues because they want to counteract labour-saving technology [69].

Tensions related to the necessity to meet the needs of customers, the activities of
competition and the level of costs result in the emergence of new methods, tools and
theories in managing the development of the energy sector. At the same time, energy sector
companies design and reformulate their business models, which is difficult in an unstable
and complex environment [70]. S. Küfeoğlu, G. Liu, K. Anaya and M.G. Pollitt note that
the newly adopted business models in the energy industry vary in terms of four business
model dimensions [45]:

- Value Proposition, which refers to the way in which an organisation creates value for
its customers;

- Targeted Customers, specifying to whom they are addressed;
- Value Creation (Value Delivery), determining how their service will be created

and delivered;
- Value Capture (Revenue Model), relating to the sources of their expected revenues

and how they plan to create them.

B. Fattouh, R. Poudineh and R. West note that their effective functioning requires
flexible and systematically adapted development strategies [71].

A key driving factor in energy sector digitalisation is the increasingly distributed
character of the electricity generation system, which opens up new business opportunities.
The decentralization of power generation is part of the transformation based on the so-called
5 Ds (decentralization, digitalisation, decarbonization, democratization, and decreasing
consumption), which are the driving forces of the current energy transition [72]. As noted
by A. Hirsch, Y. Parag and J. Guerrero, the increasing use of renewable energy sources is
playing a huge role in accelerating this trend [73]. S. Küfeoğlu, G. Liu, K. Anaya and M.G.
Pollitt add that the development of renewable energy means that today energy is generated
within the electricity distribution grid that includes many more nodes than ever before.
The problem, however, is the intermittency of this production and the poor match of its
supply to demand [45].

According to A. Idries, J. Krogstie and J. Rajasekharan, the decentralized energy means
energy that is generated closer to the place where it is used. It is therefore not drawn
from a large centralised power station that is part of the regional or national grid [74].
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As rightly noted by J. Silvente, G.M. Kopanos, E.N. Pistikopoulos and A. Espuña, the
local generation of energy reduces transmission losses that result from the long distance
between production and consumption sites and decreases environmental degeneration as
it lowers carbon emissions [75]. It also increases the security of supply for all consumers,
as they do not use a single power source or depend on relatively few large and remotely
located power plants [76]. A.M. Adil and Y. Ko point out, that energy decentralization has
three configurations: distributed generation, micro-grids, and smart micro-grids [77]. The
backbone of energy decentralization is distributed generation, which can be defined as
“generating plant connected directly to the grid at distribution level voltage or on the customer side
of the meter” [78,79].

As indicated by H. Khajeh, H. Laaksonen, A.S. Gazafroudi and M. Shafie-khah, decen-
tralized energy is accompanied by the transformation towards a platform-based model,
which is a good starting point for service innovation in the energy sector. As a result of
this transition, various services will be provided by these platforms, thereby giving many
stakeholders and actors the opportunity to benefit from them [80]. Digitalisation helps to
better manage the network and congestion, helping to solve the problems of discontinuities
related to the production of energy from renewable sources. It makes it possible to use
digital platforms to respond to demand, Peer-to-Peer (P2P) energy and carbon credit trad-
ing [45]. K. Osmundsen notes that a crucial trend for the digital development of the energy
sector is also transforming grid networks into smart grids, which are electricity networks
able to process, control, and manage huge data flows [43,81].

As shown in Figure 3, changes important to the existing energy system include busi-
ness model innovations based among others on the following concepts:

- peer-to-peer (P2P) electricity trading;
- virtual power plants (VPPs);
- flexibility management;
- local energy market;
- the vehicle-to-grid concept.

Irregular small-scale energy production and energy exchange between autonomous
micro-grid prosumers [48] can be integrated into the energy system with low indirect
costs thanks to P2P energy trading. Peer-to-peer (P2P) electricity trading is a new data-
driven business model that is currently being tested in the energy sector [49]. Peer-to-peer
(P2P) energy trading is essentially based on direct transactions between prosumers and
consumers who trade energy with each other without the electricity supplier or retailer as
an intermediary. The place of the intermediary is taken by a third-party digital platform,
e.g., blockchain-based, which allows prosumers and consumers to interact directly and
negotiate better prices for electricity, relative to the offer of a licensed supplier [50,51]. This
type of energy trading can be facilitated by the digitalisation of the economy and by the
use of advanced digital technologies such as Artificial Intelligence (AI) or Blockchain [45].

Artificial neural networks allow the analysis of information in an innovative manner.
These are mathematical and computer models that imitate the work of neurons in the
human brain, so they can analyse information and learn to generate proposed solutions. J.
Światowiec-Szczepańska and B. Stępień point out that their application is possible in many
areas, and they are used at each stage of the energy value chain [44]:

- energy network design: to forecast energy demand and assess the reliability of genera-
tion equipment, in the automation of protection, and controlling of systems’ overload
in production and transmission;

- energy production: to prevent and optimise the equipment operating costs;
- transmission and sales: for automation of selecting the most cost-effective or strategic

suppliers, dynamic differentiation and optimisation of energy prices according to
seasonal trends in customer habits, billing automation, etc.

AI can be used to optimize energy storage and supply management, it has the po-
tential of a predictive system and can be the basis for creating systems that respond to
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energy changes [52]. The consequence of AI managing energy transmission is Demand
Response Models (intelligent networks supported by models of responding to changes
in demand) enabling real-time monitoring of changes in energy demand and proper
energy distribution [52].

Other digital technologies, such as blockchain, can improve the information flow
process, document flow, property management, logistics and security of supply. Blockchain
enables, through the controlled use of data, the management of the increasing complexity
of the structure and networks of the energy sector and direct interaction between entities
through comprehensive monitoring of energy flows at low costs [44]. The greatest bene-
fits associated with the introduction of blockchain technology include the possibility of
concluding direct transactions between energy suppliers and their customers. Blockchain
technology solutions can also enable the sale of micro volumes of energy between pro-
sumers [52]. Traditional energy trading faces problems such as single points of failure and
privacy leakage. Therefore, efficient and transparent models are needed in this area. The
advantages of blockchain technology include trust, security and decentralization. This
technology maintains a distributed database, eliminating the need to involve third parties,
improves economic efficiency, and reduces management costs [53] and ensures supply
security by providing information on the origin of energy [44]. In addition, E. Mengelkamp
et al. add that blockchain technology provides user-friendly applications that enable them
to participate in making decisions about which technology they use to generate energy and
who produces it [54].

One of the most reliable and efficient ways to ensure the efficiency, stability and
competitiveness of distributed generation is the use of a business model based on the
concept of a Virtual Power Plant (VPP). A VPP is a system integrating a few types of
energy sources, which provide a reliable overall power supply. Virtual power plants can
be described as decentralized energy management systems, which pool the capacity of
different units: renewable and non-renewable ones, different storage devices and dis-
tributable loads, participating in the energy market and trading energy (and services) with
the upstream network [55]. P. Asmus defines VPPs as “software systems, which remotely
and automatically dispatch and optimize generation or demand side or storage resources
in a single, secure Web-connected system” [56]. Through software innovation, VPPs use
existing energy networks to tailor electricity supply and demand services to meet customer
needs. This maximises value, both for the end customer and for the distribution com-
pany [56]. The VPP buys spare capacity from energy-producing entities and manages the
power plant production according to the real-time sales demand. The produced energy is
sold simultaneously on multiple markets—on the Power Exchange (PEx), on the balancing
energy market and directly to end users. This business model allows small power plants
to earn higher margins without incurring additional energy sales and balancing costs [57].
As noted by S. Baidya, V. Potdar, P.P. Ray and Ch. Nandi, the functional capabilities of
virtual power plants are, therefore: (1) optimisation of network modes, (2) management of
electricity consumption and (3) market management of the reserve capacity [58,59].

The dynamic development of renewable generation and distributed energy resources
presents distribution systems with new operational challenges related to intermittency and
uncertainty of supply. Addressing these challenges requires distribution system operators
to introduce business models that enable more active and flexible management and system
control. This results in a shift to a local approach in energy system management. P. Olivella-
Rosell et al. point out that local Energy Markets (LEM), also known as micro-markets
or local electricity markets [60], use online platforms and smart grid technologies as a
means to integrate and coordinate Distributed Energy Resources (DER) at the distribution
grid level [61]. According to S. Beattie, W.K. Chan, A. Wei and Z. Zhu, this is important,
especially in relation to the local supply of spatially distributed renewable resources that
cannot be directly controlled [62]. As noted by P. Olivella-Rosell, G. Viñals-Canal et al.
studies show that with too small distribution networks, LEM can effectively improve social
welfare compared to other, simpler solutions [60].
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The possibility of implementing new business models is also seen in the development
of V2G technology. Electric vehicles (EVs) can be classified in terms of their charging
methods, energy storage mechanisms or energy sources. The increase in sales of electric
vehicles is related to the need to increase the amount of available energy. In addition, the
needs of charging electric vehicles result from the profiles of drivers and their mobility. All
this affects the allocation of electric vehicle charging demand [63]. V2G technology creates
added value for EV users and Distribution System Operators, as some specific services can
be provided to the power grid. By connecting am EV to the grid, the bi-directional energy
exchange is possible, from the power grid to the electric vehicle and the other way round,
from the electric vehicle to the grid [64]. With the growing number of electric vehicles,
these services can support the energy industry to better manage energy generation, its
management and, ultimately, its consumption. Electricity management by consumers in
the technology of two-way energy exchange is a new approach in terms of building a new
power grid and the value of available power consumption [65]. As rightly noted by B.
Mroczek and A. Kołodyńska, nowadays more and more attention is paid to the problems of
network management. The popularity and effectiveness of V2G services among EV users
will depend on the correct definition of electricity demand [65].

In conclusion, it should be stated that the business models introduced by energy sector
enterprises are associated with the pressure resulting from the transformation towards the
digital economy. In this context, the strategies that relate to gaining a privileged position
in the industry are also changing. Changes in the energy sector are influenced by the
acquisition of entities from the periphery of the energy sector or those that are still reserved
for other products. This mainly refers to big data entities and enterprises using energy-
based products [70]. R. Trzaska et al. emphasise the need to implement digital technologies
in the energy sector due to their potential to increase efficiency, productivity, speed and
security, as well as reduce costs. This becomes possible mainly thanks to the use of artificial
intelligence, the development of advanced sensors for process monitoring and remote
access in various organisational areas [70]. It is important to develop business models that
are based on the real added value that distributed energy can bring to the entire energy
system. This added value may be a solution that allow for real local real-time power
balancing, which requires an advanced data ecosystem and algorithms for managing a
distributed system. However, such business models require a number of innovations in
many areas.

These factors emphasise the need to introduce digital solutions in the energy sector
due to their potential to increase efficiency, productivity, speed, safety and cost reduction.

5. Challenges and Dilemmas of Energy Sector Enterprises Regarding Industry
4.0 and 5.0

The digital transformation of the energy sector is part of the more general current
phenomena of Industry 4.0 and Industry 5.0. Moreover, this process is a component of
shaping the information society and the implementation of the global plan of sustainable
development [82] (pp. 283–294). It is important to distinguish between two ways of under-
standing the essence of the digitalisation of the energy industry. Firstly, it is the automation
of existing engineering and business practices using digital technologies. Secondly, radical
technological and civilizational change is associated with the transformation of the very
structure of the industry and the emergence of new practices (Digital transformation). We
will continue to talk about digitalisation in the latter sense [83]. The effects of digital
transformation are shown in three projections: in the area of technology, business and
culture [84]. Moreover, digitalisation affects the nature of the relationship between the
above-mentioned areas (human–technology, human–business, and business–technology).
The following opportunities offered by digital transformation can be listed:

- Increasing the efficiency, stability and security of the current energy system (appli-
cation of mathematical models, digital twins, cloud solutions vs. hosting solutions,
real-time control); increased precision in servicing systems and devices (3D-PLM-MES
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expertise); creating new forms of staff training (gamification, virtual and augmented
reality technologies) [85,86];

- Lowering operating costs (OPEX) and capital expenditure (CAPEX); introducing new
business models and forms of distribution (Energy Aggregator, Internet of Energy,
Distributed Energies Resources) to meet the requirements of local energy markets;

- Integration of systems based on different renewable energy sources, e.g., solar power
grid control depending on atmospheric changes, optimal adjustment of consumption
to the applicable local tariffs (big data, smart grid) [86,87].

At the same time, the digitalisation of the energy sector is associated with new chal-
lenges and dilemmas concerning, inter alia, the risk of destabilisation of the energy market
resulting from its decentralisation, new requirements for the qualifications of people em-
ployed in the energy sector, a new culture of the cooperation between energy suppliers
and recipients and ensuring the digital security of data used in shaping a common energy
system [82] (pp. 283–294). To a large extent, the above-mentioned dangers related to the
digitalisation of the energy sphere are also specific to other areas of life where digital
transformation takes place. Generally speaking, meeting new challenges and dilemmas is
associated with finding a balanced dynamic relationship between the area of technology,
business and culture, ensuring the free flow of information between these areas. Below,
we will describe some of the difficulties accompanying the digital transformation of the
energy sphere:

1. Risk of instability of electric networks—due to the inexorable increase in energy
consumption, the decentralisation of its generation and the increase in the diversity
of its sources, the risk of instability of electricity networks has increased, which was
partly reflected in the winter blackout in Texas [88] and the summer blackout in
Great Britain [89];

2. The need for close integration and information exchange within the energy
branch—new methods of electricity distribution require good information exchange
between the individual elements of the energy system, matching and close cooperation
between the producer, distributor and consumer of electricity [86];

3. Increased requirements for cybersecurity—along with the rapid increase in the number
of intellectual devices in automated systems and the exponential increase in the
volume of information sent by them, the area susceptible to a possible attack by
hackers has significantly expanded. Therefore, solutions guaranteeing digital security
must reach a new qualitative level [86];

4. Increased requirements for the professional qualifications of operating personnel—in
connection with the implementation of the new technologies mentioned above,
the requirements for operating personnel (installation, tuning, scheduled mainte-
nance, repairing) of power plants and other infrastructure in the energy sector are
significantly increasing. Today, operating personnel must be familiar with tech-
nologies such as MAC address, IP address, VLAN, Cloud Computing control, IEC
61,850 protocol etc. [85];

5. Changing the thinking paradigm—a lack of trust in cloud computing infrastructure
on the part of customers is still a frequent phenomenon. In their opinion, if some-
thing works well, there is no need to change it. The more so as new technologies
cannot always secure the same level of security as provided by earlier, already-proven
technologies and solutions [82] (pp. 283–294);

6. Anthropological dilemmas—digital technologies can significantly increase the stability
of an energy company, allowing it to be controlled in real-time mode. Therefore, the
time needed to adopt important decisions is significantly reduced. At the same
time, there is a specific disproportion between the speed, complexity and scope of
the changes taking place and human perceptive abilities limited by their natural
properties as biological beings [86];

7. New forms of interaction with the service user—digital transformation has signifi-
cantly changed the culture of communication between the distributor of energy and
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its user. This applies, inter alia, to ways of shaping flexible tariffs, and the need
for clients to know digital technologies. Increasingly, the user is served without an
assistant, which is replaced by chatbots. The latter solution, so far, works only in
the performance of standard, non-complex tasks. In many cases, solving a problem
or doubt requires talking to a person [90] (pp. 189–194). In addition, very often the
client’s need to get direct feedback from the assistant is still indispensable.

Proposed answers to the above dilemmas and challenges:

1. New technologies are expected to raise the possibility of forecasting unexpected
natural or technological phenomena to a qualitatively new level. Apart from that,
more and more demands are placed on the technology of producing electric networks.
They must be able to adapt to step changes in voltage in the network, to the situation
of excess electricity or its increased consumption [91];

2. The lack of homogeneity results in the need to adopt an open standard of informa-
tion exchange, which will ensure the cooperation of different energy microsystems
(Power Line Communication, Common Information Model). This will facilitate the
synchronization between photovoltaic stations and windmills subject to different
work rhythms and dependencies on the weather and will mitigate against voltage
spikes or energy shortages in the grid [91];

3. One of the world leaders in the energy industry, Siemens AG, and its partners work
on digital security issues in close cooperation with Kaspersky Lab (Moscow, Russia).
The human factor remains the key factor in maintaining safety. In the manuals for its
certified products, the corporation recommends, inter alia, making frequent updates
of all hardware and software. An additional instrument for ensuring digital security
in this corporation is a team of experts at a global level and a ”rapid response” team
at the local level [86]. Other providers of energy services and solutions, such as
Schneider Electric (Le Creusot, France), are also expanding their field of activity.
Until recently, this corporation was only involved in creating a system, which was
then used by the personnel of energy companies. Today Schneider Electric has its
own staff to control the Cloud Computing infrastructure and develops solutions and
services, which are aimed at, for example, helping customers reduce energy costs
(Resource Adviser system based on Cloud computing). At Schneider Electric, security
issues are dealt with by the Cyber Security International Center. It is a cross-business
team that analyzes and audits new solutions (hardware and software) developed
by other departments of the company. The same team is also responsible for the
development of the Hardening Guide to support hundreds of individual devices
(including printers!) forming a coherent system. This manual includes, among others,
a checklist of actions that must not be forgotten (e.g., “disconnect http or default port”,
“change administrator password”). The company also conducts training courses for
customers on the operation of their products [85];

4. Today, the profile of engineering teams dealing with the implementation of systems
in facilities has changed significantly. In the past, their qualifications were limited to
knowledge of Windows OS and products proposed by a specific developer. Today,
these specialists must know at least about the administration in Linux, RESTful
API and the HTTP and WebSocket protocols by which data is exchanged between
individual system components [85];

5. Digital transformation must be carried out carefully and take into account local
conditions (power plants, grids, specificity of a market). Implementation of new
technologies should take into account the standards existing in a given area. Due to
the rapid expansion of the range of production and the type of technologies that must
take into account local specifics, Schneider Electric opens local R&D development
centres in various countries, as global centres cannot always meet the requirements of
local markets [85,87];

6. There is a high probability that the function of the plant operator will be reduced over
time to the role of a bio-robot operating in strict accordance with the recommendations
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of the AI controlling all processes in the plant. This raises more general questions
about the place of humans in the new reality shaped by the latest digital technologies;

7. When encountering new digital technologies in the area of customer service, the end
user must be convinced that the changes made have contributed to the increase in the
convenience and security of contact with the corporation. The user interface has to
become more and more intuitive. When proposing new solutions, the corporation
should maintain a proper caution, offering clients only proven solutions [91].

The reigning or consciously created social consciousness largely determines our future.
We choose how we want to live, and what values and goals are important to us [92]. There
may not be only one right strategy for the future. Therefore, when implementing new
digital solutions, one should not be radical. Different approaches in the field of energy, more
traditional and modern ones, can coexist [91]. One should choose solutions appropriate for
a given place and time, solutions effective in solving specific tasks. It is worth following
the path of evolution rather than revolution [84]. A rapid transition from one system to
another is associated with instability and an increase in risk.

Digital transformation should solve specific problems and bring about concrete im-
provements in terms of stability, saving, comfort and security. People and their welfare
must remain the overriding concern underlying all these changes [91]. It should also be
remembered that digital transformation consists not only in the emergence of new busi-
ness and engineering practices but above all in the transformation of the very culture of
production, distribution and use of energy. Digitalisation changes the very paradigm of
thinking about energy [93]. In the course of digital transformation, human resources are
shifted from existing processes and practices to others, mainly related to the maintenance
of information systems. People still remain the main point of digital transformation.

6. Conclusions

The energy sector is an important sector of the economy, determining the socio-
economic development of each country and, globally, having a strong impact on the
environment and climate change. This makes energy an area of the global economy where
major technological and organisational transformations are taking place, based on a wide
range of digital innovations being implemented. In this paper, we have reviewed existing
research on drivers, business models and prospective directions of change of energy sector
companies in the context of the digitalisation processes taking place in them.

With reference to the first research question, the conducted literature review allowed
us to identify drivers influencing the digitalisation of energy industry enterprises, among
which we distinguished those characteristics for this sector and those relating to all business
entities, being a part of the more general phenomena of Industry 4.0 and Industry 5.0. We
found that a number of sector-specific drivers influence the pace, course and effects of
these processes. They include different socio-economic conditions, related on the one
hand to the increasing consumption of electricity by economies and societies, and—on
the other hand—to shrinking conventional energy resources. They also result from the
current energy policy in the European Union, which aims at decarbonising the economy,
rising energy efficiency and increasing the share of production from renewable energy
sources. The digitalisation of energy companies can greatly facilitate adaptation to these
requirements, representing a key factor for their rapid and efficient development, fostering
the simultaneous achievement of the three priorities: the sustainability, energy security and
competitiveness of the energy sector. As another sector-specific driver, we have identified
the increasingly distributed nature of electricity production in the energy sector, in which
the voice of prosumers, who want to gain greater control over energy management, use
and production, is also increasingly heard. This is shifting more and more attention
towards small, distributed, local and dynamic activities and businesses that are changing
the fundamentals of the energy market. In parallel, energy sector companies are being
impacted by other digitalisation drivers, which are also noticeable in other industries, and
are therefore of a universal nature. They stem from the ongoing digital transformation of
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the business sector, which is a part of the more general phenomena of Industry 4.0 and
Industry 5.0. Our review shows that digitalisation makes it possible to respond to all these
challenges in both the supply and demand sides of the market. For energy suppliers, it
offers higher system efficiency, the opportunity to make full use of data and implement
new strategies and business models, while for consumers and prosumers, it offers comfort
and a reduction in energy consumption costs.

The research review showed that a method to improve the efficiency of energy com-
panies is to implement technological innovations, including those enabling their digital
transformation, which changes the essence of their operations and affects all aspects of their
activities. At the same time, this means introducing new strategies and business models.
With reference to the second research question, we have identified several innovative
business models in the energy industry, which are or will be actively implemented in the
near future thanks to digitalisation as a response to current trends in the energy market.
They include new concepts of doing business in the energy sector based on the idea of
peer-to-peer (P2P) electricity trading, virtual power plants (VPPs), flexibility management,
local energy markets and the vehicle-to-grid concept. Analysing the described emerging
innovations in business models in the energy sector as a result of digitalisation, it can be
concluded that the boundary between supply and demand may be blurred in a digitised
future. The deployment of smart grids, interconnected and interoperable energy trading
and management systems, as well as the exploitation of the potential of artificial intelli-
gence, blockchain and other digital technologies, can completely change the position and
roles played by suppliers and consumers. New roles and new actors, such as prosumers or
aggregators, are emerging in the transforming energy market, and the range of possibilities
for their creation seems to be essentially limitless. As the review of research showed, the
new business models being implemented in the energy sector encourage, on the one hand,
large generators to transform their operations, including through the possibility to use RES,
thus enabling them to adapt to the trends observed in the market, while, on the other hand,
they support small prosumers in being active in the energy market, which encourages the
active building of a demand-supply balance.

Answering the third research question, what prospective directions of changes will
determine the paths of development for the energy sector enterprises in the near future,
based on a literature review we identified the main challenges and dilemmas in the energy
sector in connection with its digitalisation. We have included here: the risk of destabilisation
of the energy market resulting from its decentralisation, the new requirements placed on the
competences of those working in the energy sector, the new culture of interaction between
energy suppliers and consumers and the digital security of data used in the energy system.
Digital transformation should correspond closely to these concerns and offer concrete
improvements in terms of stability, savings, convenience and security in the energy sector.
In this context, this process is a crucial component of shaping the information society and
the implementation of the global plan of sustainable development.

Our research contributes to revealing the potential opportunities, threats and chal-
lenges of the digital transformation of the energy sector, and all the results obtained and
the conclusions expressed should be treated as a stimulus for further in-depth research,
especially on the issue of innovation in the field of new business models resulting from
digitalisation, which will provide greater opportunities for implementing sustainable en-
ergy transformation and on solutions that will be a response to the above-mentioned risks
and dilemmas related to the digitalisation processes in this sector. Regarding the directions
for future research, it should be pointed out that there is a constant need to monitor the
factors forcing the necessary changes or fostering the transformation of the energy sector,
especially in the context of the possibility of using digital technologies to improve existing
or implement new, innovative business models that meet the complex needs of various
stakeholders of the energy system.
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1. Manterys, A. Wielość Rzeczywistości w Teoriach Socjologicznych; Wydawnictwo Naukowe PWN: Warszawa, Poland, 1997.
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6. Bassus, O.; Zaščerinska, J.; Ahrens, A. From Enterprise 2.0 to 3.0: Challenges in Engineering and Business Education. In

Information and Communication Technologies in Engineering and Business; Bassus, O., Ahrens, A., Lange, C., Eds.; Mensch & Buch:
Berlin, Germany, 2011; pp. 79–96.

7. Venselaar, J. (Ed.) Sustainable Enterprise 3.0 The Strategic Approach out of Economic Self-Interest; Avans University of Applied
Sciences: Breda, The Netherlands, 2014.

8. McAfee, A. Enterprise 2.0: New Collaborative Tools for Your Organizations Toughest Challenges; McGraw-Hill Education Ltd.: New
York, NY, USA, 2009.

9. Tutaj, J. Digitalisation of Services in the Business Model of a Spa Enterprise Based on the Example of the “Kuracjusz” Program.
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In Dynamika i Kierunki Zmian Wielkości i Struktury Sektora Przedsiębiorstw w Polsce w Latach 1990–2005; Chomątowski, S., Ed.;
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Społeczeństwa –Szanse i Wyzwania dla Sektorów; Gajewski, J., Paprocki, W., Pieriegud, J., Eds.; Instytut Badań nad Gospodarką
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Abstract: Innovation is a very important attribute of energy companies. Its level largely depends on
employees’ attitudes and behaviours, which are determined on the one hand by individual factors
(e.g., psychological contract) and on the other hand by organisational factors (e.g., human resources
(HR) practices). The aim of this article is to identify the relationship between pro-innovative HR
practices, psychological contract and employee attitudes—commitment and job satisfaction. The
research was conducted in a company which is one of the leading Polish electricity suppliers. Data
were collected using a proprietary survey questionnaire. The research involved 402 HR professionals
responsible for shaping and implementing pro-innovative HR practices in the company. Hypotheses
were tested using the partial least squares structural equation modelling technique (PLS-SEM).
The results indicate the existence of a positive relationship between pro-innovative HR practices,
psychological contract and employee commitment and satisfaction. Furthermore, they indicate that
organisations wishing to increase employee commitment and job satisfaction should strengthen
and implement existing psychological contracts. One way to do this is to invest in pro-innovative
HR practices, such as competence development, knowledge sharing or creativity-based candidate
selection, as they have been shown to be good moderators of these relationships. The obtained
results may be of particular importance for HR management specialists and managers responsible for
shaping desired attitudes and behaviours of employees.

Keywords: energy sector; pro-innovative HR practices; psychological contract; job commitment;
job satisfaction

1. Introduction

Innovation is one of the key determinants of the competitive advantage of companies.
The level of organisational innovativeness fundamentally depends on employees’ attitudes
and behaviours. These attitudes and behaviours are, among others, the result of psycho-
logical contracts and the result of implemented management practices, including those
identified as pro-innovative HR practices.

The energy sector is one of the most innovative in terms of applied technological
solutions, conducted research projects and organisational solutions. The company surveyed
is one of the leaders in implementing innovative products and services in many areas of
its very broad and diverse activities. Its brand belongs to one of the largest companies in
Europe, which makes it universally recognisable. Its well-established position on the Polish
market, supported by the trust of institutional and individual clients, as well as its prestige
make it attractive for research.

In terms of its wide range of activities, since 2014, it has also held an active concession
for trading electricity in Poland. The company has been recognised as a leader in the
implementation of new solutions and the use of tools not only in energy production
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and distribution or digital solutions, but also in management practices, especially pro-
innovative HR practices. The scale of operations and related needs justified the creation
of a separate HR structure in the company under study, with several hundred employees
specialising in this area. The aim of the article is to identify the relationship between pro-
innovative HR management practices, psychological contract, and employee commitment
and satisfaction. The study undertaken analyses the impact of the application of pro-
innovative HR practices related to the deliberate implementation of modern technologies
within an energy distribution company in Poland on employees’ psychological contracts,
sense of job satisfaction and employee commitment. The surveyed company is the largest
alternative energy retailer in Poland. It is a leader in creating and implementing pioneering
solutions in providing access to stable, sustainable and modern energy. In order to ensure
the most substantive assessment, the study selected HR department employees, as the most
competent to assess the usefulness of specific tools and solutions.

The subject of the research concerns management problems related to shaping cer-
tain attitudes and behaviours of employees, which are relevant to the energy sector. We
considered this topic to be important because the innovativeness of organisations in this
sector largely depends on the attitudes and behaviours of their employees, and these can be
successfully shaped and developed using appropriate HR practices. The research subject,
which was a leading energy company, is an excellent example of this.

The current study contributes to the extant literature and practice in several ways.
First, this article can contribute to a better understanding of the relationship between
pro-innovative human resource management practices, the psychological contract, and em-
ployee commitment and satisfaction. This will enable the formation of desirable employee
attitudes and the selection of effective tools, especially from the group of pro-innovative
HR practices. This topic is important, given the impact of attitudes on employee behaviour,
including innovative behaviour, and at the same time the unpromising picture of the
labour market and employment problems faced by companies in the energy sector. Sec-
ond, the study has demonstrated the positive impact of the psychological contract on
commitment, and confirmed the relationship between commitment and job satisfaction.
Pro-innovative HR practices proved to be a good moderator of this relationship—their
introduction strengthens the positive relation between the psychological contract and job
satisfaction and commitment. Finally, in the utilitarian dimension, the results of the re-
search may be useful to direct the activities of companies in the energy sector consisting
in the search for effective ways of shaping employees’ attitudes—commitment and job
satisfaction, consequently favouring the development of an effective human resources
management policy.

The article consists of five parts. After the introduction, the theoretical framework
is presented along with the characteristics of the main variables and relations between
them, as a basis for deriving research hypotheses. The following sections describe the
research methodology and the research results. Finally, in the last section, a discussion
and conclusions are formulated along with practical and theoretical implications as well as
limitations of the study and further possible research directions.

2. Theoretical Framework
2.1. Challenges for the Energy Sector in Poland—The Context of Research

The energy sector is one of the sectors of key importance for the economy of any
country. No economy can develop without predictable and reliable energy production,
distribution and supply. However, the strategic importance of energy companies, resulting
from the need to ensure uninterrupted energy supply, is confronted with the impact of
their activities on a wide range of stakeholders and on the environment. Therefore, the
issue of sustainable development is becoming a priority, and the directives announced
by the UN under the name of “Sustainable Development Goals” are becoming a kind of
guide, also for companies in this sector [1]. It is difficult to overestimate how impactful the
energy sector is and its significance for sustainable development in social, environmental,
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market and consumer issues. In Poland, issues related to the energy sector, such as
ensuring energy security, innovativeness of this sector, intelligent energy management,
transformation of the mining sector or diversification of supplies, remain a particular area
of interest both for state authorities and managers of companies. Data from the Responsible
Business Forum [2] show that there are many energy companies that take a responsible and
strategic approach to the challenges of sustainable development—they undertake socially
responsible initiatives, care for dialogue and transparency of activities, report non-financial
data adhering to the best standards, etc. However, there are still many dimensions in which
more activity would be desirable, including environmental, market and consumer ones,
such as sustainable production and consumption, energy efficiency or renewable energy
sources. It is necessary to invest in energy infrastructure and the creation of clean energy
technologies, including renewable energy and cleaner fossil fuel technologies, as well as the
improvement of technologies for the provision of modern and sustainable energy services.
This emphasises the need to implement innovative solutions, drawing special attention to
the human resources of companies in this sector. The challenges they are facing confirm
that they have to recruit the best specialists and make sure that such specialists are willing
to stay with the organisation as long as possible and that they are committed to achieving
its goals. At the same time, energy companies are reporting an increasing demand for
staff. Construction of new and expansion of existing power units, modernisation of the
network, growing sales of energy, etc. generate the need for new specialised employees.
In addition, the current situation on the Polish labour market, referred to as the employee
market, means that many companies also have problems with retention and must strive
to ensure that employees, especially key ones, remain in the organisation. This justifies
directing attention to employee attitudes, especially commitment and job satisfaction. An
important role is played here by psychological contracts concluded with employees, as
well as the activity of HR department employees, who are responsible for shaping and
implementing management practices that favour the development of specific attitudes and
behaviours of employees. The specificity of the sector, especially the need to create and
develop newer and smarter solutions and to implement the latest technologies, induces
the search for HR practices which will positively influence employee involvement and
satisfaction, as well as being conducive to innovation. This makes it possible, in a way, to
address two key objectives from the Development Agenda—Goal 7 on ensuring access
to affordable, reliable, sustainable and modern energy, and Goal 8 on promoting stable,
sustainable and inclusive economic growth, full and productive employment and decent
work for all people.

2.2. Engagement and Job Satisfaction Versus Pro-Innovative HR Practices and Psychological
Contract—Hypothesis Development

Employees’ attitudes are a frequent subject of research due to the repeatedly empiri-
cally confirmed strong relationship with behaviour and, consequently, with the quality and
efficiency of job performance [3,4]. Findings of Harrison, Newman, and Roth [5] suggest
that if employees display positive attitudes, they perform better professionally. The conse-
quences of positive attitudes relating to the work environment are specific behaviours (e.g.,
innovative, proactive, citizenship) as well as job performance. Thanks to the analysis of
attitudes, it is also possible to assess the effectiveness of investments in employees. Among
the group of attitudes that are particularly effective are job satisfaction and commitment
to work. Both attitudes refer to the appraisal and emotional response to the situation in
the workplace [6,7], where satisfaction is a more emotional state of well-being resulting
from the fulfilment of an employee’s needs, and commitment refers to the investment of
cognitive, emotional and physical energy in the performance of work activities [8].

Job satisfaction is the most commonly analysed employee attitude in research [9].
It is defined as a general attitude towards work [10] or as an employee’s feelings about
their job [11]. Robbins and Judge [12] add that this positive feeling about a job stems
from an evaluation of its characteristics. As a multidimensional concept, satisfaction
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includes several aspects of the job. Among these aspects, most researchers point to: job
characteristics, relationship with co-workers, relationship with supervisors, recognition
and benefits, promotion opportunities and fairness, working conditions, satisfaction with
the company and management, communication [13,14]. Satisfaction is the extent to which
an employee perceives job needs as fulfilled [15]. Research by Beal and co-authors [16]
has shown that job satisfaction can enhance employees’ concentration and attention, and
ultimately lead to better job performance. On the other hand, Zahoor, Zia, and Rizwan [17]
proved the effect of satisfaction on loyalty. It turns out that employees who feel job
satisfaction manifest a significantly lower tendency to leave their jobs [18], while a decrease
in the level of satisfaction results in an increase in the desire to leave the organization [19].

Work commitment can be defined as an attitude towards an organisation of identifica-
tion with its organisational goals, willingness to exert effort on its behalf and a strong desire
to maintain membership in the organisation [20]. It provides a measure of the strength of
the employee’s psychological identification with the job. The stronger the commitment, the
more important work is to the person and the more difficult it is to separate self-esteem from
the work itself [21]. It is generally accepted that people who are strongly committed to work
put more effort into it and perform better. Lv and Xu’s [22] research demonstrates that work
engagement is positively correlated with job performance at both the firm and individual
employee levels. Research confirms strong positive relationships between engagement and
a variety of positive outcomes in organisations [23,24]. As work engagement increases,
the level of work task completion and job support increases [25]. An engaged employee
is less likely to be absent and at the same time less likely to leave the organisation [26].
Engagement influences performance, which in turn influences the taking of new, creative
initiatives and the willingness to make changes [27]. In addition, employees who have
high levels of engagement are more likely to exhibit innovative behaviour at work [28].
The positive emotions that accompany engagement not only motivate employees to take
initiative and try different things [6], but also encourage them to collect feedback on their
performance [23].

As a result of low work engagement and individuals’ low sense of job satisfaction, low
levels of work task completion and work support, as well as citizenship and adaptive be-
haviour can be predicted [8]. Due to the significant impact of commitment and satisfaction
on employee behaviour, it is necessary to search for factors that will positively influence
these attitudes. Both individual and organisational variables seem to be important. Litera-
ture studies confirm that an important individual factor is the psychological contract, which
influences employee attitudes and behaviours as well as organisational performance [29].
The psychological contract is an implicit agreement between the individual and the orga-
nization that defines what each person expects to offer and receive. It is a set of people’s
beliefs about the contract that defines the terms of exchange and the resulting benefits for
both employer and employee [30]. It develops from the employee’s belief in the mutual
obligations between him or her and the employer, becoming the basis of the employment
relationship [30,31], directing what the organisation expects of him or her and how it
will reciprocate for the effort and actions the employee has made on its behalf [32]. This
relates to various aspects of the employee relationship within the organisation [33] and the
consequences of accepting and fulfilling mutual obligations to achieve the organisation’s
goals [34]. The psychological contract complements the formal arrangements, so to speak,
and indicates expectations that may relate to economic, organisational or psychological
issues. It can help employers understand and predict employee behaviour, induce employ-
ees to become more committed, and cause employees to pursue company goals to a greater
extent [35]. The implementation of psychological contracts is associated with attitudes
such as job satisfaction [36], organisational commitment [37] or innovative behaviour [38].
At the same time, an organisation’s failure to fulfil its contractual provisions results in
negative attitudes and behaviours, such as intentions to leave [39] or failure to exhibit
citizenship behaviours [40]. At the organisational level, the variable that significantly
influences the formation of employees’ attitudes, as well as skills and behaviours, are HR
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practices [41,42]. They have a synergistic effect that influences employees’ attitudes towards
work [43]. In particular, they affect job satisfaction and commitment [7,44]. Research by
Okabe [45] confirms that HR practices can increase job satisfaction, facilitate knowledge
sharing among employees, and contribute to the perception of a more welcoming work-
place. This in turn can contribute to more innovative behaviour [46]. Effective HR practices
make competent and innovative employees contribute to the achievement of organisational
goals [47]. Research also indicates that HR practices influence perceptions of psychologi-
cal contract [35,48,49]. It is one of the strongest influences on the psychological contract,
factors [47]. HR practices and the employment relationship play a very important role
in forming and shaping contracts [50]. The organisation and its agents [51] communicate
promises and expectations to employees in both overt and covert ways. Overt ways usually
include formal contracts and all kinds of written communications and direct interactions,
while covert forms of communication are more complex and subtle. An employee can
learn about mutual commitments and promises by observing the behaviour and reactions
of others in the organisation. Recent research by [52] indicates that the formation of a
psychological contract in an organisation is influenced by such perceived commitments as
job retention, rapid promotion, satisfactory pay, training and career development. These
commitments provide the organization with the opportunity for employees to become
more involved in organizational activities and goal achievement.

At the same time, a certain group of HR practices is seen as particularly supportive
of organisational innovation [53]. In the managerial dimension, innovation is the ability
to recognise and respond not only to current, but also future needs and challenges [54,55].
Research by Oladapo and Onyeaso [56], for example, confirms the link between high per-
formance work practices and organisational innovation. This group of practices is referred
to as pro-innovation practices. These include, for example, an emphasis on recruiting staff
who are creative and open to change, an emphasis on training and development in the
context of innovation, or an emphasis on motivating employees to undertake innovative
ventures [57]. Pouwels and Koster [58] also add that higher performance in product and ser-
vice innovation, market and process innovation is achieved by organisations using training
and performance-related pay. Furthermore, research by Cheng and Huand [59] indicates
that organisations that invest in strategic HRM are better able to manage their internal
knowledge. This in turn has a positive impact on the extent to which these organisations
are able to innovate. Developing employees’ skills and offering ways to optimise their work
(through learning, employability, etc.) are mechanisms through which HRM can contribute
to organisational innovation [60].

Various factors, both at the level of the individual (psychological contract) and at
the level of the organisation (pro-innovative HR practices) influence employee attitudes,
especially satisfaction and commitment, and translate into constructive behaviour in the
work environment.

Given the considerations presented, we conclude that knowledge of the relationship
between pro-innovative HR practices, psychological contract, job satisfaction and commit-
ment is fundamental in the effort to shape desirable employee attitudes and behaviours.
Based on the findings, we pose the following hypotheses:

Hypothesis 1 (H1). Psychological contract has positive impact on employees’ job satisfaction.

Hypothesis 2 (H2). Psychological contract has positive impact on employee commitment.

Hypothesis 3 (H3). Employee commitment has positive impact on employees’ job satisfaction.

Hypothesis 4 (H4). Implementing pro-innovative HR practices strengthens the positive relation
between psychological contract and employees’ job satisfaction.

Hypothesis 5 (H5). Implementing pro-innovative HR practices strengthens the positive relation
between psychological contract and employee commitment.
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Hypothesis 6 (H6). Implementing pro-innovative HR practices strengthens the positive relation
between employee commitment and employees’ job satisfaction.

A research model was created to show the relationship between the tested features.
This is illustrated in Figure 1.
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3. Materials and Methods
3.1. Research Entity

The surveyed entity belongs to a group that is a leader on the Polish fixed telephony,
Internet and data transmission market, which, as an innovative provider of ICT and telecom-
munications services, has the largest, most technologically advanced infrastructure in the
country. For seven years, it has also been selling energy under its own brand. Currently, it
is the largest alternative energy seller in Poland, with a customer base of over 120,000. Over
97% of households are within the reach of its offer. The company creates and implements
pioneering solutions in the scope of providing access to stable, balanced and modern
energy. It vigilantly observes the environment and catches all market signals and business
opportunities. Based on its strengths, which are the complexity of solutions and knowledge
of customer needs, it constantly creates new solutions and enriches its offer. It focuses
on innovation. It carries out investments and pro-environmental projects. Currently, it is
investing in obtaining electricity from environmentally neutral sources (two wind farms
launched for the company), which is part of a broader, ambitious plan—to achieve climate
neutrality by 2040. The company’s offer also includes Smart Energy solutions, comprising
efficient, modern photovoltaic installations producing green energy from solar radiation
and a comprehensive monitoring and management system, unique in the market, and
as indicated among others by the research of Grębosz-Krawczyk and colleagues [61] on
consumers’ purchase intentions towards the installation of photovoltaic panels, this is
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a future-oriented development. The researched company is a leader in introducing in-
novative solutions in various areas of activity, as well as in the area of human resources
management. It encourages its employees to search for and create technological, product
and organisational solutions, favourable to energy efficiency, reduction of negative impact
on the environment or reduction of resources consumption. It appreciates the importance
of human resources. It pursues business objectives with respect for the subjectivity of em-
ployees, uses digital solutions, and creates a culture of cooperation in which all employees
feel respected and are able to freely pursue their professional objectives.

With the company being recognised as implementing innovative solutions in various
areas of activity, including management, the legitimacy of implementing pro-innovative
HR practices was analysed in the context of influencing employees’ psychological contracts
and their attitudes—commitment and satisfaction. In order to ensure the most substantive
assessment, HR employees comprising over 400 people were selected for the study.

The choice of HR employees was dictated by the fact that they are best qualified
to assess, through their experience, the usefulness of new tools as well as personnel or
management solutions. Therefore, the usefulness of these solutions was assessed by all
HR department employees, who have the broadest competence in this area and therefore
their answers, based on their professional experience, are the most reliable. The research
has shown that there is a very large specialised group within this innovative structure,
which through its involvement in the research has also in a way confirmed that it was
selected accurately.

3.2. Testing Procedure

To achieve the objective of this research and to verify the hypotheses, the survey
was conducted in December 2019. The sampling frame consisted of 402 respondents
who represented 100% of the HR department employees of the surveyed company. The
personnel of the selected organization was surveyed using the “Employee satisfaction
survey” method, which was developed by the Partner in the “AnStat” Business Strategies
as per the organization’s Strategy of Development for the years 2015–2020. We used a
self-administered questionnaire consistent with the needs of the contracting authority and
purposive sampling [62].

In the first stage, a pilot test was conducted with ten selected HR department staff.
During this research process, respondents checked the content and relevance of each item
to ensure every question was adequate and understood. Based on the feedback from the
pre-test, minor modifications were made to the questionnaire.

In the second stage, a sample of 402 employees was purposively selected for the study
and represented 100% of the HR department employees of the surveyed organisation. The
quantitative survey followed a standardised procedure [63], through statements aggre-
gated into a diagnostic tool which used the CATI computer-assisted telephone interview
technique. The data collected from each interview were analysed for the questionnaire
path that was scripted and also for the consistency of the tool. The average duration of the
survey (median) was 19 min with an employee.

Table 1 details the structure of the study sample, which presents: gender, age, level of
education, total work experience and length of work experience in the current com-pany,
as well as the type of HR position in the professional hierarchy.

The results show that the group working in the HR department is relatively feminised,
as almost 65% are women. The large portion of participants employed in the HR department
are between 30 and 50 years old. The smallest groups are surveyed employees under
30 years old (10.2%) and 55 and over (5%). The majority of participants (82.3%) are highly
educated, having a university degree or above. The company has a preference for recruiting
employees to the HR department already with significant work experience, as more than
half of the participants have more than 10 years of work experience and a quarter of the
surveyed group has worked for up to 10 years in total. In addition, employees working
in HR department are characterised by long seniority—66.6% have been working in the
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surveyed company for 6 years and more. The distribution of positions in the professional
hierarchy is standard, with the majority of survey participants employed as HR assistants
and senior HR assistants (74.8%) and a minority of managers and executives (5.2%).

Table 1. Demographic description of respondents.

Demographic Descriptors General

n %

Gender
Male 141 35.1

Female 261 64.9

Age

<30 41 10.2
<30–39> 160 39.8
<40–49> 111 27.6
<50–54> 70 17.4

55+ 20 5.0

Education
Secondary 71 17.7

Postgraduate degree (Masters) 287 71.4
Doctorate PhD 44 10.9

Total Work Experience

Less than year 2 0.5
1–5 years 53 13.2
6–10 years 100 24.8

Over 10 years 247 61.5

Work Experience in
existing organization

Less than year 51 12.7
1–5 years 83 20.7
6–10 years 144 35.8

Over 10 years 124 30.8

HR position in the
professional hierarchy

HR Director 21 5.2
HR Manager 80 20.0

Senior assistants and HR assistants 301 74.8

Total 402 100.0
Source: created by the authors.

3.3. Measures, Validation and Reliability Analysis

Fundamental in the research process was the design of measurement instruments to
collect data on the main constructs within the proposed hypotheses. The quantitative study,
which used the CATI computer-assisted telephone interview technique to collect empirical
material, involved a battery of tests aggregated to a single questionnaire.

The measurement of the study variables was carried out using a set of items derived
from adaptations of existing research tools, which were selected on the basis of a literature
review. Some tools required cultural adaptation prior to the research. For this purpose,
one of the procedures of tool adaptation [64] was used; translation and post-translation
from the Polish version of the text to the original (English language) version, in order to
faithfully translate the methods used. The translated questionnaires were evaluated by
competent judges, who were three independent experts in the fields of English philology,
HRM and statistical methods. Attention was also taken to the criterion of equivalence
of the questionnaires in the form of: facial, psychometric, functional equivalence and
reconstruction validity.

The questionnaire consisted of 35 items taken from the literature measuring basic
constructs, such as implementing pro-innovative HR practices, psychological contract,
employees’ job satisfaction, employee commitment, and the demographic characteristics of
respondents (indicated in Table 1), which played the role of control variables. A list of the
key constructs used with associated items is presented in Appendix A.
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3.4. Implementing Pro-Innovative HR Practices (IPHRP)

Since the impact of HR practices is not immediate and not always in line with employ-
ers’ expectations, its effect can manifest in the meanings that employees attribute to these
practices. The IPHRP construct intended for opinion by employees measured the imple-
mentation of pro-innovative HRM practices implemented in the company. It was divided
into 4 subscales: (IPHRP I) Personnel pro-innovative activities in the area of employee
recruitment (2 items); (IPHRP II) Personnel pro-innovative activities in the area of profes-
sional development (3 items); (IPHRP III) Personnel pro-innovative activities in the area of
motivation and remuneration (3 items), and (IPHRP IV) Personnel pro-innovative activities
in the area of maintaining positive employee relations (4 items). In developing the items
within each subscale, we followed the indications by Kinnie and collaborators [65] and
Wang and collaborators [66]. As part of the measurement of IPHRP, employees were asked
for their opinion on how satisfied they were with the implementation of pro-innovative
company’s HR practices. All research measures were carried out by a seven-point Likert
scale (where 1 = “not at all” and 7 = “to a very high degree”) for each item.

3.5. Psychological Contract (PC)

The next section of the questionnaire examining the PC was measured by a single
variable: the perceived degree to which the psychological contract was fulfilled. The study
measured the extent to which obligations under the PC were fulfilled by the employee and
the employer. Items to measure the PC were adapted from the study by Rousseau and
Tijoriwala [67] and Guest and Conway [68]. To measure the fulfilment of the employer’s
and employees’ obligations two subscales were used, each containing 9 and 8 items,
respectively, such as “To what extent do you fulfil the promises and obligations you made
to your employer?” and “How would you rate the fulfilment of promises and obligations
by your employer?” All items were assessed by respondents on a seven-point Likert scale,
where 1 was “not filled at all” and 7 “completely filled”.

3.6. Employees’ Job Satisfaction (EJS)

EJS was measured using three items diagnosing general job satisfaction, attitude
towards the job and interest in the job. This construct was diagnosed using modified
statements taken from the Job Satisfaction Scale by Bettencourt, Gwinner and Meuter [69].

3.7. Employee Commitment (EC)

EC is conceptualised here as the extent to which the employee personally identifies
with his or her work and is intra-orientated and motivated towards work. Employee
engagement was assessed using three-item scales which were adapted from the studies by
MOW [70] and Saks [71].

For the questions in the tool, regarding EJS and EC, respondents were asked to rate
the extent to which they agreed or disagreed with the statements on a seven-point Likert
scale from 1—“strongly disagree” to 7—“strongly agree”.

3.8. Data Analysis

The purpose of this paper is to examine how the introduction of pro-innovation
practices into an organisation strengthens the role of psychological contracts between the
organisation and its employees and influences employees’ attitudes at work—commitment
and job satisfaction. This objective was achieved through the following research steps:

Stage 1 consisted of desk research on the current situation of the energy sector in
Poland and an introduction to the concepts of pro-innovative HR practices, psychological
contract, commitment and job satisfaction (chapter: Theoretical Framework).

Stage two focused on the development of 6 research hypotheses (subsection: Engage-
ment and job satisfaction versus pro-innovative HR practices and psychological contract—
hypothesis development).
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In stage 3, the research methodology was developed, the survey questionnaire was
constructed and validated, the research sample for the study was planned and the pilot
study and proper research were conducted (chapter: Materials and Methods).

Step 4 involved the processing of the statistical data obtained from the quantitative
CAWI survey (subsection: Data analysis; chapter: Results)

In step 5 we analysed the results of the survey, synthesised and discussed the results
of the survey at the organisational level while presenting the research limitations. (Chapter:
Discussion).

Quantitative social survey methodology was used in the data compilation. Descriptive
statistics such as frequencies, means and standard deviations were used to describe the
distributions of respondents in terms of sociodemographic characteristics. The main
statistical techniques used for data analysis were EFA, CFA and SEM.

The research process was conducted with exploratory factor analysis (EFA) to possible
reduce items and define patterns of constructs in the data set [72,73]. EFA was used to
eliminate measurement elements that had less than 0.30 factor loading or had high cross
loading over two or more factors [72].Then, Cronbach’s Coefficient Alpha was used to
control the reliability of internal consistency items [73]. Exploratory factor analysis (EFA)
was conducted on the results of the pilot study.

The matching factors were then used in the next step. We used confirmatory factor
analysis (CFA) to develop a measurement model and to verify that each of the variables
proposed in the research model is valid for the baseline constructs. This research employed
confirmatory factor analysis (CFA) with maximum likelihood estimation [74] to test the
significance of items’ factor loadings to ensure that the items were not loading onto other
constructs and to assess the reliability and validity of the multi-item scales. Discriminant
validity was assessed in CFA because factor loadings in each construct can be represented
by specific scores. CR and AVE also used for assessment in CFA to represent the quality of
the constructs. Tables 2 and 3 set out our empirical results in detail.

Table 2. Constructs, measures and factor loadings.

Variable Subscales Items Loading t-Value AVE CR

IPHRP (α = 0.810)

IPHRP I (α = 0.767)

0.701 9.37

IPHRP I_1 0.776 8.63

IPHRP I_2 0.791 8.29

IPHRP II (α = 0.699)

0.735 9.77

IPHRP II_1 0.701 5.96

IPHRP II_2 0.698 6.71

IPHRP II_3 0.732 7.95 0.565 0.876

IPHRP III (α = 0.711)

0.797 8.91

IPHRP III_1 0.824 8.49

IPHRP III_2 0.709 6.83

IPHRP III_3 0.723 5.47

IPHRP IV (α = 0.805)

0.782 10.01

IPHRP IV_1 0.689 9.01

IPHRP IV_2 0.721 8.34

IPHRP IV_3 0.883 6.81

IPHRP IV_4 0.718 7.83
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Table 2. Cont.

Variable Subscales Items Loading t-Value AVE CR

PC (α = 0.698)

PC I (α = 0.804)

0.731 5.44

PC I_1 0.864 9.21

PC I_2 0.732 9.16

PC I_3 0.719 8.19

PC I_4 0.721 9.24

PC I_5 0.765 9.59

PC I_6 0.722 7.01

PC I_7 0.758 6.54

PC I_8 0.705 9.04

PC I_9 0.744 8.72 0.516 0.821

PC II (α = 0.798)

0.764 8.53

PC II_1 0.795 9.18

PC II_2 0.899 7.31

PC II_3 0.800 5.24

PC II_4 0.857 6.33

PC II_5 0.699 7.04

PC II_6 0.789 9.98

PC II_7 0.797 7.74

PC II_8 0.735 7.56

EJS (α = 0.899)

EJS 1 0.856 8.83

EJS 2 0.832 9.21 0.667 0.921

EJS 1 0.879 8.67

EC (α = 0.827)

EC 1 0.899 5.88

EC2 0.845 6.79 0.715 0.899

EC 3 0.866 7.16

Source: created by the authors.

Table 3. Convergent validity of the measurement model.

Variable AVE CR IPHRP PC EJS EC

IPHRP 0.565 0.876 0.765
PC 0.516 0.821 0.760 0.802
EJS 0.667 0.921 0.744 0.731 0.872
EC 0.715 0.899 0.717 0.840 0.705 0.825

Source: created by the authors.

All factor loadings were higher than 0.7 and all t-tests of the variables were significant
at the 0.001 level with t-values greater than 2, suggesting adequate level of reliability.
The reliability of the scales was conducted by calculating composite reliability (CR) and
Cronbach’s α. Cronbach’s alpha values for all scales exceeded 0.7 and exceeded the
recommended threshold level [73]. Composite reliability (CR) of all constructs exceeded
the threshold value of 0.7, suggesting internal consistency and reliability [75]. The average
variance extracted (AVE) values were higher than 0.50. In addition, all the square roots of
AVE are also greater than inter-construct correlations. Thus, the convergent validity of the
scales was confirmed [75].
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Table 3 suggests good validity of the measurement model. This is also confirmed by
the results of the chi-square test, where p < 0.001 was obtained, Further measures confirm
good model fit—χ2/df < 5 [76], RMSEA is less than 0.8 [77], and SRMR is less than 0.08 [76],
CFI > 0.9 [78], GFI, AGFI, and gamma exceed 0.95 [76], and Bollen’s delta is 0.9, and the
parsimonious James-Mulaika-Brett index (PGFI) is greater than 0.7. Importantly, for each
of the variables, the parameters (factor loadings and measurement error variance) are
statistically significant (by item t-test, p < 0.0001). The correlation between the variables is
also significant (p < 0.0001).

Summing up, the CFA supported our measurement model and showed that imple-
menting pro-innovative HR practices, psychological contract, employees’ job satisfaction
and employee commitment are four distinct constructs.

In a final step, partial least squares structural equation modelling (PLS-SEM) was
used to determine the assumed relationships between all constructs. In SEM, the direct
and indirect effects of endogenous variables provide the overall relationship between all
constructs [74]. In addition, discriminant and convergent significance were represented in
SEM, indicating the overall validity of the overall constructs. The SEM procedure including
data analysis is further discussed in the next section.

The database and statistical tests were conducted using IBM SPSS PS Clementinei IBM
SPSS PS Imago computer software. The Statistica statistical package was used for the analy-
ses, which enabled the data to be entered in numerical form and then carried out statistical
analyses, facilitating and accelerating the process of compiling the research results.

4. Results

The theoretical framework of our study became the impact of introducing pro-innovative
HR techniques on the relationship between psychological contract, employee commitment
and employee’s job satisfaction. We assumed that implementing pro-innovative HR prac-
tices would have a positive impact on these relationships. In order to test the proposed
research hypotheses and to empirically verify the hypothesized research model, we per-
formed partial least squares structural equation modelling. PLS-SEM method is frequently
selected to test and develop a theory [79], as well as used in business management or
management information systems. Ringle, Sarstedt and Straub [80] argue that the most
commonly mentioned reasons for adopting PLS-SEM are associated with non-normal data,
small sample sizes and the use of formally measured latent variables. In our study, mea-
sures and indicators were developed for the following research constructs: psychological
contract, job commitment and employees’ job satisfaction.

The size of the research sample (402) that we have selected for the study is also
comparatively limited, as the entire Company employs 14,587 people. The study sample
thus represents only 2.75% of the total workforce. Therefore, we conclude that PLS-SEM is
a better and an appropriate method than other tests to examine the research hypotheses of
this study. Table 4 shows that the four hypotheses we developed are supported based on
the evaluation of the PLS-SEM model.

Hypothesis H1 must be rejected because psychological contracts have no significant
impact on employee’s job satisfaction (H1: β = 0.215; t = 1.461, ns). The results obtained are
contrary to the research of Khorev and Wechtler [81], who support the idea that positive
fulfilment of employers’ promises is related to job satisfaction behaviours. Our result sug-
gests a full mediation of employee commitment on the relationship between psychological
contract and employee’s job satisfaction.

As expected, psychological contract has significant positive impact on employee
commitment (H2: β = 0.5040; t = 3.049, p < 0.01), which suggests that employees with a
sense of fulfilled psychological contract are more committed in their work. Our results
confirm that employee commitment has a positive significant impact on employee job
satisfaction (H3: β = 0.646; t = 3.647, p < 0.05).
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Table 4. Hypotheses tests results.

Path Analysis β-Unstandardized
Path Coefficient t-Value Significant Level Results

PC—->EJS 0.215 1.461 ns H1
is not confirmed

PC—->EC 0.504 3.049 *** H2
is confirmed

EC—->EJS 0.646 3.647 ** H3
is confirmed

IPHRP*PC—->EJS 0.758 5.040 ** H4
is confirmed

IPHRP*PC—->EC 0.471 3.655 ** H5
is confirmed

IPHRP*EC—->EJS 0.189 0.467 ns H6
is not confirmed

Note. * p < 0.1; ** p < 0.05; *** p < 0.01; ns (not significant). Source: created by the authors.

When testing the moderating effect of implementing pro-innovative HR practices on
the relationship among psychological contract, employee commitment and employees’ job
satisfaction, our study indicates the confirmation of H 4–5. It is found that implementing
pro-innovative HR practices strengthens the positive relationship between psychological
contract and employee job satisfaction (H4: β = 0.758; t = 5.040, p < 0.05). Similarly,
implementing pro-innovative HR practices enhances the positive relationship between
psychological contract and employee commitment (H5: β = 0.471; t = 3.655, p < 0.05).

Our study finds that the implementation of pro-innovative HR practices has no sig-
nificant impact on the relationship between employee commitment and employees’ job
satisfaction (H6: β = 0.189; t = 0.467, ns).

5. Discussion

The aim of this study was to investigate the relationship between employees’ per-
ceptions of pro-innovative HR practices, psychological contract and their level of job
commitment and job satisfaction. The results generally supported the hypothesis that such
relationships exist.

Evidence from existing literature shows that employee commitment is crucial for
organizational welfare [15,82]. The results of our study show that employee commitment is
positively influenced by psychological contracts and employee job satisfaction.

In particular, we found that the psychological contract has a significant positive
impact on employee commitment. This finding reinforces well-established knowledge
about psychological contracts in the literature. According to Chambel and Oliveira-Cruz,
psychological contract fulfilment has a positive impact on employee commitment [83]. The
results of Lv and Xu [22] research analysis confirmed that psychological contract breach
has a strong negative impact on employee commitment.

Employees who implement psychological contracts know what conditions and level of
support they can expect from their employers. In the short–term relationships, they know
that their efforts are rewarded in the form of financial compensation without any further
obligations or demands [84]. As long as the amount of financial reward received matches
the employees’ perceptions of justice and fairness, they will seek to maintain a positive rela-
tionship with their employer [85]. Employees who have long–term relationships influence
the environment with their attitudes and behaviours. In a similar way, their attitudes and
behaviours are influenced by their employer [86]. Thus, employees participate in creating
the culture and can influence its change. They then have a sense of ownership because they
see that their employer is interested in their professional growth, motivation, adequate
remuneration, and that they themselves are working for the benefit of the organisation
in which they are employed. Furthermore, the results of our survey show that employee
commitment has a direct and positive impact on employee satisfaction. This turns out
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to be an important, albeit different, finding, as previous research suggests that higher
levels of satisfaction are associated with a number of benefits, such as improved working
conditions, interpersonal relationships, or employer branding [87]. This is consistent with
Coyle-Shapiro and Conway and Xiong and collaborators [37,88] who argue that employees
feel more job satisfaction when they are more committed in their work.

Our results indicate that the relationship between psychological contract and employee
job satisfaction is fully mediated by employees’ commitment. Our study indicates that
without sufficient commitment, employees are less likely to increase their sense of job
satisfaction based on their psychological contract.

In the work context, pro-innovative HR practices are strong predictors of psychological
contracting because these shape employee behaviour and are the main mechanisms by
which employees understand the terms and conditions of employment [89].

Our results show that implementing pro-innovative HR practices increases employee
commitment levels. Although this effect has already been verified theoretically [90], to
the best of our knowledge, this study is the first to show this effect evidenced through
conducted research. The results achieved appear to be relevant, as the increase in em-
ployee commitment is linked to the fulfilment of the psychological contract. Thus, we also
found that as pro-innovative HR practices were introduced into the company, the positive
impact of psychological contracts improved. This is the first study to examine changes
in the strength of psychological contracts due to the implementation of pro-innovative
HR practices.

The results of the study presented remain consistent with previous studies which have
shown that pro-innovative HR practices appropriately selected in an organization, i.e.,
training and development [91], reward [22], organization of individual and team work [92],
communication [93] and stable employment [94], enhance attitudes of job satisfaction and
a sense of fulfilment of the psychological contract. In contrast, the results obtained are
contrary to suggestions of other researchers [50,95,96] who pointed that implementing
pro-innovative HR practices has negative effects of uncertainty at work and weakens
employee commitment.

The pressure to use pro-innovative HR practices contributing to fulfilling SDG 7 and 8
will continue to intensify, whether due to high levels of competitiveness, changing working
conditions, or consumer preferences [97,98]. Implementations of pro-innovative HR prac-
tices are gaining significant support from top managers and HR professionals, particularly
in energy sector organisations. Employees need to feel a sense of fulfilling the psychological
contract and be positively committed in the implementation of innovative HR practices in
order to fully gain the advantages. Our study shows how employee commitment increases
as a result of adopting and implementing pro-innovative HR practices. This study has
demonstrated the importance of psychological contracts when introducing pro-innovative
HR practices. This means that psychological contracts will play a greater role in shaping
the relationship between employers and employees as pro-innovative HR practices spread
more widely. Finally, the implementation of pro-innovative HR practices leads to employ-
ees fulfilling psychological contracts while being perceived as committed and satisfied with
their work, which will move organisations with a particular focus on the energy sector
towards achieving SDGs 7 and 8.

5.1. Theoretical Implications

The theoretical contribution of this study is manifested in several aspects. First, we
identified relationships between pro-innovative human resource management practices,
psychological contract, commitment and job satisfaction. We confirmed that the psycho-
logical contract positively influences commitment and that commitment is associated with
job satisfaction.

Second, we found that pro-innovative HR practices are a good moderator of this
relationship; the introduction of pro-innovative HR practices strengthens the positive
relationship between psychological contract and job satisfaction and commitment.
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It is also important that this study integrates individual variables (psychological con-
tract) and organizational variables (pro-innovative HR practices) and employee attitudes,
which enriches the existing literature on the mechanism of interaction and extends the
researchers’ theoretical view.

Finally, this study integrates HR practices into a group of pro-innovation practices and
assesses employee perceptions of these practices, which demonstrates that HR practices
should be analysed holistically rather than as independent practices, because, as Snape
and Redman [99] found, they can substitute, complement or interfere with each other in
predicting employee behaviour.

5.2. Practical Implications

The completed research also has practical implications. First of all, the results of the
research may direct the activities of companies from the energy sector, regarding the search
for effective ways of shaping employees’ attitudes—commitment and job satisfaction, which
may contribute to shaping desired behaviours, including innovative ones. They provide,
especially to employees responsible for human resources management, knowledge in the
selection of tools and solutions to stimulate commitment and job satisfaction. This may be
helpful in developing a more effective human resources management policy. The project
also draws attention to the importance of psychological contracts and thus encourages
respect for them, as well as the design of HR practices in such a way that employees
feel supported by the organisation and reciprocate this support through higher levels of
commitment to the organisation’s goals.

5.3. Limitations and Further Research

Like most studies, this study also has several limitations. One of the limitations of the
study is related to the research methodology used, which was limited to using data from a
single source (i.e., reports from employees) through survey methods. Therefore, it would be
advisable to conduct further research using, for example, longitudinal studies, which could
show a more precise picture of the relationships found and would allow the directions
of causality to be explored. Furthermore, the method of data collection may result in a
common method bias, which may affect the magnitude of the relationship between the
variables under study. To overcome this limitation, all variables were measured using fixed
scales, which may reduce measurement error and thus reduce common method bias.

Another limitation stems from the fact that the subject of the study included employees
of a single company, albeit thriving in the energy industry. It would therefore be useful
to widen the circle of research, which would allow us to establish how these practices are
perceived by employees of other energy companies. Moreover, the data were collected
in a company operating in specific—Polish—cultural conditions. On the one hand, this
may be a limitation of the research, as it narrows the possibility of generalising the results
to other countries. On the other hand, however, it provides knowledge on attitudes and
behaviours related to the application of pro-innovative HR practices and psychological
contracts, characteristic of this cultural circle.

In the course of the research investigation, further interesting research directions also
emerged. Firstly, as we focused on employee engagement and satisfaction, it would be
worthwhile to widen the circle of research and verify how pro-innovative HR practices and
the psychological contract affect other attitudes and behaviours of energy sector employees,
e.g., attachment to the organisation. Another interesting direction of research appears to be
the analysis of different types of the psychological contract—relational and transactional.

The study was limited to HR professionals of one energy organisation and therefore
the results cannot be generalised to other professions. The participants in this study were
senior and mid-level HR professionals. Future research recommends including more high-
level HR professionals as well as Industry 4.0 experts in the sample to understand the role
of HR in Industry 4.0. Future research may seek to use quantitative research methods to
validate the findings and conclusions of this study.
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6. Conclusions

The issues addressed, supported by the research discussed in the text, made it possible
to grasp the relations between the key individual (psychological contract) and organi-
sational (pro-innovative HR practices) variables in a broader perspective, both practical
and theoretical. They made it possible to give them a fuller context by capturing the
relationships and measuring their strength in a specific way. This justifies the derivation
of a positive prognosis as to the topicality of the undertaken issues and the adoption of
this research as a starting point for further scientific exploration. Research confirmation
of the relationships between these variables may prove useful for organisational practice
in enterprises basing their operational and organisational activity on innovative solutions
(similarly to the research subject). For the above reasons, the authors remain convinced
of the relevance of the undertaken subject matter, its scientific significance and practical
usefulness for the functioning of entities operating in the field of modern technological
solutions, manifesting their readiness to use innovative organisational solutions, which
undoubtedly include energy companies using modern technologies.
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Appendix A. Key Constructs, Subscales and Items

Implementing Pro-innovative HR Practices (IPHRP) [4,5]
(IPHRP I) Personnel pro-innovative activities in the area of employee acquisition

related to:
(IPHRP I_1) cooperation with newly recruited employees
(IPHRP I_2) the specificity and nature of one’s work
(IPHRP II) Personal pro-innovative activities in the area of professional development

related to:
(IPHRP II_1) development opportunities offered by the company
(IPHRP II_2) the implementation of programmes designed to develop high-potential

employees (talents)
(IPHRP II_3) flexible and task-based working conditions offered by the company
(IPHRP III) Personal pro-innovative activities in the area of employees’ motivation

remuneration of related to:
(IPHRP III_1) the remuneration
(IPHRP III_2) the personalised additional package offered (financial and non-financial

total rewards)
(IPHRP III_3) the functioning of the performance evaluation system
(IPHRP IV) Personal pro-innovative activities in the area of maintaining positive

employee relations related to:
(IPHRP IV_1) maintaining relations and cooperation with employers in the perfor-

mance of their professional duties
(IPHRP IV_2) maintaining relations and cooperation with co-workers as part of their

work on innovative projects
(IPHRP IV_3) opportunities for involvement in decision-making concerning important

issues of the company
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(IPHRP IV_4) opportunities to create new and innovative products and services for
the company’s clients

Psychological Contract (PC) [6,7]
(PC I) Fulfilment of the psychological contract by employees towards the employer in

the opinion of employees
(PC I_1) Promote and maintain a positive employer branding (company reputation)
(PC I_2) Demonstrate loyalty to the organisation
(PC I_3) Develop new knowledge, skills and experience
(PC I_4) Flexible thinking and proactive approach to solving arising problems
(PC I_5) Be courteous to customers, clients and other colleagues
(PC I_6) Take initiative and put forward new, innovative ideas
(PC I_7) Achieving expected results of strictly defined tasks (hard work for the organisation)
(PC I_8) Maintain high level of attendance and punctuality
(PC I_9) Willingness to work additional hours if the needs of the employer change
(PC II) Fulfilling the psychological contract by the employer towards employees in the

employees’ opinion
(PC II_1) Opportunities to participate in attractive and innovative trainings, mentoring

and opportunities for professional development within the organisation
(PC II_2) Opportunities for promotion within the organisation
(PC II_3) Providing acknowledgement to the employee for initiating and implementing

new ideas
(PC II_4) Offering the employee interesting tasks to perform
(PC II_5) Guaranteeing a pleasant and safe working environment
(PC II_6) Ensuring job security and stability
(PC II_7) Providing total rewards commensurate with outputs achieved
(PC II_8) Offering a non-wage benefits package
Employees’ Job Satisfaction (EJS)
(EJS 1) I like my job more than the typical employee
(EJS 2) I am enthusiastic about my work most days
(EJS 3) I feel that my work is more interesting than others
Employee Commitment (EC)
(EC 1) I work according to the values of the company
(EC 2) I am happy to be part of the organisation
(EC 3) The organisation where I work encourages me to improve my work performance
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35. Rogozińska-Pawełczyk, A. Zarządzanie Zasobami Ludzkimi Oparte na Kontrakcie Psychologicznym; Wydawnictwo IpiSS: Warszawa,
Poland, 2016.

36. Tekleab, A.G.; Laulié, L.; De Vos, A.; De Jong, J.P.; Coyle-Shapiro, J.A.-M. Contextualizing psychological contracts research: A
multi-sample study of shared individual psychological contract fulfilment. Eur. J. Work. Organ. 2019, 29, 279–293. [CrossRef]

37. Xiong, Z.; Ye, J.; Wang, P. Psychological Contract and Turnover Intention of dispatched Employees: Mediating Effects of Job
Satisfaction and Organizational Commitment. Rev. Cercet. 2017, 56, 19–43.

38. Flood, P.C.; Turner, T.; Ramamoorthy, N.; Pearson, J. The causes and consequences of psychological contract among knowledge
workers in the high technology and financial services industries. Int. J. Hum. Resour. Manag. 2001, 67, 845–855. [CrossRef]

39. Lester, S.W.; Kickul, J.R.; Bergmann, T.J. Managing employee perceptions of the psychological contract over time: The role of
employer social accounts and contract fulfillment. J. Organ. Behav. 2007, 28, 191–208. [CrossRef]

200



Energies 2022, 15, 255

40. Diefendorff, J.; Brown, D.; Kamin, A.; Lord, B. Examining the roles of job involvement and work centrality in predicting
organizational citizenship behaviours and job performance. J. Organ. Behav. 2002, 23, 93–108. [CrossRef]

41. Delery, J.; Doty, D. Modes of theorizing on strategic human resource management: Tests of universalistic, contingency, and
configurationalistic performance predictions. Acad. Manag. J. 1996, 39, 802–835.

42. Huselid, M.A. The impact of human resource management practices on turnover, productivity and corporate financial perfor-
mance. Acad. Manag. J. 1995, 38, 635–672.

43. El-Ghalayini, Y. Human resource management practices and organizational performance in public sector organization. J. Bus.
Stud. Q. 2017, 8, 65–80.

44. Shantz, A.; Arevshatian, L.; Alfes, K.; Bailey, C. The effects of HRM attributions on emotional exhaustion and mediating roles of
job involvement and work overload. Hum. Resour. Manag. J. 2016, 26, 172–191. [CrossRef]

45. Okabe, N. Interaction of Psychological Contract Violation and Emotional Labour: Recovery of Organizational Trust and Job
Satisfaction. In Applied Psychology Readings; Leung, M.T., Tan, L.M., Eds.; Springer: Singapore, 2018; pp. 239–261.

46. Papa, A.; Dezi, L.; Gregori, G.L.; Mueller, J.; Miglietta, N. Improving innovation performancethrough knowledge acquisition: The
moderating role of employee retention and human resource management practices. J. Knowl. Manag. 2018, 24, 589–605. [CrossRef]

47. Riana, G.; Suparna, G.I.; Suwandana, G.M.; Kot, S.; Rajiani, I. Human resource management in promoting innovation and
organizational performance. Probl. Perspect. Manag. 2020, 18, 107–118.

48. Katou, A.A.; Budhwar, P.S. The link between HR practices, psychological contract fulfillment, and organizational performance:
The case of the Greek service sector. Thunderbird Int. Bus. Rev. 2012, 54, 793–809. [CrossRef]
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Abstract: The motive for the functioning of enterprises in the market economy is the maximization of
benefits by achieving positive financial results with the minimum possible involvement of capital.
The positive results achieved are perceived very positively by the stakeholders. To achieve this, it
is necessary to carry out reorganization processes (mergers and acquisitions) within capital groups,
which are perceived as necessary (positive) measures. These phenomena have been observed in the
energy sector for many years, and the years 2010–2021 were adopted as the research period. The
aim of this article is to attempt to answer the question of whether the multi-energy concern is the
result of activities carried out in light of the 2030 Agenda. The effect of merging the entities is capital
concentration. This fact has been verified by reviewing changes in the structures of capital groups in
the energy sector against the background of the largest mergers and acquisitions in Poland in terms
of value. The theoretical part presents the differences in the terminology of mergers and acquisitions
and the motives for their creation and operation, with an emphasis on energy groups. Therefore,
the authors undertook research aimed at identifying and assessing the main premises and effects of
capital concentration through mergers and acquisitions in the energy sector in Poland.

Keywords: multi-energy concern; Agenda 2030; the energy sector in Poland; capital concentration;
mergers and acquisitions

1. Introduction

Poland, along with nearly 190 other countries around the world, joined the Paris
Agreement on climate protection in 2015. The purpose of the agreement is to reduce the
negative impact of greenhouse gas emissions on the natural environment by implementing
specific solutions on a national (national action plans) and international scale (e.g., pro-
viding support to countries in reducing the effects of climate change). During the COP26
(Conference of the Parties) climate summit held in November 2021 in Glasgow, Poland
committed to a gradual shift away from coal by the 40s of the 21st century, using, inter alia,
the resignation from investments in coal, a just transformation of coal sector employees
(on 28 May 2021, a social agreement was signed with miners assuming a schedule for
the gradual closure of mines), or an increase in spending on the development of clean
technologies [1–3].

An indispensable element that determines the possibility of Poland gaining a competi-
tive advantage in Europe is the concern to ensure an appropriate level of energy security,
understood as a guarantee of resistance to any unfavorable and unpredictable events that
may threaten the physical integrity of electricity flows. One such unfavorable phenomena
may be the limited availability of energy and the possibility of purchasing it at reasonable
and acceptable prices. It is worth emphasizing that for many years, the level of energy
demand has been increasing, which should encourage the representatives of the authorities
to provide an appropriate system for diversifying electricity sources. Preferably, it should
be supplied from as many sources as possible and preferably be renewable, thus ensuring
adequate flexibility to meet the collective needs of the state [4–6].

Energies 2022, 15, 1669. https://doi.org/10.3390/en15051669 https://www.mdpi.com/journal/energies
205



Energies 2022, 15, 1669

The aim of the article is to try to answer the question of whether the multi-energy
concern created in Poland is the result of activities carried out in the light of the 2030
Agenda [7–12]. The effect of merging the entities is capital concentration. This fact was
verified by reviewing changes in the structures of capital groups in the energy sector against
the background of the largest mergers and acquisitions in Poland in terms of value. The
analysis of investment motives in the merger processes allowed the authors to refer to the
goals and effects of capital concentration in the energy sector.

Mergers and acquisitions are phenomena that are also carried out in the energy system.
This system, due to its complexity, as well as economic and geopolitical importance, is an
essential link for the development of the economies of many countries [13–15]. This is espe-
cially relevant for the post-industrial countries (including Poland), where electricity ensures
the functioning of production processes, communication, and trade in goods [16–22].

Creating a concern in the energy system constitutes a big challenge. It can be concluded
that this is an energy revolution. The direction of the change has been set, but without
defining all the goals.

In the article, the authors analyze the process of establishing energy groups and the
creation of a multi-energy concern based on oil, gas, petrochemicals, and energy, which
is a response to signed agreements determined by political agreements. Building a new
concern will allow for the better management and control of the processes which Poland
has committed itself to implement. Its development is ensured by further consolidation
within the energy sector. These actions are necessary because market forecasts also indicate
that, after 2030, oil consumption will drop significantly in favor of alternative fuels. It is an
opportunity to reduce the climate crisis.

Synergy in the economy is a phenomenon consisting of the integration of two or more
entities and their activities in such a way that as a result, they would bring greater benefit
than if these entities functioned separately. This phenomenon is quite well illustrated by
the relation in which 2 + 2 > 4. Due to the use of synergy, it is possible to achieve effects
greater than the sum of the results of each of the entities before the merger process. The
most important positive results of synergy effects include savings, which are achieved
by reducing the duplication of processes, organizational optimization, i.e., more effective
use of available resources, as well as financial costs, such as the reduction of costs and tax
burdens. An important synergy effect is also complexity, which enables more effective
coordination of the activities of internal departments in the company. The synergy effect
may be achieved in various areas of the business entity’s operation as pure synergy and
cost synergy. An example of the latter is the development of a common accounting system
(especially management). It is a very important factor in persuading strategic investors to
make mergers and acquisitions in 2018–2020 [23].

2. Literature Review

Mergers and acquisitions have been the subject of research by many authors [24–38].
Observations and research have unanimously proven that mergers generally bring posi-
tive effects.

Investors very carefully evaluate the market value of functioning economic entities;
therefore, mergers and acquisitions may not only lead to capital concentration but also
make it easier to obtain it [17]. It is worth noting that this phenomenon is currently the
main cause of capital changes in the world [24] pp. 395–399.

In the context of the 2030 Agenda for Sustainable Development, adopting the EU
Renewable Energy Directive and the European Green Deal, the European Union aims

for the extremely ambitious goal to become climate neutral by 2050 [7–12].
There are two basic methods of merging companies in the Commercial Companies

Code. One of them is an acquisition, and the other is a merger as a method of creating a
new company from two existing ones [19]. It should be remembered, however, that both
of these methods are fundamentally different from each other, and their use results from
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specific economic conditions, as well as stakeholders’ expectations as to the concept of the
development of combined enterprises [31].

Based on accounting reports, many authors prove the positive impact of mergers on
the condition of entities participating in these processes. Only the determination of the
benefits allows for you to start the connection [39]. The value resulting from this procedure
is defined as a significant increase in profitability and as an increase in the value of the
combined enterprise [40].

The common denominator of mergers is undoubtedly the pursuit of capital concen-
tration, due to the benefits resulting from increased efficiency in managing the available
resources or the synergy effect. Apart from concentration, external development also
involves integration (with suppliers or recipients), but also diversification (related and
unrelated) [41] p. 19.

The main purpose of the article is to review the changes in the structures of capital
groups in the Polish energy sector. The main research hypothesis was the following: the
formation of a multi-energy concern is conducive to mergers and acquisitions.

The authors draw attention to the terminological disorder in theory and practice in the
nomenclature of various, often different, processes of economic unit mergers. The article
uses research methods such as analysis and criticism of the literature and the analysis of
financial documents of the studied entities.

In the conducted empirical research, the following research questions will be verified,
which at the same time constitute research problems:

Q1: Were there any mergers and acquisitions in the energy sector in the analyzed
period, and what were their causes?

Q2: What is the main cause of capital concentration processes in the energy sector, and
does it align with Agenda 2030?

Q3: How have the capital structures in the energy sector changed under the influence
of these processes?

In addition, the following research hypotheses were put forward:

Hypothesis 1 (H1). Mergers and acquisitions strengthen a multi-energy concern.

Hypothesis 2 (H2). Mergers and acquisitions in the energy sector are processes that increase
capital concentration and share in the production and sale of electricity.

Hypothesis 3 (H3). Mergers and acquisitions transactions changed the shareholding structure in
energy groups and thus increased the influence of the State Treasury during the period considered.

The global coronavirus pandemic that prevails to this day has caused a disorder of the
economic order, for example, by slowing down the economy, causing stagnation in money
markets, or, finally, limiting the wealth of investment portfolios of many international
companies, which results in a limited capital (resulting from greater investment risk and
the need to accumulate capital in a period of uncertainty) economic) with the need to carry
out mergers and acquisitions. This is especially visible in the catering, hotel, tourism, and
automotive industries [1–3,23]. On the other hand, there is no similar tendency in the
energy sector, which prompts the assessment of this phenomenon in this study.

The authors have attempted to evaluate mergers and acquisitions in recent years,
paying attention to the acquisition of Energa by Orlen.

3. Theoretical Approaches to Mergers and Acquisitions as a Manifestation of
Capital Concentration

The external development of the enterprise as an objective is very important in a
dynamic and competitive economy. This development is manifested by business combi-
nations. It is thanks to mergers that companies obtain synergy effects that allow them to
implement many new ventures.
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A merger is a basic form of merging two separate enterprises into one entity. The
distinguishing feature of a merger is that, as a rule, it takes place as a result of the concerted
and free action of partners [42].

A merger transaction takes place when the number of companies is reduced as a result
of the merger. Such an undertaking can be carried out in two ways. Consolidation (also
known as an acquisition sensu stricto) takes place when two entities merge and, in the end,
a new economic entity is created. Such a procedure can be presented in the form of the
equation [(Subject) A + B = Subject C] [13,14,16]. In general, one could say that “a merger is
defined as a voluntary merger of two business units into a new legal entity under similar conditions
for both of the merging entities” [43].

The second way is attachment (also known as a takeover sensu largo). This situation
occurs when one enterprise is liquidated, losing its legal personality, and the assets are
bought back. This can be written as [(Subject) A + B = Subject B]. According to the trade law,
balance law, and numerous directives of the European Union, it can be called incarnation
or incorporation [13,14,16].

The main difference comes down to the statement that two relatively economically
equivalent entities are linked by consolidation, while by incorporation, a larger entity
(economically, financially, organizationally) incorporates a smaller entity, although it is not
an exclusive rule (there are cases reverse) [44–46].

Considering the definitions of an acquisition in a general sense, one can assume,
following the dictionary of the Polish language, that it is “taking what previously belonged
to someone else”. It may mean that there is still the same number of things in the physical
sense, only some invisible bond between them changes. Similar importance can be noted in
economics and management. In management sciences, a merger is defined as a combination
of two or more entities, as a result of which all but one of the merging entities lose their legal
personality, under the name of which the entity resulting from the merger will function.
The merger must be approved by the shareholders or stakeholders, and the merger process
itself takes place by way of an exchange of stocks or shares [47].

A comparison of both unit combinations based on the Code of Commercial Companies
in Poland is shown in Figure 1.

It can be concluded that the process of economic mergers always results from the
merger of two or more companies. In addition, the transaction deprives the other entities
of legal personality, as only one of the merger participants retains it. Most of the definitions
suggest that the effect of the merger is the creation of a completely new economic entity.
Taking into account the fact that the merger increases the resources of the new legal entity,
as well as the modification of the organizational structure of the resulting entity, it should be
assumed that it is a “new” entity that is the successor of the previously existing entity. Thus,
the continued operation of an economic unit under the earlier name does not contradict
the condition specified in the other definitions. Although, the functioning of a new entity
under the name of an already existing entity is not appropriate, according to the authors.
By acquisition, the authors understand the transfer of control from the acquired enterprise
to the acquiring enterprise. It often occurs as a result of shareholders accepting an offer
to buy their shares. Table 1 presents the most frequently mentioned buyer motives in
connection processes.

During the analysis of the above classification, attention should be paid to the financial
motives. An interesting example of the implementation of these premises is the separation
of a tax group for tax purposes. Such a process is also a merger of several companies.
An example is the tax capital group operating in Tauron Polska Energia. In 2011, Tauron
completed the registration process of the Tax Capital Group (PGK), which included 11 com-
panies from the capital group. On 14 December 2020, another tax agreement of the capital
group for the years 2021–2023 was registered [48].
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Table 1. Motives for M&A.

No. Group of Motives Benefits/Effects

1. Technical and operational motives

- increasing the efficiency of management,
- acquiring more effective management,
- firing executives,
- operational synergy,
- economies of scale, cost reduction.

2. Market and marketing motives

- increasing market share,
- elimination of market competition.
- diversification of activities,
- entering new areas of activity.

3. Financial motives

- use of existing surpluses,
- increasing debt capacity,
- cost of equity reduction,
- tax benefits,
- underestimation of the value acquired company.

4. Managerial motives

- increase in management salaries,
- increase in prestige and authority,
- reduce liability risk,
- increasing freedom of activity.

Source: author’s study based on: [7,10].
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As already noted, the basic difference between a merger and an acquisition is that the
former occurs as a result of mutual consent and cooperation between companies.

On the other hand, according to the dictionary of the Polish language, seizure means
taking what previously belonged to someone else or detaining someone or something that
is on the way illegally. Therefore, takeovers are often considered to be hostile, i.e., those in
which the basis is the desire of one of the parties to buy out a controlling stake, without the
prior determination of this fact, with the acquired party [13,14,16].

However, due to the closeness of the two terms, merger and acquisition are often used
interchangeably, hence distinguishing them in the language of economists is often conven-
tional. Examples of authors who use only one term—“merger”—are Eugene F. Brigham
and Louis C. Gapenski in “Financial Management”. They explain their choice to use only
the term “merger” by the fact that they are solely interested in the process and focus on the
fundamental economic and financial aspects of mergers, not the legal ones [49].

The initial years of the regime change in Poland were dominated by the privatization
of state-owned enterprises when these entities were massively transformed into limited
liability companies [50]. Currently, after thirty years of transformations, interesting changes
in the concentration of capital in the mergers and acquisitions market in the energy sector
can be observed.

4. The Energy Sector in the Context of Mergers and Acquisitions in Poland

To conduct observations and research, the financial statements of entities participat-
ing in mergers and acquisitions from 2010–2020, as well as information from databases,
industry reports FORDATA and Navigator Capital and KPMG, the Warsaw Institute of
Entrepreneurship, and available studies by the Ministry of State Assets, Internet articles,
and press releases were obtained. The first part of this section focuses on capital groups in
the energy sector.

The power sector is defined as a part of the fuel and energy sector related to the produc-
tion, transmission, and distribution of, as well as trading in, electricity and heat. Electricity
is the so-called “Base sector”, and thus has a significant impact on the development and
competitiveness of other areas of the economy in a particular industry [51] p. 53. This has
its practical justification because the strong energy demand has been a phenomenon that
has been noticeable for many years, not only in Europe but also all over the world. Data
transmission via power lines is a pillar of the development of enterprises whose production
systems, production automation, or teleinformation services are based on the existence
of stable power networks. The power industry currently needs new sources of energy
supply. This phenomenon gains additional significance at a time of drastically diminishing
natural resources (conventional sources) and the need to search for new, but alternative
(unconventional), energy sources.

The assessment was also influenced by the epidemiological situation related to the
spread of the SARS-CoV-2 virus on a global scale [52–54]. This event influenced the
development of many branches of economies, which, on the one hand, contributed to
the improvement of the effectiveness of new distribution and sales channels, and, on the
other hand, contributed to the paralysis of those industries that were not able to cope
with the new reality. With all these issues in mind, for a more complete understanding of
the problem, the authors assessed the situation in the mergers and acquisitions market in
2021 [55–57].

Changes in the energy system are closely related to ensuring energy security, under-
stood as a guarantee of energy supplies and defined as the system’s resistance to exceptional
and unpredictable events that may threaten the physical integrity of the energy flow or
lead to an unstoppable increase in its price, regardless of economic grounds. Therefore, it is
part of the national security system because reliable and constant access to energy sources,
at costs that can be borne by society, is an essential element of any modern economy. More
generally, energy security is such a state of the economy that ensures that the current and
future customer demand for fuels and energy is covered in a technically and economically
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justified manner, with a minimal negative impact of the energy sector on the environment
and living conditions of the society.

For many years, a strong multi-energy concern has been created in Poland to meet
the challenges related to the energy transformation of Poland. Effective integration within
the group through mergers and acquisitions is key to this process. Of course, apart from
the basic factors stimulating the achievement of an appropriate level of energy security
in Poland, the availability of infrastructure, transport, and, finally, the concentration of
suppliers is also important.

The answers to the questions and the verification of the research hypotheses were
made based on numerous tables and charts.

The list of mergers and acquisitions in Poland from 2010 to 2019 is presented in Table 2.
As can be seen in Table 2, over the years 2010–2019, the number of mergers and

acquisitions has decreased significantly. An important justification for the decreasing
number of connections is investment caution resulting from the uncertainty of economic
events, and thus difficulties in assessing the long-term prospects of the functioning of
enterprises. This problem is more visible in the era of the coronavirus pandemic, which
prompts companies to concentrate their accumulated capital rather than make costly
business decisions, which undoubtedly include mergers and acquisitions.

Table 2. Merger and acquisitions in Poland from 2010–2019.

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

The number of transactions 581 516 331 363 245 223 279 288 323 258
Total value (bln euros) 21 17.5 9 12 8.7 6.3 11.2 10.6 6.5 10.9
The value of the largest

transaction (bln zł) 3.0 18.6 4.4 6.2 6.2 2.4 12.7 4.3 4.2 5.0

Source: Raporty M&A Index Polska za Lata 2009–2020, Raporty Branżowe. https://fordata.pl/category/
blog/raporty-branzowe, (accessed on 2 July 2021) [58]; M&A Index Poland. Fuzje i przejęcia w 2018 Roku.
Raport Przygotowany Przez Firmy Navigator Capital oraz FORDATA Grudzień 2018 Roku. http://www.
navigatorcapital.pl/wp-content/uploads/2018/12/Raport_MnAIndexPoland_rok2018_PL.pdf (accessed on 22
November 2021) [58,59].

Continuing the analysis, it can be noted that the number of transactions does not
always translate into a correspondingly higher or lower total value of mergers and acquisi-
tions. This regularity can be seen taking into account the years 2010 and 2019. In 2010, with
the number of transactions at 581, a total value of mergers and acquisitions was recorded
at the level of EUR 21 billion, while in 2019, with only 258 transactions, the total value of
transactions was recorded at the level of EUR 10.9 million. These figures illustrate a situa-
tion where more costly transactions were made despite a reduced number of transactions
in general. In other words, these are, financially, more spectacular operations than single
transactions carried out in other years.

From the observations carried out, it can be concluded that the transactions in 2010–2019
were characterized by a much higher value than those from the end of the second decade of
the 21st century.

The most valuable connections in Poland from 2010 to 2019 are presented in Table 3.
The largest transaction (from the financial point of view) in the analyzed period was

the merger process in 2011, as a result of which Polkomtel acquired Spartan Capital Groups.
Its value was estimated at PLN 18.6 billion. In turn, the “cheapest” transaction was carried
out in 2015. As a result, the American concern Scripps Network Interactive acquired shares
in TVN.

The median of the set of all mergers and acquisitions in 2010–2019 is PLN 4.7 billion.
On the other hand, the arithmetic mean is PLN 6.68 billion, and the fashion can be estimated
(only with the assumption of rounding to the full value in PLN billion) at PLN 4 billion,
with an average deviation of PLN 3.59 billion, and a standard deviation from the population
of PLN 4.80 billion. The standard deviation from the sample is PLN 5.06 billion, the range
of all values is PLN 16.2 billion, and the statistical error is PLN 1.60 billion. These data also
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indicate that, in the analyzed years, the value of transactions exceeded PLN 10 billion only
in two periods, i.e., in 2011 and 2016. The other transactions individually did not exceed
the arithmetic mean of all transactions, amounting to PLN 6.68 billion.

The above results are presented in Table 4.

Table 3. List of the largest mergers and acquisitions in Poland from 2010–2019, in Bln zł.

Years Transactional Purpose Buyer The Value of the Transaction
(in Bln zł)

2010 BZ WBK Bank Santander 3.0
2011 Spartan Capital Holdings Polkomtel 18.6
2012 Kredyt Bank BZ WBK (Bank Santander) 4.4
2013 Polkomtel Cyfrowy Polsat 6.0

2014 Metelem Holding Company
Limited Cyfrowy Polsat 6.2

2015 TVN Scripps Networks 2.4
2016 Allegro Cinven, Permira&Mid Europa 12.7
2017 Żabka CVC Capital Partners 4.3
2018 Unipetrol PKN Orlen 4.2

2019 DCT Gdańsk PFR, PSA International & IFM
Investors 5.0

Source: Raporty M&A Index Polska za Lata 2009–2020, Raporty Branżowe. https://fordata.pl/category/blog/
raporty-branzowe/, (accessed on 2 July 2021) [58]; M&A Index Poland. Fuzje i przejęcia w 2018 Roku. Raport
Przygotowany Przez Firmy Navigator Capital oraz FORDATA Grudzień 2018 Roku. http://www.navigatorcapital.pl/
wp-content/uploads/2018/12/Raport_MnAIndexPoland_rok2018_PL.pdf (accessed on 22 November 2021) [58,59].

Table 4. Statistical indicators of measures of the largest mergers and acquisitions from 2010–2019.

Statistical Indicator The Value of the Indicator

Median 4.7 mld zł
Arithmetic average 6.68 mld zł

Modal value 4 mld zł
Average deviation 3.59 mld zł

Standard deviation of the sample 5.06 mld zł
Standard deviation of the population 4.80 mld zł

Value range 16.2 mld zł
Standard error 1.60 mld zł

Source: author’s study based on Table 2.

It is certainly important that in the period under review the companies were made
intra-group acquisitions. Among others, Polkomtel became part of Cyfrowy Polsat. The
former was taken over by Spartan Holdings Capital, and, therefore, the entire venture is
owned by Cyfrowy Polsat, which is at the forefront of the telecommunications services
market in Poland.

In 2020, a total of 229 mergers and acquisitions were made, so there is still a continuing
downward trend in terms of their number. The largest transaction was worth PLN 9.6 billion
and concerned the takeover of Play Communications by Iliad S.A. (Fordata, Poznań, Poland,
2020) [59].

A similar phenomenon can be observed in the energy sector. It is one of the most
important areas for the development of the economy of many countries. The concern of
ensuring an appropriate level of energy security has become the reason for many mergers
and acquisitions. The Polish energy economy is based primarily on fossil fuels. According
to 2011 data from the Ministry of Economy, the share of coal in the primary energy demand
structure is the highest and amounts to 56%. It is followed by crude oil (25%), natural gas
(13%), and biomass and waste (6%), respectively.

Figure 2 shows the structure of primary energy demand by source.
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Figure 2. The structure of primary energy demand is classified. Source: author’s study based on
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This state of affairs is largely due to the geographical location of Poland. It has large
stores of fossil fuels, mainly hard coal and lignite. According to data from Agencja Rynku
Energii S.A. in August 2020 [61], the total share of hard coal and lignite in the structure
of consumption of basic fuels in the commercial power industry in the period of January–
August 2020 (a decrease by about 2 percentage points compared to the corresponding
period in 2019) amounted to nearly 87.8%, while the share of gaseous fuels was only
6.87% (an increase by 1 percentage point compared to the corresponding period in 2019).
Admittedly, the share of biogas/biomass also increased from 3.92% in 2019 to 5.10% in 2020.

The analysis of the above values leads to a thesis that, currently, Poland is not a
sufficiently independent recipient of energy sources because the production of electricity is
still largely based on coal (hard and lignite).

According to the analysis of the National Energy and Climate Plans (NECP), Poland
is among the 7 EU countries that are the most delayed in the implementation of the coal
transition program [62,63]—and by 2030 it is to be the most coal-dependent country in
the community. From a long-term perspective, this approach requires a fundamental
change [64,65]. This is dictated not only by the growing awareness of the need to protect
the natural environment (in the context of limited non-renewable energy resources), but
also by the current legislative trends in the European Union. Poland’s independence from
fossil fuels will not only positively contribute to the improvement of the quality of the
natural environment (including polluted air), but should also allow for the building of an
appropriate level of energy security.

Renewable energy sources are at the forefront of solutions aimed at reducing the
unfavorable share of fossil fuels in the structure of electricity demand in Poland. The
gradual growing share of renewable sources in this structure should be considered a
positive effect of the current legal and social trends, the final result of which is the need to
become independent from non-renewable sources. For comparison, at the end of August
2021, the capacity of installed renewable energy sources increased, compared to the same
period from 2020, by 33.9%, amounting to 14.9 GW. Therefore, taking into account the total
capacity of all installed electricity sources in Poland (approximately 53.4 GW), the share of
renewable sources is nearly 28%. The largest share of the available renewable sources in
Poland is wind farms at around 6790 MW and photovoltaics at 5970.8 MW. Table 5 presents
a detailed summary of the given types of electricity sources, with an installed capacity in
MW, in August 2021 [66].
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Table 5. Types of energy sources in Poland as of 30 August 2021.

Type of Renewable Source Installed Capacity in MW

Wind power plants 6790.7
Photovoltaics 5970.8

Hydroelectric power stations 976.4
Biomass power plant 907.5
Biogas power plants 256.4

Total value 14,901.9
Source: The types of energy sources in Poland as of 30 August 2021. Source: author’s study based on report “Raport
sektorowy—energetyka”, by Jan Sekuła posted 31 October 2021, https://profit-journal.pl/raport-sektorowy-
energetyka/, access date: 2 February 2022 [60]; bankier.pl (accessed on 23 November 2021).

Aside from the above considerations, it is worth noting that another solution proposed
by the experts is the transition to nuclear energy, which will accelerate the process of
decarbonizing Poland’s energy structure and thus contribute to the improvement of the
country’s energy security [67–69].

Although many different entities in Poland have a license to trade in electricity, the
entire energy market is divided into 4 entities, which end suppliers choose depending
on their geographic location. When characterizing this sector, it should be mentioned
that under the government program, four capital groups (the so-called big energy four)
were created: PGE, Tauron, Enea, and Energa, which generate about 70% of the country’s
energy. In addition, Innogy Polska, which manages the capital’s electricity network, runs
its business in Warsaw.

The goal of the government program, which is to consolidate the Polish energy market,
is implemented by linking economically strong enterprises. As a result of this consolidation,
these entities will be able to incur investment costs, compete, and balance the energy market.

In the first stage, the Transmission System Operator was separated from the structures
of PSE (PSE Operator) and Distribution System Operators (including energy companies,
e.g., ZKE Dystrybucja, RWE Stoen Operator, etc.) as independent legal entities [70]. The
Transmission System Operator, along with the transmission network, has been handed
over to the State Treasury. In turn, PSE was merged with the Polish Energy Group, which
is one of the four energy groups operating on the market.

Polska Grupa Energetyczna (PGE) was established on the basis of the BOT Górnictwo
i Energetyka SA holding, Zespół Elektrowni Dolna Odra SA, with the assets remaining
after the separation of the Transmission System Operator from PSE SA, along with its assets
and 8 distribution companies from central and eastern Poland without RWE Stoen.

An important entity forming the energy sector is Tauron Polska Energia SA. It is
the second-largest enterprise in Poland after Polska Grupa Energetyczna. It is a joint-
stock company listed on the Warsaw Stock Exchange since 2010. The Tauron Group is
one of the largest economic entities in Poland and is one of the largest energy holdings
in Central and Eastern Europe. It operates in all areas of the energy market, from coal
mining, to the generation, distribution, and sale of electricity and heat, as well as customer
service. On a smaller scale, the holding also conducts the wholesale of fuels and derivative
products (trading in coal and biomass). In 2014, Tauron entered the gas fuel trading market.
Currently, it is active in the field of renewable energy sources.

Another energy group is Enea. According to the government program, this group
included companies under privatization or consolidation. Enea S.A. is a parent company
that operates in the full value chain of the energy market: hard coal mining, electricity
generation, electricity distribution, and energy trading. The Group also operates in the
area of heat generation, distribution, and sale, as well as in the field of lighting services.
It is the vice-leader in electricity production in Poland. In 2018, it generated 26.5 TWh. It
was created from the merger of five power plants (Poznań, Bydgoszcz, Szczecin, Zielona
Góra, and Gorzów Wielkopolski), as well as from subsequent acquisitions (including the
Kozienice Power Plant and Połaniec Power Plant).
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Energa SA is a group that produces and sells thermal and electric energy as well as
gas. Currently, after the acquisition by PKN ORLEN S.A., which holds 80.01% of its share
capital, the main activities of the group include the generation, distribution, and trade in
electricity and heat. The Gdańsk entity has the largest share of RES in energy production
among all Polish energy groups (over 40%). The production capacities include a system
power plant in Ostrołęka, two combined heat and power plants, forty-seven hydropower
plants, a pumped-storage power plant, five wind farms, and two photovoltaic farms. The
Group’s distribution network covers an area of approximately 1/4 of the country [71].

The creation of a multi-energy concern favors mergers and acquisitions. There are also
other companies in Poland operating within the energy sector, the market values of which
are shown in Table 6.

It is worth mentioning that the ownership structure of other holdings is different from
the above-mentioned four Polish energy groups. The owner of the ČEZ group, whose
capitalization is the highest and exceeds PLN 40 billion, is the Czech Republic, which holds
69.78% of the property rights [72]. The volume share of the produced energy for each
company is presented in Figure 3.
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Table 6. Energy groups in the energy sector in Poland.

Company Name Market Capitalization in zł Company Name Market Capitalization in zł

CEZ 4,034,923,192,500 POLENERGIA 189,045,155,520
PGE 820,825,003,931 AB INTER RAO 29,200,000,000

TAURON 299,685,946,374 KOGENERACJA 45,594,000,000
ENEA 198,649,160,100 ZEPAK 46,757,663,240

ENERGA 343,882,738,177 ML SYSTEM 39,683,593,780

Source: author’s study based on: https://profit-journal.pl/raport-sektorowy-energetyka/ (access date: 15 August
2021) [60]; bankier.pl (accessed on 23 November 2021).

215



Energies 2022, 15, 1669

Polska Grupa Energetyczna (PGE S.A.), as confirmed by the chart above, supplies
over 40% of the energy for the entire country. This means that the share of this group in the
structure of diversification of electricity supplies in Poland is significant, and may, in the
long term, contribute to a significant concentration of energy capital in the hands of the
State Treasury. Due to their strategic nature for the development of the economy, the largest
Polish energy companies have a majority share of the State Treasury in their shareholding
structure. The state’s share in PGE is 57.39%, is 54.49% in Tauron Polska Energia, and is
51.5% in Enea [73].

The exception among large Polish companies is Energa in Gdańsk, for which the
majority shareholder is PKN Orlen. It is worth noting that PKN Orlen itself holds over 27%
of the State Treasury’s share in the shareholding structure.

5. Multi-Energy Concern—A Case Study from Poland (PKN Orlen and Energa)

The largest acquisition of the Polish fuel and energy market is the purchase of 80% of
shares in Energa Group by PKN ORLEN. This means that the concern owns the Gdansk-
based company. The purchase process was completed in just 4 months. PKN ORLEN
announced a tender offer for 100% of Energa Group shares on 5 December 2019. Due to,
among other things, the situation caused by the COVID-19 outbreak, the time for accepting
subscriptions for shares in the Pomeranian group has been extended until 22 April 2020.
The concern received approval from the European Commission for the transaction on
31 March 2020 [74]. The transaction was finalized on 30 April 2020, with the acquisition
of Energa shares representing approximately 80% of the company’s share capital and
approximately 85% of the total number of votes at the general meeting. The price of all
shares acquired amounted to approximately PLN 2.77 billion and was covered by the
company with cash from its resources and an available syndicated loan [75]. The financial
results of Energa before the merger with PKN ORLEN are presented in Figure 4.
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As can be seen from the chart, even though the EBITDA [76] value of the Gdansk-based
Group did not change in recent years before the merger transaction, the market value of the
Group dropped significantly. In 2015, the market value of Energa is almost PLN 11.5 billion.
The following years brought a significant reduction in the market capitalization of the
acquired company. First and foremost, misguided investment activities contributed to this
valuation, which resulted in a liquidity crunch for the acquired company.

When analyzing Energa Group’s financial results for 2019, it is worth noting the
significant reduction in operating profit, which amounted to PLN 459 million compared
to PLN 1.18 billion in the previous year. EBITDA was PLN 2.04 billion compared to PLN
1.88 billion a year earlier. The Energa Group suffered a net loss of PLN 1 billion in 2019,
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compared to PLN 744 million profit for 2018, and the reason for the company’s declining
market capitalization is visible. The group’s parent company’s net loss for 2019 is PLN
952 million. It is worth mentioning that the company ended 2018 with a profit of PLN
739 million [77]. A decrease in the market value of Energa before the merger with PKN
ORLEN is shown in Figure 5.
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Figure 5. Market value of the Energa concern before the merger by PKN ORLEN. Source: author’s study
based on https://wysokienapiecie.pl/24792-orlen-chce-przejac-energe/ (access date: 15 August 2021).

Negative financial results of the Energa group were significantly influenced by the
impairment test conducted by Ostrołęka power plant and recognition of impairment loss
for PLN 1.03 billion, as well as an impairment loss on PGG shares and recognition of a
provision for future tax liabilities. It was the investment related to the construction of a
new coal unit in the Ostrołęka Power Plant that so significantly reduced the value of the
acquired group [78]. That is why PKN Orlen offered a maximum of PLN 2.9 billion for the
buyout. Orlen’s current capitalization is PLN 37.5 billion.

The next charts show the energy market share of Polish energy companies after the
merger of PKN ORLEN and Energa Group and their impact on sales to end-users. The
analysis of the graphs clearly shows that the transaction has strengthened the energy
concern and changed its structure, as presented in Figure 6.
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Figure 6. Electricity market after Energa acquisition by Orlen–production [TWh/Year]. Source:
author’s study based on: https://wysokienapiecie.pl/24792-orlen-chce-przejac-energe/ (access date:
15 August 2021).
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From this analysis, we can see the increasing share of merged entities in the energy
market. This supports research hypothesis no. 2.

The market objective of the concentration in the multi-energy sector is to gain an
appropriate competitive advantage through the diversification of revenue sources, which
not only allows for the building of additional value for customers, but primarily serves to
create an appropriate level of resistance of the company to market fluctuations. Finally, it
should be noted that Energa Group owns a wide range of assets for acquiring renewable
energy sources, including, among others, wind farms and hydroelectric power plants.
On the other hand, by using PKN Orlen’s production surpluses, it is possible to reduce
operating costs, and the combined customer base will generate additional sales potential.
Figure 7 clearly shows the increased energy market share (sales to end users) of the two
combined entities. This supports research hypothesis no. 2.
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Figure 7. Electricity market after Energa acquisition by Orlen-end-user sales [TWh/Year]. Source:
author’s study based on: https://wysokienapiecie.pl/24792-orlen-chce-przejac-energe/ (access date:
15 August 2021).

The multi-energy concern that is being created will likely more easily meet the chal-
lenges of Poland’s energy transformation. The effective concentration of capital within
the Group is critical to this process. Therefore, PKN ORLEN initially wanted to purchase
100% of Energa group shares. Such capital control always means tangible benefits both
organizationally and operationally. Although control has not been fully acquired, the
participation of the remaining shareholders does not jeopardize the strategic objectives set
by the acquirer [79].

According to the authors, this merger is another important stage in the creation of a
strong, multi-energy concern that will strengthen the competitive and financial position of
the participating entities, as well as the country’s energy security and, consequently, the
Polish economy (Hypothesis 1). These conclusions are also confirmed by other analysts
(Polish Multi-energy concern, March 2021).

PKN ORLEN has announced a tender offer for a minority stake in Energa S.A. This
will further facilitate the effective integration of the assets of ORLEN and Energa Groups.
It will also bring tangible benefits to ORLEN Group shareholders and investors, who will
be able to fully benefit from the synergies of the merger. It is worth remembering that
the purchase alone does not complete the effective integration of the two entities, which
sometimes takes several years, especially since the transaction itself was completed in a
very short time.

The company plans to develop the areas in which Orlen and Energa are already
active, such as renewable energy and electromobility, but also to enter new projects, such as
offshore wind farms. The completion of this transaction should result in a more efficient use
of the companies’ combined potential. The group owns more than 50 assets that produce
energy from renewable sources, primarily including hydroelectric power plants, onshore
wind farms, and photovoltaic farms. More than 30% of the electricity produced by the
Energa Group comes from renewable sources and this is the highest share among its main
competitors. For PKN ORLEN, it is an interesting RES portfolio that balances the company’s
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conventional assets, such as the steam-gas units in Płock and Włocławek. Additionally, the
diversification of revenue sources increases the company’s resilience to market fluctuations
and changes in the macroeconomic environment. In this way, additional value is built for
customers and shareholders.

The authors believe that the merger of these entities will not only benefit both compa-
nies, but the entire Polish economy. The beneficiaries of the capital takeover of the Gdansk
group are also Pomerania and its inhabitants. Thanks to the planned investments, the
number and scale of orders will increase. From a fiscal point of view, Energa will remain
fully separate, which means more income for the local government budget and influence
over the development of the Pomeranian area. Shares of companies in the WIG-ENERGIA
index after the merger are illustrated in Figure 8.
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According to Figure 8, the largest share in the companies’ structure in the WIG-Energia
index on 30 October 2020 was in PGE S.A. and amounted to 40.93%. Tauron is in second
place with a result of approximately 20.88%. The next two largest shares include Enea at
11.29% and Energa at 7.74%. These data only confirm the thesis that among many entities
in the energy market, only the 4 largest entities forming the concern play a key role in
ensuring an appropriate level of energy security. This supports research hypothesis no. 3.

6. Top Motives for Acquisitions and Mergers by Investors in the Energy Sector

The motives behind mergers and acquisitions are varied. Many authors point out that
investment motives vary depending on the type of entity that conducts the transactions.
Strategic investors who acquire companies want to integrate the entity with the rest of the
group and have a real impact on its management. Financial investors, in turn, involve
capital in an entity, expecting economic benefits from its future sale.

In a survey conducted by KPMG, both strategic and financial investors took part. In
response to investment motives, strategic investors most often indicated the willingness
to expand geographically and take over the portfolio of products and services (79% of
responses) as the main or the most frequently considered reason for the investment.
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Figure 9 illustrates the main M and A motives listed by investors.
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Cost synergies of industry consolidation and acquisition of customers and distribution
channels are also important to them. Almost 80% of strategic investors (Figure 9), when
making an equity investment, do not consider the subsequent resale of the object of the
transaction to make a profit on such a transaction. However, the vast majority of financial
investors (82%) say that the main or usually considered factor when making a transaction
is the desire to profit from the future resale of the entity. The vast majority of financial
investors (82%) say that the primary or usually considered factor in making a transaction is
the desire to profit from the future resale of the entity. In addition, more than two-thirds
are making acquisitions to consolidate the industry. Table 7 presents the distance between
investment motives in M and A.

As can be seen by analyzing Table 7, both strategic and financial investors are driven
by similar motives in M and A transactions. However, because of their expectations, their
importance is different. A strategic investor looking to integrate an entity expects to realize
the benefits of capital and personnel ties. When a financial investor involves capital in an
entity, they expect quick economic benefits from its future sale. In many aspects, a certain
degree of agreement between the two investor groups can be observed, e.g., on the issue of
access to raw materials, acquisition of significant intangible assets, business diversification,
acquisition of customer portfolio or distribution channels, and industry consolidation.
However, the biggest differences between investors are in the issues of expected return on
investment or the success of the acquisition target. A very important motive for both groups
of investors (having an arithmetic mean of 0.7) is the consolidation of the industry, which is
confirmed by the process of strengthening the multi-energy concern (Hypothesis 1).

220



Energies 2022, 15, 1669

Table 7. Distance between investment motives in mergers and acquisitions undertaken by financial
and strategic investors.

Factor—Category
The Importance of the

Category for the
Financial Investor

The Importance of the
Category for the

Strategic Investor

The Importance of
Category for both Groups

of Investors
(Arithmetic Mean)

Access to resources 0.3 0.3 0.3
Assumed profit on future resale 0.8 0.3 0.55
Opportunistic approach (applies

when a potential acquisition target
suddenly becomes available)

0.8 0.3 0.55

Acquisition of significant intangible
assets (licenses, brand, R&D, etc.) 0.3 0.3 0.3

Business diversification 0.6 0.6 0.6
Acquisition of customer portfolio or

distribution channels 0.6 0.6 0.6

Industry consolidation 0.7 0.7 0.7
Cost synergies 0.6 0.7 0.65

Geographic development 0.7 0.8 0.75

Source: author’s study based on Figure 9.

7. Discussion

Analyzing the program of creating a multi-energy concern in Poland, one can confirm
that its transformational goals are ambitious. PGE has announced that it will achieve climate
neutrality by 2050 by acquiring 20 gigawatts (GW) of power from renewable energy sources.
Currently, the company’s total installed capacity is 17 GW and it is received mainly from
coal assets. The three directions of development for the next decade—offshore, onshore,
and photovoltaic—are expected to contribute to achieving this goal. Particularly interesting
news for the energy industry was coming out in the second quarter of 2021. Namely, the
Ministry of State Assets plans to consolidate the incumbent on energy companies mining
assets and create a new entity. We are talking about the planned spin-off of coal assets from
the Treasury’s energy companies.

The separation of selected assets also has a practical justification. Other companies
that have suffered as a result of the financial crisis caused by the COVID-19 pandemic
are also using such strategies. They take defensive and offensive tools that optimize the
internal investment portfolio.

Among the most important defensive activities of M and A operations are the pos-
sibility of selling some part of ineffective assets. Another solution is the ability to look
for strategic partnerships and alliances with other market players as part of mergers and
acquisitions [80].

This strategy is in line with trends in the global energy industry, where asset stripping
can be seen due to shrinking synergies between areas of the value chain. Sellers conclude
that disposing of less desirable assets is more profitable than the gains from owning them.

An example of such an activity is the sale of the REN power grid operator as part of
Portugal’s Stabilization and Growth Program. There is a closing of investment cycles by
financial investors. Thus, Private Equity investors who made investments in the electricity
market in previous years are choosing to realize profits and sell selected assets from their
portfolios. The sale of AES Red Oak LLC, an electricity generator, by U.S. fund PE Energy
Capital Partners LLC is one of many such deals [81].

The proposed actions of the Ministry of State Assets in Poland will improve the
profitability of these companies and allow for new sources of financing for RES investments.
They will be able to obtain bank loans more easily.

The news about removing mines from power companies will probably be well valued
by the market, which can be seen from the charts of all the power companies, especially
Tauron, whose subsidiary Tauron Wydobycie generated almost PLN 84 million in losses on
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PLN 236 million revenue in Q1 2021 alone. According to PGE’s CEO, the optimal date for
spinning off coal assets from current energy groups is the end of 2021. According to the
authors, the fact of this announcement should positively influence the improvement of the
financial results of these companies [82].

It is worth emphasizing that the accelerated monopolization of the energy sector by
state-owned corporations will probably result in a significant increase in energy prices in
the future, with simultaneous attempts to interfere in the system of rates and charges, e.g.,
by offering compensations or the possibility of postponing the increase in gas prices for
households. This result is compounded simultaneously by several important factors. First,
in 2021, a power fee was introduced, charged to final energy consumers for financing new
or the modernization of existing units by power companies. Second, the effects resulting
from the prevailing global coronavirus pandemic have been severe on the economy as a
whole—demand for energy and gas has increased after the lockdown period. Additionally,
there is a shift developing in Europe from traditional fuels to renewable sources. Finally,
the effect of Russia’s unpredictable gas policy, which seeks to maintain its influence in EU
states, if only by exerting pressure on the start-up of the Nord Stream 2 pipeline [83].

8. Conclusions

Continuing the discussion, it is worth mentioning the next steps in strengthening
the multi-energy concern. Currently, there are plans to merge three state-owned holding
companies [84]. On 12 May 2021, a cooperation agreement was signed between PKN Orlen
and Lotos Group, PGNiG, and the State Treasury concerning the acquisition of control
by the Płock concern over its competitor from Gdańsk and PGNiG. As a result of this
transaction, all assets of the acquired companies will be transferred to PKN Orlen. The
State Treasury and PKN Orlen will work together to develop analyses aimed at the final
confirmation of this scenario as optimal from the point of view of the State Treasury [85].

The agreement executed between the parties of the transaction postulates that, as a
result of the merger, shareholders of the Lotos Group and PGNiG will receive new shares
issued by Orlen in exchange for their shares. This will occur when it assumes the rights
and obligations of the Lotos Group and PGNiG, respectively, under universal succession.
The State Treasury will increase its shareholding in the entity created as a result of the
acquisition of Lotos and PGNiG by PKN Orlen to 50%, which will protect it against hostile
takeovers. The acquisition by Orlen will be non-cash and the State Treasury’s stake in PKN
Orlen will be increased. They are currently below 30% [79]. These are further facts that will
support the accepted theses in this paper.

In July 2021, the Ministry of State Assets announced the planned merger of three
energy companies—PGE, Tauron, and Enea—in the coming years. The strategy related to
the divestment of coal mines from the assets of energy companies is very important due to
the inevitable transition towards green energy and the resulting preferential conditions for
raising capital from banks and EU programs [86]. This type of financing is essential for the
implementation of the long-term energy transition process, which aims for a 55% reduction
in Poland’s emissions at an estimated cost of €136 billion [68]. This fact fully confirms that
the strengthened multi-energy concern can contribute to the implementation of activities
carried out in light of the 2030 Agenda. Thus, it can be considered that the scale of M
and A transactions in the sector, which take place in the energy sector are due to signed
agreements and are the result of actions carried out in light of the 2030 Agenda [7–12].

Summarizing the considerations, it can be concluded that the transferred transactions
of capital concentration significantly increase the participation of the Treasury in energy
companies and contribute to ensuring national energy security. These processes strengthen
the multi-energy concern and reduce the number of capital groups that are operators of
energy services in the country. A strengthened concern arguably has more investment
potential. In turn, entering an integrated holding company is a major development op-
portunity for any entity. The creation of multi-energy concerns is in line with megatrends
and actions implemented by other, international oil companies. An example of such a
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state-controlled multi-sector conglomerate is Italy’s ENI. Today it is the largest company in
Italy and one of the world’s leading integrated oil and gas producers. Its Polish counterpart
would be the planned concern combining ORLEN, LOTOS, and ENERGA [87].

The merger of PKN Orlen with PGNiG and Grupa Lotos is a complex project, but,
because of it, an entity will be created that will match the potential of the euro with its
competitors. As assessed by the participants of the 6th edition of Congress 590, after
consolidation, it will have a much greater investment potential and will be able to increase
its involvement in low- and zero-emission energy investments [88].

PKN Orlen contributes to the strengthening of the development of capital concentra-
tion, which will not burden the natural environment. However, supporting the develop-
ment of renewable energy sources in the energy sector or alternative fuels in transport
requires large investment outlays. This is possible only thanks to building a strong multi-
energy concern. Thus, a multi-energy concern has a chance to make a green transformation.

The new entity is a response to the revolutionary challenges faced by the energy
market today [89].
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21. Świetla, K.; Toborek-Mazur, J. Verification of the Accuracy of Mergers and Acquisitions in Poland in 2012–2020. In Proceedings of

the 38th IBIMA International Conference, Seville, Spain, 23–24 November 2021; Available online: https://www.ibimapublishing.
com (accessed on 9 December 2021).
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Abstract: The business model is understood as a way of generating revenue and creating value.
This article aimed to define the framework and detailed characteristics of the business model in
corporate reporting in the energy sector. The study also addressed the issue of value creation and
examined the correlation between reporting information about the business model and the value
of the enterprise, calculated using selected accounting measures. The research was conducted in
2021 on all listed companies in the energy sector included in the WIG20 index in 2019–2020. The
research methodologies included critical analysis of the literature, analysis of the content of corporate
publications, comparative analysis, analysis of phenomena and synthesis of results, Spearman’s rank
correlations, and graphical data presentation. The originality of our research concerns directing
attention to the disclosure and reporting of information about the business model in corporate reports
in the energy sector in Poland. This is the first such study in Poland conducted on companies in
the energy sector; therefore, it is treated by the authors as a pilot study. The results show that
companies in the energy sector included in the WIG20 index do not disclose information about their
business models in reports and the structure of published reports is very diverse, which makes it even
more difficult to compare financial and non-financial data. Enterprises in the energy sector disclose
financial and non-financial information in financial statements and the reports of the management
board on the activities of the company and the capital group. The financial information disclosed by
the companies most often included financial and productive capital. Energy companies are reluctant
to disclose information about by-products and waste.

Keywords: business model; integrated reporting; non-financial reporting; energy sector; Warsaw
Stock Exchange (WSE)

1. Introduction

In the past decade, there has been a huge amount of research related to the busi-
ness model in terms of both management and accounting [1,2]. Especially in the last
twenty years, the business model has become a popular topic in research and practice [1–3].
Many articles discuss the theoretical and practical aspects of creating a company’s business
product in the context of increasing competition around the world [4–6]. Various aspects
have been analyzed, for example, the impact of the company’s openness to stakeholders on
the effectiveness of the company’s business model [7], the business model in agricultural
enterprises [8], the relationship between knowledge orientation and business analytics
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capabilities in driving business [9], integrated management of multiple business models,
and the strategic management of business model innovation [10].

This fact means that research on the business model has not been established based
on economic research or management. The ambiguity of placing the business model in
scientific research leads to a differentiated assessment of its usefulness and value creation
architecture [11]. The business model is one of the most commonly used terms in strategic
management and, more recently, in accounting [12–14]. Although the term was initially
used in the context of e-commerce, its application is currently comprehensive and includes
research in many sectors, such as energy, manufacturing, healthcare, and biotechnol-
ogy [15–19]. The use of the business model concept has increased as researchers studying
strategic management and the development of modern business forms, such as business
groups, have begun to take an interest [20–23]. Integrated reporting is often combined with
the concept of integrated thinking [24] in the context of creating a sustainable business
model [25–29]. This is especially important for companies that have a significant impact on
the environment, such as transport companies or energy operators. Each individual com-
pany, depending on its proximity and distance to impact on the environment, formulates
its strategy, vision and mission, accounting policy, and business model. The energy sector
is not isolated in the implementation of these activities. Entrepreneurs conducting business
activity in the field of logistics services represent the group with the fastest reaction to
changes taking place in the market, thus defining their own business model. In the case
of enterprises in the energy sector, the business models are a combination of strategic
orientation and technology, which is an essential element of achieving business goals and
generating positive results from operations [30,31]. However, there is a noticeable gap in the
research concerning integrated reporting on applied business models in this sector. A few
studies have explored the value creation process of the low-cost carrier business model in
the aerospace industry [32–34]. Another case study refers to research on the development
of the sustainability habitus in the Arab Middle East (ME) using the example of a leader
in the energy sector. In these studies, a comparative analysis of integrated reporting and
environmental reporting was performed [35]. Ciubotariu et al. [36] suggested that based on
sensitivity function value, sectors of activity such as transport, infrastructure, services, and
trade have a higher sensitivity preference for IR (integrated reporting) due to quantification
of the stakeholders’ interest in terms of performance-positive trend indexes.

In our research, we adopted the theoretical framework of the business model in terms
of corporate accounting and financial reporting and related it to enterprises in the energy
sector in Poland [37–40]. On 9 December 2013, the International Integrated Reporting
Council (IIRC) released the first internationally recognized IR framework. IR is understood
as “a process founded on integrated thinking that results in a periodic integrated report
by an organization about value creation over time and related communications regarding
aspects of value creation” [41]. In the literature, several theoretical papers explain why
disclosing the business model could be useful in allowing investors to predict future
earnings and cash flow [42–46]. Moreover, the business model is one of the most important
elements in the strategy of communication between enterprises and current and potential
investors. There are many approaches to the category of “business model,” among which
is a link between economic theory and accounting valuation and thus with financial and
non-financial reporting [18]. From a business model perspective, it is acknowledged that
any asset can be utilized in different ways and that value creation, another concept key
to IR, will ultimately vary between firms. The challenge at hand is the alignment of the
financial perspective with the value proposition of the enterprise [14,32].

This paper contributes to the accounting literature as it provides evidence that the
voluntary disclosure of macro components encounters many limitations related to the
communication of the activities of the enterprise, especially in the case of environmental
impact [47]. This was confirmed by research conducted in Russia on enterprises in the
transport sector, which proved that there was a lack of transparency in communicating
the activities and business models of these enterprises [48–51]. Our results are of interest
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not only to researchers but also to practitioners and standard setters. In particular, they
highlight the importance of disclosing information concerning business models related to
this sector in Poland in order to improve the usefulness of accounting [52–56].

Our research aimed to define the framework and detailed characteristics of the busi-
ness model in corporate reporting in the energy sector. Our research was conducted on
a sample of listed companies in the energy sector included in the WIG20 index for the years
2019–2020. We used disclosure maps proposed by CIMA and IIRC [32], which allowed us
to conduct a detailed analysis of disclosures regarding the business models used.

The business model describes how ways of creating and delivering value can evolve
as customer needs and preferences change [57]. It is a structure that provides information
about the enterprise’s prospects. It can be assumed that the business model describes what
the company offers to its customers, how it reaches them with the offer, how it maintains
relations with them, what resources it engages, what actions it takes for this purpose, with
whom it enters into a partnership and, consequently, how it achieves revenues [58–60].

Progressive changes, including the deregulation of markets, development of technol-
ogy, provision of services, flow of information and communication, and coordination of
markets and economies make the business model increasingly necessary for enterprises
to achieve market success and a sustainable competitive advantage. It is a determinant of
creating the value of an individual enterprise [61]. The value category can be considered
from a broad perspective, both financial and non-financial. The key in the process of
creating a business model by enterprises in the energy sector appears to be understanding
the essence of this concept and the correct selection of components. It should be noted
that it is difficult and rather impossible to clearly define the business model [62,63] as the
definitions are numerous and include diverse elements.

This paper proceeds as follows. The “Related Literature” section reviews the liter-
ature on the topic investigated and describes our research hypotheses. The “Materials
and Methods” section provides details about our sample selection strategy and research
design. The “Results” section presents our research results, while the “Discussion” and
“Conclusions” sections contain a discussion of the implications, limitations, and possible
future developments of the research.

2. Related Literature

The topic of the business model has attracted the attention of researchers since the
1990s, which is primarily related to the development of new information and commu-
nication technologies and the phenomenon of globalization [61–66]. The essence of the
business model is to explain how organizations create, deliver, and capture value [67–71].
The business model is perceived as a key factor for creating and maintaining a competitive
advantage as well as achieving corporate financial results. Business models evolve as
managers both introduce new ideas and adjust in response to external factors [1–3]. As
research shows, it can also communicate the business logic of the enterprise to a wide
group, such as shareholders [45]. This unique ability of the business model to communicate
value has resulted in the fact that various accounting organizations [20,51–54] currently
perceive it in terms of increasing the transparency and clarity of financial disclosures.
Despite its undeniable advantages, the concept of the business model also has several
important gaps, both cognitive and technical [55]. The cognitive gap refers to the lack of
agreement on the unambiguous understanding of the term business model, which is the
reason for the frequent development of a specific understanding of this term dependent
on the academic center formulating it. In turn, the technical gap is generally expressed
by the lack of guidance in the presentation of information within the business model. At
the same time, the business model considered from the point of view of the economic
theory of the company provides practical difficulties in the area of financial reporting
measurement [72,73]. Sustainable business models strive to balance economic prosperity,
social well-being, and environmental preservation in their operations and strategies [73].
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In our article, based on the concept of a business model in corporate reporting, we
have formulated the following research hypotheses:

Hypothesis 1 (H1). Do companies in the energy sector use the business model concept in
their reports?

Hypothesis 2 (H2). How are business model disclosures identified in corporate reports in the
energy sector?

Hypothesis 3 (H3). Is the structure of the reports published by companies in the energy sector
homogeneous or diversified, and do these reports allow for easy comparison of financial and non-
financial data?

Hypothesis 4 (H4). Do companies in the energy sector have specificities compared to other sectors?

Hypothesis 5 (H5). Are there strong correlations between the disclosure of a business model’s
information and the entity’s value?

In the IIRC framework structure, the term “business model” is defined as “a selected
system composed of inputs, business activities, outputs, and outcomes, designed to create
a specific value in the short, medium and long term” [50,68]. Reporting and disclosure in
corporate reporting should answer the following question: What is the business model of
a given organization and to what extent is it sustainable? The components, categories, and
detailed characteristics of the business models are presented in Table 1.

Table 1. Components, categories, and detailed characteristics of the business models.

Business Model Categories Business Model Subcategories Detailed Characteristics of Business
Model Components

Input elements

Financial capital
Productive capital
Intellectual capital

Human capital
Natural capital
Social capital

Financing model
Infrastructure

Intellectual property (knowledge, brands,
patents)

People (training, motivation)
Raw materials
Relationships

Activity

Business activities

Research and development
Planning and design

Production and diversification of products
Maintenance services

Quality control
Relationship management

Maintenance services

Output elements

Products
Services
Waste

By-products

Outcome

Financial capital
Productive capital
Intellectual capital

Human capital
Natural capital
Social capital

Profits/losses, return to shareholder
Asset consumption

Effects of research and development
Creation of employment, employee development

Environmental impact
Customer satisfaction

Philanthropy

Source: Ref. [18], pp. 189–202.
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The benefits of integrated reporting apply to many groups interested in creating cor-
porate value, not only financial capital providers. It is proven that integrated reporting
combines financial and non-financial reporting processes, paving the way for the transfor-
mation of the internal reporting system [74–78]. The process of creating corporate value
depends to a large extent on the adopted business model understood as a “system of trans-
forming inputs, through its business activities, into outputs and outcomes” [62]. Enterprises
in the energy sector conduct business activities based on diverse business models [79]. The
business model is a method of doing business that ensures further operation for the entity.
It enables communication with stakeholders, which contributes to reflecting the true value
of the company. The lack of complete information (e.g., non-financial) in an integrated
report on the business model may lead to a distortion (underestimation) of the value of
the economic entity. Enterprise value is also created through communication about the
business model.

The business model is a method adopted by the company to increase and use resources,
which is presented to customers with an offer of products and services; it is a conceptual tool
containing elements and relationships between them. The business model describes how
ways of creating and delivering value can evolve as customer needs and preferences change.
An unambiguous definition of the business model is difficult and rather impossible because
there are many concepts defining the business model, thus it is understood differently by
economic units. The business model is often reported in an integrated report.

The business model should inform about the use of the resources by the enterprise
in business activities, whereas the key elements of the business model include segments
of stakeholders, business partners, customers, value propositions, customer communica-
tion channels, stakeholder relations, revenue streams, key resources, key success factors,
key partnerships, and cost structure. The business model is built based on these assets
shaping the so-called value dynamics. The business model is multidimensional; it is
a unique combination of tangible and intangible assets aimed at maximizing the value of
the organization.

A key issue, especially for enterprises in the energy sector, is non-financial reporting
related to areas such as corporate social responsibility and environmental impact. This issue
concerns the transparency of non-financial reporting [80–84]. As evidenced by previous
research in Poland, the lack of compulsory environmental disclosure has discouraged
managers from voluntarily disclosing such information [82–86]. However, the current
discourse on business models highlights an increase in levels of disclosure of both financial
and non-financial information [87–90]. In particular, relating non-financial reporting to
value in the long term is problematic, taking into account intangible values that are not
measured or communicated [90,91].

Communicating information about the business model and non-financial capital
should be the next stage in the evolution of the company’s reporting and this type of
disclosure should be carried out in a specific reporting format, called the integrated re-
port [91,92]. However, there is currently a turbulent scientific discourse about the essence
of understanding the business model, in terms of referring it to management paradigms,
embedding it in the criterion of environmental impact, as well as cause-and-effect relation-
ships and correlations between other ontological entities. The ambiguity of the definitions
and the multiplicity of elements forming the business model structure stem, on the one
hand, from the variability of the realities of running a business and their perception by
decision-makers, and, on the other hand, from the evolution of concepts and theories
explaining these processes and phenomena.

3. Materials and Methods

In our research, we used financial statements and reports of companies from the energy
sector listed on the Warsaw Stock Exchange (WSE). There are seven listed companies on the
WSE. Table 2 presents the surveyed companies and additionally indicates the industries
of each of the companies in the energy sector and the detailed scope of their activities.
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The leading activity of the studied companies was transport. The companies conducted
diversified business activities related to the domestic market. Table 1 also indicates the
business model disclosures analyzed in the reports.

Table 2. List of companies and reports in which financial and non-financial information was disclosed.

Enterprise/Company Report

ELEKTROCIEPŁOWNIA BĘDZIN SPÓŁKA
AKCYJNA (BDZ)

- Consolidated financial statements;
- Report of the management board on the

company’s activities

ENEA SPÓŁKA AKCYJNA (ENA)
- No published reports for 2019 and 2020;
- Last consolidated financial statements

were published for 2016

ENERGA SPÓŁKA AKCYJNA (ENG) - Report on non-financial information of
the capital group

PGE POLSKA GRUPA ENERGETYCZNA
SPÓŁKA AKCYJNA (PGE) - Integrated report

POLENERGIA SPÓŁKA AKCYJNA (PEP)
- Consolidated financial statements;
- Report of the management board on the

company’s activities

TAURON POLSKA ENERGIA SPÓŁKA
AKCYJNA (TPE)

- Consolidated financial statements;
- Report of the management board on the

company’s activities

ZE PAK SPÓŁKA AKCYJNA (ZEP) - No published reports for 2019 and 2020
Source: Study based on our own research.

The survey was conducted in 2021 based on financial and non-financial data available
for 2019–2020. The layout and content of the study were subordinated to the implemen-
tation of the assumed purpose of the study. The authors used a pilot testing method and
combined it with other methods, such as experiments and observational studies, to provide
a more comprehensive understanding of the research questions. As a research method,
we empirically analyzed the material, which allowed us to verify the research hypotheses
posed. The methodology process involved several steps. The first step included a selection
and review of the literature. This included identifying texts that were relevant to the
research question or topic being studied. The authors also organized articles and identify
patterns and connections between them. The next step was to combine the information
from the texts to create a comprehensive understanding of the topic or research question.
Finally, conclusions and interpretations were drawn.

This research approach is widely accepted in studies exploring capital information
disclosures in business models [26]. It should be emphasized that the small research sample
was conditioned by the small number of enterprises that currently publish comprehensive
information about their business model. The business model disclosures were drawn from
various reports as there is no single unified concept of business model reporting. We did
not have comparable and extensive research on business model disclosures by the industry.
Sometimes, the disclosures were fragmented, incomplete, and impossible to compare.

The study also addressed the issue of value creation and examined the correlation
between reporting information about the business model and the value of the enterprise,
which was calculated using selected accounting measures. As part of the current study,
the interdependencies of the detailed components of the business model were examined—
i.e., the correlation relationships that occurred between the sum of disclosures about the
business model in selected components for the surveyed enterprises and the value of the
enterprise, measured using selected accounting methods, achieved by these entities. These

232



Energies 2023, 16, 1955

included total assets, financial results, and equity. Statistical analysis of the correlations
was carried out based on the Spearman correlation method, i.e., coefficients were calculated
for the ranks of variables. The argument for using this statistical method was the small
size of the group; as this was a preliminary, pilot study that will be continued on a large
group of entities this year. As an additional argument for choosing this statistical method,
we also considered the fact that the correlation coefficients calculated for the ranks of
variables showed any monotonic relationship, and the distribution of the research sample
was not linear.

Among the surveyed companies, there were no significant differences in the structures
of the reports in which the information about the business models was disclosed. Two of
the seven companies in the energy sector listed on the Warsaw Stock Exchange had not
published current financial statements or non-financial reports for the years 2019–2020.
One company, COM4, drew up an integrated report, while another one, COM3, reported the
non-financial information of the capital group, and three companies disclosed information
about the results of their activities in the consolidated financial statements and in the
management board’s report on the activities of the company and the capital group (Table 3).

Table 3. The number of disclosures on components of the business model of companies in the
energy sector.
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BDZ 1 1 1 1 1 1 1 1 1 1 1 1 4 4 2 2 12 12
ENA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ENG 6 0 3 0 5 0 2 0 1 0 1 0 4 0 2 0 24 0
PGE 6 0 3 0 6 0 3 0 4 0 2 0 4 0 2 0 30 0
PEP 2 2 1 1 3 3 2 2 1 1 1 1 2 2 1 1 13 13
TPE 4 4 2 2 2 1 2 1 1 1 1 1 2 2 1 1 17 15
ZEP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
TOT 19 7 10 4 17 5 10 4 8 3 6 3 16 8 8 4 96 40

Source: Study based on our own research.

The study of the number of disclosures indicated that logistics companies most often
report information about the input elements (capital), including mainly financial elements
and business outcomes, both financial and non-financial. Slightly less often, enterprises
disclose information about business activities (most commonly about planning, design, and
risk). Some components of the business model were not disclosed in single cases—no data
were reported in the period under review. A characteristic situation for the entire research
sample was that the information highlighted in the components of the business model
was at a similar level in 2019 and 2020. This was reflected in the score of the individual
components (Table 4).

In the next stage of the study, detailed elements of the components of the business
model and information regarding financial (numerical) disclosures were subjected to in-
depth content analysis for all surveyed logistics companies (Table 4). It should be noted
that the empirical data confirmed the dominant verbal nature of disclosures about the
business model. There was a much greater number of financial (numerical) information
disclosures in the surveyed logistics companies than those of a descriptive nature. The
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largest percentage of financial disclosures among the total information was recorded for
the business activities component in 2019 (i.e., 74%), whereas the smallest percentage of
financial disclosures was recorded for the business activities component in 2020 (i.e., 27%).

Table 4. The number of disclosures on components of the business model of companies in the energy
sector—only financial information.

Disclosures

2019 2020

Total

Only Financial Information

Total

Only Financial Information

Number % of Total
Disclosures Number % of Total

Disclosures

Input Elements
Financial capital 8 5 62.5 8 3 37.5
Productive capital 6 4 66.6 6 2 33.4
Intellectual capital 4 3 75 4 1 25
Human capital 4 3 75 4 1 25
Natural capital 2 2 100 2 0 0
Social and relational capital 2 2 100 2 0 0
Total input elements 26 19 73 26 7 27

Business Activities
Planning and design 5 3 60 5 2 40
Risk 8 5 62.5 8 3 37.5
Training 2 2 100 2 0 0
Research and development 2 2 100 2 0 0
Relationship management 2 2 100 2 0 0
Diversification of services 4 3 75 4 1 25
Total business activities 23 17 74 23 6 26

Output Elements
Products 1 1 100 1 0 0
Services 8 5 62.5 8 3 37.5
Waste 1 1 100 1 0 0
By-products 1 1 100 1 0 0
Total output elements 11 8 73 11 3 27

Outcomes
Profit/Loss 8 5 62.5 8 3 37.5
Asset consumption 6 3 50 6 3 50
Effects of research and development 2 1 50 2 1 50
Employee development and
employment creation 4 3 75 4 1 25

Environmental impact 2 2 100 2 0 0
Customer satisfaction 2 2 100 2 0 0
Total outcomes 24 16 67 24 8 33

Source: Study based on our own research.

4. Results

In our research, we first collected the disclosures reported by logistics companies
under four main components of the business model. For this purpose, the disclosure map
proposed by CIMA and IIRC was used, according to which the business model consists of
4 components:

1. Input elements, i.e., financial, productive, human, intellectual, natural, social, and
relational capitals.

2. Business activities, including planning, design, production, training, research and
development, innovation, and relationship management.

3. Outputs and results, including key products, key services, by-products, and waste.
4. Outcomes, including customer satisfaction, profit/loss, return to shareholders, as-

set consumption, employment creation, employee development and engagement,
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improvement of living standards, environmental impact, licenses/certificates, and
contribution to the local economy.

Within the indicated components of the business model, 22 types of disclosures were
listed, which formed the basis for further analysis. The subject of the study included their
descriptive form and disclosures expressed in a monetary measure. The analyses were
carried out based on a study of the content of financial statements and reports available on
the website of the Warsaw Stock Exchange.

The content analysis was primarily qualitative. Content analysis is defined as a research
technique that allows obtaining reproducible and correct conclusions from texts in the
context of their use. Its capabilities also concern the use of the quality index as a basis for
searching for evidence that the item is or is not disclosed. Detailed results of the analyses
are presented in Tables 3–6. For each of the selected parameters describing the business
model, the following score was awarded: 1—when such information was disclosed by com-
panies, 0—when there were no disclosures. As a result, the maximum number of points that
a given company could be awarded was 22 for one year. In total, it was therefore possible
for a company to obtain a maximum of 44 points for both analyzed years. Table 5 presents
the results of analyses concerning the input elements, i.e., the capital of the business models
of enterprises in the energy sector for the years 2019–2020.

Table 5. Input elements—the capital of the business models of enterprises in the energy sector for the
years 2019–2020.

Capital

Financial
Capital

Production
Capital

Intellectual
Capital

Human
Capital

Natural
Capital

Social and
Relational Capital

2019 2020 2019 2020 2019 2020 2019 2020 2019 2020 2019 2020

BDZ 1 1 0 0 0 0 0 0 0 0 0 0
ENA 0 0 0 0 0 0 0 0 0 0 0 0
ENG 1 0 1 0 1 0 1 0 1 0 1 0
PGE 1 0 1 0 1 0 1 0 1 0 1 0
PEP 1 1 1 1 0 0 0 0 0 0 0 0
TPE 1 1 1 1 1 1 1 1 0 0 0 0
ZEP 0 0 0 0 0 0 0 0 0 0 0 0

Source: Study based on our own research.

Table 6. Business activities.

Business Activities

Planning and
Design Risk Training Research and

Development
Relationship
Management

Diversification
of Services

2019 2020 2019 2020 2019 2020 2019 2020 2019 2020 2019 2020

BDZ 0 0 1 1 0 0 0 0 0 0 0 0
ENA 0 0 0 0 0 0 0 0 0 0 0 0
ENG 0 0 1 0 1 0 1 0 1 0 1 0
PGE 1 0 1 0 1 0 1 0 1 0 1 0
PEP 1 1 1 1 0 0 0 0 0 0 1 1
TPE 1 1 1 1 0 0 0 0 0 0 0 0
ZEP 0 0 0 0 0 0 0 0 0 0 0 0

Source: Study based on our own research.

When analyzing capital reporting among the seven companies surveyed, two did not
include such information at all, as they did not publish any reports. One of the companies
only disclosed information about their financial capital, whereas two companies disclosed
information about all of their capital, but only for 2019. They had not yet published reports
for 2020. One of the companies disclosed information about financial and productive
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capital and one enterprise disclosed information about all capital except data on natural
and social capital.

In the area of reporting on business activities, companies made various disclosures, as
shown in Table 6.

Two companies reported data for both years studied, while the other two had not yet
published reports for 2020. Planning and production activities in a descriptive dimension
were disclosed by two companies in both years and by one company in 2019. Risk was
described by three companies over a period of two years and by two companies in 2019.
Information about training, corporate research and development, and relationship manage-
ment were included in the reports of only two companies in the energy sector and only in
2019. Diversification of services was reported by three companies, two of which disclosed
information for 2019.

The output elements of the energy sector enterprises in the business models were also
subject to significant variation, as shown in Table 7.

Table 7. Output elements of enterprises in the energy sector for 2019–2020.

Output Elements

Products Services Waste By-Products

2019 2020 2019 2020 2019 2020 2019 2020

BDZ 0 0 1 1 0 0 0 0
ENA 0 0 0 0 0 0 0 0
ENG 0 0 1 0 0 0 0 0
PGE 1 0 1 0 1 0 1 0
PEP 0 0 1 1 0 0 0 0
TPE 0 0 1 1 0 0 0 0
ZEP 0 0 0 0 0 0 0 0

Source: Study based on our own research.

It is clear that companies in the energy sector are reluctant to disclose information
about by-products, both in financial and descriptive terms. Disclosure of information about
waste was at a similar level. Only one company disclosed such information. It can be
presumed that in the case of typical service activities, such as logistics activities, these
two categories were of negligible importance in the activities of these enterprises. However,
the detailed scope of the activities carried out by some companies indicated that production
activities or other service activities may have generated waste and by-products in some
cases. This requires additional extended research.

Table 8 presents the output outcomes—the capital of the business models of enterprises
in the energy sector for the years 2019–2020.

Table 8. Outcomes—the capital of the business models of enterprises in the energy sector for the
years 2019–2020.

Capital: Financial, Productive, Intellectual, Human, Natural, Social

Outcomes

Profit/Loss Asset
Consumption

Effects of Research
and Development

Employee Development
and Employment Creation

Environmental
Impact

Customer
Satisfaction

2019 2020 2019 2020 2019 2020 2019 2020 2019 2020 2019 2020

BDZ 1 1 1 1 1 1 1 1 0 0 0 0
ENA 0 0 0 0 0 0 0 0 0 0 0 0
ENG 1 0 0 0 0 0 1 0 1 0 1 0
PGE 1 0 0 0 0 0 1 0 1 0 1 0
PEP 1 1 1 1 0 0 0 0 0 0 0 0
TPE 1 1 1 1 0 0 0 0 0 0 0 0
ZEP 0 0 0 0 0 0 0 0 0 0 0 0

Source: Study based on our own research.
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Of the five companies that published their reports, all of them disclosed information
about the profit they achieved in 2019. There were no data reported for the two companies in
2020. Asset consumption was reported by three companies during the period under review,
and the result of corporate research and development was only reported for one company.
Information about employee development and employment creation was published by
one energy sector enterprise in both years surveyed, while two companies disclosed these
data for 2019. With regard to the information about the impact of the company’s activities
on the natural environment and the level of customer satisfaction, such information was
reported by only two companies in 2019.

It is recommended that the current status of the surveyed WIG20 index companies be
reviewed, and integrated reporting should be implemented to disclose, in addition to finan-
cial information, non-financial information about corporate social responsibility. The results
of the current study confirmed that the surveyed companies included in the WIG 20 index
do not disclose information about their business model in annual statements/reports, and
disclosures about the business model have a significant role in the value of the enterprise.
This was confirmed in research conducted by Kannenberg and Schreck [46] and Jensen and
Berg [47].

It is recommended that further research be conducted in this area and new hypotheses
are put forward. For example, it should be explored whether larger enterprises, more
developed entities with a stronger market position in which the size is scaled with the sum
of their assets, use new tools for financial and non-financial reporting on the business model.
It is worth continuing research into how small and medium-sized enterprises react and
whether they see the need for change. Further research is necessary due to the development
of integration of enterprise management systems with accounting systems. This provides
new challenges for accountants and controllers and will determine the development of the
accounting profession as it evolves into a creative profession.

5. Discussion

In conclusion, it should be noted that in the case of companies in the energy sector,
there is no positive approach to reporting on the business model, including non-financial
reporting. There is also a significant reduction in the narrative, which could have a negative
connotation. Companies disclose mainly financial information in consolidated financial
statements and corporate information in the management board’s report on activities. In
these documents, non-financial information about the business model is limited, practically
non-existent, a fact confirmed by our research (Hypothesis 1). Companies should use
business models to explain how they generate revenue, create value for their customers,
and plan to sustain their competitive advantage. The business model concept is also useful
for energy companies to communicate their strategies to stakeholders, such as investors
and regulators [47].

As part of the current research, interrelationships between the detailed components of
the business model were also examined for the years 2019–2020—i.e., correlations between
the sum of disclosures about selected components of the enterprise’s business model and
the value of the enterprise, measured using selected accounting methods. These include
total assets, financial results, and equity. Statistical analysis of the correlations was carried
out based on the Spearman correlation method, i.e., coefficients were calculated for the
ranks of the variables. The argument for using this statistical method was the small size of
the group. The results of the dependence are presented in Tables 9 and 10.

Table 9 shows Spearman’s rank correlations for the sum of disclosures of the specified
components of the business models of the surveyed enterprises with the selected accounting
methods of measuring value.
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Table 9. Spearman’s rank correlations for all disclosures.

Disclosure
Total Assets (PLN) Financial Result Equity Capital

2019 2020 2019 2020 2019 2020

Elements at the input 0.5857
(0.2219)

−0.5429
(0.2657)

−0.8714
(0.0237)

−0.0286
(0.9572)

0.3000
(0.5635)

−0.2000
(0.7040)

Business activities 0.7143
(0.1108)

−0.3286
(0.5249)

−0.7143
(0.1108)

0.1857
(0.7246)

0.6000
(0.2080)

0.1286
(0.8082)

Output effects 0.7143
(0.1108)

−0.3143
(0.5441)

−0.2857
(0.5831)

0.2000
(0.7040)

0.5571
(0.2508)

0.0429
(0.9358)

Results 0.8429
(0.0351)

−0.2429
(0.6429)

−0.3571
(0.4871)

0.2714
(0.6029)

0.5571
(0.2508)

0.0429
(0.9358)

Total 0.6000
(0.2080)

−0.5429
(0.2657)

−0.8286
(0.0416)

−0.0286
(0.9572)

0.3714
(0.4685)

−0.2000
(0.7040)

Source: Own study.

Table 10. Spearman’s rank correlations calculated for financial information.

Disclosure
Total Assets (PLN) Financial Result Equity Capital

2019 2020 2019 2020 2019 2020

Elements at the input 0.6286
(0.1813)

−0.5000
(0.3125)

−0.8286
(0.0416)

0.0143
(0.9786)

0.2857
(0.5831)

−0.2143
(0.6835)

Business activities 0.5429
(0.2657)

−0.3286
(0.5249)

−0.6000
(0.2080)

0.1857
(0.7246)

0.5429
(0.2657)

0.1286
(0.8082)

Output effects 0.7143
(0.1108)

−0.3143
(0.5441)

−0.2857
(0.5831)

0.2000
(0.7040)

0.5571
(0.2508)

0.0429
(0.9358)

Results 0.8429
(0.0351)

−0.2429
(0.6429)

−0.3571
(0.4871)

0.2714
(0.6029)

0.5571
(0.2508)

0.0429
(0.7662)

(In brackets the p-value for the Spearman’s coefficient significance test was given). Source: Own study.

The overall impact of the considered components on the enterprise’s value against
the background of the parameters published by the analyzed companies describing their
financial situation indicated a statistically significant (with p-value < 0.05) relationship
between the sum of assets and results and between the financial result and inputs and
overall values of the components. At the same time, it should be noted that these relation-
ships were only significant in 2019. In 2020, in each case, a decrease was observed in the
strength of the relationship between the total value of the components and the financial
situation of the company described by the parameters, such as total assets, financial result,
or equity capital. In the case of total assets, there was also a change in the direction of
the relationship from positive in 2019 to negative in 2020, while there was a substantially
reverse change in the relationship from negative to positive in the case of the financial
result (Hypothesis 2). Table 10 presents the correlations between pure financial disclosures.
It should be noted that companies should include business model disclosures in the annual
report, strategic plan, or sustainability report [93,94] There should be a separate section
about the business model in reports or investor presentations. In this section, companies
should explain how they generate revenue, create value for their customers, and plan to
sustain their competitive advantage.

When examining the relationship between individual financial components and the
financial parameters discussed, statistically significant relationships were only observed in
2019. These dependencies concerned the relationship between all the results and the sum
of assets as well as the values of input elements and the financial result achieved by the
examined companies. As in the case of the total components, there was a change in the
direction of dependence in 2020 compared to 2019 for the relationship between individual
components and the sum of assets and the financial result.
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To sum up this stage of the research, our findings indicate that disclosures about the
business model do not represent a significant value for the energy sector (Hypothesis 5). In
disclosures about the business model, this sector does not perceive categories that create
value for the enterprise. Studies have shown that companies that provide more detailed
and transparent information about their business model in their financial reports tend to
be viewed as more valuable by investors and other stakeholders (Hypothesis 5) [46,47,92].
Further research in this area should be carried out, taking into account the outbreak of the
COVID-19 pandemic and looking for determinants that contribute to this state of affairs.
Generally, the structures of the annual reports and sustainability reports of companies in the
energy sector can be quite diverse, making it difficult to compare financial and non-financial
data across different companies. Some companies may provide detailed information about
their environmental and social performance in their sustainability reports, while others
may not (Hypothesis 3).

6. Conclusions

The business model has been identified by the International Integrated Reporting
Council (IIRC) as a basic element of integrated reporting, and integrated reporting should
focus on the business model of a given enterprise, including its resources, relationships,
and financial and non-financial aspects. It was also found that investors promote the
position that high-quality reporting describing an enterprise’s business model is essential in
better understanding its performance, the impact of the external environment on the entity,
and how entities create and “maintain” value. Our research allowed us to determine the
framework, place, and detailed characteristics of the business model in corporate reporting
in the energy sector.

Enterprises in the energy sector disclose financial and non-financial information in
financial statements and reports of the management board on the activities of the company
and the capital group. Only one company published an integrated report that included
information about the business model (partial and only for 2019). Because these entities
did not draw up integrated reports, they did not directly use the business model concept
or indicate the characteristic components of the business model in their reports. Thus,
the main objective of the study was achieved, i.e., we defined the framework, place, and
detailed characteristics of the business model in corporate reporting in the energy sector.
Our research recommends that the current state of companies in the energy sector in the
WIG20 index be verified in order to implement integrated reports. Therefore, in addition to
financial information, non-financial information regarding corporate social responsibility
should be disclosed by these companies. This finding coincides with research conducted
by ref. [95] recommending that sustainable business models should adopt the circular
economy concept and report on biodiversity and extinction accounting in a more structured
and mandatory way via producing integrated reports.

Companies in the energy sector most often disclose information about financial and
productive capital. They rarely disclose information regarding the category of business
activity, indicating mainly the risk related to the business they conduct. Companies in the
energy sector are reluctant to disclose information about by-products and waste, both in
financial and descriptive terms. In terms of results, the surveyed companies in the energy
sector practically do not disclose information about the effects of research and development,
employee development and employment creation, environmental impact, and customer
satisfaction. Financial statements and the management board’s report on the company’s
activities are obligatory documents legitimized by the Accounting Act. Therefore, it should
be noted that the structure of the reports published by companies in the energy sector
should be homogeneous to allow for easy comparison of financial data (Hypothesis 3).
Companies in the energy sector have a diverse set of business models, for the generation
and distribution of electricity, natural gas, oil exploration and production, and renewable
energy projects, among others (Hypothesis 4) [93,94].
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Our research shows that companies in the energy sector included in the WIG20 index
do not disclose information about their business model in their annual reports. There is
little descriptive content regarding the business model in the analyzed documents. This
information is very important for making investment decisions by stock investors. The
listed companies, in particular, should publish qualitative descriptive information in their
reports. Emphasis on publishing relevant information about the business model would
help to strengthen the knowledge and decision-making process of report recipients.

It should be emphasized that this was a pilot study, and the originality of this research
is in focusing attention on the disclosure and reporting of information about the business
model in corporate reports of the energy sector in Poland. This is the first such study in
Poland conducted on companies in the energy sector; therefore it is treated by the authors
as a pilot study. The research showed that companies in the energy sector included in
the WIG20 index do not disclose information about the business model in their reports
and the structure of the published reports is very diverse, making it even more difficult to
compare financial and non-financial data. Therefore, it should be clearly emphasized that
the results of the study, unfortunately, cannot be generalized. The main limitations of the
study were the size of the research sample, despite focusing on the largest “list players”
belonging to the WIG20 index in Poland, and the availability and quality of the financial
and non-financial information about the business models presented in the reports of the
energy companies and their indicated dispersion. The theoretical implication of the study
includes the influence of the business model on the strategic and financial performance of
companies. For example, a company that utilizes a decentralized business model may have
a greater ability to respond quickly to changes in the market and adapt to new technologies,
leading to improved performance. In practice, such companies may, for example:

• place a greater emphasis on metrics related to distributed energy resources and flexibility,
• focus more on traditional metrics, such as capacity factor and generation output.

Additionally, the choice of business model can also impact the regulatory environment
in which energy companies operate, as different models may be subject to different rules and
regulations. In terms of reporting, the business model can affect the level of transparency
and disclosure of information to stakeholders, such as investors and regulators.
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czego: Katowice, Poland, 2020.
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Abstract: The main aim of this paper is to analyze the effect of industrial agglomeration on the
degree of interorganizational cooperation and the innovative performance of firms of the electricity
supply sector in Spain. For this purpose, the agglomeration coefficient in each of the 50 provinces
of Spain is calculated, based on secondary data from SABI database. Subsequently, primary data
are obtained from a sample of 197 companies through a structured questionnaire. In this case, the
PLS-SEM technique is used. The results show that there is a positive and significant relationship
between the variables analyzed. It is concluded that industrial agglomeration and cooperation are
relevant external factors that boost the innovative performance of firms and that business associations
foster interorganizational cooperation.

Keywords: agglomeration; cluster; specialization; cooperation; innovation; PLS-SEM; energy
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1. Introduction

Innovation is a fundamental factor for economic development and favors the genera-
tion and exploitation of opportunities by companies and boosts their performance [1–3].
Its importance has increased in recent years in academia, as a fundamental factor for the
survival, and competitiveness of firms [4–6]. The development of innovations requires the
interaction and cooperation of multiple actors in terms of information, knowledge, and
other resources in favor of particular social or economic goals [7,8]. Cooperation allows
organizations to analyze the market situation, generate new ideas, and expand their knowl-
edge base on an ongoing basis [9]. In this way, the establishment of reciprocal cooperative
relationships favors the absorption of knowledge by the participating companies and its ap-
plication to the development of innovations [10,11]. Thus, the exchange of knowledge with
agents in the environment is essential to boost the innovative performance of firms [12,13].

Industrial agglomeration favors communication and the establishment of cooperative–
competitive relationships between companies in the sector (whether direct competitors or
not) that are located geographically close to each other, which reduces the costs and risks of
the process and has positive effects on communication, the generation of trust, access to and
creation of new knowledge, and innovative performance [14,15]. In this sense, Porter [16]
highlights a driver of innovation—in addition to the intensity of local competition— as
being the existence of greater opportunities for cooperation. In this regard, there are
certain agents, such as business associations, that facilitate the implementation of joint
innovation processes acting as intermediary entities [17,18]. Belonging to an association of
entrepreneurs promotes interaction and cooperation among its members, and favors the
establishment of relationships of trust, acting as a tool of cohesion and intermediation [17],
which favors the acquisition and assimilation of new knowledge [19].

In this research paper we study the influence of the agglomeration of the sector on the
innovative performance of firms. In addition, we analyze the mediating effect of the degree
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of cooperation in this relationship and the membership of an association of entrepreneurs
as an antecedent variable of the degree of the cooperation of firms with entities in their
environment. Specifically, the aim of this paper is to determine the effect of industrial
agglomeration on the innovative performance of firms in the sector under study, and the
influence of cooperation as a mediating variable in this relationship.

The analysis is carried out in two phases. In the first one, data of the electricity supply
sector were extracted from the SABI database, from which the number of companies and
employment in each of the 50 provinces that make up the Spanish territory were calculated.
Based on this data, the degree of agglomeration of the sector in each province was calculated
in relation to the national average. Subsequently, in the second phase, a theoretical model
was developed based on the hypotheses put forward. A structured questionnaire was
designed, composed of validated scales for the calculation of the variables included in the
proposed model, and was distributed among the companies of the sector being studied,
obtaining a total of 197 valid responses, and the use of the PLS-SEM method was chosen to
estimate the proposed relationships. Specifically, the responses were coded and analyzed
using the SmartPLS software, in its version 3.3.3, SmartPLS GmbH, Oststeinbek, Germany.

The structure of the research is the following. First, there is a review of the literature
related to the studied variables and relationships, from which the research hypotheses
and the nomogram of the model are proposed. Then, the methodology used is described
and, later, the results of the study are set out. Finally, the results are discussed, and the
conclusion drawn, emphasizing the necessity to further deepen the analysis of the effects
of closeness and cooperation dynamics on innovation.

2. Literature Review
2.1. Industrial Clustering and Innovation

Although by applying logic it could be determined that the accelerated process of
the globalization of the economy, the reduction in the costs of transporting goods, and the
development of information and communication technologies reduce the importance of
location as a driver of business performance, the reality seems to indicate that the impor-
tance of the local environment has progressively increased [20] (p.256). Thus, nowadays the
choice of the environment in which to locate business activities is a key strategic decision,
which determines the characteristics of external agents that can favor the generation of
certain localization economies and, consequently, a comparative advantage with respect to
firms in geographically dispersed locations.

According to Baldwin and Von Hippel [21], it is essential to shift the focus of innovation
generation and development from within firms to an open and collaborative path, in which
firms and various agents and stakeholders, especially customers, work together in the
design and development of innovations. This is because the capture of ideas and knowledge
by companies through interaction with different specialized agents in the environment
is a potential source of valuable resources that can lead to interesting opportunities for
innovation [22]. In this sense, industrial agglomeration favors the generation of cooperative–
competitive environments, in which the development of the relational networks of firms is
promoted, alongside the pooling of a series of complementary resources and capabilities in
favor of the achievement of shared objectives [23–25].

Moreover, productive specialization is one of the essential externalities derived from
industrial agglomeration [26], which favors the technical specialization of processes and
knowledge, not only of those companies dedicated to the industry in question, but also
of those others that perform complementary activities [27]. In this sense, collaboration
between various specialized economic agents, belonging to a given geographical area,
increases the likelihood of the success of the innovation development processes undertaken
by firms [28–30].
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In addition, the exchange of knowledge between these specialized agents located
geographically close to each other avoids duplication of efforts for the development of new
knowledge and innovations [15]. Based on the above, the following hypothesis is proposed:

Hypothesis 1 (+): There is a positive and significant relationship between the degree of agglomera-
tion of the sector and the innovative performance of firms.

2.2. Business Associations and Interorganizational Cooperation

According to Mejía-Villa, Tanco, and San Martín [19], the role of business associations
as stimulators of innovation has been scarcely studied, despite the particularities conferred
by their associative nature, which do not pursue lucrative purposes but simply defend the
interests of their members and promote their positioning in the market, as well as enhance
the dissemination of knowledge and the innovation capacity of their associates.

Business associations act as the promoters of collaborative innovation [19]. They are
non-profit organizations [17] that usually bring together a large part of the entrepreneurs
of a specific sector and region, in the first instance, exercising a certain degree of cohesion
among them, in that their membership of the association is due to very similar motives
and/or needs.

According to Nonaka and Konno [31], through continuous interaction at different
levels between individuals and the sharing of their individual experiences, knowledge,
and visions in a specific environment and time, the right conditions are established for
the generation of trust, ideas, and new knowledge, as well as their development and
integration. This can lead to the adoption of efficient, effective, and innovative solutions to
their common problems. The effective development of open innovation processes requires
that the communication channels work smoothly, as well as the existence of trust between
the different individuals or agents involved in the process [32].

In this regard, socialization is an essential element for the generation of trust and the
exchange and combination of ideas, information, and knowledge, especially tacit knowl-
edge [33,34]. The latter is rooted in the experiences, aspirations, and values of individuals,
which makes its dissemination difficult, although through continuous interaction between
individuals in a specific place and time, its transfer can be promoted [31].

Zheng [35] concluded that various characteristics of the relational networks estab-
lished by firms with agents in their environment, such as the strength of ties, trust, and
shared norms and vision, can influence their ability to develop innovations. However, it
is necessary to combine the agglomeration approach with other tools to accelerate results
in terms of cooperation and innovation [36]. In this respect, business associations act as
intermediary agents, favoring continuous interaction between entities with complementary
resources and capabilities.

According to Sun, Zhang, and Zhang [37], the density of relational networks and the
intensity of cooperation have a positive effect on the innovative performance of participants.
Thus, they can influence the quality and quantity of cooperation agreements established
by the company with agents in the environment and the transmission of tacit knowledge,
especially among entities belonging to the association itself. Based on the above, the
following hypothesis is proposed:

Hypothesis 2 (+): There is a positive and significant relationship between active membership in a
business association and the degree of cooperation of firms with surrounding agents.

2.3. Industrial Clustering, Cooperation and Innovation

In today’s knowledge society, access to external sources of valuable information and
knowledge is essential for the survival of firms [38,39]. According to Audretsch, Hülsbeck,
and Lehmann [40], collaborative networks contribute to the increased competitiveness
of countries and regions through the pooling of resources and capabilities for the joint
development of innovations.
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Intangible resources based on knowledge drive the creation of value by companies [41]
and favor their constant adaptation to current dynamic environments, in which it is difficult
to make reliable forecasts [42]. This flexibility, in turn, facilitates access to new technologies
and knowledge, as well as their assimilation and exploitation [43].

Geographical proximity does not automatically imply the establishment of cooperation
agreements between entities located in a given region [44]. Interorganizational learning and
the joint development of innovations seems to require, in addition to physical proximity, the
existence of social and cognitive proximity between specialized economic agents located
geographically close, which allows them to communicate effectively [45–47]. In this respect,
industrial agglomeration implies the existence of a large number of entities that, in addition
to being located geographically close, are specialized in a main industry, which can have a
positive impact on social and cognitive proximity.

This can favor the membership of certain specialized social networks that, according
to Alguezaui and Filieri [48], allows firms to access a wide set of valuable resources and
capabilities shared by their members, especially new knowledge, which is an essential
factor in the development of innovations.

Industrial agglomeration fosters the generation of a favorable environment for inter-
firm cooperation [49]. The geographical proximity derived from industrial agglomeration
fosters the generation of links between economic agents belonging to a main industry, and
boosts the strength of relationships, trust, the existence of shared values, and the efficiency
and effectiveness with which knowledge is transferred [50–52].

Thus, the interaction between individuals derived from collaboration with external
agents allows firms to increase their knowledge base and establish mutually beneficial
relationships [53–55]. By making constant efforts in this area, collective learning dynam-
ics are generated that drive the development of innovations [56–58]. In particular, the
effective exploitation of external knowledge sources has a positive effect on the innovative
performance of firms [59].

Although studies linked to the analysis of the so-called “New Economic Geography”
provide certain theoretical explanations in this regard [60], at present there is still some con-
fusion when trying to determine which of the positive externalities generated by industrial
agglomeration favor the development of firms and their innovative performance [61]. Thus,
this paper proposes that cooperation is one of the main factors derived from industrial
agglomeration that favors the innovative performance of firms. Based on this, the following
hypothesis is proposed.

Hypothesis 3 (+): The degree of cooperation of firms with surrounding agents mediates the
relationship between the degree of agglomeration of the sector and the innovative performance
of firms.

3. Methodology
3.1. Population and Sample

The population being studied is made up of the companies belonging to the electricity
supply sector in Spain. According to the “Sistema de Análisis de Balances Ibéricos (SABI)”
database, the number of active companies in Spain for the year 2019 is 13,339.

The sample is comprised of 197 companies in the sector, located in different regions
of Spain. Although this sector only employs 2% of the total number of workers in Spain,
its activity generates 13.3% of the gross added value, which positions it as the second most
important sector, being only surpassed by the “Food, beverages and tobacco” sector, as well
as presenting the highest average productivity per employee (449,800 euros) (According to the
data issued by the National Statistics Institute for the financial year 2017: https://www.ine.es/,
accessed on 3 February 2022).

3.2. Data Collection and Measurement of Variables

The data used to test the hypotheses come from both primary and secondary sources.
In relation to the former, the data were obtained through the design and distribution of a

248



Energies 2022, 15, 5346

questionnaire to the companies in the population under study (The questionnaire is described
in detail in Appendix A). A total of 11,757 emails were sent out, addressed to the companies’
management staff, as they were considered to have a broad knowledge of the general func-
tioning of the organization, as well as of the main decision-making bodies. The tools used for
the design and distribution of the questionnaire were “Qualtrics” and “Microsoft Outlook”
software, version January 2021, Qualtrics, Washington, DC, USA, respectively.

The questionnaire distribution process covered a period of 4 months, specifically from
September to December 2020, during which, in addition to the initial mailing, several
reminders were sent out, as well as telephone calls to encourage participants to collaborate
with the research. After analyzing the completed questionnaires to determine their statisti-
cal validity, and after discarding any that were not considered valid (for different reasons,
such as the existence of a large number of missing values, the presence of response patterns
or a high number of single-value responses), a sample of 197 valid responses was collected.
Hair, Hult, Ringle, and Sarstedt [62] establish, through their “minimum R2” method, that
for a minimum R2 value of the model equal to 0.500 and a maximum number of predictors
of 2, the minimum sample size is 33 cases.

Regarding the secondary sources, we used the SABI database to determine the degree
of agglomeration of companies and employment in the sector, as it allows us to determine
the exact number of employees per company, as well as the number of companies per
province, which increases the precision of the study. Due to the peculiarities inherent
to the territorial organization of Spain, we decided to take the province as the territorial
delimitation. In this way, the fifty provinces and the autonomous cities of Ceuta and Melilla
were considered.

Innovative performance (dependent variable): A 7-point Likert-type scale with 13 items
was used to measure this reflective variable. Specifically, validated scales of 5, 4, 3, and
1 items were used to measure the innovative performance of product, process, market-
ing, and management, respectively, based on the works of Prajogo and Ahmed [63] and
Škerlavaj, Song, and Lee [64].

Degree of agglomeration of the sector (independent variable): This formative variable
determines the degree of concentration of the sector under study in each of the regions.
The geographical concentration of firms is measured in different ways in the agglomeration
literature. Some studies use the density of firms in each specific industry and geographical
area [65–67], while others use employment data [68,69]. In this paper, both indicators were
used to calculate this construct. This type of coefficient has been widely used in many
empirical works related to the study of clusters. Although they are simple indicators, they
make it possible to determine in a clear and comprehensible way the regional distribu-
tion of companies and employees belonging to a given sector or industry. As territorial
units of analysis we used the 50 provinces and 2 autonomous cities of Spain. Once the
territorial division was established, the degree of regional concentration of employment
and companies in the sector was analyzed in relation to the national average, by using the
following coefficient

AC = (a:b):(c:d) (1)

where AC: agglomeration coefficient. a: Sector units at regional level. b: Total units at
regional level. c: Sector units at national level. d: Total units at national level [65–69].

This coefficient should be interpreted as follows. Regions that present a value greater
than 1 have a degree of concentration of employees and/or companies in the sector that is
greater than the national average. The higher the value of the coefficient, the greater the
degree of concentration in the region in question.

Cooperation (mediating variable): Firms mainly have access to new knowledge
through internal development or from external sources [70]. In this line, several authors
highlight the role of cooperation with accessible external sources as a tool that allows the
generation of ideas and knowledge sharing and, consequently, favors the increase of the
knowledge base of the participating companies [71–73]. Thus, it is proposed that the degree
of cooperation between firms and the different nodes of their network of relationships can
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be favored by belonging to a business association. This paper proposes that cooperation
mediates the relationship between the degree of agglomeration of the sector and the in-
novative performance of firms. This reflective variable refers to the extent to which firms
cooperate with the main stakeholders in their environment (competing firms, suppliers,
customers, universities, technology centers, and other entities). It was measured by means
of a Likert-type scale of 7 points and 6 items, which was elaborated based on the work of
Claver-Cortés, Marco-Lajara, and Manresa-Marhuenda [74].

Association (antecedent variable): According to Dalziel [17], associations are non-
profit entities that bring together a high proportion of entrepreneurs in each sector and
region. These associations defend the interests of their members and promote cooperation
among them. Likewise, membership and participation in the association can favor the
generation of relationships of trust between members, which in turn can influence their
willingness to cooperate in a wide range of areas, pooling their resources and capabilities
to achieve shared objectives. Association was established as an antecedent variable of
cooperation. This reflective variable was measured by means of a 7-point Likert-type scale
with 3 items, reflecting membership or not of an association and the type of participation,
active or passive, of the associates.

3.3. Analysis Technique

To test the hypotheses, structural equation modelling (SEM) was used; specifically,
the second-generation multivariate analysis technique of partial least squares (PLS), which
according to Hair, Sarstedt, Pieper, and Ringle [75], has gained great relevance in recent
years among researchers in the field of strategic management of the company.

For this purpose, the SmartPLS software, version 3.3.3 was used [76]. According
to Hair, Hult, Ringle, Sarstedt, Castillo Apraiz, Cepeda Carrión, and Roldán [77], it is a
suitable technique for predictive analytics, especially in the field of social sciences. In
addition, it allows us to test models of linear relationships between variables, including
those of a latent nature.

The PLS-SEM technique uses the maximization of the explained variance of the observ-
able and unobservable variables to estimate the parameters of the established model [78].
According to these authors, due to the above, this technique is particularly suitable for
research in the field of social sciences. It has been evidenced that the PLS-SEM method
obtains greater flexibility and robustness than traditional approaches [79].

This method of analysis has been chosen for different reasons. Fundamentally, be-
cause the study is predictive in nature, making it suitable for the use of the PLS-SEM
technique [80]. In addition, it is an efficient tool for the estimation of complex models,
which allows working with relatively small sample sizes, and with data that do not follow
a specific distribution [77].

Finally, the proposed model includes second-order latent variables, and the PLS
technique allows us to efficiently estimate this type of multidimensional model [81].

4. Data Analysis and Results
4.1. Data Analysis and Results

The results of the first phase of analysis, relating to the distribution of the sector in
Spain, are presented in Table 1 below. Specifically, the values corresponding to the degree
of agglomeration of the sector (companies and employment) at the provincial level, in
comparison with the national average, are shown. The distribution of the sample according
to the degree of agglomeration of the sector in the province in which they are located, in
relation to the national average, is also shown.
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Table 1. Distribution of the sample in relation to the degree of agglomeration of the sector under
study, in absolute and relative values.

Coefficient Degree of Agglomeration
of the Region

Number of Firms
of the Sample

Percentage of
the Sample

Employees
Higher than the national average 114 companies 57.87%

Lower than the national average 83 companies 42.13%

Companies
Higher than the national average 112 companies 56.85%

Lower than the national average 85 companies 43.15%

Table 2 details the distribution of the population of companies compared to the sample
in relative terms, according to their location or not, in a region that presents agglomeration
of firms or employment in the sector, in comparison with the national average.

Table 2. Comparison of the distribution of the population and the sample in relation to the degree of
agglomeration of the sector under study, in relative values.

Coefficient Degree of Agglomeration
of the Region

Percentage of
the Population

Percentage of
the Sample

Employees
Higher than the national average 66.09% 57.87%

Lower than the national average 33.91% 42.13%

Companies
Higher than the national average 66.62% 56.85%

Lower than the national average 33.38% 43.15%

Table 3 shows brief descriptive statistics of the data obtained in the questionnaire.

Table 3. Descriptive statistic of the data obtained in the questionnaire.

Mean Min Max S.D.

Cooperation 4.396 1 7 1.726

Association 1.868 1 3 0.776

I.P. 4.809 1 7 1.590

D.A.S. 1.086 0.059 4.743 0.928
Note: D.A.S.: Degree of agglomeration of the sector. I.P.: Innovative performance. S.D.: Standard deviation.

Finally, Figures 1 and 2 show in detail the agglomeration coefficient of the sector under
study in each of the provinces, in relation to the number of companies and employment,
respectively. To facilitate its reading, a color range has been established, which varies from
dark red, for levels of agglomeration much lower than the national average, to dark green,
for high levels of agglomeration. The other colors indicate intermediate levels.
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4.2. Model Evaluation

The model under analysis includes multidimensional constructs that, according to [82],
are composed of different related dimensions that can be analyzed as a single theoretical
concept. According to Van Riel, Henseler, Kemény, and Sasovova [83], a first analysis should
be performed to obtain the scores of the first-order latent variables, which will be used in
the subsequent analysis to model the second-order constructs. PLS is an effective tool for
process [84]. Ringle, Sarstedt, and Straub [85] state that this two-stage process, commonly
used in social science research, allows the second-order construct to be established in an
endogenous way within the structural model.

The results obtained after evaluating the research model using PLS-SEM, which,
according to Hair et al. [77], should be carried out in two stages, the first corresponding
to the measurement model and the second to the structural model, which are presented
below. The final models, both saturated and estimated, present a good fit, as they have a
standardized root mean square residual [SRMSR] value of 0.057 < 0.08 [86].

4.2.1. Evaluation of the Formative and Reflective Measurement Models

When evaluating measurement models, different criteria must be followed depending
on the type of construct involved, formative or reflective [77]. For the evaluation of the
formative model (degree of sector agglomeration), a single item representing the essence of
the latent variable that formative indicators seek to measure is used [87]. In this first step,
which is also called “redundancy analysis” [88] and determines the convergent validity of
the model, the degree of correlation between the different measures of the same construct
is assessed by using different indicators. For this, the formative latent variable is used as an
exogenous variable, which acts as a predictor of another endogenous construct that uses
other indicators of a reflective nature.

Although, generally, the use of individual indicators is not recommended when using
the PLS technique, in the case of redundancy analysis it is appropriate, since its objective is
not to capture the total content of the construct but simply its fundamental elements, to
have a standard of comparison [77].

Thus, this item, called “PSecGDP”, indicates the percentage share of the sector under
study of the GDP at the provincial level (For its calculation, secondary data obtained
from the SABI database and the National Statistics Institute (INE) are used). According
to Hair et al. [77], the value of the path coefficient between the two constructs should be
greater than 0.7 and the value of R2 greater than 0.5. The path coefficient between both
formative and reflective indicators takes the value 0.916 > 0.8, and the R2 amounts to
0.839 > 0.5, which means that the formative measurement model meets the convergent
validity criterion.

The degree of collinearity of the formative indicators is significantly lower than the
critical values set, as the VIF value amounts to 1.192 < 3 [89]. Finally, the significance and
relevance of the formative indicators are assessed.

After running the bootstrapping process, in full mode and 5,000 random subsamples,
it was found that both the weights and the external loadings of the formative indicators
have significantly different values from zero, both in relative terms (External weights:
L1 = 0.583 (Employment agglomeration coefficient); L2 = 0.612 (Agglomeration coefficient
of the companies)) and in absolute terms (External loadings: L1 = 0.828; L2 = 0.846), which
indicates that their contribution to the construct is high.

To evaluate the reflective model, internal consistency and convergent and discrim-
inant validity must be analyzed [77]. According to these authors, in the first case, three
methods are used: Cronbach’s alpha (Tends to underestimate internal consistency reliabil-
ity) (α), composite reliability (Tends to overestimate internal consistency reliability) (ρc)
and Dijkstra–Henseler’s rho (It is considered a measure of consistent reliability) (ρA).

As can be seen in Table 4, all values are significantly higher than 0.7 [77,88,90]. To
confirm convergent validity, the measurement is performed by assessing the reliability of
the indicators, that is, the size of the external loadings (λ) and the average variance extracted
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(AVE), which refers to the total mean value of the loadings of the indicators belonging to
the same construct squared [77]. Furthermore, it is observed that the value of the external
loadings is greater than 0.707, and the AVE > 0.5, so this criterion is also met [77,91].

Table 4. Assessment of internal consistency and convergent validity.

Variables Cronbach’s
Alpha Rho_A Composite

Reliability

Average
Variance
Extracted

Association 1 indicator 1 indicator 1 indicator 1 indicator

Cooperation 0.885 0.885 0.913 0.638

I.P. 0.847 0.851 0.897 0.686

External Loads (λ)

Cooperation Innovative Performance

COOP customers 0.859

COOP competitors 0.787

COOP Tech. centers 0.713

COOP others 0.756

COOP suppliers 0.828

COOP universities 0.841

I.P. management 0.810

I.P. marketing 0.786

I.P. process 0.857

I.P. product 0.858
Note: COOP: Cooperation. Tech.: Technology. I.P.: Innovative performance.

Traditionally, two methods are used: cross-loading analysis and the Fornell and
Larcker method. Although both criteria are fulfilled, according to [91], these methods have
certain shortcomings that affect the detection of discriminant validity problems. These
authors determine that the heterotrait–monotrait ratio (HTMT) is a more effective tool for
this purpose.

According to Kline [92], the value of the HTMT ratio should be less than 0.85. Table 5
shows that the model largely meets this requirement.

Table 5. Evaluation of discriminant validity.

Heterotrait–Monotrait Ratio (HTMT)

Association Cooperation I.P.

Association

Cooperation 0.631

I.P. 0.522 0.744
Note: I.P.: Innovative performance.

4.2.2. Evaluation of the Structural Model

The evaluation of the structural model allows us to determine the predictive capacity
of the model and the type of relationships existing between the different latent variables
that compose it and, consequently, to test the hypotheses put forward in the theoreti-
cal framework.

To this end, according to Hair et al. [77] the following elements must be analyzed:
the significance level and relevance of the relationships, the value of the coefficients of
determination (R2), collinearity, effect size ƒ2, and predictive relevance (Q2).
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Figure 3 shows the nomogram, where the path coefficients obtained by running
the bootstrapping process in full mode and 5000 random subsamples can be observed.
Tables 6 and 7 show data corresponding to the direct and indirect effects, respectively.
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Table 6. Summary of direct effects.

Structural Path Coef. (β) S.D. p-Values t0.005. 4999 99% C.I. Results

D.A.S. -> Cooperation 0.583 ** 0.066 0.000 8.808 [0.426–0.739]

D.A.S. -> I.P. 0.412 ** 0.081 0.000 4.991 [0.211–0.596] H1 (+) �
Association -> Cooperation 0.199 ** 0.076 0.006 2.640 [0.017–0.363] H2 (+) �

Cooperation -> I.P. 0.343 ** 0.094 0.000 3.646 [0.124–0.558]

Note: C.I.: Confidence interval. D.A.S.: Degree of agglomeration of the sector. I.P.: Innovative performance. Coef.:
Coefficient. S.D.: Standard deviation. ** Statistically significant at 1%.

Table 7. Summary of indirect effects.

Total Effect of D.A.S. on I.P. Direct Effect of D.A.S. on I.P. Indirect Effect of D.A.S. on I.P. Results

Coef. (β) t0.005, 4999 Coef. (β) t0.005, 4999 Estimate t0.005, 4999 C.I. 99%

0.612 ** 14.241 0.412 ** 4.991 0.200 3.028 [0.067–0.371] H3 (+) �
Note: C.I.: Confidence interval. D.A.S.: Degree of agglomeration of the sector. I.P.: Innovative performance. Coef:
Coefficient. ** Statistically significant at 1%.

When analyzing the data, it is observed that there is no collinearity, as all VIF values
are less than three [89]. There is a positive and significant direct effect of the degree of
industry agglomeration on the innovative performance of firms [0.412, p = 0.000]. In
addition, there is a positive and significant indirect effect produced by the mediation of the
variable “Cooperation” [0.200, p = 0.000]. The proposed model explains 53.7% and 50.8% of
the variance of the constructs “Cooperation” and “Innovative Performance”, respectively.

Furthermore, the contribution of the exogenous construct “Degree of industry agglom-
eration” to the R2 value of the endogenous latent variables “Cooperation” and “Innovative
Performance” (ƒ2) is large [0.397] and median [0.167], in this order, based on the values
proposed by [93]. In turn, the contribution of the exogenous construct “Cooperation” to
the R2 value of the endogenous latent variable “Innovative Performance” is median [0.115].
The data point to the existence of a direct and positive effect of belonging to an associa-
tion on the degree of cooperation of firms [0.199, p =0.006], although the contribution of
the exogenous construct “Association” on the endogenous latent variable “Cooperation”
is small [93].

Finally, the values of the endogenous variables’ “cooperation” and “innovative per-
formance” have Q2 values 0.335 and 0.341, respectively, which indicates that the model
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has a moderate predictive relevance on the mentioned variables, in accordance with the
values established by Hair, Risher, Sarstedt, and Ringle [94]. Based on these data, the three
hypotheses are confirmed:

� H1 (+): There is a positive and significant relationship between the degree of agglomeration of the
sector and the innovative performance of firms.

� H2 (+): There is a positive and significant relationship between active membership in a business
association and the degree of cooperation of firms with surrounding agents.

� H3 (+): The degree of cooperation of firms with surrounding agents mediates the relationship
between the degree of agglomeration of the sector and the innovative performance of firms.

5. Conclusions

This paper contributes to the existing literature on the analysis of positive externalities
derived from industrial agglomeration, particularly those related to cooperation and the
innovative performance of firms. The three hypotheses are confirmed, thus establishing a
positive and significant relationship between the variables of the proposed model. Based
on these findings, three main conclusions are established. First, the positive externalities
derived from industrial agglomeration boost the innovative performance of firms. Second,
cooperation between specialized entities is established as an important positive externality
derived from industrial agglomeration, which has a positive effect on the innovative per-
formance of firms. Finally, business associations foster cooperation, especially among their
associates, and act as representative entities that facilitate the establishment of agreements
at the superstructure level.

Collaboration with external actors in knowledge sharing and the development of
collaborative innovation processes increases the chances of superior innovative perfor-
mance [95]. However, firms should carefully select the partners with whom they cooperate,
as this is an element that directly influences the outcomes of partnerships [96]. In this
regard, belonging to a region with a high degree of agglomeration in each sector implies a
high degree of specialization of the linked firms [27].

Thus, industrial agglomeration derives from the existence of specialized entities lo-
cated geographically close, which translates into the availability of potentially valuable
partners with which to establish cooperation agreements. In addition, business associations
play an intermediary role that favors cooperation at different levels. In this context, contin-
uous interaction with specialized industry players boosts the innovative performance of
firms [97].

The results obtained in this study highlight the importance of location and cooperation
as drivers of firms’ innovative performance. The environment in which they are located can
provide opportunities for access to potential sources of valuable resources and capabilities,
especially new knowledge. Therefore, despite globalization and the accelerated develop-
ment of information and communication technologies in recent decades, and especially
in recent years, there are certain elements associated with geographical and cognitive
proximity that favor the effective transfer of knowledge and the innovative performance of
companies. For this reason, it is necessary to continue to study industrial agglomeration in
depth as a tool for regional economic development and competitiveness.

In relation to the limitations of the work, it is worth highlighting the eminently external
focus of the study. Thus, in future work it would be interesting to incorporate the influence
of the internal factors of the companies in the study of the determinants of their innovative
performance. In particular, it would be interesting to incorporate the absorptive capacity
of firms, which could influence the degree to which firms benefit from collaboration with
external agents [98].
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Appendix A

Concept Items Definition Measurement

Cooperation

Coop1 Degree to which your company cooperates with its customers.
Likert scale

(−3 = Far inferior
relative to my

competitors; +3 = Far
superior relative to

my competitors).

Coop2 Extent to which your company cooperates with its suppliers.

Coop3 Degree to which your company cooperates with its competitors.

Coop4 Extent to which your company cooperates with universities.

Coop5 Extent to which your company cooperates with technology centers.

Coop6 Extent to which your company cooperates with other types of institutions.

Association

Asoc1 Yes, and actively participates.

Single election.Asoc2 Yes, but it does NOT actively participate.

Asoc3 No.

Innovative
performance

DI1 Degree of novelty of our new products.

Likert scale
(−3 = Far inferior

relative to my
competitors; +3 = Far
superior relative to

my competitors).

DI2
Use of the latest technological innovations in the new products developed by
my company.

DI3 Speed of new product development.

DI4 Number of new products introduced by my company in the market.

DI5
Number of our new products that are new to the market (they are the first to
be launched on the market).

DI6 Level of technological competitiveness of my company.

DI7
Speed with which the latest technological innovations are adopted in
our processes.

DI8 Degree to which the technology used in our processes is up to date or new.

DI9 Pace of updating our processes, techniques, and technologies.

DI10
In my company, the development of new distribution channels for products
and services is an ongoing process. Likert scale

(−3 = Strongly
disagree;

+3 = Strongly agree).
DI11

In my company, customer suggestions or complaints are handled with
urgency and attention.

DI12 My company develops better marketing innovations than its competitors.

DI13 My company constantly emphasizes and introduces management innovations.
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Concept Items Definition Measurement

Size TM Company size.
Number of

employees as of
31 December 2020

Age ANT Seniority of the company.

Years elapsed
between the date of
incorporation and

fiscal year 2020
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Abstract: Cross-docking is an excellent way to reduce the space required to store goods, inventory
management costs, and customer order delivery time. This paper focuses on cost optimization,
scheduling incoming and outgoing trucks, and green supply chains with multiple cross-docking. The
three objectives are minimizing total operating costs, truck transportation sequences, and carbon
emissions within the supply chain. Since the linear programming model is an integer of zero and one
and belongs to NP-hard problems, its solution time increases sharply with increasing dimensions.
Therefore, the non-dominated sorting genetic algorithm-II (NSGA-II) and the multi-objective particle
swarm optimization (MOPSO) were used to find near-optimal solutions to the problem. Then, these
algorithms were compared with criteria such as execution time and distance from the ideal point,
and the superior algorithm in each criterion was identified.

Keywords: non-dominated sorting genetic algorithm-II (NSGA-II); multi-objective particle swarm
optimization (MOPSO); cross-docking

1. Introduction

Logistics strategy is an essential advantage for supply chain management operations
that requires centralized planning and adjustment of procedures to reduce costs and
increase customer satisfaction [1,2]. Classic supply chain management for transporting
goods from suppliers to the distribution centre requires warehousing for storage [3] and
then packaging and shipping to customers [4], according to their demand [5]. This form
of supply chain management has high inventory maintenance costs and human resources
costs [6,7]. In other words, there are four stages of receiving, storage, order selection,
and sending in traditional warehouses [8]. Still, in the cross-dock, the storage stage,
one of the main obstacles of inventory systems, is removed [9,10]. Therefore, it reduces
inventory and increases customer satisfaction [11]. Cross-dock is a logistic method that
distributes products directly from a supplier or factory [12]. The cross-dock method ensures
timely transportation and better coordination between supply and demand [13]. In recent
years, one of the issues facing the supply chain was clean production and environmental
protection [5]. One of the critical issues of clean output is using supply chains that pay
attention to environmental issues in all supply chain processes [14,15].

In this research, we investigate the operational cross-docking decisions that concern
the optimization of short-term decisions such as CO2 emission and energy consumption
that are directly related to the transit of products from inbound trucks to outbound trucks.
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We focus on the optimization of the truck to door assignment problem, which is one of the
key issues in cross-docking. It attempts to find the optimal assignment for each incoming
inbound or outbound truck to the appropriate inbound or outbound dock according to the
cross-dock characteristics. When the problem of truck-to-door assigning is mentioned, two
different questions should be answered: at which door and in which order the trucks should
be docked. The first question was answered by many researchers, but the second question
receives less attention and this research tries to investigate the answer to this question.
The cross-docking system targets to reduce the cost of inventory holding and minimize
the delivery time from suppliers to retailers in the supply chain. However, this paper
addresses the cross-dock selection and optimization problem, which was first considered
with the vehicle routing problem (VRP) by Maknoon and Laporte (2017), to make optimal
decisions on route construction and freight consolidation cross-docks. In other words,
selecting cross-docks as freight consolidation points leads to gaining economies of scale.
The products are processed and transported to the customers by at least one cross-dock in
the CDS problem. It has a vast application in production and retail companies and logistic
service providers that handle various shipments on large networks.

Dondo and Cerda (2014) took a different approach to applying the time window so
that a variable was used to determine the time window interval [16]. If there is a time
window, this variable will be greater than zero for error; otherwise, it will be zero [13].
Mohtashami et al. (2015), in a study to provide and optimize a multi-objective mathematical
model in the cross-dock and the entire supply chain, assumed that the supplier can also
send the product directly to the customer and send it to the cross-dock [15]. On the other
hand, multiple objectives, such as minimizing the total transport time of trucks, total cost,
number of shipments, and model solving with NSGA-II and MOPSO with unsuccessful
sorting and comparing the results of the above two algorithms, were included in their
research. Mohtashami (2015) presented a new dynamic genetic algorithm based on the
vehicle scheduling method in the cross-dock system to reduce the operation time. This
algorithm assumed the existence of a temporary warehouse for receiving and sending
goods, frequent entry and exit of trucks, and two types of chromosomes determined for
incoming and outgoing trucks, providing a shorter solution for the operating time [17].
Ponboon et al., 2016, evaluated the cost structure and the impact of parameters on location
issues and time windows in the distribution network. Nine scenarios of the Osaka distri-
bution network of freight cargo with different warehouse locations were tested with two
criteria, warehouse size and vehicle size. Therefore, using a large warehouse with a large
vehicle will reduce costs. Warehouse features, vehicles, and shipping information were also
discussed in detail [18]. Gomes et al. (2018) conducted bibliometric research in warehouse
management systems from 2006 to 2016 [19].

Birim (2016) investigated the vehicle routing problem with cross-dock, considering
heterogeneous vehicles with variable capacity and seeking to minimize the objective func-
tion of the total cost of transportation. The problem was solved with a simulated annealing
algorithm, and the best answer is compared [20]. Yin and Chuang (2016) emphasized that
we must focus on the green supply chain for sustainable development in the supply chain
and pay attention to the friendly environment and business values. This paper deals with
the minimum cost of green vehicle routing in transporting final products from suppliers to
customers through a cross-dock with limited carbon dioxide emissions. Load management
for long distances with the lowest cost and carbon dioxide emissions determine high fuel
efficiency with the tabu search algorithm [21]. Wisittipanich and Hengmeechai (2017) said
that one of the fundamental operational management problems is scheduling trucks in as-
signing them to cross-dock doors and arranging all domestic and foreign trucks for loading
and unloading. This paper presents a mathematical model of integer hybrid programming
for allocating and setting trucks in a multi-door cross-docking system. The purpose of this
model is to minimize the total operation time. Then, a modified particle swarm algorithm
is proposed and optimized with special unique designs, coding, and decoding to solve the
problem of truck scheduling in a cross-docking system [16]. Zulaga et al. (2017) showed

264



Energies 2022, 15, 1530

that this type of dock has results such as reducing cost time and improving management
information in reverse processes. Sensitivity analysis of this model helps companies en-
hance their competitive position by providing flexibility concerning products, reducing
the likelihood of product returns from the secondary market, and combining product
returns and cross-dock costs relative to traditional warehousing [14]. Mohtashami and
Najafabadi (2014) examined the reduction of operating time in the entire supply chain
in their article. In the proposed model, the incoming trucks move directly towards the
customers or the cross-dock in the first stage after loading the products from the suppliers.
The products are unloaded in the cross-dock and loaded in the output trucks in the second
stage. Then, the products are transferred to the customers [22].

Table 1 summarize the literature regarding optimizing multi cross-docking systems
(MCDS) and compare the existing problems with the problem proposed in this paper.

Table 1. Summary of literature regarding MCDS and its different variants.
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Homogeneous Heterogeneous Limited Unlimited Exact Heuristic Metaheuristic

[23] * * * *

[24] * * * * *

[25] * * * *

[26] * * * *

[27] * * * * *

[28] * * * * *

[29] * * *

[30] * * * *

[31] * * *

[32] * * * * *

[9] * * * * * *

[33] * * * * * *

[34] * * * *

[11] * * * * * *

[35] * * * * *

Current
research * * * * * * *

Since cross-docks and related transportations have significant roles in increasing the ef-
ficiency of large-scale supply chain distribution networks, considering the other real-world
essential factors such as reliability and pollution is attractive in designing or redesigning
this network. Reliability maximization leads to customer satisfaction and earning a lot of
market shares, whereas pollution minimization creates eco-friendly industries.

The research conducted was generally related to cross-dock and focused on optimizing
the timing of trucks and the cost of transportation inside the dock. In this research, by
considering several cross-docks and concentrating on green management with a norm
time window approach for customers, issues related to out-of-cross-dock and the entire
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supply chain operations are also addressed. This study focuses on optimizing the cost of
transporting trucks by locating the cross-dock, the sequence of transporting trucks, and the
amount of carbon dioxide emissions in the environment simultaneously throughout the
supply chain. In summary, the contributions of this research are described as follows.

• Developing a novel mathematical model to integrate CDS results in a comprehensive
problem with a great application in industries;

• Making the problem closer to the real-world conditions by considering the effects
of GHG emission in the transportation process and calculating energy consumption
dependent on traffic time;

• Investigating the total cost minimization related to transportation, minimizing truck
transportation sequences and carbon emissions through cross-docking simultaneously;

• Designing high-quality algorithms, including NSGA-II and MOPSO, efficiently to
solve the large-sized problem.

2. Problem Statements

In this paper, three objective functions, including minimizing the total cost of operation,
truck transport sequence, and carbon dioxide emissions, are examined. The proposed model
also examines the relationship between (cross-dock–suppliers), (cross-dock–customers),
(suppliers–customers), (suppliers–suppliers), (customers–customers), and (cross-dock–
cross-dock) in terms of fuzzy scheduling with a norm time window approach for truck
transport and reducing greenhouse gas emissions. The assumptions of the model are:

• All incoming and outgoing trucks are available in zero time;
• Homogeneous vehicles with different capacities;
• Considering the period of customer service of norm type (having the earliest service

start time and the latest service start time);
• Existence of several cross-docks so that suppliers choose one of the docks to send the

goods considering the minimum cost;
• Ability to connect suppliers, docks, and customers with each other;
• The type and number of products supplied by suppliers, as well as the type and

number of customer demand, are clear and constant;
• In the transport sequence, a truck can load products from more than one supplier and

unload products from more than one customer;
• One or more suppliers may meet a customer’s requirements;
• The type and quantity of products transported by incoming trucks must be equal to

the demands of customers.

To better understand and explain the research problem, the flow of operations in the
supply chain is drawn in Figure 1. This figure considers several cross-dock distribution
and transportation operation flows and several customers and suppliers. Vehicles with
different capacities are also used to transport products in the supply chain.

Figure 1. Operation process in the cross-dock.
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After loading the products from the suppliers, the incoming trucks move directly
to the customers, move to another supplier, move to one of the cross-docks, and unload
the products in the cross-dock. They are then loaded onto output trucks and delivered to
customers [36]. It should also be noted that a truck can load products from more than one
supplier, and a truck can move to more than one customer and unload products between
them. Three trucks with different capacities are used to transport the products.

2.1. Mathematical Model

The main variables and important parameters in the model and algorithms are pre-
sented in Table 2:

Table 2. Sets, parameters, and decision variables of the model.

Sets

S Set of suppliers (1, . . . ,S)

C Set of customers (1, . . . ,C)

kin Set of incoming trucks (Receiving) (1, . . . ,K)

kout Set of outgoing trucks (Sending) (1, . . . ,K’)

G Set of products type (order) (1, . . . ,G)

Cd Set of Cross-docks (1, . . . ,Z)

Parameters

T Transportation time

Ai
scG

Time of entry or exit of incoming truck (i) from supplier (s), while loading the order of type (G) and moving towards
the customer (c)

Aj
cdcG

When the incoming truck (j) enters to the customer (c) from the cross-dock (cd) while loading the order of type (G)

Ti
scG Transportation time of incoming truck (i) from supplier (s) to customer (c) while loading the order of type (G)

Tj
cdcG

Transport time of outgoing truck (j) from cross-dock (cd) to customer (c), while loading the order of type (G)

ULi
scG Offloading time of each product type (G) from input truck (i) to customer (c)

ULi
scG Offloading time of each product type (G) from output truck (j) to customer (c)

DcG Customer order (c) of type (G) goods

PGs Production rate of product with type (G)

wG Weight of product with type (G)

di Demand of customer (i)

[ei, Ei, Li, li] Time window interval of customer (i)

γi =
Ei − Ai

scG
Early arrival time of incoming or outgoing truck in the time window

θi =
Ai

scG − Li
Incoming or outgoing truck late arrival time

PEkout Penalty for delay or early arrival of a vehicle exiting the cross-dock (i) for the customer (c)

PEkin Penalty for delay or early arrival of the incoming vehicle from the supplier (i) to the customer (i)

wi Vehicle waiting time at the location of customer (c)

oi Cost of reopening the cross-dock (i)

Qi Capacity of incoming truck (i)

Qj Capacity of output truck (i)

dscd Distance between supplier (s) and cross-dock (cd)

dsc Distance between supplier (s) and customer (c)
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Table 2. Cont.

Sets

dcdc Distance between cross-dock (cd) and customer (c)

Ckin The fuel conversion rate of the unloaded incoming truck to carbon dioxide

C/
kin

The difference between the conversion rate of the fuel of an incoming truck with a load of one unit of product or
more with the same truck without a load of carbon dioxide

C/
kout

The difference between the conversion rate of the fuel of an outgoing truck with a load of one unit of product or
more with the same truck without a load of carbon dioxide

Ckout Conversion rate of unloaded truck fuel into CO2

gi
sc Incoming truck fuel consumption rate for travel between supplier (s) and customer (c) without load

gi
scd The fuel consumption rate of incoming trucks for travel between supplier (s) and cross-dock (cd) without load

gi
smsn

Incoming truck fuel consumption rate for travel between the source supplier (s) and the destination supplier
without load

gi
cdmcdn

Incoming truck fuel consumption rate for travel between the cross-dock (cd) of origin and the cross-dock of
destination without cargo

gj
cmcn

Outgoing truck fuel consumption rate for travel between origin and destination customer (c) without load

gj
cdc

Outgoing truck fuel consumption rate for travel between cross-dock (cd) and customer (c) without load

Qkin

The difference in the fuel consumption rate of an incoming truck traveling with one product or more with the same
unladen truck

Qkout

The difference in the fuel consumption rate of an outgoing truck traveling with one product or more with the same
unladen truck

fscdG The number of product types (G) the truck carries between supplier (s) and cross-dock (cd)

fscG The number of product types (G) the truck carries between supplier (s) and the customer (c)

fcdcG The number of product types (G) the truck carries between cross-dock (cd) and customer (c)

fsmsnG The number of product types (G) the truck carries between source supplier and destination supplier

fcmcnG The number of product types (G) the truck carries between source customer and destination customer

fcdmcdnG The number of product types (G) the truck carries between source cross-dock and destination cross-dock

E Big number

Variables

qGs The number of product types (G) that are loaded from the supplier (s) into the input truck (i)

qGcd The number of product types (G) that are loaded from the cross-dock (cd) into the output truck (j)

qGc The number of product types (G) that are unloaded from the incoming truck (i) at the customer’s location

qGsn
The number of product types (G) that are unloaded from the input truck (i) at the destination supplier sn

qGcdn
The number of product types (G) that are unloaded from the output truck (j) at the destination cdn

Xi
cdsG





1
0

I f incoming truck i moves f rom cross− dock cd
to supplier S while loading the order o f type G

otherwise

Xi
smsnG





1
0

I f incoming truck i moves f rom supplier Sm
to destination Supplier Sn while loading the order o f type G

otherwise

Xi
scdG





1
0

I f incoming truck i moves f rom supplier S
to cross− dock cd while loading order o f type G

otherwise

Xi
scG





1
0

I f incoming truck i moves f rom supplier S
to customer C while loading the order o f type G

otherwise
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Table 2. Cont.

Sets

Xi
cmcnG





1
0

I f incoming truck i moves f rom customer Cm
to destination customer Cn while loading the order o f type G

otherwise

Xj
cdcG





1
0

I f outgoing truck j moves f rom cross− dock cd
to customer C while loading the order o f type G

otherwise

Xi
ccdG





1
0

I f incoming truck i moves f rom customer C
to cross− dock cd while o f f loading type G order

otherwise

Xj
ccdG





1
0

I f incoming truck j moves f rom customer C
to cross− dock cd while o f f loading type G order

otherwise

Xi
cdmcdnG





1
0

I f incoming truck i moves f rom source cross− dock cdm
to destination cross− dock cdn while loading type G order

otherwise

Fcdc

{
1
0

i f customer demand i is met f rom cross− dock i
otherwise

yi

{
1
0

i f cross− dock i is selected
otherwise

Pij

{
1
0

i f input truck i precedes to input truck j
otherwise

qg1g2

{
1
0

i f input truck g1 precedes to input truck g2
otherwise

Xi
scd





1
0

I f incoming truck i moves f rom supplier S
to cross− dock cd while o f f loading type G order

otherwise

Xi
sc





1
0

I f incoming truck i moves f rom supplier S
to customer C while o f f loading type G order

otherwise

Xj
cdc





1
0

I f outgoing truck j moves f rom cross− dock cd
to customer C while o f f loading type G order

otherwise

Xi
cmcn





1
0

I f incoming truck i moves f rom source customer Cm
to destination customer Cn while o f f loading type G order

otherwise

Xi
smsnG





1
0

I f incoming truck i moves f rom source supplier Sm
to destination Supplier Sn while loading type G order

otherwise

Xi
smsn





1
0

I f incoming truck i moves f rom source supplier Sm
to destination Supplier Sn while o f f loading type G order

otherwise

Xi
cdmcdn





1
0

I f incoming truck i moves f rom source cross− dock cdm
to destination cross− dock cdn while o f f loading type G order

otherwise

The first objective function minimizes the total cost of operations within the supply
chain (including transportation, fuel, delay, shortage, holding, and opening costs). The
second objective function minimizes the truck transport sequence between suppliers, cross-
docks, and customers, and the third objective function minimizes CO2 emissions from
trucks throughout the system.
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Min Z1 =

[(
K
∑

i∈Kin=1

S
∑

i∈s=1

Z
∑

i∈cd=1

G
∑

i∈G=1
(Ci

scdG + Ci
sGcd) ∗ Xi

scdG

)

+

(
K
∑

i∈Kin=1

S
∑

i∈s=1

C
∑

i∈c=1

G
∑

i∈G=1
Ci

scG∗Xi
scG

)

+

(
K
∑

i∈kin=1

S
∑

s=1

G
∑

i∈G
Ci

smsnG∗ Xi
smsnG

)

+

(
K
∑

i∈Kin=1

S
∑

i∈s=1

Z
∑

i∈cd=1

G
∑

i∈G=1
(Ci

cdsG∗ Xi
cdsG

)

+

(
G
∑

i∈G=1

C
∑

i∈c=1

K
∑

i∈kin

Ci
cmcnG∗ Xi

cmcnG

)

+

(
K
∑

j∈kout=1

Z
∑

i∈cd=1

C
∑

i∈c=1

G
∑

i∈G=1
(Cj

cdcG∗ Xj
cdcG

)

(
K
∑

j∈Kin=1 i∈

Z
∑

i∈cd=1

G
∑

i∈G=1
Ci

cdmcdnG∗ Xi
cdmcdnG

)

+

(
K
∑

j∈Kout=1 i∈

C
∑

c=1

G
∑

i∈G=1
Cj

cmcnG∗ Xj
cmcnG

)

+

(
K
∑

j∈Kout=1

C
∑

i∈c=1

Z
∑

i∈cd=1

G
∑

i∈G=1
cj

ccdG∗X
j
CCdG

)

+

(
K
∑

j∈Kin=1

C
∑

i∈c=1

S
∑

i∈s=1

G
∑

i∈G=1
ci

csG∗Xi
CsG

)

+(
Z
∑

i∈cd=1
Oiyi +

S
∑

i∈s=1

I
∑

i∈I=1

G
∑

i∈G=1
Fi ∗ Xi

scdG) + [
K
∑

i∈Kin=1

S
∑

i∈s=1

C
∑

i∈c=1

G
∑

i∈G=1
PEkin

∗ (γi + θi) ∗ Xi
scG

]

+[
K
∑

j∈Kout=1

I
∑

i∈I=1

C
∑

i∈c=1

G
∑

i∈G=1
PEkOUT ∗ (γi + θi) ∗ Xj

cdcG]

(1)

Min Z2 = F =
S

∑
i∈s=1

C

∑
i∈c=1

Z

∑
i∈cd

K

∑
i∈kin=1

K

∑
j∈kout

G

∑
i∈G=1

Xi
scG + Xi

scdG + Xi
smsnG + Xi

csG + Xi
cdsG + Xj

cdcG + Xj
cmcnG + Xj

ccdG (2)

Min Z3 =

[
[

(
S
∑

i∈s=1

Z
∑

i∈cd=1

K
∑

i∈kin=1
Ckin
∗gi

scd∗dscd∗Xi
scd

)

+(
S
∑

i∈s=1

S
∑

i∈s=1

G
∑

i∈G=1

K
∑

iεkin

C/
kin
∗Qkin

∗fscdG∗WG∗dSCdG∗Xi
scdG)] + [(

K
∑

i∈kin=1

S
∑

i∈s=1

C
∑

iεc=1
Ckin
∗gi

sc∗dsc∗Xi
sc)

+(
S
∑

i∈s=1

C
∑

i∈c=1

G
∑

i∈G=1

K
∑

iεkin

C/
kin
∗Qkin∗fscG∗WG∗dSCG∗Xi

scG)] + [(
K
∑

i∈kin=1

S
∑

i∈s=1
Ckin∗gi

smsn
∗ dsmsn∗Xi

smsn
)

+(
K
∑

i∈kin=1

S
∑

i∈s=1

G
∑

i∈G=1
C/

kin
∗Qkin

∗fsmsnG∗WG∗dsmsnG∗Xi
smsnG)] + [(

K
∑

i∈kin=1

Z
∑

i∈cd=1
Ckin
∗gi

cdmcdn
∗dcdmcdn∗Xi

cdmcdn
)

+(
K
∑

i∈kin=1

Z
∑

i∈cd=1

G
∑

i∈G=1
C/

kin
∗Qkin

∗fcdmcdnG∗WG∗dcdmcdnG)∗Xi
cdmcdnG] + [(

Z
∑

i∈cd=1

C
∑

i∈c=1

K
∑

i∈kout=1
Ckout∗g

j
cdc∗dcdc∗Xj

cdc)

+(
Z
∑

i∈cd=1

C
∑

i∈c=1

G
∑

i∈G=1

K
∑

iεkout

C/
kout
∗Qkout∗fcdcG∗WG∗dCdcG∗Xj

cdcG)] + [(
K
∑

i∈kout=1

C
∑

i∈c=1
Ckout∗g

j
cmcn∗dcmcn∗X

j
cmcn )

+(
K
∑

i∈kout=1

C
∑

i∈c=1

G
∑

i∈G=1
C/

kout
∗QkOUT∗fcmcnG∗WG∗dcmcnG∗Xj

cmcnG)]

]

S.t:

(3)
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K

∑
i∈kin=1

C

∑
i∈c=1

S

∑
i∈s=1

G

∑
i∈G=1

qGs∗ Xi
scG = DcG (4)

Z

∑
i∈cd=1

K

∑
j∈kout=1

C

∑
i∈C=1

G

∑
i∈G=1

qGcd

j
∗X

cdcG
+

K

∑
i∈Kin=1

S

∑
i∈s=1

C

∑
i∈c=1

G

∑
i∈G=1

qGs∗Xi
scG = PGs (5)

K

∑
i∈Kin=1

S

∑
i∈s=1

C

∑
i∈c=1

G

∑
i∈G=1

Xi
scG ≥ 1 (6)

Xi
cdsG =

K

∑
i∈Kin=1

S

∑
i∈s=1

G

∑
i∈G=1

xi
smsnG +

K

∑
i∈Kin=1

S

∑
i∈s=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xi
scdG +

K

∑
i∈Kin=1

S

∑
i∈s=1

C

∑
i∈c=1

G

∑
i∈G=1

Xi
scG (7)

Xi
smsnG =

K

∑
i∈Kin=1

S

∑
i∈s=1

G

∑
i∈G=1

xi
snsmG +

K

∑
i∈Kin=1

S

∑
i∈s=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xi
sncdG +

K

∑
i∈Kin=1

S

∑
i∈s=1

C

∑
i∈c=1

G

∑
i∈G=1

Xi
scG (8)

Xj
cdcG =

K

∑
j∈kout=1

C

∑
i∈c=1

G

∑
i∈G=1

Xj
cmcnG +

K

∑
i∈kout

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xj
ccdG (9)

Xi
cmcnG =

K

∑
i∈Kin=1

C

∑
i∈c=1

G

∑
i∈G=1

Xi
cncmG +

K

∑
i∈Kin=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i=G=1

Xi
ccdG (10)

Xj
cmcnG =

K

∑
j∈kout=1

C

∑
i∈c=1

G

∑
i∈G=1

Xj
cncmG +

K

∑
j∈kout=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xj
ccdG +

K

∑
j∈kout=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xj
cdmcdnG (11)

Xi
scG =

K

∑
i∈Kin=1

C

∑
i∈c=1

G

∑
i∈G=1

Xi
cmcnG +

K

∑
i∈Kin=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xi
ccdG (12)

K

∑
i∈Kin=1

S

∑
i∈s=1

Z

∑
i∈cd=1

G

∑
i∈G

qGs∗ Xi
scdG =

K

∑
i∈Kin=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

qGcd∗X
j
cdcG (13)

S

∑
i∈s=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xi
scdG∗ qGs ≤ Qi (14)

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xj
cdcG∗ qGcd ≤ Qj (15)

S

∑
i∈s=1

C

∑
i∈C=1

G

∑
i∈G=1

(Ai
scG + Ti

scG + ULi
scG + wi) ∗ Xi

scG ≤ Ai
csG (16)

Z

∑
i∈cd=1

C

∑
i∈C=1

G

∑
i∈G=1

(Aj
cdcG + Tj

cdcG + ULj
cdcG + wi)∗Xj

cdcG ≤ Ai
csG (17)

K

∑
j∈Kout=1

C

∑
i∈c=1

Z

∑
i∈cd=1

G

∑
i∈G=1

Xj
cdcG + Xj

CCdG ≤ 1 + Fcdc (18)

K

∑
i∈kin=1

S

∑
i∈s=1

Z

∑
i∈cd=1

G

∑
i∈G

Xi
scdG ≤ yi (19)

γi ≥ Ei −Ai
scG (20)

θi ≥ Ai
scG − Li (21)

(
Xi

cdsG, Xi
smsnG, Xi

scdG, Xi
scG, Xi

cmcnG, Xj
cdcG, Xj

cmcnG, Xi
ccdG, Xj

ccdG, Xj
cdmcdnG, yi

)
∈ {0, 1}, (22)
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(
Xi

cds, Xi
smsn , Xi

scd, Xi
sc, Xi

cmcn , Xj
cdc, Xj

cmcn , Xi
ccd, Xj

ccd, Xj
cdmcdn

, Fcdc

)
∈ {0, 1} (23)

I = 1, 2, 3, . . . , I, c = 1, 2, 3, . . . , C , G = 1, 2, 3, . . . , G j = 1, 2, 3, . . . , J (24)

All variables ≥ 0, ∀ i, s, c and h (25)

2.2. Description of Objective Functions and Constraints

The first objective function minimizes the cost of transporting vehicles throughout
the system. The second objective function minimizes the transport sequence of trucks
throughout the system. The objective is utilized to sequence inbound and outbound trucks
to minimize the makespan. The third objective function minimizes the amount of carbon
dioxide emitted from vehicles throughout the system. Each route between origin and
destination has two sections. In the first part, the truck is unloaded, and in the second part,
the truck is loaded.

Constraint (1) ensures that the total number of units of type G order product loaded
from the supplier (s) in the truck (i) is precisely equal to the number of units of type (h)
order product that the customer (c) needs. Constraint (2) ensures that the total number of
order types (h) that are loaded from the supplier (s) in the entry truck (i) and move to the
customer (c), as well as the total number of order types (h) that are loaded from the cross-
docks (cd) in the output truck (j), are loaded and transferred toward the customer (c) and
are exactly equal to the sum of the number of h-type order products which are produced
by the supplier (s). Constraint (3) ensures that at least one of the incoming trucks (i) loads
the supply (s) of type G product and transports all products to the customer (c) at once.
Constraint (4) ensures that if the incoming truck (i) moves towards the supplier (s), it
selects three modes to exit the supplier. The first case is that the truck moves towards
another supplier, the second one moves towards one of the cross-docks (cd), and the last
one moves towards the customer (c). Constraint (5) ensures that if the incoming truck (i)
moves from the source supplier (Sm) to the destination supplier (Sn), it selects one of three
modes to exit the supplier (Sn). The first case is that the truck is moving towards another
supplier, the second one is moving towards one of the cross-docks (cd), and the third one is
moving towards the customer (c). Constraint (6) ensures that if the outgoing truck (j) moves
towards the customer (c), it selects one of two modes to exit the customer (c). The first case
is that the truck moves towards another customer and the second moves towards one of the
cross-docks (cd). Constraint (7) ensures that if the incoming truck (i) moves from the source
customer (cm) to the destination customer (cn), it selects one of two modes to exit the
destination customer (cn). The first case is that the truck moves towards another customer
and the second moves towards one of the cross-docks (cd). Constraint (8) is similar to
constraint (7), and the difference between these two constraints is that in constraint (8), the
outgoing truck (j) is considered in the constraint, and the third case, the outgoing truck
crosses from a cross-dock to another cross-dock. Constraint (9) ensures that if the incoming
truck (i) moves from the supplier (s) to customer (c), it selects one of two modes to exit
the customer (c). The first case is that the truck is moving towards another customer, and
the second case is that the truck is moving towards the cross-dock (cd). Constraint (10)
ensures that the number of units of product that the incoming truck (i) transports from the
supplier (s) to one of the cross-docks (cd) and unloads at the cross-dock is precisely equal
to the number of units of products in the outgoing truck (j) loaded for the customer (c).
Constraints (11) and (12) relate to the capacity of incoming and outgoing trucks and ensure
that trucks do not load products beyond their capacity. Constraint (13) ensures that the total
time of arrival of the vehicle to the customer, the time elapsed between the manufacturer
and the customer, the time of unloading the cargo at the customer’s place, and the waiting
time of the vehicle should not exceed the specified time of departure for each customer.
Constraint (14) guarantees that the total time of arrival of the vehicle to the customer, the
time elapsed between the cross-dock and the customer, the time of unloading the cargo at
the customer’s place, and the waiting time of the vehicle should not exceed the specified
time of departure of the vehicle from the customer’s location. Constraint (15) ensures that a
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customer is assigned to a cross-dock if a truck connects the two. Constraint (16) ensures that
inbound truck (i) from the supplier (i) only moves to a cross-dock. Constraints (17) and (18)
are soft to calculate the number of early and late trucks to provide customer service in the
norm time window.

3. Solution Methodology

In a small example, the designed mathematical model was first solved in GAMZ
software by the є-constraint method [37]. Then, with the development of the example, due
to the large volume of model variables over time, it was not possible to solve with GAMZ
software. Therefore, it was solved using NSGA-II MOPSO meta-heuristic algorithms.

3.1. Genetic Algorithm

Charles Darwin’s theory, proposed in 1859, occupied a special place in optimization
problems [38]. This theory is based on the best evolution, and it can be considered a starting
point for evolutionary calculations. Genetic algorithms are random search algorithms
whose idea is derived from nature. Genetic algorithms for classical optimization have
successfully solved linear, convex, and similar problems, but genetic algorithms are much
more efficient for solving discrete and nonlinear problems [39]. In nature, better generations
emerge from a combination of better chromosomes. In the meantime, there are sometimes
mutations in the chromosomes that may improve the next generation. Genetic algorithms
also use this idea to solve problems [40]. Figure 2 show the schematic procedure of the
NSGA-II algorithm, and then the details of the proposed genetic algorithm are described.

Figure 2. A schematic procedure of the NSGA-II algorithm.
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3.1.1. Chromosome Structure

Due to the complexity of the problem and the model, the chromosome consists of three
components. These three components include the truck’s movement between the origins
and destinations and the loading modes of various products. First, how to produce the
problem chromosome is described, and then for each example of the problem, in three levels:
small, medium, and large, according to the number of trucks, manufacturers, cross-docks,
customers, determination and capacity of trucks, time loading, unloading and handling
at the cross-dock, distances between origins and destinations, and customer demand, the
amount of production of producers are produced as a function of uniform distribution.

Table 3 shows the truck movement modes between the sources. Trucks identify
products and loading locations before starting from the cross-dock. In Table 3, for example,
four primary sources are considered: two suppliers and two cross-docks. According to
Table 3, if the truck moves to the supplier or the cross-dock, it is assigned the number
one; otherwise, it is given the number zero. The second column of Table 3, which contains
the numbers (0, 0, 0, 1), states that the truck moves only towards supplier 1 and loads
the products of supplier 1. Briefly in the table below, S1: supplier 1, S2: supplier 2, CD1:
cross-dock 1, and CD2: cross-dock 2.

Table 3. Truck motion matrix at the origins.
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C
D
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2

CD1 1 1 0 1 1 0 1 0 1 0 1 1 1
S1 0 0 0 0 0 0 0 1 1 1 0 0 0

CD2 0 0 1 0 1 1 0 1 0 0 1 1 1
S2 0 0 0 0 0 1 1 0 0 1 1 1 1

Table 4 show the trucks’ destinations after passing through the sources. For example,
in this table, four main destinations are considered, including two customers and two
cross-docks, and trucks can transport different modes of products to their destinations.
According to Table 4, if the truck moves to the customer or the intersection dock, it is
assigned the number one; otherwise, it is given the number zero. The second column of
Table 4, which contains the numbers (0, 0, 0, 1), states that the truck moves only to customer
one and unloads the customer’s products. Briefly in Table 4, C1: customer 1 and: C2:
customer 2 and CD1: cross-dock 1 and CD2: cross-dock 2.

Table 4. Truck movement matrix at destinations.
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CD1 1 1 0 0 1 1 1 0 1 1 1 1
C1 0 0 0 0 0 0 0 1 1 0 0 0

CD2 0 0 1 0 1 1 0 1 0 1 1 1
C2 0 0 0 1 0 0 1 0 0 0 0 0

For example, four different types of products are used. These four types of products
are delivered to customers by production suppliers and trucks. Table 5 show the different
modes of loading products from suppliers in trucks. A truck can load other methods of
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products in its truck. According to Table 5, if the truck loads one of the product ordering
modes, it will be number one; otherwise, it will be zero. The second column of Table 5,
which contains the numbers (0, 0, 0, 1), states that the truck only loads product A.

Table 5. Matrix of product ordering modes.

Ordering
Mode A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD

A 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1
B 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1
C 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1
D 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1

3.1.2. The Structure of the Cross Method

In the cross method, the production of new children is from the elite parents of the
current generation. New children should inherit the main characteristics of parents and be
more privileged than them. How children are produced depends on the structure of the
chromosome. Using the tournament method as a selection mechanism, two chromosomes
are selected as parents. The single-point cross is then performed separately for each part of
the chromosome using row (horizontal) and columnar (vertical), randomly selected and
described as follows. Table 6 show two samples of the parent chromosome to produce
new offspring.

Table 6. Two hypothetical parent chromosomes.

First Parent

1 1 0 1 1 0 1 0 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 1 0 1 1 0 1 0 0 1 1 1

0 0 0 0 0 1 1 0 0 1 1 1 1

Second Parent

0 0 0 1 0 0 0 1 0 0 1 1 1

0 1 0 0 0 0 0 0 1 1 0 0 0

1 0 0 0 1 1 0 1 1 0 1 0 1

0 0 1 0 1 1 1 0 0 1 1 1 1

A—Array cross operator: In this case, we produce a random number in the range
of the number of random devices. The generated random number indicates the array
location of the cross in the parent chromosomes. Then, we replace the corresponding
genes of the parents from the desired array, and new offspring are produced. For example,
array 19 is selected at the cross of the array site 19 in the parent chromosomes, and then the
corresponding genes of the parents are shifted from the array site 19 times in Table 7, and
new offspring are produced.

B—Horizontal cross operator: In this case, we generate a random number in the
range of the number of rows in the matrix at random. The generated random number
indicates the location of the cross in the parent chromosomes. The selected line then
replaces the corresponding genes of the parents, and new offspring are produced. For
example, if the second row is selected, the junction of the second row is selected on the
parent chromosomes, and then the corresponding parent genes are switched from the
second row, as shown in Table 8, and new offspring are produced.
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Table 7. Children of the cross-array operator.

The First Child

0 0 0 1 0 0 0 1 1 0 1 1 1

0 1 0 0 0 0 1 1 1 1 0 0 0

1 0 0 0 1 1 1 0 0 0 1 1 1

0 0 1 0 0 1 1 0 0 1 1 1 1

The Second Child

1 1 0 1 1 0 0 1 0 0 1 1 1

0 0 0 0 0 0 0 0 1 1 0 0 0

0 0 1 0 1 1 0 1 1 0 1 0 1

0 0 0 0 1 1 1 0 0 1 1 1 1

Table 8. Children of linear (horizontal) cross operator.

The First Child

0 0 0 1 0 0 0 1 0 0 1 1 1

0 1 0 0 0 0 0 0 1 1 0 0 0

0 0 1 0 1 1 0 1 0 0 1 1 1

0 0 0 0 0 1 1 0 0 1 1 1 1

The Second Child

1 1 0 1 1 0 1 0 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 0 0 0

1 0 0 0 1 1 0 1 1 0 1 0 1

0 0 1 0 1 1 1 0 0 1 1 1 1

C—Vertical cross operator: In this case, we generate a random number in the range
of matrix columns. The generated random number indicates the location of the cross in the
parent chromosomes. The selected column then replaces the corresponding genes of the
parents, and new offspring are produced. For example, the fourth column is selected, the
intersection is performed from the location of the fourth column in the parent chromosomes,
and then the corresponding parent genes are switched from the location of the fourth
column according to Table 9, and new offspring are produced.

Table 9. Children of the linear (vertical) cross operator.

The First Child

1 1 0 1 1 0 1 0 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 1 0 1 1 0 1 0 0 1 1 1

0 0 0 0 0 1 1 0 0 1 1 1 1

The Second Child

0 0 0 1 1 0 1 0 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 0 0 0

1 0 0 0 1 1 0 1 0 0 1 1 1

0 0 1 0 0 1 1 0 0 1 1 1 1
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3.1.3. Structure of the Mutation Method

The mutation operator is mainly used to bring about transformation diversity and
prevent divergence in the population. Due to the chromosome structure, the mutation
operator, similar to the crossover operator, is performed as one of the array methods: row
(horizontal) and columnar (vertical), which are randomly selected by the algorithm.

A—Array mutation operator: In this case, we produce a random number in the range
of random arrays. The generated random number indicates the location of the mutation
on the parent chromosome. Then, if the number in the array location is zero, it becomes
one, and if it is one, it becomes zero. For example, array 19 is selected in parent one
and the mutation is performed from array location 19 in the parent chromosomes. Then
the corresponding parent gene from array location 19 is replaced by Table 10, and a new
chromosome is produced.

Table 10. New chromosome derived from the array mutation operator.

1 1 0 1 1 0 1 0 1 0 1 1 1

0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 1 0 0 1 0 1 0 0 1 1 1

0 0 0 0 0 1 1 0 0 1 1 1 1

B—Horizontal mutation operator: In this case, we generate a random number in the
range of the number of rows in the matrix. The generated random number indicates the
location of the mutation on the parent chromosome. The corresponding parent genes are
then selected from the row location, which has values of zero and one, and we move the
values of the two, and a new child is produced. For example, the second row is selected
in the first parent and the mutation is performed from the second-row location in the
parent chromosome. Then the corresponding parent genes are moved from the second-row
location in Table 11, and a new chromosome is produced.

Table 11. New chromosome derived from the horizontal mutation operator.

1 1 0 1 1 0 1 0 1 0 1 1 1

1 1 1 1 1 1 1 0 0 0 1 1 1

0 0 1 0 1 1 0 1 0 0 1 1 1

0 0 0 0 0 1 1 0 0 1 1 1 1

C—Vertical mutation operator: In this case, we generate a random number in the
range of the number of columns in the matrix. The generated random number indicates the
location of the mutation on the parent chromosome. The corresponding parent genes are
then selected from the column location, which has values of zero and one, and we move
the values of the two, and a new child is produced. For example, the seventh column is
selected in the first parent and the mutation is performed from the seventh-column location
in the parent chromosome. Then the corresponding parent genes are moved from the
seventh-column location in Table 12, and a new chromosome is produced.

Table 12. New chromosome derived from the vertical mutation operator.

1 1 0 1 1 0 0 0 1 0 1 1 1

0 0 0 0 0 0 1 1 1 1 0 0 0

0 0 1 0 1 1 1 1 0 0 1 1 1

0 0 0 0 0 1 0 0 0 1 1 1 1
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3.2. Particle Swarm Optimization Algorithm—PSO

Kennedy and Eberhart (1995) presented the PSO algorithm in two papers for opti-
mization problems whose continuous nature indicates the answers [41]. The population
of answers is called a swarm. Each answer is like a bird in a group of birds and is called
a particle. It is similar to the chromosome in the genetic algorithm. All particles have a
fitness value calculated using the fitness function, and the particle fitness function must
be optimized. The velocity vector of that particle determines the direction of motion of a
particle. The PSO algorithm starts with random solutions (particles) and then seeks the
optimal solution by synchronizing the particles in each iteration. If the decision variables,
also their particles, are zero and one, each particle’s velocity and position vectors in each
iteration of the algorithm are calculated according to Equations (26)–(29).

Vit = w.Vit−1 + c1.r1.(pBesti − xit) + c2.r2.(nBesti − xit) (26)

−Vmax ≤ Vit ≤ Vmax (27)

si = 1/1 + eVit (28)

xit =

{
1 ρ ≤ si
0 otherwise

(29)

According to the relation of 19, new velocity vectors of each particle based on the
previous velocity of the particle itself (Vit−1), the best position the particle has ever reached
(pBesti) and the position of the best particle in the neighborhood of the particles obtained
so far (nBesti), are calculated. If the neighborhood of each particle contains all the particles
in the group, then nBesti indicates the position of the best particle in the group, denoted
by gBest. r1 and r2 are two random numbers with a uniform distribution between [0, 1]
generated independently of each other. c1 and c2 are referred to as learning coefficients,
they control the effect of pBest and nBest during the search process. w represents the
weight coefficient of inertia. The value limits the particle velocity vector (Vmax). Vmax is a
constraint that controls the global search capability of a particle group. Using the relation of
20 vectors, the velocity of each particle is converted to the change probability vector. In the
above relation, si indicates the probability that xit is equal to 1. Then, using the relation of
22 vectors, the position of each particle is updated. In the above relation, ρ is random with
a uniform distribution between zero and one. The pseudo-code of group PSO is shown
in Table 13.

Table 13. PSO pseudo-code.

For each particle
Initialize particle
End For
Do
For each particle
Calculate fitness value of the particle fp
/*updating particle’s best fitness value so far)*/
If fp is better than pBest
set current value as the new pBest
End For
/*updating population’s best fitness value so far)*/
Set gBest to the best fitness value of all particles
For each particle
Calculate particle velocity according to equation
Update particle position according to equation
End For While maximum iterations OR minimum error criteria is not attained

3.3. Validation of the Designed Model

Although many articles studied the issue of truck scheduling and transportation time
minimization at the intersection dock, the issue of cost minimization (transportation, load-
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ing, unloading, and relocation) throughout the supply chain, considering the relationships
and assumptions, was not previously studied. This article represents a new beginning for
future work in this field. Therefore, since it is impossible to compare the results with other
existing articles, a numerical example is presented in the next section, and the answers to
the problem are compared using genetic algorithms and particle swarm.

Method of Generating Random Problems

Sample production problems are randomly generated in small, medium, and large
groups. From each dimension of 7 sample problems, 21 sample problems are described
according to Table 14 of the production. Then, the computational results will be presented,
and finally, by repeating the algorithm implementations and using the uniform distribution
function, the problem parameters are generated, and new numbers are generated in each
sample. Additionally, the sensitivity analysis of the results is analyzed using the number
of trucks, and in the end, the two algorithms are compared using different performance
criteria. The solution of the model was obtained using MATLAB (R2019a) software. The
problem was that the trucks would move from suppliers to customers or cross-dock and
unload the loaded products after loading the products. To better understand how the two
algorithms work, the problem-solving details of Example 6 are shown in a small size, which
is almost the most straightforward example problem.

Table 14. Fixed parameters of the problems.

Parameters
Problem 1 Problem 2 Problem 3

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7

Number of
incoming trucks 2 4 4 3 4 3 3 3 4 2 4 4 3 3 12 11 13 14 11 12 11

Number of
outgoing trucks 2 4 3 4 4 3 2 2 3 3 2 3 2 2 11 12 11 12 11 10 12

Number of suppliers 4 3 4 4 5 3 2 10 9 9 8 7 8 11 18 17 17 19 18 16 20

Number of cross-dock 4 3 3 7 4 3 3 8 9 9 7 8 6 6 12 10 11 12 10 10 14

Product types 10 6 8 10 9 10 11 12 12 14 12 11 13 15 20 16 18 20 20 20 25

Number of customer 5 3 4 8 4 3 3 11 12 10 9 10 11 15 22 20 23 21 20 18 20

Several parameter values are generated using the uniform distribution function in this
problem. Parameters that are generated randomly include the capacity of the trucks, the
amount of customer demand, the amount of production of the manufacturers, the number
of products, the fuel consumption rate, and the distance traveled by the trucks between
the origins and the destinations. Sample parameter values are created and given in the
relevant tables for each problem. Table 15 list the minimum and maximum values that the
parameters can be assigned.

Table 15. Random parameters of the problem.

Customer demand U(0,30) U(0,30) U(0,30)
Product supply rate U(0,30) U(0,30) U(0,30)
Product weight U(0,10) U(0,10) U(0,10)
Incoming truck capacity U(0,10) × 1000 U(0,10) × 1000 U(0,10) × 1000
Outgoing trucks capacity U(0,10) × 1000 U(0,10) × 1000 U(0,10) × 1000
Origin between destination distance U(1,100) U(1,100) U(1,100)
Number of product type G U(1,10) U(1,10) U(1,10)
Fuel consumption rate U(1,20) U(1,20) U(1,20)

Two meta-heuristic algorithms for solving multi-objective problems, including the
NSGA-II faulty sorting genetic algorithm and the MOPSO multi-objective particle swarm
algorithm, were used to solve the proposed model. The Taguchi method was used to
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adjust the parameters of the algorithms. The advantage of the Taguchi method over
other experimental design methods is that in addition to cost, obtaining optimal levels of
parameters can be achieved in less time. One of the most important steps in this method is
to select an orthogonal array that estimates the effects of factors on the mean response and
variation. In this paper, the most suitable three-level test design is identified, and according
to the Taguchi standard orthogonal arrays, the L9 array is selected as the appropriate test
design to parameterize the proposed algorithms. A statistical measure of performance is
considered the S/N (signal to noise) ratio to adjust the optimal parameters, which includes
the average and changes. This ratio is desirable. The considered response variable is the
average of the four standard indices MID (mean ideal distance), MD (maximum spread or
diversity), spacing, and NPS (number of pareto solution) for multi-objective meta-heuristic
algorithms. Since this response variable is less, its corresponding S/N ratio is considered
as Equation (30). The proposed meta-heuristic algorithms were implemented for each
Taguchi experiment, and then the S/N ratios were calculated using Minitab 18 software.
The optimal values of the parameters of each algorithm are shown in Table 16.

S/NRatio = −10log(
sum

(
y2)

n
) (30)

Table 16. Optimal values of parameters in algorithms.

Algorithm Parameters Parameter Domin Amounts

NSGA-II

Iteration 100–300 300
Population size 50–100 100
Intersection rate 0.6–0.8 0.8

Mutation rate 0.1–0.2 0.2

MOPSO

Iteration 100–300 300
Population size 50–100 100

Cognitive constants, C1 1–3 3
Social constant, C2 1–2 2

4. Results

Sample problem 6 was solved at the small size level with the fixed parameters listed in
Table 4 and the random parameters listed in Table 6 with the four algorithms NSGA-II and
MOPSO. Based on this, the sequence of truck transportation operations in sample case 6,
for all four algorithms, is presented as the output analysis of the variables according to
the following tables. Table 17 show the transport sequences of the first truck in sample
problem 6 by solving the NSGA-II algorithm, and Table 18 show the transport sequences of
the first truck in sample problem 6 using the MOPSO solution method.

Table 17. Truck transport sequence 1 with NSGA-II algorithm for sample problem 1.

Origin Destination Product Type Number of
Products

Shipping
Sequence

Supplier 1 Cross-dock 1 E 7
1Supplier 2 Cross-dock 1 F 15

Supplier 3 Cross-dock 3 G 6 2
Supplier 3 Customer 1 D 14
Supplier 3 Customer 2 D 14
Supplier 2 Customer 3 D 13
Supplier 1 Customer 3 E 17
Supplier 2 Customer 1 F 8 3
Supplier 2 Customer 2 F 16
Supplier 2 Customer 3 F 18
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Table 17. Cont.

Origin Destination Product Type Number of
Products

Shipping
Sequence

Supplier 2 Customer 2 G 7
Supplier 3 Supplier 1 E 7
Supplier 2 Supplier 1 F 15
Supplier 3 Supplier 1 F 16 4

Cross-dock 3 Cross-dock 1 D 14
5Cross-dock 2 Cross-dock 1 F 16

Customer 3 Customer 1 D 14
Customer 3 Customer 2 E 8
Customer 3 Customer 2 F 18
Customer 3 Customer 2 G 13 6

Cross-dock 1 Customer 1 B 9
Cross-dock 1 Customer 3 D 14
Cross-dock 1 Customer 1 G 10
Cross-dock 1 Customer 2 G 7
Cross-dock 2 Customer 3 C 11 7
Cross-dock 3 Customer 1 E 17

Table 18. Truck transport sequence 1 with MOPSO algorithm for sample problem 1 (small level).

Origin Destination Product Type Number of
Products

Shipping
Sequence

Supplier 2 Cross-dock 2 D 8
Supplier 2 Cross-dock 2 E 8
Supplier 2 Cross-dock 2 H 11 1
Supplier 2 Customer 1 D 14
Supplier 2 Customer 2 D 13
Supplier 2 Customer 1 E 17
Supplier 2 Customer 2 E 4

2Supplier 2 Customer 3 E 8
Supplier 1 Customer 3 D 14
Supplier 2 Supplier 1 D 8
Supplier 2 Supplier 1 H 11 3

Cross-dock 2 Cross-dock 1 D 12 4
Customer 3 Customer 2 E 8
Customer 1 Customer 2 H 4 5

Cross-dock 2 Customer 3 C 17
Cross-dock 2 Customer 1 E 17
Cross-dock 2 Customer 2 E 4
Cross-dock 2 Customer 3 G 7
Cross-dock 1 Customer 3 E 17 6
Cross-dock 3 Customer 2 E 8

4.1. Comparison of NSGA-II and MOPSO Algorithms

Tables 19 and 20 show the values related to the criteria of several answers, time to
solve problems, distance from the ideal point, distance, and maximum coverage to compare
NSGA-II and MOPSO algorithms.

Execution time—One of the crucial criteria for measuring the performance quality of
an algorithm is its execution time, which in some articles is also referred to as execution
speed. This criterion becomes essential when the dimensions and complexity of the problem
increase. The execution time of these four methods in the three levels of small, medium,
and large sample problems are given in Tables 19 and 20 and Figure 3. In general, the
NSGA-II algorithm is more acceptable in terms of average runtime at both medium and
large sample problem levels.
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Table 19. Criteria values of the NSGA-II algorithm.

Example Size
NSGA-II

NPS Time (S) MID DM Spacing

1 Small 100 878.22 1.0918 50964 0.8515
2 Small 97 526.19 1.0601 3351 0.9425
3 Small 100 898.23 1.0361 5745.4 0.9863
4 Small 100 1204.84 1.1609 5082.3 0.8294
5 Small 100 911.26 1.0537 5281.4 0.9158
6 Small 99 392.67 1.0077 3667.4 0.9317
7 Small 99 711.97 1.1094 4616 1.0001

Mean 99.28 798.054 1.0742 4691.4 0.9226
1 Middle 100 2011.51 1.0466 9406.5 0.8803
2 Middle 100 2213.24 1.0494 9415 0.9962
3 Middle 100 3415.81 1.0453 11,761 1.0038
4 Middle 100 4313.86 1.043 11,291 1.0075
5 Middle 100 4201.49 1.0371 12,580 1.0718
6 Middle 100 3919.35 1.0394 13,449 0.9942
7 Middle 99 5077.08 1.0556 12,997 0.963

Mean 99.85 3593.19 1.045 11,557.07 0.9881
1 Large 100 19,202.23 1.0627 19,654 1.1429
2 Large 99 21,020.54 1.0748 21,012 1.1436
3 Large 100 210,695.14 1.0452 20,654.12 1.1259
4 Large 100 230,458.87 1.0872 23,012.45 1.1248
5 Large 100 26,748.65 1.0925 24,896.87 1.0258
6 Large 99 25,874.96 1.0745 23,968.97 1.0387
7 Large 100 27,987.56 1.0998 25,984.23 1.0587

Mean 99.714 22,715.28 1.0766 22,624.79 1.0941

Table 20. Criteria values of the MOPSO algorithm.

Example Size
MOPSO

NPS Time (S) MID DM Spacing

1 Small 100 817.45 1.1166 2708.6 0.8495
2 Small 77 473.64 1.1234 1365.3 0.803
3 Small 99 831.9 1.0548 2972.3 0.9092
4 Small 94 1161.45 1.2043 2897.9 0.7604
5 Small 95 853.09 1.0943 3108.5 0.8189
6 Small 98 381.79 1.0829 2430 0.907
7 Small 95 650.25 1.1492 2324.6 0.7806

Mean 94 738.51 1.1179 2453.88 0.8326
1 Middle 100 2044.69 1.0468 6090.3 0.9312
2 Middle 92 2320.03 1.0455 7155.5 1.0476
3 Middle 100 3451.65 1.0547 6141 0.8661
4 Middle 98 4364.47 1.049 7536.4 1.0063
5 Middle 98 4113.73 1.0404 7265.8 0.9996
6 Middle 100 3996.17 1.0364 8293.4 0.9286
7 Middle 96 5258.46 1.0625 6351.8 0.8655

Mean 97.714 3649.88 1.0479 6976.3 0.9493
1 Large 100 19,795.71 1.0877 10395 0.8874
2 Large 100 22,101.36 1.0689 11,256 0.8658
3 Large 100 20,985.87 1.0589 10,365.85 0.8953
4 Large 100 21,895.3 1.0489 12,365.35 0.9587
5 Large 96 27,014.32 1.0845 12,985.36 0.8596
6 Large 100 26,579.89 1.0895 12,645.84 0.9741
7 Large 93 28,012.56 1.0114 13,586.96 0.8254

Mean 98.42 23,769.27 1.06 11,942.91 0.8951
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Figure 3. Comparison between the average execution time of NSGA-II and MOPSO.

4.1.1. Distance from the Ideal Point

The MID index is used to calculate the mean distance of Pareto solutions from the
origin’s so-called ideal point. Considering the MID, it is clear that the lower the value of
this index, the higher the efficiency of this algorithm. The ideal point distance criterion,
which measures the optimal close Pareto proximity measure, was calculated for 21 sample
problems for the NSGA-II and MOPSO algorithms. In these 21 problems, the average
values of the NSGA-II algorithm in small and medium problems were less than for the
MOPSO algorithm. The DM index shows the variety of Pareto solutions. The higher the
DM value is, the better the algorithm performs.

4.1.2. Spacing

The spacing criterion for each sample problem was calculated for the NSGA-II MOPSO
algorithms, and the comparison of the mean of these two values for the sample problems
was performed at three levels to determine the most desirable algorithm. The spacing
criterion in the MOPSO algorithm was smaller than the NSGA-II algorithm and had
better performance.

4.1.3. The Most Expansion

The maximum expansion criterion for the 21 sample problems was calculated for the
NSGA-II and MOPSO algorithms. The criterion measures the maximum expansion density
of Pareto archive solutions, and a simple method was used to calculate it, i.e., without
considering the intermediate solutions, only the boundary solutions were used to plot the
extent of Pareto archive solutions. In this criterion, the average of the calculations shows that
the NSGA-II algorithm offers more comprehensive answers than the MOPSO algorithm.

5. Conclusions and Suggestions

The problem studied in this article was used to provide a model for the optimal
sequence of trucks and the cost of operations within the supply chain concerning three
objectives (minimizing the cost of transportation, minimizing the sequence of transporting
trucks, and minimizing carbon dioxide emissions) [42–45]. The mathematical model
approach is complicated due to the high number of variables and limitations related
to the number of trucks sending and receiving and the number of products required to
solve the problem. When increasing these variables, the dimensions of the problem and
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the solution time increase exponentially [46,47]. Therefore, two meta-heuristic algorithms
NSGA-II and MOPSO, were used to solve the model. The results of the calculations were
compared using four criteria. On average, the NSGA-II algorithm is more acceptable in
runtime for 21 sample problems at the three small, medium, and large levels. In terms of
distance from the ideal point, the NSGA-II algorithm is better. In the spacing criterion,
which measures the density of Pareto archive solutions, the MOPSO algorithm scores better
than the NSGA-II algorithm. The NSGA-II algorithm offers broader answers than the
MOPSO algorithm at the maximum expansion criterion. Because research in this area is in
its infancy, there is much opportunity for future research. Several areas in which research
can be expanded are listed below.

Generalization of the proposed mathematical model for modelling in the presence of
cross-dock systems with many entrances and exit doors.

It was assumed that temporary storage has unlimited capacity, while temporary stor-
age is usually limited in practice. This real-world assumption can be added to the model.

Generalization of the proposed mathematical model by considering the multi-
period mode.

Generalization of the proposed mathematical model of the problem by considering
uncertain parameters (for example, considering fuzzy demand for customers) given the
complex nature of docking systems.
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Abstract: Universal access to energy is a global challenge for sustainable development that requires
granting last-mile access to energy services to rural and isolated communities. However, achieving
access is not sufficient: it must be done affordably, reliably and with an adequate quality. Universal
access to energy goes beyond the mere selection of a technical solution or infrastructure; it demands
being able to design management models for projects aiming to guarantee that households may
access energy services in a sustainable way. This study analyzes the main elements (i.e., governance,
technological and business models) of management models in universal access to energy projects and
their impact on the different dimensions of sustainability (i.e., social, environmental, and economic).
The study then presents three case studies of rural electrification projects having different configu-
rations of the management model, with special focus on the differences in the business model, and
it analyzes their outcomes from a sustainability perspective. The analysis of the three case studies
suggests that the choice of the business model is key to ensuring sustainability, with fee-for-service
models giving the best results. The analysis also highlights the importance of collaboration and
involvement of the communities in projects engaging multiple agents with different roles.

Keywords: management model; rural electrification; sustainability; governance; technology; business
model

1. Introduction

Universal access to energy is essential to foster and guarantee the progress of less-
favored and isolated rural communities [1]. Energy poverty has become a world problem
and a threat to the environment, public health, safety, and the world economy [2]. According
to the United Nations, the 17 Sustainable Development Goals (SDGs) cannot be achieved
without sustainable energy, which is why high priority was given to affordable and non-
polluting energy in SDG 7 [3].

The world population with access to energy has increased from 83 percent in 2010 to
90.2 percent in 2021. However, and despite the overall improvement in access to energy
in the last years, rural areas in developing countries still show access levels that are far
from the objectives declared in the 2030 Agenda [4]. In these cases, the main challenge still
remains to address the “last mile” problem; that is, to reach to the most vulnerable and
isolated communities: 759 million people do not have access to energy yet, of which most
of them live in rural areas, representing a total of 85 percent of the global deficit in access to
energy services [5].

The SDG 7 states that universal access to energy must be achieved by using renewable
energies, improving the efficiency of energy systems, increasing international collaboration,
extending the infrastructure and developing technologies [3]. Therefore, guaranteeing
access to energy and energy services is not enough: it is imperative to provide reliable
and affordable energy of sufficient quality [6]. Additionally, it is necessary to increase the
production and delivery of energy services in a way that is compatible with the SDGs, a
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reason why the design of such provision must be made under the principles of universality,
diversity and sustainability [3,7].

The origin of the “last mile” challenge is that it makes it very expensive, often pro-
hibitive and not affordable, to provide remote rural communities with energy because the
demand for energy from these communities is relatively low. Therefore, energy providers
(ESCOs) discard those investments due to the impossibility to make them profitable without
increasing their tariffs or having them subsidized by the state; instead, they focus on urban
areas, densely populated and with higher average income population [8]. However, for
universal access to energy to happen, it is necessary not only to provide access to energy, but
also that the energy services are accessible: even when households may access a network
or purchase individual energy generation systems, access rates may remain low due to the
high initial costs, interconnection fees, wiring, and electric appliances. Hence, universal
access to energy requires the development of business models that make access affordable,
be it by means of subsidies or payment methods that are compatible with the economy of
the households. Long-term sustainability of universal access to energy must also consider
the local context and the different agents involved; for this reason, the underlying business
models must be tailored to the characteristics of the population and be flexible enough to
be consistent with local needs. Therefore, there is no single business model in universal
access to energy, but rather different possibilities and characteristics that may be particular
to each project. The big challenge is then being able to provide tailored solutions that do
not slow down the projects aiming to achieve universal access to energy [5].

Because of the abovementioned barriers, project managers not only need to focus
on using high-quality technology that may address local needs but must also ensure
that the project’s business model is consistent with cultural values, awareness, and the
agents involved in the planning and execution of the project [9]. In other words, a correct
management of the project will ensure its sustainability through the provision of a reliable,
high-quality and affordable access to energy in rural areas [10].

To further clarify what constitutes a correct management in sustainable rural electri-
fication projects, the main objective of this study is the elaboration of a comprehensive
management model to analyze how different configurations of the model may affect sus-
tainability. This is one of the main contributions of this study, as existing literature on
rural electrification rarely adopts a managerial view of the projects. The analysis involves
the examination of three different studies of real projects of rural electrification led by
private entities. The remainder of the study is structured as follows. Section 2 lays out the
possible configurations of the management model, with three different components (i.e.,
governance model, technological model, and business model), after observation of previous
academic research on rural electrification projects. Furthermore, it links the impact of the
different components of the management model with the three pillars of sustainability
(social, environmental, and economic). Section 3 analyzes in further detail three study cases
of rural electrification carried out by a private entity. Section 4 summarizes and discusses
the main findings of the research. Finally, Section 5 presents the conclusions and limitations
of the study.

2. Conceptual Framework
2.1. Management Modeling of Rural Electrification Projects

The configuration of a management model for rural electrification projects is complex
and multifaceted. Real cases of rural electrification projects cover primarily the techno-
logical elements, project funding and the roles of the different agents involved [11], even
though the terminology varies from one case to another [12]. From a wider perspective,
the configuration of the management model requires the consideration of aspects rela-
tive to ownership, operation and maintenance, selection of technologies, viability and
feasibility, funding, or stakeholders’ roles, among others [11–14]. This study synthetizes
these elements in three fundamental components: governance model, technological model,
and business model (Figure 1). While governance may often be equated to the broader
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idea of project management, in rural electrification projects its scope extends to owner-
ship of the initiative or project, the operation of energy provision and the relationships
between actors/stakeholders [13,14]. A similar clarification is required in the case of the
business model; while some may limit this component to the funding of the project, the
business model covers more aspects, such as system acquisition, maintenance, or payment
methods [12].
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2.1.1. Governance Model

Based on classifications of governance models of rural electrification projects found in
prior research, we can highlight three main elements: ownership of the project, operation
of the service and the relationships between agents [13,15,16]. Regarding ownership, the
projects may be state owned, privately owned, municipal property, community property, and
cooperative property [15]. State ownership refers to projects planned by the state and generally
managed by existing electric companies [17]; in contrast, privately owned projects are those
in which the systems and/or network that grant access to energy belong to the end users
or a private company [18–20]. Ownership falls in municipality or local authority, or in the
community, when the energy systems or network have been donated by an entity (public
or private) but the control and management of the electric service has been transferred
to the local authorities or to the community, respectively [21]. A final option is that of
cooperative ownership of the project, in which a group of individuals oversees, implements
and collectively owns the energy provision service to satisfy their energy access needs [22].

Regardless of ownership, the owner of the project is not necessarily responsible for the
operation and maintenance of the service; from the perspective of operation and economic
management of the service, there are two different options: either the service is operated
by the owner or by a third party [13,23]. When projects are privately owned and operated
by the owner, owners are responsible for the operation of the service, even though they
may delegate preventive maintenance to end users and corrective maintenance to expert
staff [24]; in state-owned projects, operation and preventive and corrective maintenance
are generally subcontracted to electric companies; in the case of municipal or community
ownership, citizens generally oversee operation and maintenance; finally, when service
operation is overseen by a third party, the responsibility for operation and maintenance of
the service is transferred to an entity that works autonomously from the owner; the staff of
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the third party has (or receives) the training and qualification to perform preventive and
corrective maintenance, and the entity receives economic payments from periodic (weekly,
monthly, yearly) service fees [25,26].

The third element of the governance model involves the relationships between the
agents participating in the project. Because of the need to mobilize resources to broaden
the coverage of the energy service, there are several actors involved in the energy service
provision in rural electrification projects in remote areas [11]. From the review of prior
experiences, three different forms of participation may be found: non-existent (the owner of
the project executes it autonomously and independently), public–private partnerships (PPPs),
and pro-poor public–private partnerships (5P) [27]. A PPP consists of agreements between the
public and private sector, where resources from both are combined to provide the service;
in a PPP, the public sector lays out the regulatory framework and protects the end users’
rights, while the private participants contribute to the project with resources, knowledge
and effective operation. The rise of initiatives oriented to improve universal access to basic
services in developing countries has led to the emergence of a new type of relationship (5P),
where not only states and private companies collaborate, but also incorporate other agents
to the project, such as microfinancing institutions, banks or credit unions, universities and
nonprofit, not-for-profit, and non-government organizations (NGOs) [17,21,27]. The main
objective of 5P is the provision of services to poor communities, often ignored in PPP due
to business risks. In 5P, poor people are not only users but also project partners; private
companies may develop corporate social responsibility initiatives, public bodies may fulfill
their obligation to provide universal access to basic services, and the communities may
collaborate in broadening such access.

2.1.2. Technological Model

Rural electrification projects may rely on different technologies, depending on how
dispersed are the potential users or their proximity to an existing electric network [28].
When the citizens and the communities live in areas that are close to an existing grid, and
the orography is not a problem, on-grid systems (i.e., extending the existing network) comes
up as an optimal solution [29]. On-grid systems provide enough electric power to connect
several lighting devices, such as lamps, and other electric appliances [30]. In these cases,
existing electric companies take on the initial infrastructure investment and operate the
service, including the maintenance of the different systems [31]. When expanding the
grid is not possible due to the fact of long distances between the users and the existing
network, off-grid solutions are necessary; off-grid systems are independent systems, able to
self-generate and store energy [32,33]. Among off-grid systems, there are different options
depending on the dispersion of users. If the dispersion is low, microgrids generate energy at
a local level and supply electricity to a reduced number of users, who are interconnected
through a shared distributed system [19,34,35]; when the dispersion is high, standalone
systems (e.g., solar home-systems) are the best solution, especially considering that the cost of
grid connection increases with distance from grid [18,36–38].

Energy generation technologies vary depending on the chosen system. Based on
the source of energy, they can be categorized as conventional, non-conventional (renewable),
and hybrid. Conventional technologies use fossil fuel [38,39], whereas non-conventional
technologies refer to those that use exclusively renewable energy sources [17,21,38,40,41]
and hybrid technologies combine both [20,28,38,42]. As the availability of renewable
sources of energy may be variable, non-conventional technologies make it necessary to
use energy storage systems, such as batteries; hybrid systems generally try to avoid the
use of batteries by incorporating diesel generators and reducing the capacity of storage
systems [43].
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2.1.3. Business Model

Ensuring that the business model of service provision is successful entails the collabo-
ration of different agents (e.g., the state, donors, NGOs, or private companies) [44], and
different alternatives can be offered to beneficiaries [45]. For instance, ownership of the
energy generation system may fall on the end user (customer) or in the owner of the project
(if state or privatelyowned). When customers own the system, they may have made a pay-
up-front purchase or have their purchase financed in different payment installments using
microcredits [46]. They are also responsible for the maintenance of the system, bearing the
costs associated with maintenance and repairs; to avoid exceptional high expenses, another
option is to make periodic payments (a maintenance fee), regardless of whether the systems
needs repairing or not [45].

If the customer does not own the system, an energy-as-a-service (EaaS) model may be
used. EaaS involves that the customer makes a periodic payment for energy provision that
includes maintenance and substitution of the system when it reaches end-of-life or end-of-
service-life [18,47]. EaaS improves the affordability of energy access because the energy
provider maintains ownership of the system and has a duty to keep it operational [45].
Additionally, in EaaS there are two possible payment methods: prepaid and postpaid [48];
the former allows customers to pay only for the energy used, avoiding expenses when they
do not have the money to make the payment (they would not have access to energy in the
meanwhile), whereas the latter allows consumers to have access to energy even when they
cannot make the payment occasionally (settling the debt in later installments) [49].

Finally, financing of all payments related to access to energy in rural electrification
projects generally are subsidized either by the state or other public entities, or by private
companies that bear a fraction of the cost of the equipment or the periodic fees; the subsidy
may be equal for all customers or proportional to their income.

2.2. Rural Electrification Management Models and Sustainability

Achieving sustainability in rural electrification projects is one of the main challenges
for developing countries [50,51]. The use of technologies that are tailored to rural areas
widens access to energy [7], but selecting the right technology might not be enough, as
it is necessary to consider all aspects related to sustainability throughout all the phases
of the project, both at a technical and management level [52,53]. For example, choosing
the right business model, achieving effective knowledge and technology transfer and
including the beneficiaries in the decision making process facilitate the sustainability of the
project [18,54,55].

Sustainable development refers to meeting “the needs and aspirations of the present
generation without destroying the resources needed for future generations to meet their
needs” [55]. A common view of sustainability is that of the three pillars, which differentiates
between social, environmental, and economic sustainability [56]. Social sustainability refers
to the ability of social identities, relationships, and values to continue in the future [57],
which requires that social cohesion is sustained and that individual needs are met [58].
Environmental sustainability represents the ability to improve human well-being, while
protecting the sources of raw materials and guaranteeing the integrity of ecosystems [59].
Economic sustainability refers to the ability of a project to sustain a given level of economic
production indefinitely [60,61]. To better guide the decisions of rural electrification projects,
the following subsections analyze the effect of the different possible configurations of the
management model presented in Section 2.1 in each of the pillars of sustainability, by taking
different frameworks defined to assess sustainability, either with a project management
approach [62,63] or a rural electrification view [64–67].
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2.2.1. Social Sustainability

The social dimension focuses on the improvement in the quality of life of the popula-
tion, and it is associated with the fulfilment of their basic needs and their active participation
in society. It is essential that the beneficiaries are involved in the development of the project,
from its design to its implementation, so that the projects are adapted to the particular
characteristics of the area and it is easier for the communities to appropriate the technology,
thus ensuring their awareness and actual use of the solution [54,68].

From the management model, all three components (i.e., governance, technology, and
business models) have a direct effect on different aspects related to social sustainability
found in prior literature: funding, energy equity, availability of services, availability of
support, profile of operation staff, degree of local participation, project duration, and
default rate, or affordability.

Funding helps assess whether the beneficiaries can take care of the periodic expenses
associated with access to energy, whether they should own the systems or whether the cost
of the service is subsidized to facilitate affordable access to the least favored [68]. These
decisions are affected by the governance model, through leadership and relationships
between actors, and by the business model, when establishing the modality of acquisition.

Energy equity refers to the requirement that the project must focus on poorest commu-
nities and with higher barriers in access to energy, regardless of their social condition or
the dispersion of such communities [63], which is highly related to the governance model,
depending on the involvement of the community in decision making, and to the technology
model, in system selection.

The service also must meet a minimum level of service offer and reliability, in what
constitutes the availability of services. Such level varies depending on the characteristics
of the community and must be analyzed as part of the project planning, considering the
specific needs of each potential user. Availability of services may be assessed based on
duration of energy shortages or blackouts as well as users’ perceptions [64,69,70], and
it is highly associated with the technological model. Additionally, beneficiaries may be
provided with the necessary resources to repair the systems or replace them if they are
beyond repair; in other words, they need to have available support, which must be both
accessible and affordable to users [20,69]. Availability of support is therefore associated
with the governance model, by defining who is responsible for service operation, and the
business model, by the defined maintenance fees.

Regarding the profile of operating staff, the project must include personnel that has
the required skills to operate and maintain the project, so that effective knowledge and
technology transfer to the beneficiaries is possible [64]. Additionally, the project should
include and empower women in such operation and maintenance tasks [68]. These aspects
are affected by the governance model, depending on how community participation is
incorporated into the project, which also affects the number of local population involved in
the design and operation of the project [62,69].

Choices in ownership (i.e., governance model) and service modeling (i.e., business
model) have an effect on the duration of the project. Rural electrification projects require an
adoption and adaptation period among end users, as well as additional maturing time that
facilitates analysis and fine tuning, which is why short and fast implementation projects
with no subsequent monitoring should be avoided [68].

Finally, it must be possible to assess whether access to energy is really affordable for
the beneficiaries or, on the contrary, it is necessary to revise the business model to change
system acquisition or service provision to prevent abandonment by the users, measured as
default rate [20,68,69].
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2.2.2. Environmental Sustainability

Environmental sustainability considers the different aspects that impact natural re-
sources and local ecosystems of the areas where the project will be implemented [6].
Decisions in the technology component of the management model are the ones with the
most direct effect on environmental sustainability, which may be assessed through CO2
emissions, impact on the ecosystem, replacement of other polluting sources or compatibility
with future grid services.

CO2 emissions facilitate quantitative comparison and selection of the most appropriate
technology to achieve lower levels of pollution. It is necessary that the project management
considers which is the right choice among the possible energy sources and systems [61].
Ecosystem impact is based on a qualitative and quantitative analysis of how respectful
with the environment is the service infrastructure of the project, both at visual and acoustic
levels. At the initiation phase of the project, the decision of the technology must consider
and analyze the characteristics of the area and the population, as well as the dispersion
of the community [62,64]. When developing rural electrification projects, current use of
energy sources must be considered, so that the system to be introduced provides the highest
reduction in the use of conventional sources and maximizes the use of non-polluting natural
resources in the area [68]. Finally, the solution must guarantee the compatibility of the
service with future developments and avoid the generation of technological waste due to
obsolescence or abandonment of the system [68]; that is, the technology should be flexible
and adaptable.

2.2.3. Economic Sustainability

The top priority of the project in the economic sustainability dimension of a rural
electrification project should be to have the ability to autonomously bear the costs associated
with the provision of the service in the future. Achieving economic sustainability requires
that the costs of the electric service are high enough to maintain the systems operational
in the long term but also low enough to guarantee affordability. Decisions of the business
model directly affect economic sustainability and, in general, different business models are
piloted, helping fine-tune the model until an optimal balance is achieved [5]. As seen in
Section 2.1.3, decisions in the business model include system ownership and acquisition,
maintenance mode, and payment methods. In developing countries, system acquisition is
often prohibitive to the residents in rural areas. Therefore, ensuring economic sustainability
involves the adoption of non-conventional business models where the end users only
assume a percentage of the total cost.

Broadly, economic sustainability may be assessed by observing the profitability of
the project, operation and maintenance costs, and capital and installation costs [68]. That
is, the project must (1) be profitable enough to facilitate scaling up, which is why the
business model must consider all the associated costs when fees and prices are set-up;
(2) observe the economic resources necessary to ensure continuance of the project (higher
economic resources entail higher fees and costs for beneficiaries); (3) consider the initial
investment to deploy the technical system for energy provision (higher investment in more
difficult implementations).

Table 1 shows a summary of the potential impact of decisions in the configuration of
the business model on the three pillars of sustainability. The following section analyzes
the effect of different decisions in the configuration of the management model in the
sustainability of three real projects of rural electrification.
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Table 1. Impact of decisions in the management model on sustainability in rural electrifica-
tion projects.

Dimension

Model Component

Governance
Model

Technological
Model

Business
Model

Environmental

CO2 emissions X

Impact on the ecosystem X

Replacement of other polluting sources X

Compatibility with future grid service X

Social

Funding X X

Subsidies X X

Energy equity X X X

Availability X

Maintenance availability X X

Profile of operators X

Project duration X X

Degree of local ownership X

Default rate X

Economic

Profitability X

Operating and maintenance costs X X

Capital and installation costs X

3. Case Studies
3.1. Overview and Previous Considerations

This section showcases the analysis of three rural electrification projects in remote
areas of Peru and Mexico. The three projects were led and developed by acciona.org, the
corporate foundation of ACCIONA. Acciona.org’s projects are based on four fundamental
principles: (1) the projects are aligned with the main activity of the corporation with impact
on human development (energy, water, and sanitation), which helps take advantage of
the knowledge, expertise, and developed networks on these areas in developing regions
while also empowering local employees; (2) prioritization of projects in areas that are less
attended by other institutions, primarily impoverished rural and remote areas, where
service provision is not planned; (3) the main objective of the projects must be the design of
solutions that are sustainable in the long term. To do so, affiliate non-for-profit organizations
are established; the affiliate organizations act as service providers, which facilitate the
creation of long-term relationships with the beneficiaries; (4) collaboration with other
local, national, and international organizations, including public, private and academic
institutions, as well as other civil society organizations and local communities.

The three projects share some characteristics in their configuration of the management
model. The governance model is based on private ownership of the projects, initiated
by acciona.org and executed by their national affiliates, in this case acciona.org Perú and
acciona.org México. The relationship model is 5P, with different collaborating actors at all
levels. An advantage of the 5P configuration is that it guarantees the support of larger public
and private entities to promote the project while bringing closer the potential beneficiaries
by means of existing communication channels that facilitate adaptation of the project
(e.g., local population, banks and credit unions, NGOs) as well as innovation through
collaboration with academic and research institutions. 5P models also help overcome a
big limitation of purely private ownership with no relations, where the design and the
decisions in the other elements of the management model are mostly driven by the risk
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and low profitability of this kind of projects, which hinders the involvement of the local
communities, the understanding of their needs and adaptation of the projects [48,71].

Except for slight differences, the three case studies include similar configurations
of their management models in the governance (privately owned, 5P) and technology
components (non-conventional, off-grid standalone systems; the technology of the three
projects is based on solar home systems due to the dispersion of the communities and
long distances to the electric network). Thus, even though the main implications of this
configuration on the sustainability of the project will be analyzed, the main focus of the
analysis will be the impact of the decisions related to the configuration of the business
model on the sustainability of the projects. The following subsections introduce the setting
of the three projects and analyze their management model according to the components
presented in Section 2.

3.2. Case Study 1: Luz en Casa Cajamarca

Peru had a poverty rate of 30.1 percent in 2020. Access to electricity now extends
to 98.35 percent of the country, but this figure drops to 92.45 percent in rural areas [71].
The department of Cajamarca, with 1.5 million inhabitants, has the lowest electrification
rate in the country due to the wide dispersion of households in rural communities, which
account for 70 percent of the population [72]. The “Luz en Casa Cajamarca” project (Table 2)
was developed by the Spanish acciona.org foundation and the Peruvian civil association
acciona.org Peru—the affiliate of the acciona.org foundation in Peru. The main objective of
the project was to improve access to energy in the region of Cajamarca.

Table 2. “Luz en Casa Cajamarca”: Project overview.

Project Title Luz en Casa Cajamarca

Beneficiaries Residents in Cajamarca, Peru
Project Period 2009–2021

Institutions acciona.org foundation
acciona.org Peru

Banco Interamericano para el Desarrollo (BID)

3.2.1. Governance Model

“Luz en Casa Cajamarca” is a privately owned project led by acciona.org. In this
project, members of the community are selected to work for acciona.org as freelance
technical staff, and they oversee installation, set-up, and corrective maintenance of the
systems, and provide support in shortage and reconnection tasks.

Local management of the project is performed by acciona.org, which assumes the
project’s operational tasks. Acciona.org is supported by a network of volunteers who
provide occasional collaboration and by the Committees of Photovoltaic Electrification
(CEFs). CEFs are a key agent in the operation of the project, acting as intermediaries
between acciona.org and end users, helping in system inspection tasks and preventive
maintenance, and collecting, transporting, and depositing the periodic fees associated with
the service.

The relationship model can be labeled as 5P, including the collaboration of the ac-
ciona.org Foundation as promoter, funding body, coordinator, and supervisor; acciona.org
as promoter and long-term operating agent; Ministerio de Energía y Minas (MEM) and
Organismo Supervisor de la Inversión en Energía y Minería (OSINERGMIN) as regulators;
Banco Interamericano para el Desarrollo (BID) as co-financer; Universidad Politécnica de
Madrid (UPM) as academic and technical advisor; municipalities as partners and commu-
nities; CEFs as users and representatives.

3.2.2. Technological Model

Electricity was generated by second-generation solar home systems (SHS), standalone
portable equipment that use renewable energies and allow to reach homes that fall out
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of the grid extension plans. SHS are solar photovoltaic generators rated between 11 and
100 Wp (Watt-peak) and have a storage battery [73]. Second-generation SHS are equipment
specifically designed to optimize solar energy use, with higher capacity and efficiency than
first-generation systems but lower required power. A novelty of these systems is that they
feature a DC-DC voltage adapter for radio to allow radio connection of different voltages
below DC 12 V and a socket to charge mobile phones [74]. Therefore, the service provided
by the SHS in the project allows up to four hours of light using spotlights and the charge
and use of entertainment and communication equipment, such as mobile devices.

3.2.3. Business Model

The business model was based on EaaS, where a monthly fee is charged for service
provision. In this model, the users did not buy the systems: the systems were owned by
acciona.org, which also oversaw maintenance and replacement in case of system failure
or end-of-service-life. The decision to implement EaaS was made upon a cost analysis
that showed that it was the only option that could support sustainable operation and
maintenance costs, even assuming that the complete initial investment would not be
recovered. To ensure affordable tariffs, it was necessary to negotiate with the Peruvian
government to design a policy and regulatory framework for regulated tariffs in rural
electrification with off-grid photovoltaic systems, and to incorporate the tariff into the
national cross-subsidy system. The system established that 80 percent of the fee was paid
by the state, and end users payed the remaining 20 percent of the fee. These amounts
were set after consideration of the average household expenditure of 16.4 soles in access
to energy (kerosene, candles, batteries) prior to the start of the project and the calculation
of operation costs of the project to ensure sustainability. Prior to the coming into effect of
the framework, the service fee was 15 soles per month, whereas after the implementation
of the project, the fee was reduced to 10 soles per month, which was paid periodically
once the service was provided (i.e., a postpaid system). Figure 2 shows a summary of the
management model of the “Luz en Casa Cajamarca” project.
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3.2.4. Main Results and Impact on Sustainability

“Luz en Casa Cajamarca” provides energy to 3910 households spread through 188 dif-
ferent communities after 12 years. With the project, acciona.org set in motion a social
model that is close to the community and the users, who are not only beneficiaries of
the service but can also take part in the operation and management of the project. The
data from quantitative questionnaire-based satisfaction surveys of all users showed high
rates of acceptance of the project among beneficiaries; additionally, the model ensured
affordable access to energy, as default rates dropped from 3.03% to 0.19%. Awareness and
sensitivity activities in the communities have increased credibility and seem to validate the
management model. Users highlight time availability as one of the main advantages of the
system, as they now have study and cooking time at night.

The project contributed to prevent the emission of 1544 tons of CO2 per year and the
generation of 1.65 tons of battery waste, with a minimal environmental impact due to the
use of SHS that do not require the deployment of any additional infrastructure. Energy
savings for households was estimated to be 656,880 soles per year (approximately EUR
163,000 per year).

The project made energy fees affordable for users with a balance between revenue and
costs that ensures the economic viability and continuity of the project. The technology also
helped reduce initial costs associated with infrastructure deployment: standalone SHS cost
2000 soles, compared to a cost of 70,000 soles for grid extension in these areas.

From a sustainability perspective, we observed two main shortcomings of the project.
The first of them was related to corrective maintenance and operation, both at economic and
human levels; because of the isolated and remote location of households, it is very difficult
to supply repair parts, as well as to effectively repair faulty systems and collect service fees.
The second shortcoming had to do with the low availability of qualified technical staff;
even though the project put emphasis on the identification of users with communication
and social mobilization skills to increase awareness and reach all potential beneficiaries, it
is still necessary to identify residents with the minimum required technical skills.

3.3. Case Study 2: Luz en Casa Oaxaca

In 2010, 3 million people (2.6 percent of the population) did not have access to energy
in Mexico yet. In Oaxaca, this percentage rose to 5.3 percent due to the remote and isolated
location of the households [75]. The “Luz en Casa Oaxaca” program (Table 3) was ideated
by the acciona.org foundation and the local acciona.org México, analogously to “Luz en
Casa Cajamarca”. The main objective of the project was to improve access to energy in
the state of Oaxaca. The project is now included in the broader EncASa Oaxaca program,
which seeks to provide integral and universal access to different basic services: electricity,
drinking water, sanitation, and clean cooking.

Table 3. “Luz en Casa Oaxaca”: Project overview.

Project Title Luz en Casa Oaxaca

Beneficiaries Residents in Oaxaca, México
Project Period 2012–2021

Institutions acciona.org foundation
acciona.org Mexico

Gobierno del Estado de Oaxaca
Agencia Española de Cooperación Internacional para el

Desarrollo (AECID)
Agencia Mexicana de Cooperación International para el

Desarrollo (AMEXCID)
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3.3.1. Governance Model

Same as “Luz en Casa Cajamarca”, this project was privately owned by the acciona.org
Foundation and acciona.org Mexico. Acciona.org Mexico is formed by a team of local
technical staff from the country, which facilitates the communication with the communities
(indigenous habitants represent 35 percent of the population in Oaxaca and the region is
the most linguistic diverse in the country, with more than seven languages and dialects
spoken, such as Mixteco, Zapoteco, and Chinanteco). Acciona.org México is in charge of
local management and operation of the project.

The relationship model was 5P, with the collaboration of the acciona.org foundation
as promoter, funding body, coordinator and supervisor; acciona.org México as promoter
and responsible of the project in the long term; Gobierno del Estado de Oaxaca, Agencia
Española de Cooperación Internacional para el Desarrollo (AECID), and Agencia Mex-
icana de Cooperación International para el Desarrollo (AMEXCID) as co-financers and
intermediaries. The international organization KIVA participated as micro-financers, local
municipalities acted as partners, and the communities and CEFs participated as end users
and representatives.

3.3.2. Technological Model

The project consisted of the deployment of third-generation SHS, or pico photovoltaic
systems. An additional benefit of third-generation systems when compared to second-
generation SHS (such as those used in “Luz en Casa Cajamarca”) is that they are more
compact, lighter, easier to install and use (plug and play), and that they have integrated
LED lights that allow for more efficient use of energy, in turn extending the duration of the
batteries [74]. Third-generation SHS also use lithium batteries (instead of lead batteries),
further reducing the weight of the system which, in turn, facilitates transportation to the
communities [76].

3.3.3. Business Model

In “Luz en Casa Oaxaca”, the end users acquired and owned the systems due to the
impossibility of implementing EaaS models when the project started due to regulatory
constraints. In this user-ownership model, end users paid for half of the cost of the system
and the other half was subsidized by the project’s funding bodies. Additionally, if a user
could not afford the payment up front, different installments could be made by participating
in a micro-credit program directed by KIVA (this program was only active in 2014). As end
users owned the systems, they were responsible for maintenance, which entails additional
costs beyond the warranty period of the systems.

The model requires higher availability of maintenance than EaaS because the end
users have to be able to reach acciona.org’s technical staff for diagnostic and repairing
tasks. This decision also has an impact on the governance model, by delegating operational
tasks in each area to local entrepreneurs who, from the so-called Centros Luz en Casa
(CLCs), provide support and receive fee payments; they also establish franchises to sell
appliances that are compatible with the SHS in order to extend the functionalities of the
systems beyond lighting. CLCs are usually already existing local businesses located in
reference sites that dedicate part of their space and time to support “Luz en Casa Oaxaca”
users. Local entrepreneurs receive training to provide effective corrective maintenance
and keep constant communication with the project’s management bodies for fee and
stock management; in return, they receive a commission fee for each repaired system or
sold item. Currently, the project has five CLCs and four Centros EncASa (the latter offer
support for sanitation, cooking and drinking water services, in addition to SHS systems
and compatible appliances).

Figure 3 summarizes the management model of the “Luz en Casa Oaxaca” project.
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3.3.4. Main Results and Impact on Sustainability

The project, including Luz en Casa Oaxaca and EncASa Oaxaca, provided energy
access to 8525 households in 628 communities after 9 years. Acciona.org subsidized the
systems through a partnership involving several public and private entities, ensuring
affordability for the most needed and improving universal access. The multi-agent con-
figuration, supported by the CEFs and CLCs, provided higher availability of repairing
staff than the “Luz en Casa Cajamarca” project through the identification and training of
personnel with technical skills, in addition to awareness and social sensibilization skills.
Three out of the nine local entrepreneurs were women who have become referents in the
communities they provide support to, advancing towards gender equality. The partnership
with public agents helped not only subsidize the systems but also improve and facilitate
communication with the communities and a previous identification of the communities
that would benefit from the project.

The SHS helped prevent the emission of 1075 tons of CO2 per year and 12.42 tons
of uncontrolled battery waste, with low impact on the environment. Household energy
savings were estimated at 18.75 M pesos per year (approximately EUR 758,200 per year).

The subsidization program reduced cost acquisition in half, facilitating affordability,
and the SHS reduced initial and deployment costs.

We observed two elements that could be improved from a sustainability perspective.
First, maintenance costs may be high for end users. Because of the business model, costs
associated with maintenance and repairing are not included in the price and, therefore,
must be bore by the users, increasing costs in the case of system failure. Consequently,
repair rates were low and, in some cases, the systems were abandoned when they stopped
working because users could not afford the cost associated with repairing or replacing
the system. Second, subsidization of system acquisition makes it necessary to increase
awareness and sensibilization, as having the system subsidized increases the perception of
higher costs if replacements are needed, which in turn may increase system abandonment
rates. However, the alternative is to use conventional sources of energy, which are more
harmful for both end users and the environment.

3.4. Case Study 3: Luz en Casa Amazonía (Napo)

In the Amazon rainforest area, only 82.7 percent of the population has access to electric
energy [71], which means that about one in five people do not have access to energy. The
“Luz en Casa Amazonía” Project (Table 4), designed by the acciona.org foundation and
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acciona.org Perú, aimed to improve access to electric energy of indigenous communities in
the Peruvian Amazon rainforest.

Table 4. “Luz en Casa Amazonía”: Project overview.

Project Title Luz en Casa Amazonía

Beneficiaries Residents in the Peruvian Napo, Ucayali and Amazonas River basins
Project Period 2016–2021

Institutions acciona.org Foundation
acciona.org Peru

Agencia Española de Cooperación Internacional para el
Desarrollo (AECID)

Fondo Nacional de Desarrollo Científico, Tecnológico y de Innovación
Tecnológica (FONDECYT)

3.4.1. Governance Model

Analogously to the previous two projects, “Luz en Casa Amazonía” was privately
owned by the acciona.org foundation and acciona.org Peru. Acciona.org Peru is supported
by CEFs and has CLCs for local management and operational tasks, including fee collection
and payment, repairs, and sales.

The relationships are 5P, with the collaboration of the acciona.org foundation as
promoter, funding body, coordinator, and supervisor; acciona.org Peru as promoter and
long-term operator; Ministerio de Energía y Minas (MEM) and Organismo Superior de la
Inversión en Energía Minera (OSINERGMIN) as regulators and policymakers; the Peruvian
Government, Agencia Española de Cooperación Internacional para el Desarrollo (AECID),
and Fondo Nacional de Desarrollo Científico, Tecnológico y de Innovación Tecnológica
(FONDECYT) as co-financers; Universidad Politécnica de Madrid (UPM), Fundación de
Ingenieros del ICAI para el Desarrollo (FICAID), and the Instituto de Investigación Tec-
nológica (IIT) as academic and technical advisors and partners; municipalities as partners;
communities, CLCs (four), and CEFs as users, representatives, and micro-franchises.

3.4.2. Technological Model

The technology applied for service provision was based on third-generation SHS
(same as in “Luz en Casa Oaxaca”), but using the pay-as-you-go (PAYG) functionality of the
system to simplify the payment process. According to the World Bank, PAYG is one of the
most effective solutions to provide decentralized access to energy in remote communities
of developing countries [77]. PAYG systems, which were not used in the previous two
projects, allow for a prepaid system of energy provision in which the end user pays a fee for
a code that unblocks the SHS for a period of time. Once that period expires, the user must
complete another payment and a new unblocking code is generated, or else the SHS will
be blocked. Therefore, PAYG systems facilitate remote management of off-grid systems,
reducing default rates and the risk associated with the initial investment [78].

3.4.3. Business Model

As in the “Luz en Casa Cajamarca”, the energy was provided as EaaS. The business
model improves the affordability of the technology: users can also benefit from cross
subsidies and the tariff is regulated; therefore, end users only pay 20 percent of the total
costs (approximately 9 soles per month). The main difference with the “Luz en Casa
Cajamarca” project was that PAYG systems give more freedom to end users, which can
accommodate their consumption to their disposable income.

Figure 4 summarizes the management model of the “Luz en Casa Amazonía” project.
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3.4.4. Main Results and Impact on Sustainability

The project provided access to energy to 1518 households in 58 communities after
5 years. From a social sustainability perspective, acciona.org spread out a clean electrifica-
tion solution for remote rural indigenous communities that minimizes the use of fossil fuel.
According to satisfaction surveys collected by the project promoter with replies to a quanti-
tative questionnaire of all participants in the pilot project, all the beneficiaries (100 percent)
reported the highest level of satisfaction with the use of the SHS, and the majority of them
(98 percent) were also satisfied with their energy savings. The multi-agent model and the
incorporation of the CEFs and CLCs make service management and operation viable, as
the households are only accessible by the river, and the weather conditions (temperature
and rain) are extreme, which further complicates distribution and support.

The implementation of PAYG systems also has a positive impact in operation and
management because prepaid installments help reduce default rates (which are close to
zero) and delays in fee payments (a reduction of 83 percent, from 68 to 11 days). CLCs
have made 80 percent of system repairs (including a 13.2 percent rise in the last year), thus
reducing trip cost and time of local entrepreneurs and facilitating maintenance.

With a minimal environmental impact, the project has helped reduce 158 tons of CO2
emissions per year and prevented 13 tons of uncontrolled battery waste. The estimated
energy savings for all households was 216,133 soles per year (approximately EUR 53,365 per
year). The EaaS model also favors environmental sustainability because acciona.org was
responsible for the management of faulty systems, which were collected and sent to the
provider of the SHS for adequate recycling of each component.

Fees have been made affordable, and the balance between revenue and costs ensures
the continuity and economic sustainability of the project.

Despite the good results of the project, we observed a missed opportunity, because
EaaS with prepaid modes may enable the use of information and communication technolo-
gies to improve fee collection and management, as well as the delivery of activation codes
to users.

4. Discussion

Upon the analysis of the three case studies of rural electrification project, we can assess
the impact of different configurations of the management model in the sustainability of
the projects.
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4.1. Social Sustainability

First, we observed a strong influence of the governance model in the social sustainabil-
ity of the project, with better results in the projects where the number of agents involved
in the operation of the project was higher. From the three projects under analysis, it is
recommended to incorporate actors that (a) facilitate awareness and social sensibilization,
(b) facilitate knowledge and technology transfer, and (c) know the local culture and cus-
toms [11,71]. For example, the incorporation of the CLCs in the latter two projects was
so successful that CLCs have been added to the “Luz en Casa Cajamarca” project, which
now has 12 active CLCs. The inclusion of entrepreneur profiles and CEFs in the projects
improves the availability of maintenance, allows for training of local users, increases the
participation of women in technical tasks and, in the end, facilitates the continuity of the
project by generating a socially sustainable model.

The business model also has an effect on the social sustainability of the project. From
the analysis of the three case studies, EaaS seems to offer better results in improving
affordability, which is one of the main challenges in universal access to energy [43]. Besides,
EaaS guarantees maintenance and replacement of faulty systems which, in turn, contributes
to continued use and (again) to universal access because repairs do not entail additional
cost for end users [77].

Funding and subsidization are also key for social sustainability. Both are heavily
dependent on the agents involved in the project (states, regulators, and policymakers) and
the resulting business model [79,80]. For example, only after the negotiations of acciona.org
in Peru it was possible to create a regulated EaaS tariff for photovoltaic systems, which in
turn made it possible to subsidize the fee and improve affordability of the systems.

4.2. Environmental Sustainability

In all three cases the results were similar, a result consistent with the use of the same
technological model in the three projects (standalone systems using non-conventional or
renewable sources). The positive results confirm previous literature, which identifies this
kind of systems as the most adequate choice in rural electrification projects because they
can reach remote and disperse communities, have high reliability and provide a more
stable access to energy that does not depend on conventional grids nor requires complex
infrastructure [55,81,82].

However, the use of systems that have a limited service life (mainly because of the
batteries) requires the establishment of protocols to facilitate recycling of the different
elements of the SHS, which otherwise would generate toxic waste and damage to the
ecosystems [43]. Current trends in rural electrification assess whether it is possible to use
fewer batteries to reduce the waste generated by SHS [82] by using independent micro-
grids that rely on hybrid sources (e.g., solar and diesel) and require much lower battery
capacity [69]. For instance, the acciona.org foundation is currently piloting a project in
Copal Urco (Peru) to validate the sustainability of the technological model with hybrid
sources (using diesel only as a backup source of energy generation).

4.3. Economic Sustainability

Economic sustainability is affected by the three main components of the model, as
every aspect had a direct impact on the total costs and profitability of the project. First, the
use of standalone systems has lower initial and infrastructure deployment costs, which
favors economic sustainability [82]. Second, multi-agent governance models also have a
positive effect on the economic sustainability of the projects; for instance, when the project
incorporates the CLCs, maintenance costs are reduced due to the fact of less frequent trips
and higher repair rates [79]. Third, projects operated as EaaS achieve a balance between
revenue and costs that facilitates economic sustainability [81], even though profitability is
only possible when a regulated tariff and subsidy are in place. This seems to suggest that
fee-for-service models (both for system acquisition and maintenance) offer better results
regarding economic sustainability.
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5. Conclusions

The first part of this study showed a great variety of possible configurations of the
management model in rural electrification projects. From a review of the literature, we
elaborated a model that showed the different elements of the management model with three
main components: governance, technological and business models. The governance model
included all aspects relative to the actors involved in the project: owners/promoters or
operators and their relationship with other agents, such as financers, regulators, academic
institutions, and the communities and users that gain access to energy. The technological
model considers choices in the technology based on the location of the communities, their
dispersion, proximity to an existing grid, and available sources of energy generation. The
business model includes how the systems are acquired and owned, maintenance costs, and
the type of contract for service provision.

Our review highlights the concerns of rural electrification project promoters about
achieving sustainability and affordability of the service to provide effective universal access
while considering the diversity of each context that requires flexible and adaptable solutions.
It is very complex to make decisions about the management model that improve the three
dimensions of sustainability (social, environmental, and economic) because, most often,
economic sustainability (namely, the profitability of the project) becomes the most relevant
variable. It is not rare to observe decisions that improve the profitability but at the expense
of affordability for end users.

Our analysis of the configurations of the management model of rural electrification
projects identified 16 elements and their impact on the dimensions of sustainability. From
the analysis, we observed that the environmental sustainability was mostly dependent on
the technological model, but the business model had the higher impact on the social and
economic sustainability of the project. The analysis of the three case studies under the lens
of the management model and its impact on the sustainability of the project facilitated the
identification of the strengths, weaknesses and areas of improvement of each project.

The main finding of the study is the key role of the business model and the collabo-
ration between the agents involved in the sustainability of the projects. The choice of the
business model is critical, and the analysis showed that fee-for-service models seem more
adequate to ensure sustainability of the project. Socially, it allows for affordability of the
systems to users in extreme poverty, by combining the fees with subsidies. Economically,
in combination with an adequate regulatory framework and subsidization, it facilitates
profitability and reduces operation and maintenance costs notably.

Collaboration between agents is essential to achieve sustainability. The analysis of
the case studies suggests that variety of roles is important and that the communities and
end users must have an active role in the project. In this sense, 5P and involvement of the
communities in operational tasks seem to highly favor social sustainability.

The study is not exempt from limitations. Most notably, the three case studies had
very similar configurations of the governance and technological models. While this choice
allowed us to better understand the effect of the different configurations of the business
model on the sustainability of rural electrification projects, a wider selection of case studies
with different configurations of the governance and technological model are necessary to
better understand the impact of each element of the management model on the different
dimensions of sustainability.
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Abstract: Floating storage and regasification units (FSRU) provide a flexible and competitive energy
distribution option when it comes to the regasification of liquefied natural gas (LNG). FSRU projects
have become more and more popular, attracting the interest of investors, energy authorities, and
governments; therefore, the project feasibility in terms of risks and profitability are a major concern.
This paper deals with the appraisal of a greenfield LNG infrastructure project, where usually, decision
complexity deals with the high number and different expectation of stakeholders, the capital-intensive
financing nature, and the business risks in the project life cycle. Conventional wisdom is to provide a
coherent, compact, and well-structured appraisal modelling framework, adjusted to FSRU technical,
structural, and operational features on one hand; and business risks, long-term life cycle, and
investment attractiveness on the other. Appraisal modelling structure and outputs are considered to
provide key messages to the decisions involved and interested parties toward the project feasibility
and the associated investment risks for the implementation of the FSRU project. The proposed
modelling framework was applied to the Alexandroupolis FSRU project, where the first discussion
was many years ago, but the existing conditions in the energy market are raising the interest for
developing energy distribution facilities globally.

Keywords: FSRU; LNG; appraisal modeling; modeling energy project appraisal; economic assessment;
project incentives; energy project accounting; greenfield project planning; project due-diligence

1. Introduction

As the need for a more sustainable and decarbonized future is continuously grow-
ing [1], natural gas (NG) has become one of the main primary energy sources in the world,
due to its environmentally friendly nature and its multiple uses across a number of sectors.
In the European Union (EU), NG is mainly used to produce electricity and for heating
purposes, but it can be expanded to new fields such as agriculture [2] and aviation [3], and
it is the second most commonly used energy source, combining for 23.1% of total energy
consumption for the year 2018 [4].

One of the biggest challenges in energy consumption that places such as Europe have
faced is the extremely high dependency in NG imports. Since the only EU members which
have facilities for the production of NG are Norway and the Netherlands, the import
dependency of NG has reached almost 90% for 2019, with Russia being the main supplier,
providing 41.3% of the NG used in European Union countries for 2019 [4], although the NG
flow from Russia to the European Union is projected to significantly decrease in the coming
years [5,6]. This relationship strongly affects the European gas market [7,8]. The EU, in
need of securing its energy stability and primary sources availability, set the diversification
of energy sources to supply one of the main aims of its energy policy [9].

For NG, this can be succeeded by Liquefied Natural Gas (LNG), which allows NG
to be transported in large quantities all over the world [10], without the location-specific
limitations that underground pipelines create. The traditional supply chain of LNG includes
gas production, liquefaction, shipping, storage, and regasification [11]. LNG is a liquid state
of natural gas which is cooled to below 113.1 K, and its volume is 600 times smaller than
that of NG [12]. Upon reaching its destination, LNG is reverted to natural gas at import
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terminals and distributed via pipelines to the final consumers [13,14]. The conversion from
the liquid phase of LNG to gas can be implemented using onshore facilities or regasification
ships moored at specially designed docks for this purpose, allocating significantly fewer
capital expenses than the onshore terminals [15,16]. In the last case, the terminal is based
on a Floating Storage and Regasification Unit (FSRU) permanently moored at the jetty and
periodically supplied by an LNG carrier. FSRU, for small- and mid-sized markets, typically
offer a more cost-effective, faster, and flexible means to bring natural gas to consumers
compared to shore-based terminals [17–19]. In 2020, there were 34 FSRU operating, and 12
more are under construction [20]. Most of these stations are located in Eastern Asia and
America. Europe are currently operating only five FSRU: in Toscana, Italy; in Klaipeda,
Lithuania; in Aliaga and Dortyol, Turkey; whereas the most recently constructed FSRU is
the one in Krk, Croatia, which started operation in 2021 [21,22]. Moreover, the only FSRU
that is currently constructing in Europe is in Cyprus [21].

Greece is one of the EU members that is most dependent in NG imports, since it
imports the 100% of its needs. The energy transportation to renewable sources has turned
NG to one of the main energy sources used in Greece, increasing the usage from 3.500 mil
NM3 in 2009 to almost 5000 mil NM3 in 2019 [23]. The need for the diversification of
sources has also changed the ways that Greece imports its NG quantities, and increased the
needs for LNG. The LNG supplied to Greece for 2019 was 47.6% of the whole NG imported,
whereas it was only 19.7% in 2018 [23]. According to Greece’s yearly National Natural Gas
System (NNGS) allocation data, the LNG was supplied mainly from USA (48.26%) and
Qatar (22.36%) [24].

While the demand is growing so fast, the necessity for more expanded and well-
developed natural gas distribution infrastructure is rising as well. Greece currently disposes
an onshore terminal facility for the regasification process in Agia Triada, next to Athens.
Besides this, a new energy projects initiative with the approval of the government decided
on the construction of a new FSRU station at the Alexandroupolis sea area, located in the
northern part of Greece.

This paper sets a comprehensive dynamic framework to evaluate the feasibility and
economic footprint for the development of a new FSRU Station, considering the energy
market characteristics, the project development phases, and the financing volatility. By a
systemic approach, the appraisal modelling is presented, and it is applied to the Alexan-
droupolis city FSRU project in Greece. The output sensitivity, reviewed based on the FSRU
station usage rate, linked the project viability with the energy demand risks. Additionally,
the analysis provides key messages to planners and decision-makers regarding the incen-
tives towards FSRU project implementation, promoting risk-sharing measures towards
investment attractiveness.

This paper’s novelty is to provide a coherent FSRU appraisal modelling structure
adjusted for a new energy infrastructure project with a long-term payback period and high
volatile business environment, which may support planners, economists, and decision-
makers to illustrate conclusions on project feasibility, compare it with other projects, and
apply it to similar cases. The analysis output sensitivity, reviewed based on the energy
FSRU station usage rate, linked the project viability with the energy demand risks. Addi-
tionally, the analysis provides key messages to planners and decision-makers regarding
the incentives towards FSRU project implementation, promoting risk-sharing measures
towards investment attractiveness. This paper’s novelty is to provide a coherent FSRU
appraisal modelling structure adjusted for a new energy infrastructure project with a long-
term payback period and high volatile business environment, which may support planners,
economists, and decision-makers to illustrate conclusions on project feasibility, compare it
with other projects, and apply it to similar cases.

2. Alexandroupolis FSRU Station Features

The Alexandroupolis, Greece, FSRU Station is planned to be constructed in the sea area
southwest of the town of Alexandroupolis at a distance of 17.6 km from Alexandroupolis
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Port (Figure 1). The floating unit is planned to have four LNG storage tanks with a
total capacity of up to 170,000 cubic meters. The dimensions of the floating unit will be
approximately 300 m in length (LOA), 32.5 m in breadth, and 26.5 m in height (depth to
upper deck) [25].
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The NG after the regasification process will be transferred to the Greek National NG
System (NNGS) via a 24 km subsea pipeline, which will be laid on a sea depth over 15 m,
and a 4 km, 30”, and 100 bar operating pressure onshore underground pipeline [25]. A new
Metering Station is constructed to act as the connection point with the (NNGS).

The key activities for the new FSRU Station are:

• Feed directly into the Greek NG Transmission System (NNGS) to supply the Greek market.
• Provide direct access to the Bulgarian market via the under-construction Greek–

Bulgarian Interconnector Pipeline (IGB) and through the Bulgarian pipelines to the
Balkan region, Hungary and Eastern Europe markets.

• Supply the Turkish market via reverse flow functionality of the existing Turkey–Greece
Interconnection Pipeline.

• Connect with the European South Corridor gas projects such as TAP.

The exact location of the station and the interconnections with the neighboring coun-
tries are presented in Figure 1.

3. FSRU Appraisal Modelling Framework

The appraisal modelling framework was developed by a breakdown of the key unit
cost in the project lifecycle. The FSRU project characteristics taken into consideration for
the definition the project unit cost distinguished the lifecycle in two time periods: the
construction and the operation. In the operation period, the energy market volatility has
taken into consideration the promotion of a dynamic formulation of the equations. In the
following part, the modelling structure and the associated explanations are expressed.

3.1. Initial Capital Cost

The total capital cost required during the construction period includes the construction
cost and the project implementation cost. The construction cost includes the FSRU Vessel
purchase, which is usually the larger unit cost; the mooring of the Vessel; the construction
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of subsea and inland pipelines to transfer the NG to the larger transmission pipeline; and
the cost of other equipment needed for the FSRU Station operation. Project implementation
cost is considered the cost of the project team, management support services, the specialists,
and consultants prior to the final investment decision; and the administrative costs, such as
the contract preparation, the procurement, the permits, and the licenses from authorities.

Therefore, the project capital cost calculated by the following equation:

ICC = Con + Own + Cont (1)

where,

ICC is the total Initial Capital Cost during the construction period;
Con is the Construction Cost;
Own is the project implementation costs undertaken by the FSRU project shareholders; and
Cont is the cost of any contingency that may happen.

3.2. Financing

In such a large investment, usually, the funding for the capital costs is undertaken
either by the shareholders equity or by a project financing tool, such as bank loan, bond
issue, or by a combination of shareholders and bank or market funds. Therefore, the total
capital cost is:

ICC = E + B (2)

where,

ICC is the total Initial Capital Costs during the construction period (see Equation (1));
E is the Shareholders Equity; and
B is the funds retrieved by a bank loan.

In case of a bank loan, the annual installment is determined by the following equation:

Li =
B ∗ iRL ∗ (1 + iRL)

n

(1 + iRL)
n − 1

(3)

where, i ∈ N and 1 ≤ i ≤ n;

Li is the annual loan installment in the year i;
B is the total funds retrieved by the bank loan;
iRL is the loan interest rate; and
n is the years that the loan must be paid.

For the project financing lifecycle, the total loan cost is:

TL =
n

∑
i=1

Li (4)

where, i ∈ N and 1 ≤ i ≤ n;

TL is the total loan cost during the whole period of the loan payment;
Li is the annual loan installment in the year I (see Equation (3)); and
n is the years that the loan must be paid.

The annual loan installment includes both an interest and a principal amount. The
interest amount is used in order to calculate the net income before taxes, so it must be
estimated. The mathematic formula is given below:

LIi = Li + (1 + iRL)
i−1 ∗ (B ∗ iRL − Li) (5)

where, i ∈ N and 1 ≤ i ≤ n;

LIi is the interest paid amount of the loan that is given during the year i;
Li is the annual loan installment in the year I (see Equation (3));
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B is the total funds retrieved by the bank loan (see Equation (2)); and
iRL is the loan interest rate.

The principal paid amount in each annual installment is given by the following formula:

Lpi = Li − LIi (6)

where, i ∈ N and 1 ≤ i ≤ n;

LPi is the principal paid amount of the loan that is given during the year i;
LIi is the interest paid amount of the loan that is given during the year i (see Equation (5));
Li is the annual loan installment in the year i (see Equation (3)).

3.3. Sales Income

The FSRU revenue streams deal with the regasification services that it provides. The
extent of the sales income depends on the capacity of the FSRU’s Vessel, due to the fact that
the larger the storages are, the more LNG quantity can be degasified. Moreover, it depends
on the quantity of the LNG carriers that use the facilities, which, in this analysis, is called
“usage rate” of the Station, and is expressed as a percentage of the Station’s yearly usage.
Finally, it depends on the tariff that the Station charges its customers for the regasification
services, and is usually expressed on price per normalized cubic meter (Nm3). The Station
will operate for (T) years, and given the above, the annual Sales income is given by:

RVi = CV∗ ufi∗ TRi (7)

where, i ∈ N and 1 ≤ i ≤ T;

T is the years of operation of the FSRU Station;
RVi is the annual revenue for the operation year i;
CV is the total annual capacity of the Vessel in Nm3;
ufi is the usage rate of the FSRU Station for the operation year i;
TRi is the tariff price charged per normalized cubic meter or LNG for the operation year i.

The total sales income for the whole operation period of the Station is:

R =
T

∑
i=1

RVi (8)

where, i ∈ N and 1 ≤ i ≤ T;

RVi is the annual revenue for the operation year i.

3.4. Operating and Capital Costs

The main operational cost covers the personnel working in the Station, usually around
120 persons, who work on the onshore facilities, in the marine section for the transportation
of the personnel, in the operating department, and the maintenance department of the FSRU.
Furthermore, the operational costs include the power and steam generation needed for the
FSRU’s equipment; the maintenance and inspection costs; the underwater inspections; the
materials, chemicals, and spare part supply; the insurance; the harbor fees; the service boat
maintenance; the dredging inspection; and finally, the head office support to the operations.

The operational cost for the power and steam generation during the regasification
process is estimated according to the below formula:

PowCosti = PowCostY ∗ ufi (9)

where, i ∈ N and 1 ≤ i ≤ T;

PowCosti is the power and steam generation cost for the operation year i;
PowCostY is the power and steam generation cost if the usage rate was 100%; and
ufi is the usage rate of the FSRU Station for the operation year i.
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In addition, the operational costs depending on the usage rate of the Station are
essential to take into consideration. To quantify the variable cost that is related to the
usage rate of the FSRU, it is estimated by correlating it with the operational expenses when
the usage rate is 100%, and the usage rate through a variable named bi. Respectively, the
fixed costs to the operational costs of 100% usage rate use a variable named ai. Therefore,
the fixed and variable costs, as well as the operational costs given from the below group
of equations:

FCi = ai ∗OPEX100% (10)

VCi = bi ∗OPEX100%∗ ufi (11)

OPEXi = FCi + VCi (12)

where, i ∈ N and 1 ≤ i ≤ T;

OPEX100% is the annual operating cost for 100% usage rate of the FSRU Station;
OPEXi is the annual operational cost except from the LNG consumption cost for the
operation year i;
FCi is the fixed cost for the operation year i;
VCi is the variable cost, for the operation year i;
ai and bi are numbers that correlate the fixed and variable costs with the operational costs,
ai,bi ∈ R, 0 < ai < 1, 0 < bi < 1, and ai + bi = 1.

The annual capital expenditures include all the costs related to the upgrade of the
existing facilities and equipment that are necessary for the operation of the FSRU. Further-
more, they include the costs of acquiring new assets, and research and development (R&D)
costs. The annual capital costs are usually correlated to the initial investment cost, and can
de expressed as:

CAPEXi = ci∗ICC (13)

where, i ∈ N and 1 ≤ i ≤ T;

CAPEXi is the capital expenditures for the operation year i;
ci is a number that correlates the annual capital expenditures with the capital costs of the
construction period, ci ∈ R, 0 < ci < 1.

3.5. Depreciation and Amortization

It is important to analyze and distinguish the capital expenditures from the operating
cost, because the first is depreciated and reduces the final payable tax. Moreover, the
depreciation depicts the value of the project assets over time, providing the market value
of the project. To calculate the depreciation, we have to add the depreciation of the initial
capital cost to the depreciation of the annual capital expenditures produced every operating
year. This means that to estimate the depreciation cost for the 10th year of operation,
the following are added: the depreciation of initial capital cost during the 10th year, the
depreciation of capital expenditure of 1st year of operation during the 10th year, the
depreciation of capital expenditure of 2nd year of operation during the 10th year, etc. In
real-life applications, it uses methods to account for depreciation, such as straight line
depreciation, declining balance, double declining balance, sum of the year’s digits, and
units of production. In this analysis, the straight line method approach is selected, because
the project production ability is not stabile over time, and it provides more accuracy for a
long lifecycle project with a long payback period.

Using the straight line method, the salvage value of the asset after the depreciation
period and the depreciation rate must be set according to accounting norms and the used
materials and equipment in the project. In this analysis, the depreciation ratio received
was stable over time, and it covered the overall project lifecycle. This means that the
depreciation amount for each infrastructure and equipment unit cost will be stable for all of
the operating period, except from the last year that it can get a lower price, until it matches
its salvage value.
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Therefore, the depreciation for the construction cost is estimated by:

If i = 1, then D(i)Con = dCon ∗ (Con− SALCon) (14a)

If i > 1 and REMV(i−1)Con −D(i−1)Con > SALCon, then
D(i)Con = dCon ∗ (Con− SALCon)

(14b)

If i > 1 and REMV(i−1)Con −D(i−1)Con ≤ SALCon, then
D(i)Con = REMV(i−1)Con − SALCon

(14c)

where, i ∈ N and 1 ≤ i ≤ T;

D(i)Con is the depreciation amount of the initial construction capital cost for the operating
year i;
dCon is the depreciation rate, expressed as percentage (%) of the initial construction capi-
tal cost;
Con is the initial construction capital cost (see Equation (1));
SALCon is the salvage value of the initial construction capital cost; and
REMV(i)Con is the remaining value of the initial construction capital cost after depreciation
in the operating year i, and is given by the below equation:

If Con− i ∗ dCon ∗ (Con− SALCon) > SALCon, then
REMV(i)Con = Con− i ∗ dCon ∗ (Con− SALCon)

(15a)

If Con− i ∗ dCon ∗ (Con− SALCon) ≤ SALCon, then
REMV(i)Con = SALCon

(15b)

The depreciation amount for the capital expenditure costs produced during the (i)
year of operation is calculated using the same logic as above, and given according to the
following equations:

If i = j, then D(i)CAPEXj
= dCAPEXj ∗

(
CAPEXj − SALCAPEXj

)
(16a)

If i > j and REMV(i−1)CAPEXj
−D(i−1)CAPEXj

> SALCAPEXj , then

D(i)CAPEXj
= dCAPEXj ∗

(
CAPEXj − SALCAPEXj

) (16b)

If i > j and REMV(i−1)CAPEXj
−D(i−1)CAPEXj

≤ SALCAPEXj , then
D(i)CAPEXj

= REMV(i−1)CAPEXj
− SALCAPEXj

(16c)

where, i ∈ N, 1 ≤ i ≤ T, j ∈ N, 1 ≤ j ≤ T, and i ≥ j;

D(i)CAPEXj
is the depreciation amount for operating year i of the capital cost that was

produced during operating period j, i ≥ j, i ∈ N, j ∈ N;
dCAPEXj is the depreciation rate of the capital cost that was produced during operating
period j, j ∈ N;
SALCAPEXj is the salvage value of the capital cost that was produced during operating
period j, j ∈ N;
REMV(i)CAPEXj

is the remaining value of the capital cost that was produced during operat-
ing year j, after depreciating in the operating year i, and is given by the below equations:

If CAPEXj − (i− j) ∗ dCAPEXj ∗
(

CAPEXj − SALCAPEXj

)
> SALCAPEXj , then

REMV(i)Con = CAPEXj − (i− j) ∗ dCAPEXj ∗
(

CAPEXj − SALCAPEXj

) (17a)

If CAPEXj − (i− j) ∗ dCAPEXj ∗
(

CAPEXj − SALCAPEXj

)
≤ SALCAPEXj , then

REMV(i)Con = SALCAPEXj

(17b)
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Given the Equations (14) and (16), the depreciation amount for all capital costs, includ-
ing initial capital costs and annual capital costs, for each operating year is expressed as:

Di = D(i)Con + ∑i
j=1 D(i)CAPEXj

(18)

where, i ≥ j, i ∈ N, 1 ≤ i ≤ T j ∈ N, and 1 ≤ j ≤ T.
Similarly, according to Equations (15) and (17), the remaining value after depreciation

of the whole project’s capital costs for each operating year can be expressed as:

REMVi = REMV(i)Con + ∑i
j=1 REMV(i)CAPEXj

(19)

The amortization consists of the loan’s amortization and the intangible asset amor-
tization. The loan’s amortization is the interest-paid amount of the loan given using
Equation (5). The amortization of the intangible assets is calculated in the same way used
above for the calculation of depreciation. Finally, the amortization is expressed as follows:

Ai = LIi + A(i)Con + ∑i
j=1 A(i)CAPEXj

(20)

where, i ≥ j, i ∈ N, 1 ≤ i ≤ T j ∈ N, and 1 ≤ j ≤ T.

3.6. Income Statement

Taking into consideration the sales revenues (Equation (7)), the operating (Equation (12))
and capital expenditures (Equation (13)), the interests (Equation (5)), the depreciation
(Equation (18)), and the amortization (Equation (20)), the earnings before taxes (EBT) for
the operating year i are given by:

EBTi = RVi − PowCosti −OPEXi −Di −Ai − LIi (21)

where, i ∈ N, 1 ≤ i ≤ T.
For the EBT of each year, a certain tax applied, being set by the government and local

authorities. The tax is applied only when the EBT is higher than 0, and the company has
earnings in that specific tax year:

TAXESi =

{
taxi ∗ EBTi, if EBTi > 0

0, if EBTi ≤ 0
(22)

where, i ∈ N, 1 ≤ i ≤ T;

TAXESi is the tax expense for the operating year i;
taxi is the tax percentage set by the government for operating year i.

The net earnings (NE) for each year reflect the earnings of the organization after the
imposed taxes, and it is an important element to evaluate the profitability of an investment
because it takes into account all revenues and expenses the company has. For the operating
year i, the net earnings are calculated as follows:

NEi = EBTi − TAXESi (23)

where i ∈ N, 1 ≤ i ≤ T.

3.7. Cash Flow

The total cash inflows for the FSRU Station of the current study come only from the
revenues we have calculated from Equation (7). As such, total cash inflows are:

CFIi = RVi (24)

where CFIi is the cash inflows for the operating year i, i ∈ N.
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The total cash outflows come from the power generation costs during the regasification
process (see Equation (9)), the operating (see Equation (12)) and capital expenses (see
Equation (13)), and the interest (see Equation (4)) and the taxes expenses (see Equation (22)),
and they are calculated by the following formula:

CFOi = PowCosti + OPEXi + CAPEXi + Di + Ai + Li + TAXESi (25)

where CFOi is the cash outflows for the operating year i, ieN.
From the above Equations (24) and (25), the total cash flows are expressed by:

CFi = CFIi −CFOi (26)

where CFi is the cash flows for the operating year i, ieN.

3.8. NPV and IRR

To be able to conduct an economic assessment of the project, there are several financial
techniques. The most common methods include Break Even Point Analysis, Payback Time
Period, Net Present Value (NPV), and Internal Rate of Return (IRR). In the present paper,
we have conducted the NPV and IRR analysis in order to assess the results of our study. The
main purpose of the financial analysis is to use the project cash flow forecasts to calculate
suitable net return indicators [26–29].

To calculate the NPV, we use the cash flows for each operating year, and then discount
the stream back to the present time period. The formula for deriving NPV is:

NPV = (−ICC) + ∑T
i=1

CFi

(1 + DR)i (27)

where i ∈ N 1 ≤ j ≤ T; and

DR is the discount rate.
Financial sustainability is ensured if NPV of cumulated cash flow is positive for all the
years considered [26].

For the IRR calculation, in Equation (27), we set NPV equal to zero and DR=IRR. Then,
we can solve to find the IRR:

NPV = (−ICC) + ∑T
i=1

CFi

(1 + IRR)i = 0 (28)

The IRR should match a certain price that is set by the shareholders in order to assess
positively the investment, and, at least, should be greater than the discount rate.

3.9. Tax Incentives

In this section, the key question is if, and in what level of capitals, the state’s authorities
could promote the investment by offering tax benefits and making the investment more
attractive to potential investors. Large infrastructure projects develop, assess, and support
activities providing a positive contribution to the regional economy [26–28]. This can
boost the socioeconomic development of regional and remote areas of a state, such as
Alexandroupolis [29–31]. Therefore, the state would favor to promote and facilitate the
construction of such a project.

The methodology used includes estimating the economic benefits that the state will
indirectly gain from the operation of the Station. “Indirectly” benefits include all the other
sources of income the FSRU will generate, except from the taxes that will be paid to the
state at the end of every tax year. Such sources can be the taxation of works and activities
related to the Station, the taxation of the employees’ salaries, and others. In this analysis,
firstly, these activities will be pointed out, and then, the total turnover of each activity will
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be estimated, and the taxation incomes will be found out. Finally, these profits that the
state will gain from the FSRU’s operation can be given to the FSRU as tax reliefs.

Specifically, the state will gain tax incomes during the construction period. For the
construction of the Station’s heavy equipment, such as the FSRU vessel or the NG pipelines,
these will be supplied and imported to the country, and works and services will be per-
formed, such as the construction of the pipeline, the dredging of the vessel, the Project’s
reporting, and others. All of these supplies and works will be taxed by the government.
Furthermore, extra jobs will be created, and the state will be benefited by the taxation on
their salaries.

During the operation period, the Station shall employ around 120 people personnel.
The state gains taxes from the salaries that the FSRU pays to these employees. These taxes
come not only from the direct taxation, but also from the fact that these people will spend
their wages, and they will be taxed for these purchases.

Moreover, during the operating period, each year, the Station generates operating
and capital expenditures, which concern the supply of goods and services which include
taxes to the state. These expenses for each operating year i are the sum of OPEXi and
CAPEXi (Equations (12) and (13)) minus the wages of the personnel mentioned above, and
expressed from the following formula:

FSRUEXPi = OPEXi + CAPEXi − Sali (29)

where, i ∈ n, 1 ≤ i ≤ T;

FSRUEXPi is the total turnover generated by the annual operating and capital costs of the
FSRU for the operating year i;
OPEXi is the operating expenses during operating year i;
CAPEXi is the capital costs during operating year i;
Sali is the total salaries paid to the FSRU personnel during operating year i.

Finally, the Station produces some extra activities. An FSRU needs, for its maintenance
and inspection, someone with technical expertise, who will probably need to come from
other areas of Greece or even from abroad. These people will generate turnover by their
transport, food, and accommodation expenses. Moreover, the regasification process usually
lasts almost a day. This means that the LNG carriers’ personnel (around 20 people) will
stay for one day in the town of Alexandroupolis, spending money on food, coffee, gifts,
and others. This tax income depends on the usage rate of the FSRU.

The tax income from all the above-mentioned cases can be expressed by the follow-
ing equation:

STATEINC = Con ∗ TAXICC + ∑T
i=1[Sali ∗ TaxSali + FSRUEXPi ∗

TaxFSRUEXPi + Locali ∗ TaxLocali]
(30)

where, i ∈ N, 1 ≤ i ≤ T;

STATEINC is the total income from taxes generated from FSRU during the construction
and operating period, without taking into account the taxes of FSRU;
TAXICC is the total tax applied to the income generated during the construction period;
Sali is the total yearly wages paid to the FSRU personnel during the operating year i;
TaxSali is the total tax applied to the salaries of the FSRU personnel for operating year i;
TaxFSRUEXPi is the tax applied to the operating and capital expenditures of the FSRU during
the operating year i;
Locali is the total income generated for local society during operating year i;
TaxLocali is the tax applied to the income for local society during operating year i.
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After estimating the total income from the taxes, the state may decide whether it is in
its interest to proceed with offering tax incentives. Then, the taxes of the FSRU are given by
Equation (22), modified according to the below formula:

TAXESi =

{
taxi ∗ EBTi − TAXreliefi, if EBTi > 0

0, if EBTi ≤ 0
(31)

where, TAXreliefi is the tax relief that the state offers for operating year i.
Finally, the NE, NPV, and IRR are re-adjusted according to Equation (31).

4. Numerical Application Results

Based on above modelling framework for the evaluation of an FSRU Project, the nu-
merical application deals with the development of the new Alexandroupolis FSRU Project.
The primary referenced data that relate to the specific characteristics of a FSRU Station,
such as basic operating and construction costs, are retrieved from “The Outlook for Floating
Storage and Regasification Units (FSRUs)” and “Floating LNG Update-Liquefaction and
Import Terminals”, both published by the Oxford University for Energy Studies [32,33]. We
have also used data from the operating OLT Offshore LNG Toscana FSRU Station located
in Toscana, Italy [34].

Subsequently, a sensitivity analysis subject to the FSRU usage rate has to be conducted
supporting decisions regarding the authorities’ taxation, and in what range a tax reduction
scheme or mitigation policies could be increase the capital leverage, providing a win–win
risk mitigation scheme between authorities and private funds.

4.1. Economic Assessment of the Alexandroupolis FSRU Station

Economic analysis provides decision-makers with a way of assessing the overall value
of a project, including the financial viability and the investment’s likely productivity and
effectiveness indexes [29,30].

The FSRU of Alexandroupolis is the first FSRU Station being constructed in the Greece
territory, characterized as a totally greenfield project, and there are not existing baseline
scenarios or data to be used for the economic analysis. The available data have already
been addressed, mainly related to FSRU key operational characteristics, such as the Vessel’s
capacity. Therefore, the analysis structure developed by analyzing all the necessary factors
and rates is necessary to be taken into consideration to assess the economic output of the
project. For the readers and users of the proposed methodology framework, the formulation
provides a dynamic modelling formulation structure, where key assessment variables are
adjusted over the project lifecycle, the technical features, the financial market conditions,
and the project features.

For the calculations presented in this paper, most of the assessment variables have been
retrieved from the literature and relevant bibliography [32]. However, key assumptions are
taken, providing the analysis hypothesis, based on the nature of the Station and the local
characteristics, without reducing the value of the methodology, the modeling structure,
and the application outputs.

4.1.1. Case Study Assumptions

The values we used to run this analysis are:

• The FSRU’s average operation period is about 20 years; therefore, T = 20.
• The exchange rate (XR) of USD to Euro has been set to 0.8736 according to the 14

January 2022 exchange rate.
• The construction cost is set to 314,496,000 € [32].
• The owner’s cost has been set to 10% of the construction cost, 31,449,600 € [32].
• The contingency ratio has been set to 15% of the construction cost, 47,174,400 € [32].
• Given the above and Equation (1), the ICC is estimated at 393,120,000 €.
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• The level of ICC supports the assumption that it would not be fully funded by the
shareholders’ available cash, so we assume that half of the ICC will be funded by
the shareholders, whereas the rest will be funded through borrowing. According to
Equation (2), E = B = 196,560,000 €.

• This project can be financed by the Investment Bank, which are the commonly used
instrument for such infrastructure projects. At the national level, this project would
provide higher energy security in Greece by diversifying the ways of NG supply.
At the local level, it can boost the local society economy by the direct employment
it can offer (around 120 job places) and by creating a large circle of works that the
FSRU needs. Thus, we assume that the Project will be financed by the EIB. The loan’s
interest rate is set to 3%, and the payment period to 20 years. As such, iRL = 3% and
n = 20 years. Moreover, it is assumed that the payback of the loan shall start after the
start of operation of the project.

• The annual loan installment is calculated via Equation (4) at 1,321,191,949 €.
• The total annual capacity of the vessel (Cv) will be 6.1 billion Nm3, according to the

Alexandroupolis FSRU [25].
• The second and binding market test for the reservation of capacity, conducted from

the Alexandroupolis FSRU project initiative, bound 2.6 billion Nm3. This means that
the usage rate (uf) can be set to at least 42% [25].

• The tariff of charge rate per Nm3 of NG we used in the analysis is the one that the
Toscana FSRU Station uses for the year 2022 [34]. This is because the Toscana FSRU is
geographically close to the Alexandroupolis FSRU, and Italy has the same currency as
Greece (Euro). As such, we could assume that the tariff could be in the same range.

• The daily power and steam generation was estimated at 72,000 USD per day [32],
which means that PowCostY = 22,958,208 € per year.

• The rest-operating expenses are estimated at around 2.5% of construction costs.
This value represents the OPEX for 100% of the Station’s usage rate [32]. As such,
OPEX100% = 7,862,400 €.

• We assume that fixed costs and variable costs are in the same price range. As such, we
can set ai = bi = 0.5, for i = 1 to T.

• We assume small annual capital costs at the range of 1% of ICC. As such, ci = 1%, for
i = 1 to T.

• According to Greek tax legislation, the depreciation rate for industrial areas and
storages is 4%. Due to the fact that we have used straight line depreciation, and the
biggest part of the capital costs (initial and annually) refer to heavy equipment and
assets, we assume that dcon = dcapexi = 4%, for i = 1 to T.

• After the end of the operation period of the Station, the FSRU’s Vessel still has quite a
high remaining value, as it can be modified and used in other applications (i.e., LNG
carrier). Moreover, the subsea and onshore pipelines are made of steel, which has a
high scrap value. For this reason, we assume that the salvage value can be set at 25%
of the initial value both for the initial capital cost and the annual capital costs. As such,
SALcon = SALCAPEXi = 25% of initial value, for i = 1 to T.

• The nature of the project includes mainly physical assets, instead of intangible assets.
This is why we can assume that amortization costs are not applicable to this analysis,
and Ai = 0, for i = 1 to T.

• The tax imposed to all companies in Greece for the year 2021 was 22%. In the analysis,
we have used the same tax rate, so tax(i) = 22%, for i = 1 to T.

4.1.2. Case Study Results

Applying the above data and values, we get the economic results. The most important
of them are presented in Table 1.
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Table 1. Results of economic assessment.

Year Depreciation
(€) EBT (€) Taxes (€) Net Earnings

(€)
Cash Flow

(€)

1 9,529,229 62,795,895 13,815,097 48,980,798 52,654,735
2 9,623,578 63,140,453 13,890,900 49,249,554 52,627,212
3 9,717,926 63,498,179 13,969,599 49,528,580 52,598,240
4 9,812,275 63,869,467 14,051,283 49,818,184 52,567,777
5 9,906,624 64,254,724 14,136,039 50,118,685 52,535,777
6 10,000,972 64,654,369 14,223,961 50,430,408 52,502,195
7 10,095,322 65,068,834 14,315,143 50,753,690 52,466,982
8 10,189,670 65,498,563 14,409,684 51,088,879 52,430,090
9 10,284,019 65,944,015 14,507,683 51,436,332 52,391,469
10 10,378,368 66,405,660 14,609,245 51,796,415 52,351,066
11 10,472,717 66,883,986 14,714,477 52,169,509 52,308,829
12 10,567,066 67,379,492 14,823,488 52,556,003 52,264,701
13 10,661,414 67,892,693 14,936,392 52,956,301 52,218,628
14 10,755,763 68,424,121 15,053,307 53,370,814 52,170,549
15 10,850,112 68,974,322 15,174,351 53,799,971 52,120,405
16 10,944,461 69,543,860 15,299,649 54,244,211 52,068,134
17 11,038,810 70,133,314 15,429,329 54,703,985 52,013,673
18 11,133,158 71,106,006 15,643,321 55,462,684 51,877,155
19 11,227,507 71,747,985 15,784,557 55,963,429 51,815,719
20 11,321,856 72,412,055 15,930,652 56,481,403 51,751,817

Continuing the analysis, we proceed with the calculation of the economic indicators
of NPV and IRR, using the Equations (27) and (28). We set the discount rate at 4.9%, as
was given for Greece from the European Commission for 1 January 2022, and we consider
that the construction period will last for 2 years. Given the above, the NPV and IRR are
calculated as follows:

• NPV = 214,463,908 €;
• IRR = 9.46%.

Figure 2 depicts the NPV for the Alexandroupolis FSRU.
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Finally, with the help of Equations (15) and (17), the remaining value of the assets of
the Station are calculated at 168,884,352 €.
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Discussing the results of the analysis, we can ascertain that the economic output of
the Project, given the assumptions we made, can definitely be positive and profitable. The
net earnings, even after the taxes and expenses, can attribute to a very high profitability,
which makes the project attractive enough to investors. The NE of the 1st year of operation
reaches 12.46% of the ICC. This means that in only a few years, the ICC can be recuperated.

Evaluating the assessment using the economic indicators of NPV and IRR, the Project
is also characterized as profitable and viable. The NPV at the end of operation period is
not only positive, but has reached around 214 million €, which is 54.55% of the ICC. This
means that, even estimating the discount rate of money for all 20 years of operation, the
investment can give a high percentage of profit. As far as it concerns the IRR, it reaches
9.46%, which is 1.93 times higher than the discount rate of Greece (4.9%) at this time.

Last but not least, the remaining value of the assets at the end of the operation
period, including both initial capital cost and capital costs during each year of operation,
is still high enough, giving the investors the opportunity to gain high profits during the
decommissioning period also.

4.2. Sensitivity Analysis

The above results were calculated using a relatively small usage rate of 42% of the
FSRU. This means that there are bigger profit margins if this rate increases. On the other
hand, if it drops even more, there is a doubt if the Project can remain economically viable
or not. The same questions will be raised if other rather unstable parameters, such as
USD/EUR exchange rate or tariff price, change. In this section, a sensitivity analysis is
conducted to fully understand and highlight the dependence of the Project’s profitability in
relation to various parameters of the FSRU.

4.2.1. Usage Rate

Implementing infrastructure projects, the demand curves are essential and critical
to assess feasibility and economic viability. Therefore, the sensitivity analysis should
keep all the values stable, and change the demand of the Station, which is expressed by
the usage rate. Applying a series of usage rates, the NPV, IRR, and net earnings using
the methodology of Section 3 are calculated. The usage rate that was adopted during
the presented (basic) scenario, based on values resulting from a market sounding survey
conducted before the COVID-19 pandemic by the FSRU investors, constitute the most
reliable scenario. Furthermore, higher demand scenarios, even it seems too optimistic for a
greenfield energy infrastructure project, are considered in this numerical application, taken
into account the new conditions in European energy market where new infrastructure for
LNG supply is in major attention. However, the recent conflicts in North-East Europe
where Russia is acting may provide a great opportunity for new business, and generate
additional demand.

Initially, in the analysis, the hypothesis of a light volatility around the regular scenario’s
usage rate value was taken into consideration. Assuming that the volatility will be 20%,
the values of usage rate to be examined are 33.6% for the high-risk scenario, and 50.4% for
the positive market reaction scenario. Furthermore, the calculation assumed the hypothesis
of a high increase for LNG demand that increases the demand 1.5 times higher than the
regular scenario demand, forming the usage rate at 63%.

The results issued for each scenario are presented in Table 2.
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Table 2. Results of demand-usage rate sensitivity analysis.

Scenario of Usage
Rate IRR

Change of IRR
Compared to

Regular Scenario
NPV (€)

Regular
scenario—42% 9.26% - 214,463,908

High Risk—33.6% 6.03% −34.9% 47,946,786
Positive

Market—50.4% 12.02% 29.8% 361,721,600

LNG High Demand
Increase—63% 15.60% 68.4% 597,052,711

Moreover, Figure 3 presents the NPV during the operation period for each scenario.
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Assessing the above results, it can be highlighted that the project profitability is very
sensitive to the demand curves (usage rate). A small increase in the demand annual volume
from the level of 42% (regular scenario) to 50.4% can improve essential the IRR to a level
above 12%, stimulating the investors’ interest. Furthermore, in the LNG high-demand
scenario, where the demand increases to a 63% usage rate, the IRR reached the level of
15.6%. On the contrary, in the high-risk scenario, where the demand reduces to 33.6%, the
IRR can drop to levels close to the discount rate, leading the investment to be non-profitable
enough. It is noteworthy that although the change in demand is the same (20%) in both the
high-risk and positive market scenario, the variation of IRR is bigger when the demand
decreases (34.9% to regular scenario), compared to when the demand increases (29.8% to
regular scenario).

The same conclusions also apply for the NPV. In the LNG high-demand scenario, NPV
turns positive after only 6 years, which in an operation period of 20 years, can lead to
extremely high profitability. In the case of the high-risk scenario, where a small decrease
occurs, NPV remains negative for a long period, until it turns positive near the end of
operation period at around 17 years.
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4.2.2. USD/EUR Exchange Rate

For the second part of the sensitivity analysis, the fluctuation of the USD to Euro
Exchange Rate (XR) is taken into consideration in the analysis. This rate is affected by
exogenous issues to the project e.g. accidents, political instability, etc.) and changes in
energy market result higher price volatility on one hand; and higher construction and
operational cost on the other.

The exchange rate values for this analysis tracked, by extrapolate, the historical data
of XR from the commencement of the Euro circulation in 2000 until 2021, where:

• The highest rate recorded in 2001 (USD/EUR XR: 1.11);
• The lowest rate recorded in 2008 (USD/EUR XR: 0.68);
• The average rate during the 2000–2021 period (USD/EUR XR: 0.83).

As we can notice, the average rate (0.83) is close enough to the rate that we used
during our regular scenario (0.87). The results for each scenario are presented in Table 3,
and the NPV during the operation period is given in Figure 4.

Table 3. Results of USD/EUR exchange rate sensitivity analysis.

Scenario of
USD/EUR Exchange

Rate (XR)
IRR

Change of IRR
Compared to

Regular Scenario
NPV (€)

Regular
scenario—0.87 9.46% - 214,463,908

High XR—1.11 5.51% −40.55% 32,147,103
Low XR—0.68 13.70% 47.90% 362,865,064

Average XR—0.83 10.31% 11.36% 248,027,423
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Appreciating the above data, we can comprehend that the Project’s economic rates are
volatile enough to the XR’s changes. Both IRR and NPV fluctuate in large ranges that could
threaten the Project’s viability. The IRR ranges between 5.51% and 13.70%, whereas the
NPV ranges from 32 mil € to over 362 mil €. Especially in the high XR scenario, the NPV
remains negative for almost all of the operation period of the Project.
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4.2.3. Tariff Price—Sensitivity Analysis

Finally, a tariff price sensitivity analysis is conducted. The tariff is a parameter that,
although it is determined by the FSRU, also takes into consideration exogenous factors,
such as the competition, the demand, etc. In this analysis we try to set the boundaries
where the tariff price may range, and where the Project will still be economically viable.
This is why we have chosen decreased values compared to the regular scenario. The used
tariff price’s values are for a 10% decrease, 20% decrease, and 30% decrease.

The results for each scenario are given in Table 4, whereas the NPV during the opera-
tion period is depicted in Figure 5.

Table 4. Results of tariff price sensitivity analysis.

Scenario of Tariff Price IRR Change of IRR Compared to Regular Scenario NPV (€)

Regular scenario 9.46% - 214,463,908
Decrease 10% 7.72% −16.66% 125,598,776
Decrease 20% 5.79% −37.48% 37,453,644
Decrease 30% 3.58% −61.33% −5,105,148,745

Energies 2022, 15, x FOR PEER REVIEW 18 of 22 
 

 

 
Figure 5. NPV during operation period for alternative tariff price scenarios. 

As we see from the analysis’s results, in the first scenario, although the decrease is in 
the range of 10%, the Project can still produce satisfied earnings with 7.72% IRR. When 
the decrease goes to 20%, the NPV remains marginally positive, but with an extremely 
small amount of earnings. On the contrary, when the tariff’s decrease reaches 30%, the 
Project turns undoubtedly unviable. 

The analysis proves that the FSRU may decrease its tariff price until around 10% and 
still maintain satisfactory earnings. If the external circumstances require a bigger decrease, 
then the Project will either lose much more of its economic efficiency or will be 
economically unviable. 

The extremely high sensitivity of the investment to all the checked parameters 
indicates that before the final investment decision is taken, the shareholders group must 
acquire not only all the necessary data that concern the FSRU, but also be sure that the 
external factors, such as the USD/EUR exchange rate, are in favor of the Project. 

4.3. Project Incentives 
Based on the formulation of Section 3.9, the extra tax income the state could gain from 

the FSRU Project is estimated by using Equation (30) under the following data and 
assumptions: 
• The construction cost has been set at 314,496,000 €, as mentioned above in Section 4.1. 
• The tax rate during the construction can be set at 22%, which was the tax rate for 

companies in Greece for 2021. 
• The FSRU employs around 120 people. If we consider that the average wage will be 

1500 € per month, which is an average technical wage for Greece, then the total yearly 
salaries of FSRU shall be 2,520,000 €. In this amount, we have also included two extra 
wages for the Christmas and summer periods. 

• The tax rate for the wage of 1500 € in Greece is around 25%. Assuming also that the 
employees will spend 2/3 of their income on purchases and services, they will 
generate extra turnover which is taxed by 24%. This way, they produce extra taxes in 

Figure 5. NPV during operation period for alternative tariff price scenarios.

As we see from the analysis’s results, in the first scenario, although the decrease is in
the range of 10%, the Project can still produce satisfied earnings with 7.72% IRR. When the
decrease goes to 20%, the NPV remains marginally positive, but with an extremely small
amount of earnings. On the contrary, when the tariff’s decrease reaches 30%, the Project
turns undoubtedly unviable.

The analysis proves that the FSRU may decrease its tariff price until around 10%
and still maintain satisfactory earnings. If the external circumstances require a bigger
decrease, then the Project will either lose much more of its economic efficiency or will be
economically unviable.

The extremely high sensitivity of the investment to all the checked parameters indicates
that before the final investment decision is taken, the shareholders group must acquire not
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only all the necessary data that concern the FSRU, but also be sure that the external factors,
such as the USD/EUR exchange rate, are in favor of the Project.

4.3. Project Incentives

Based on the formulation of Section 3.9, the extra tax income the state could gain
from the FSRU Project is estimated by using Equation (30) under the following data and
assumptions:

• The construction cost has been set at 314,496,000 €, as mentioned above in Section 4.1.
• The tax rate during the construction can be set at 22%, which was the tax rate for

companies in Greece for 2021.
• The FSRU employs around 120 people. If we consider that the average wage will be

1500 € per month, which is an average technical wage for Greece, then the total yearly
salaries of FSRU shall be 2,520,000 €. In this amount, we have also included two extra
wages for the Christmas and summer periods.

• The tax rate for the wage of 1500 € in Greece is around 25%. Assuming also that
the employees will spend 2/3 of their income on purchases and services, they will
generate extra turnover which is taxed by 24%. This way, they produce extra taxes
in the amount of 12% of their wage. Therefore, the employees generate a total of 37%
taxes out of their wage.

• Using the data of Section 4.1, the total turnover generated by the annual operating and
capital costs of the FSRU during the operating year i, expressed by Equation (29), is
estimated at 6,207,264 €. The tax rate for these expenses is set at 22%, which was the
tax rate for companies in Greece for 2021.

• The usage rate of 42% means that during each operating year, 150 LNG carriers will
visit the FSRU. The income that the FSRU will generate for the local community from
the above number of carriers, and the other visitors that will visit Alexandroupolis
(i.e., technical expertise from abroad), can be set at around 250,000 €. The tax rate for
this is set at 24% according to Greek legislation for the taxation of goods.

Applying these data to Equation (30), the total state income from these activities is
116,349,082 €, as shown in Table 5.

Table 5. Taxes generated by FSRU Project over years.

Activity

Expenses
Generated during

Construction
Period (€)

Expenses
Generated during

Each Operation
Year (€)

Tax Rate Imposed

Tax Gained
during

Construction
Period (€)

Tax Gained
during Operation

Period of
20 Years (€)

Construction
period costs 314,496,000 - 22% 69,189,120 -

Employees’ wages - 2,520,000 37% - 18,648,000
Operation and

capital
expenditures

- 6,207,264 22% - 27,311,962

Other activities - 250,000 24% - 1,200,000

Total income
during FSRU

Project
116,349,082

The state should carefully consider how to use this amount. The state may decide to
give the entire amount back to the FSRU, or a big or a small part of it. It may decide to
give it back all at once during the first years of operation, or give it back gradually with a
small amount every year. Furthermore, the state, knowing that they will gain extra income,
may decide to finance the Project, or to become a shareholder by acquiring a percentage of
the investment.
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In the analysis, the project implementation incentives by the state in terms of tax relief
over the years, are examined. This way, if the operating period is 20 years, the state may
offer a tax relief of 5,817,454 € for each operating year, and the taxes that the FSRU must
pay are given by Equation (31). Using these taxes, the NPV and IRR are recalculated using
the equations of Section 3.8, and the adjusted results reach the values of 280,909,698 € for
NPV and 10.67% for IRR. Compared to the results of the regular scenario, the increase is
30.98% for NPV and 12.79% for IRR, respectively.

5. Discussion

When it comes to investing in an energy project, the decision is not easy, and other
than the technical restrictions and environmental considerations, a series of business and
economic risks need to be taken into consideration. In real-life applications, a group of
alternative scenarios needs to be appropriately developed to evaluate project risk, and
promote measures to mitigate them. In this frame, the paper structure and the application
results presented to support decisions and assess risks over the project lifecycle have
taken into consideration changes driven by operational and external events. Based on
the proposed analysis developed in this paper, the framework for developing alternative
scenarios is given towards decisions on equity funding schemes and the added value on
assets over time.

To mitigate the investment risk and to increase the financing leverage, an introduction
of governmental or authorities’ incentives are discussed. Taking into consideration the
investment condition of the FSRU Alexandroupolis case study, a tax substitute incentive
measure was discussed as a risk-sharing tool to boost the project implementation. The
numerical application results could be essential drivers for decisions in similar cases, and
illustrate comparisons with other case studies.

Finally, considering the geopolitical conditions and the new LNG energy strategy
discussed in Europe, and the implementation of flexible offshore LNG terminal facilities
in the European territory, it shall be extremely interesting to evaluate their economic
performance, providing results on the viability and investment attractiveness of such
projects in the European continent. The existence of real data also assists us to get an
accurate economic result. Moreover, this framework application shall be useful to the
research community, getting it compared to similar projects from all over the globe.

6. Conclusions

This paper deals with the feasibility appraisal framework from an economic point of
view, dedicated to FSRU greenfield (new) energy projects. The decisions for such projects
vary from a very short period up to many decades, due to the complexities driven by the
stakeholders’ expectations, the long-term payback period, the availability of capital, and
the energy demand volatility raising business risks. The appraisal modelling structure
provides an easy-to-handle tool to support energy project initiatives and prioritize energy
investment decisions.

The modelling structure set a dynamic project appraisal modeling framework for the
economic assessment of the FSRU projects that could support the involved parties to initiate
project implementation. The proposed modelling structure is recommended to be used
even for evaluating the project feasibility in the planning (initiative) stage even as a tool
for monitoring project performance over time. The methodology section set an analytical,
coherent, detailed, easy-to-use modeling framework dedicated for new FSRU projects. By
breakdown, the project implementation, delivery, and operational characteristics of all
the variables dealing with the project economic performance are taken into consideration.
The modelling structure is depicted appropriately for planners and managers to support
analysis in both: (a) to assess the investment, and comprehend and evaluate how each
variable contributes to the project economic performance over time; and (b) to strategically
appraise the future course of the project or to re-assess the performance into changed
energy market (demand) or financial (investment) conditions.
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Furthermore, the results of a sensitivity analysis are analyzed to discuss the level of
dependency of FSRU projects to the demand and financing parameters, providing key
messages regarding the FSRU projects risks, viability, and attractiveness. It is noteworthy
that in terms of business risk mitigation, some key incentives are evaluated and highlighted,
illustrating a risk-sharing mechanism that may increase the investment attractiveness, or
share risk and benefits between involved parties.

The numerical case study is the Alexandroupolis FSRU Project, and we have pointed
out the conditions and the frame in which this investment can become viable and prof-
itable, considering the Project’s internal and external conditions representing the appraisal
modelling variables. The numerical application evaluates the project performance for a
basic scenario, promoting key messages to decision makers regarding the project risks and
estimations uncertainty. The sensitivity analysis evaluating the project outputs over time
for different demand scenarios and project financing features (equity mix, currency and
exchange volatility) highlighting key messages for similar projects. Nevertheless, the case
study outputs could provide an essential background for comparisons in similar projects,
and illustrate key messages to decision-makers for the feasibility of such a project due to
energy market turbulences affecting Europe and other regions. The growing opportunities,
and the investment attractiveness for implementing new LNG projects due to the North-
East Europe conflicts, is an interesting issue, which is highly recommended for further
investigation. The governmental incentives and the conditions to be affected to mitigate
the investment risks should also be an interesting issue for dedicated research analysis.
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Received: 12 July 2022

Accepted: 22 August 2022

Published: 25 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

Oil Prices and the Hydrocarbon Markets: A Review
Ali Jadidzadeh 1,2,†, Mobin Mirzababaei 1,† and Apostolos Serletis 3,*,†

1 Department of Economics, University of Tehran, Tehran 1411734115, Iran
2 The School of Public Policy, University of Calgary, Calgary, AB T2P 1H9, Canada
3 Department of Economics, University of Calgary, Calgary, AB T2N 1N4, Canada
* Correspondence: serletis@ucalgary.ca; Tel.: +1-(403)-220-4092; Fax: +1-(403)-282-5262
† These authors contributed equally to this work.

Abstract: In this paper, we review the literature that investigates the impact of oil price shocks on
the selected hydrocarbon prices. First, we present the empirical studies that presume, due to the
global nature of the crude oil market, that the world oil price is an exogenous determining variable to
the evolution of the local hydrocarbon markets such as natural gas or natural gas liquids (NGLs).
Then, we present recent empirical studies that have improved our understanding of the source of
oil price changes. They treat the real price of oil as an endogenous variable, identify the causes
underlying oil price shocks, and then evaluate the impact of structural supply and demand shocks
on the other hydrocarbon prices. The first strand of studies does not represent a consensus on
the relationship between crude oil and other hydrocarbon prices—some demonstrate stable and
asymmetric relationships, and some find no relationship or a very weak relationship. The second
strand of studies shows that oil supply-side shocks have a transitory and temporary impact while
oil demand-side shocks have a persistent and permanent impact on other hydrocarbon prices. In
addition, it shows that the structural shocks in the global crude oil market explain approximately
50% of the variation in the other hydrocarbon markets in the long run.

Keywords: oil price shocks; hydrocarbon markets; transmission channels; asymmetries

1. Introduction

Since the second oil shock of 1979–1981 and the consequent increased oil price volatil-
ity, energy market stakeholders and researchers have paid more attention to how energy
commodity prices are linked to oil price fluctuations. In the last two decades, the expansion
of unconventional oil from shale and tar sands has also challenged many underlying beliefs
that oil prices are the main driver of other hydrocarbon prices. For example, the crude oil
and natural gas prices in the United States were moving together, but they have started to
decouple episodically since 2000—see Jadidzadeh and Serletis [1] for more detail. Since
then, the improvements in both theoretical and empirical studies modeling the sources
of oil price shocks have evolved our understanding of the interaction between integrated
global oil markets and local hydrocarbon markets.

Understanding the behavior of price volatility in hydrocarbon markets is significant
for several reasons. Persistent changes in volatility can affect the risk exposure of energy
producers and investors and alter their incentives to invest in natural gas and oil sectors
and facilities for production and transportation. Likewise, volatility is a key determinant
of the value of commodity-based contingent claims, whether financial or real. In addi-
tion, based on the recent trends toward increasing global trade in petroleum products,
Zavaleta et al. [2] discuss that mainly due to a significant increase in global refining capac-
ity utilization the global petroleum refining industry is moving from a primarily local to
a global market structure. Thus, reviewing the studies that investigate the determinants
of volatilities in hydrocarbon markets is important for derivative valuation, hedging deci-
sions, decisions to invest in physical capital concerning the production or consumption of
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hydrocarbons, and undertaking plausible policy decisions on key energy commodities by
policy makers [3].

Therefore, this article aims to present a selective review of the studies on the effect of oil
price shocks on selected hydrocarbon prices, primarily natural gas and natural gas liquids
(namely, ethane, propane, normal butane, iso-butane, and natural gasoline). As most
literature on the effect of oil price shocks on hydrocarbon prices has employed U.S. data
that provide long historical time-series data to test and run econometric models, we focus
mainly on the U.S. hydrocarbon markets. We first discuss the channels through which crude
oil price shocks impact hydrocarbon prices and then present the empirical econometric
methods that explore the relationship between oil price shocks and the hydrocarbon prices
based on the economic theories.

The economic theories that explain the relationship between oil and hydrocarbon
prices consider either substitutability between oil and hydrocarbons (a demand-side link-
age) or the way that hydrocarbons are extracted from oil and gas (a supply-side linkage).
With regard to the relationship between oil and natural gas liquids (NGLs), it should be
noted that crude oil is not consumed directly, but it is the main source of hydrocarbons,
such as methane, ethane, propane, butane, pentane, and various other paraffinic, naph-
thenic, and aromatic hydrocarbons which are derived from refining crude oil. Similarly,
the raw natural gas extracted from gas wells is refined to produce the end products in-
cluding methane and natural gas liquids (NGLs). Methane, delivered by pipelines, is the
main source of heating and burning in the residential, commercial, and industrial sectors,
and NGLs, stored and shipped in a liquid state, are used as feedstocks in petrochemical
plants, space heating, motor gasoline components, and other fuel use. Therefore, it is the
demand for refinery and petrochemical end-products that drives the demand for crude
oil and natural gas. Therefore, the shocks in oil and gas markets lead to changes in the
production costs and, consequently, the price of NGLs. In addition, Oglend et al. [4] argue
that the oil and natural gas markets are also related through the state of the NGLs markets.
The liquids’ prices are determined in a market that is indexed to oil prices with long-term
contracts. Therefore, an increase in oil prices might raise NGL prices.This might make
natural gas producers increase their production, as NGLs are a key source of income for
them, consequently lowering natural gas prices.

About the relationship between the crude oil market and the natural gas market, on the
demand side, oil and gas compete indirectly with their derivatives. Methane (a natural
gas derivative) and heating oil (a crude oil derivative) compete in the heating markets
of residential and commercial sectors. Methane is also a substitute for the residual and
distillate fuels in electricity generation and industrial plants. For example, Hartley et al. [5]
argue that the installation of advanced combined cycle gas turbine (CCGT) power plants
has increased the demand for natural gas relative to residual fuel oil in the United States.
On the supply side, associated natural gas is a coproduct of crude oil as it occurs in oil
reservoirs, whereas the non-associated natural gas is not in contact with crude oil and
is found in natural gas reservoirs. Although associated natural gas accounts for a small
fraction of natural gas production in the United States, it is also utilized to extract NGLs
in oil refineries. In addition, recent technological innovations in horizontal drilling and
hydraulic fracturing have increased the production of both shale oil and shale gas.

There are a large number of empirical studies that sought to investigate whether the
price of crude oil was an important determinant of the natural gas price. However, less
attention has been paid in the literature to the relationship between other hydrocarbon
products and the oil market. Most of this literature employs time series models and can
be categorized into two strands. The first strand of studies investigates the existence of
correlation and long-run cointegrating relationships between oil and hydrocarbon prices
using different types of time series models such as Vector Error Correction Models or Vector
AutoRegressive (VAR) models. These studies mostly treat the price of oil as exogenous
and investigate the response of other hydrocarbon prices to exogenous changes in the oil
price. Basically, this literature shows that the relationship between the oil price and the
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natural gas or NGL prices is asymmetric in a way that the oil price predominantly drives
the other hydrocarbon prices, but not the other way around. The second strand of studies
treats the price of crude oil as endogenous and disentangles the causes underlying oil price
shocks. This recent empirical literature, which is built on Kilian [6] employs a structural
VAR model to identify the source of oil price fluctuations as a result of supply disruptions
and demand changes in the integrated global oil market. They augment Kilian’s structural
VAR model to include the real price of another hydrocarbon and investigate the response
of other hydrocarbon prices to the structural shocks in the oil market.

The paper is organized as follows. Section 2 discusses the channels through which oil
price technically impacts other hydrocarbon prices. Section 3 reviews the literature that
investigates the relationship between crude oil and other hydrocarbon markets, and the
final section concludes the paper.

2. Transmission Channels between Oil and Hydrocarbon Prices

As illustrated in Figure 1, raw natural gas is extracted either from gas reservoirs or oil
reservoirs. The former is called non-associated natural gas or wet gas, and the latter is called
associated-dissolved natural gas. The associated natural gas is delivered to oil refineries
to extract hydrocarbon gas liquids (HGLs). The HGLs from oil refineries are usually
converted to olefins such as ethylene, propylene, normal butylene, and isobutylene to make
resins, plastics, and adhesives in petrochemical plants. However, the non-associated gas
is delivered to a gas processing plant and then to other facilities, namely, fractionators,
to separate the majority of the hydrocarbon gas liquids (HGL) from the gas stream and to
apply additional separation to meet certain commercial specifications. The end-products
are natural gas liquids (NGLs), including ethane propane, normal butane, isobutane,
and natural gasoline, which are abbreviated as C2, C3, NC4, IC4, and C5, respectively.
The liquidation of NGLs makes possible their storage and delivery from remote producing
areas, with oil-indexed prices and long-term contracts, to large consuming areas—see
Jadidzadeh and Serletis [7], Wamsley [8], and the HGLs page by the U.S. Energy Information
Administration [9] for more detail.

Crude oil is traded in a global marketplace where many international buyers and
sellers are absent in a geographically proximate situation. However, markets for natural
gas and refined petroleum products are typically considered national or even regional.
Specifically, there are three major regional markets, including the North American, Eu-
ropean, and East Asian trading hubs, where the prices of NGLs are determined. Three
channels link NGL prices to oil prices. First, NGLs are either the direct product of crude oil
or are used as blendstocks in petroleum products. For example, although a considerable
share of NGLs is extracted from natural gas at the fractionators, a large amount originates
from the crude oil at the refineries. Since 2000, the amount of U.S. HGLs production from
petroleum refineries has remained almost unchanged at about 0.55 million barrels per
day, while the production from natural gas processing plants has increased from 2.16 to
5.72 million barrels per day in 2020. Gasoline, which is the main product of crude oil,
needs to be mixed with natural gasoline and normal butane to enhance combustion. So,
the channel that the crude oil prices impact natural gasoline and normal butane through is
the interplay of gasoline supply and demand. Second, the market structure of NGLs links
the NGL contracts to oil prices. There are many trading gas hubs all over the world where
NGL prices are determined by oil-indexation mechanisms that tie NGL prices to oil prices,
compared to the gas-on-gas completion mechanism, where NGL prices are determined
based on their supply and demand interactions [10]. Third, crude oil products such as
heating oil compete with methane, propane, and butane through their utilization for fuel
and heating. Furthermore, the development of the Liquefied Petroleum Gas (LPG) markets
has strengthened the connection between the oil and gas markets. So, any change in oil or
gas prices is expected to change the NGL prices either directly or indirectly.
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Figure 1. Sources of hydrocarbon gas liquids (HGL) and Natural gas liquids (NGL).

3. Empirical Models

In this section, we first review the studies that presume that the real price of oil
is exogenous with respect to economic fundamentals, and supply disruptions, such as
political events in the Middle East, only drive the oil price shocks. The key insight in them
is that the relationship between oil price and other hydrocarbons is evaluated on a ceteris
paribus basis—i.e., the oil price varies while all other variables are held constant. Then,
we present recent empirical studies that are mostly built on Kilian [6] and treat the real
price of oil as an endogenous variable. They believe that oil price fluctuations do not occur
ceteris paribus. As a result, the volatility in the integrated global oil market is driven by
both supply and demand shocks. They disentangle the source of price changes and then
evaluate the impact of supply and demand shocks on the other hydrocarbon prices.

3.1. Oil Price as an Exogenous Variable

This line of study relies on the global nature of the crude oil market and presumes
that large variations in the price of oil are historically driven by supply disruption as a
result of political events and OPEC decisions. It assumes that oil prices are exogenous
to macroeconomics variables and discards the source of oil price shocks in their analyses.
Among those, some studies, such as Wang et al. [11], Brown and Yücel [12], Panagiotidis
and Rutledge [13], Pindyck [3], Serletis and Rangel-Ruiz [14], and Serletis and Herbert [15],
show that there is a stable and asymmetric relationship between the crude oil price and
natural gas price in a way that the oil price dominantly derives the natural gas price, but not
the other way around. On the contrary, other studies such as Bachmeier and Griffin [16],
Drachal [17], and Zhang and Ji [18] show that, in the long run, there is no relationship or a
very weak relationship between the prices of crude oil and natural gas. Serletis and Rangel-
Ruiz [14] show that there are no shared stochastic trends between West Texas Intermediate
(WTI) crude oil prices and Henry Hub natural gas. They attribute this to the deregulations
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of the natural gas market in the United States. Hailemariam and Smyth [19] argue that
since the shale gas revolution in 2008 the price of natural gas has been determined based
on its supply and demand in the natural gas market. In the short run, studies such as
Hartley et al. [5] and Brown and Yücel [12] show that seasonal factors, such as weather and
natural disasters, and oil inventories have a significant impact on natural gas prices, which
makes them deviate from oil prices.

Yücel and Guo [20] is one of the first studies that investigated a cointegrating relation-
ship between oil, natural gas, and coal prices from 1947 to 1990 in the U.S. They show that
oil and natural gas are not cointegrated when using the full sample because the natural gas
market was heavily regulated before 1974. However, their results verify that the cointegra-
tion exists episodically in sub-samples. For example, one can find a long-run relationship
between oil and natural gas prices for the 1974–1990 time span in a way that the oil price
drives natural gas prices—see also Hou and Nguyen [21], Hailemariam and Smyth [19],
and Aruga [22], who verify Yücel and Guo’s results over the 1974–1990 period. Similarly,
Bachmeier and Griffin [16]’s study does not support the idea of a primary energy market
as they show that oil, natural gas, and coal are very weakly integrated in the U.S. They
argue that the end products of oil and natural gas are used in different sectors, while in the
short-run, little possibilities of interfuel substitution exist. For example, oil and natural gas
products, mostly heating oil and methane, can compete in residential and commercial heat-
ing or in power plants, while gasoline, which is mostly produced from oil, does not have a
considerable successor to natural gas in the transportation sector. In contrast, Barcella [23]
argues that fuel oil and natural gas are significant substitutes in the electric power sector
and that is why crude oil and natural gas prices are highly correlated in the liberalized U.S.
gas market. Therefore, the state of the transmission channels, discussed in the previous
sections, is used to explain how the hydrocarbon prices are integrated with the crude oil
prices. They attribute either changes in the state of market structure and regulations (i.e.,
oil-indexed versus gas-on-gas contracts), supply-side interruptions and developments,
or demand-side changes in oil and gas derivatives to co-movements in the prices.

The liberalization of natural gas markets refers to the deregulation and structural
reforms that lead to the gas-on-gas competition in liquid spot and futures markets rather
than long-term contracts with prices determined in advance and frequently linked to the
crude oil or heavy fuel price (a system known as oil-indexation). Some studies such as
Barton and Vermeire [24] and Heren [25] believe that the liberalization of gas markets in the
U.K. has weakened the linkage between crude oil and gas prices since the spot and futures
markets were first established in 1995–1996. Asche et al. [26] employ cointegration models
and show that the U.K. natural gas market and Brent oil are integrated in an interim period
(1995–1998) when the U.K. gas market was liberalized in 1995 but not yet linked to the
Continental gas markets through the U.K.–Mainland Europe Interconnector gas pipeline at
the end of 1998. They do not find any evidence of cointegration for the period after opening
the Interconnector between 1998 and 2002. In contrast to Asche et al. [26], Panagiotidis and
Rutledge [13] and Drachal [17] show that a long-run equilibrium relationship between U.K.
gas and oil prices exists over the period 1996–2003. Panagiotidis and Rutledge [13] believe
that the differences in results with Asche et al. [26] could stem from the inclusion of the
electricity price in their study. These studies do not represent a general consensus on the
relationship between crude oil and natural gas prices. This lack of consensus across studies
is mainly due to either methodological or some other factors such as data, time period,
and location of the study.

In recent years, some studies employ new empirical techniques to address the spillover
effects between natural gas and crude oil markets in different time frequencies—see Batten
et al. [27], Ji et al. [28], Perifanis and Dagoumas [29], Zhu et al. [30], Wang et al. [11], Li
et al. [31], and Lovcha and Perez-Laborda [32]. To investigate the information or volatility
spillover effect of the markets, they use more explanatory variables (e.g., historical events
or disasters) with high-frequency data (e.g., daily data) from the financial sector. Similar to
the studies that employ cointegration techniques, there is no consensus on the results of
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these studies. Many of them [27,29,30,32] argue that since the shale gas revolution in 2008,
the spillover effect from the oil market to the gas market has disappeared or accounts for
very small changes in the U.S., while before the shale gas revolution, the spillover effect
was present episodically in some periods from the oil market to the natural gas market,
or in some cases the effect was reversed. Wang et al. [11] show that the negative shock of
the oil market did spill over sharply into the gas market. In addition, they argue that the
effects of the shale gas revolution are not apparent in Europe.

Unlike the studies that focus on the relationship between oil and natural gas markets,
there are limited studies that investigate the relationship between crude oil and other
hydrocarbon markets. Oglend et al. [4] is the only study we are aware of in this strand.
They investigate how the shale gas revolution has impacted the relationship between LPGs
(namely, propane and butane), natural gas, and oil prices using a generalized cointegrated
VAR model. They find that the expansion of shale gas has weakened the strong relationship
between LPG and natural gas prices with crude oil prices in the United States. They
argue that the state of the LGPs market affects the relationship between oil and gas prices.
For instance, when high prices in the oil market increase the prices for liquids in LPG
markets, then natural gas producers might increase the production of natural gas, aiming
to gain more profits from the liquids, which, consequently, a higher supply of natural
gas lowers its prices. However, there are other studies such as Westgaard et al. [33] and
Myklebust et al. [34], who investigate the price dynamics of propane, butane, and naphtha
traded in the north European market. They employ state-space models with unobservable
components in a multivariate context to address the joint dynamics of these gas component
prices. They do not incorporate natural gas or oil prices in their analysis to see how the
prices might vary as the price of oil or gas fluctuates.

3.2. Oil Price as an Endogenous Variable

There has been considerable improvement in econometrics methods to identify the
causes underlying oil price shocks in the last two decades. These studies are mostly built
on Kilian [6]’s article, in which he shows how the price of oil is disengaged. Kilian [6]
initiates an index to capture the changes in the real global economic activity and employs
the structural Vector AutoRegressive (VAR) model to decompose the evolution of the real
oil prices into three different sources: shocks to the global supply of crude oil, shocks to
the global demand for all industrial commodities (including crude oil) that are driven
by the global business cycle, and oil-market-specific demand shocks (also referred to as
precautionary demand shocks). Since Kilian [6], the literature has departed from the earlier
studies that mostly treat the price of oil as exogenous and incorporates supply and demand
shocks to the real price of oil. Kilian’s approach has resulted in the formation of new
extensive literature to study the effects of the oil shocks. Some studies have examined the
effect of oil price shocks on macroeconomic and financial variables. For more detail, see the
review papers of Kilian [35] and Herrera et al. [36]. In this section, we review the studies
that augment Kilian [6]’s structural VAR model to include the real price of hydrocarbons
and investigate the response of the real price of hydrocarbons to the structural shocks in
the crude oil market.

Jadidzadeh and Serletis [1] and Zamani [37] both augment Kilian [6]’s model and
incorporate the real price of natural gas as the fourth variable to investigate the impact
of those structural shocks in the oil market on natural gas prices. The former uses the
monthly U.S. natural gas wellhead price from 1976:1 to 2012:12, and the latter uses the
monthly U.S. natural gas imported price from 1989:1 to 2014:12. Both of these studies
show that supply shocks in the oil market do not have a statistically significant impact on
the real price of natural gas, but it increases the real price of natural gas after 12 months.
The response of gas prices to the oil supply shocks measured by the impulse response
functions are only statistically significant based on one-standard error bands. The demand
shocks that are explained by an unexpected increase in the global demand for all industrial
commodities have an immediate and sustained increase in the real price of natural gas.
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Finally, expectations in the oil market captured by the precautionary demand for oil has an
immediate and sustained increase in natural gas prices.

Jadidzadeh and Serletis [1] employ the forecast-error-variance decomposition to quan-
tify the share of the oil market structural shocks on the variation of natural gas prices
over different time horizons. They find that in the short-run the oil market shocks do not
demonstrate a considerable effect on the variations in the real natural gas prices. For ex-
ample, all three structural shocks account for less than one percent fluctuations in the
real price of natural gas in the first month, while the contribution of the structural shocks
increases as the forecast horizon increases. However, in the long run, 45% of the variation
in the real price of natural gas originates from the three structural shocks in the crude
oil market. The largest contributor to the variation in the real natural gas prices is the
aggregate demand shocks (which explain more than 16% of the variation), followed by the
contribution of precautionary demand shocks and oil supply shocks (accounting for about
16% and 13% of the variation, respectively) to the long-run variation in the real price of
natural gas. The remaining variation (about 55%) in the real price of natural gas is from the
shocks that are specific to the natural gas markets or generally other shocks.

A recent study by Jadidzadeh and Serletis [7] investigates the impact of structural
shocks in the crude oil market on the price of ethane, propane, normal butane, isobutane,
and natural gasoline over the period from January 1985 to April 2020. The results are very
similar to what was presented in Jadidzadeh and Serletis [1] and Zamani [37] for natural
gas prices. Although the supply-side shocks in the crude oil market do not demonstrate
statistically significant impulse responses, a negative (one standard deviation) shock in the
supply of crude oil would tend to increase each NGL’s price after six months temporarily.
A positive (one standard deviation) demand shock, either in the aggregate demand shock or
the precautionary demand shock, represents an immediate and persistent increase in NGL
prices. The forecast-error-variance decompositions show that in the short-run (first three
months horizon), the oil market’s structural shocks explain 23%, 34%, 44%, 50%, and 67%
of the variation in ethane, propane, normal butane, isobutane, and natural gasoline prices,
respectively. In the long run, the share of structural shocks accounts for approximately 55%
of fluctuations in the prices of NGLs.

Unlike the studies that treat oil prices as exogenous and employ cointegration models,
this stream of studies distinguishes the transmission channels that the price of oil impacts
the other hydrocarbon prices. They presume that the system of equations in the SVAR
model is composed of two blocks. The first block consists of the three structural shocks
that are specific to the oil market, including oil supply shocks, aggregate demand shocks,
and precautionary demand shocks. The second block captures the volatilities in the natural
gas or NGLs markets that are not driven by the shocks in the oil market. Then, the model
investigates how the structural shocks that are specific to the oil market impact the natural
gas or NGLs prices.

4. Conclusions

We have provided a survey of studies that investigated the effect of crude oil price
shocks on the main hydrocarbon prices. First, we discussed the channels through which
oil price technically impacts natural gas and hydrocarbon gas liquids. We then reviewed
two strands of studies. The first strand relies on the global nature of the crude oil market
and presumes that large variations in the price of oil are historically driven by supply
disruption as a result of political events and OPEC decisions. It assumes that oil prices
are exogenous to macroeconomics variables and discards the source of oil price shocks in
their analyses. It investigates the existence of correlation and the long-run cointegrating
relationship between oil and hydrocarbon prices using different types of time series models
such as Vector Error Correction Models. Initially, this literature shows that the relationship
between the oil price and the natural gas or NGLs prices is asymmetric in a way that the oil
price predominantly drives the other hydrocarbon prices, but not the other way around.
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The second strand of studies treats the price of crude oil as endogenous and disen-
tangles the causes underlying oil price shocks. This recent empirical literature, which is
built on Kilian [6], employs a structural Vector AutoRegressive (VAR) model to identify
the source of oil price fluctuations as a result of supply disruptions and demand changes
in the integrated global oil market. Other studies augment Kilian [6]’s structural VAR
model to include the real price of another hydrocarbon and investigate the response of
other hydrocarbon prices to the structural shocks in the oil market. They show that oil
supply-side shocks have a transitory and temporary impact while oil demand-side shocks
have a persistent and permanent impact on other hydrocarbon prices. In addition, they
show that about 50% of the variation in the other hydrocarbon markets is explained by the
structural shocks in the global crude oil market in the long-run.
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Abstract: Industrial crises exert considerable influence on a wide range of industries, national
economies, and global economic landscapes. The primary objective of this study is to devise a crisis
index specifically tailored for the petroleum sector—a vital component of South Korea’s energy
industry. An exhaustive analysis of the existing literature was conducted to extract pertinent elements
and indicators, and indicator weights were determined using the analytic network process (ANP).
Moreover, a combination of qualitative and quantitative methods was employed to rigorously evalu-
ate the validity of the proposed crisis index. The implications derived from this study offer critical
insights for stakeholders into the petroleum industry and demonstrate the potential applicability of a
crisis index framework for other industries.
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1. Introduction

Industrial crises are caused by specific and identifiable events [1]. As globalization
spreads and technologies become more complex, inevitably, there is more potential to harm
the industry. A crisis is defined as “a situation that threatens the high-priority goals of the
decision making unit, restricts the amount of time available before the decision is trans-
formed, and surprises the members of the decision making unit by its occurrence” [2] (p. 13).
Thus, an industrial crisis threatens industry.

As the relationships among industries converge, a crisis in one industry is not just a
crisis in a specific industry [3]. Crises in the energy industry that produces and sells energy
have a great impact on the national economy and other industries [4]. The petroleum
industry accounts for a large proportion of the energy industry, and, over several decades,
it has become renowned for its substantial contribution to global economic development.
The petroleum industry has facilitated socioeconomic growth and significantly influenced
international politics. However, recent transformations in the energy market and techno-
logical advancements in manufacturing have led to a myriad of challenges within the oil
industry, complicating the preservation of stability, and resulting in the emergence of mul-
tiple urgent crises. Factors such as geopolitical tensions, worldwide pandemics (e.g., the
COVID-19 pandemic), shifting demands for energy resources, and the growing adoption of
renewable energy to address climate change concerns have forged an unpredictable and
volatile oil market.

Owing to these adversities, the oil industry has encountered various critical issues.
These have included reduced energy demands, requisite transition to cleaner energy al-
ternatives, and hazards associated with the industry’s failure to adapt. Furthermore, the
sector faces waning competitiveness because of outdated methods and practices coupled
with insufficient investments. Thus, there is a necessity for proactive measures in response
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to rapid market changes. Additionally, unrecognized risks may lie dormant, potentially
exacerbating existing issues within the industry.

The oil industry is substantially important for South Korea’s national economy. The
petroleum industry accounts for the largest proportion of Korea’s energy industry, and it
accounts for 1.5% of Korea’s gross domestic product (GDP). In addition, the world’s second,
third, and fifth oil refineries are located in Korea. Several studies have demonstrated that
Korea’s petroleum industry affects the global economy [5–7]. In summary, a crisis in Korea’s
petroleum industry could damage the global economy, along with the country’s domestic
economy and industry. Under such circumstances, conventional risk management methods
are insufficient, which necessitate the exploration of inventive and all-encompassing ap-
proaches to regulate various crises. Therefore, it is essential to establish a crisis index that
can guide informed decision making and promote effective crisis management approaches.
The development of a petroleum industry crisis index is of paramount importance for
several key reasons. It enables identification of risks and vulnerabilities within the industry,
allowing stakeholders to address these challenges proactively. Additionally, understand-
ing the factors contributing to crises facilitates the establishment of strategies to enhance
preparedness and resilience in the face of potential adversities. Furthermore, a crisis index
would serve as a guide for government and regulatory policy decisions, ensuring adequate
support for the industry during challenging times. Investors could also employ the index
to make informed investment decisions based on industry stability and risk factors. Lastly,
an index would provide a quantifiable measure to monitor trends and changes within
the petroleum industry, offering valuable insights and prompting stakeholders to adapt
their strategies accordingly. Collectively, these reasons underscore the crucial role a crisis
index would play in fostering industry stability, growth, and long-term success within
the context of the petroleum sector. Devising an index specifically for the petroleum in-
dustry would help stakeholders to utilize a quantitative metric to appraise and track risk
levels, subsequently permitting the implementation of targeted interventions and optimal
allocation of resources. Moreover, the creation of an evidence-based framework to assess
industry-related risks would bolster the overall resilience and sustainability of the sector.

Despite the importance of understanding the risks associated with Korea’s petroleum
industry, there continues to be few studies on gauging its crisis levels. The Korean gov-
ernment, local authorities, and companies have developed indicators for predicting crises.
However, due to possible concerns, these indicators are not openly disclosed; however,
the leading economic index and coincident economic index are disclosed, but these are
indicators for measuring the overall economic situation and not for evaluating industries.
Furthermore, most evaluation standards predominantly assess financial status, which
presents another limitation. Consequently, this study develops a crisis index tailored to
South Korea’s petroleum sector. Consequently, the extant literature was reviewed to extract
the factors that influence the petroleum industry. This information was used to establish
indicators constituting these influencing factors.

Adjusting the weight of each indicator is crucial for developing a crisis index. There-
fore, we employed the analytic network process (ANP) to adjust the weights. Numerous
preceding studies have employed the analytic hierarchy process (AHP) to adjust the weights
of indicators when developing indices [8,9]. However, the ANP overcomes the limitations
of the AHP and has recently been utilized in several index development studies [10]. In the
analytic hierarchy process (AHP), a hierarchical structure is assumed, and the analysis is
dependent on a single factor. In contrast, the analytic network process (ANP) presumes a
network structure, enabling simultaneous consideration of interrelated factors, thus provid-
ing a more comprehensive approach. Additionally, each indicator is normalized to account
for varying scales. Through these steps, we established a crisis index for the South Korean
petroleum industry. Finally, we employed the Johansen cointegration test to evaluate the
validity of the crisis index.

The remainder of this paper is organized as follows: Section 2 reviews Korea’s
petroleum industry and crisis indices used in previous studies, Section 3 introduces the
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research framework and describes the composition of each phase, Section 4 presents the
analysis of the results, Section 5 summarizes the results and presents the implications and
future research directions.

2. Research Background
2.1. The Petroleum Industry in Korea

Petroleum coupled with refined products is of immense importance globally. In
addition to being a central energy source, refined petroleum products serve as feedstock for
numerous other industries. Hence, they perform a mounting and pertinent part in the life
of human beings by generating numerous jobs and noteworthy tax revenues and royalties,
including foreign earnings, for local, state, and national governments [11].

The Korean petroleum industry has depended on domestic markets to meet the energy
demands that are essential for economic growth. In the early stages of development, major
energy equipment and technologies were imported due to limitations in indigenous tech-
nology and funding difficulties. However, over the past 40 years, Korea’s energy industry
has progressively acquired expertise and technology in areas such as refined petroleum
product manufacturing, oil storage facility construction, and refinery operation through
domestic development efforts. Consequently, Korea has attained economic advancement
via its energy sector.

Although Korea is not an oil producer, it plays a significant role in the global oil
refining market. In 2020, among over 500 refineries worldwide, three refineries ranked
within the top five based on daily oil-refining capacity. These refineries included SK Energy
Ulsan Plant (second place), GS Caltex Yeosu Plant (fourth place), and S-Oil Ulsan Plant
(fifth place). As of November 2022, Korea’s total exports amounted to USD 629.1 billion,
with petroleum product exports contributing USD 58.221 billion (9.3%). Thus, Korea’s
petroleum industry has a considerable impact on its economy and other sectors.

As Korea lacks natural resources, it relies primarily on the import of oil and other
raw materials. Therefore, an early warning system for the oil and raw material markets is
essential to monitor rapid increases in the prices of crude oil or raw material. The indicators
used in the model include U.S. crude oil inventories, OPEC’s crude oil production, variables
related to economic fluctuations, and futures contracts for crude oil [12].

However, the existing early warning system merely focuses on oil prices and does not
represent a crisis in the petroleum industry.

2.2. Research Related to a Crisis Index

Several studies have investigated crises in the petroleum industry and crisis indices in
many areas. In addition, research has also been conducted on a resilience index. Table 1
summarizes the existing studies on crisis and resilience indices. The methodology used
in these studies included natural networks, regressions, and formulas created by the
researchers. In addition, in all the studies, the elements necessary for the index were set
based on the existing literature and the factors and indicators were set based on research in
the literature research. The existing research has analyzed data spanning from a minimum
of one year to as long as 23 years, generating a crisis index as a result. The primary focus has
been on financial risk indices, with recent studies shifting towards resilience. Furthermore,
many investigations have endeavored to represent the crisis through a minimal number of
variables. The methodology has ranged from utilizing established models to developing
new formulas to more accurately depict the crisis index. In summary, risk index-related
studies have primarily concentrated on financial aspects, while more recent research has
explored resilience. Several studies have also attempted to measure the crisis by devising
innovative formulas. Therefore, this study attempts to identify the factors affecting the
Korean petroleum industry based on previous studies.

343



Energies 2023, 16, 5346

Table 1. Extant literature on a crisis index.

Study Created
Index

Data
Period Major Indicators Methodology

[13]
Financial conditions
index (FCI) for the
euro area

2003–2011

‚ Monetary policy variables
‚ Price variable
‚ Non-financial loans
‚ 3-month Euribor rate

and EONIA
‚ STOXX index
‚ Bank lending survey

‚ Principal component
analysis models

[14]
Stock market instability
index (SMII) for Korean
stock market

1994–2003 ‚ Stock market index
‚ Artificial neural networks
‚ Stability-oriented

approach (SOA)

[15] Risk Monitor
CDM Model 1980–2002

‚ 4 Annual indicators
‚ 12 Quarterly indicators

‚ 5 Modern non-parametric
classification methods
(neural network, SVM,
random forest,
bagging algorithm)

[16] Regional industrial
resilience 1993–2006

‚ 8 Variables (human capital
intensity, total regional
employment, the regional
specialization in ICT, etc.)

‚ Regression

[17] Resilience index 1997–2011
‚ 10 Attributes (export

diversity, private debt,
governance, etc.)

‚ Formula

[18] Regional resilience 2001–2007

‚ 4 Attributes (vulnerability,
resources, adaptive capacity,
and policies)

‚ Discriminant function
analysis

‚ Regression

[19] U.S. county
economic resilience 2007

‚ 11 Variables (employment,
income, etc.)

‚ Network Analysis
‚ Generic input–output table

[20] Industrial resilience 2007–2009

‚ Full-time employees
‚ Part-time employees
‚ 2 Aspects (quantity

and quality)

‚ Formula

3. Research Framework

The purpose of this study is to produce a crisis index for the Korean petroleum industry
and to compare it with the crisis index produced by major events. Therefore, we proposed a
research framework (Figure 1) to achieve the purpose of this study. The research framework
comprises three phases.

In Phase 1, factors affecting the Korean petroleum industry and the indicators included
in these factors were identified. Subsequently, we constructed and administered a ques-
tionnaire. In Phase 2, the weight of each indicator was calculated based on the survey data.
We also collected and normalized data related to the indicators. Through this process, we
developed a crisis index for the Korean petroleum industry. In Phase 3, the crisis index’s
relevance was evaluated by comparing it with major events.

3.1. Phase 1: Performance Measurements

The initial phase employed a performance measurement (PM) extraction method
in conjunction with a cause-and-effect diagram to reveal the causal relationships among
critical crisis factors (CCFs). Most prior research pertaining to crisis indices within economic
or industrial domains has focused on singular aspects of industrial crises, such as global
or domestic economic conditions. To evaluate a crisis index that is integrated within the
process instead of serving as a means of simplistic measurement, PMs should be extracted
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from each economic condition, and CCFs should be correspondingly interconnected. Thus,
a cause-and-effect relationship was employed to derive the perspectives and CCFs.
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Because the PMs extracted from Phase 1 exhibited different measurement units, it was
important to apply a normalization method. Given the varying weight of each PM and
their inherent causal relationships, the analytic network process (ANP) proved to be an
appropriate choice. By utilizing normalization and aggregation techniques, it was feasible
to compute normalized scores according to each perspective.

3.1.1. Extracting the Perspectives for Developing a Crisis Index for the Energy Industry

Establishing perspectives for developing a crisis index is important for several rea-
sons. First, perspectives provide a structured and well-defined framework that allows
for a systematic approach to analyze the complexities associated with an industry’s per-
formance [21]. This well-organized methodology ensures that all relevant variables are
considered, while assessing the potential risks and vulnerabilities faced by organizations
within the industry. Second, by delineating critical perspectives, executives and decision
makers can better understand the driving forces and external conditions that shape an
organization’s performance and susceptibility to crises. This comprehensive understanding
enables them to identify the root causes of potential threats, and consequently, to develop
more targeted and effective response strategies to mitigate the adverse impacts of such
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events. Third, establishing well thought out perspectives facilitates the monitoring and
tracking of changes within an industry and the various factors influencing the changes.
Ongoing monitoring is essential for early identification and accurate forecasting of potential
crises, which can help organizations to prepare and adapt proactively. Fourth, perspec-
tives offer valuable insights into how different aspects of an industry are interconnected
and mutually influenced by one another. A holistic understanding of the relationships
among these factors enables decision makers to identify potential synergies and leverage
points to maximize an organization’s resilience and performance even amid crises. Finally,
distinct perspectives for developing a crisis index promote the prioritization of critical
factors according to their relative importance and impact on the industry. By focusing
on the most pertinent and influential factors, stakeholders can strategically allocate their
resources and efforts to effectively address the most pressing challenges, thereby enhancing
an organization’s overall robustness and crisis preparedness.

In conclusion, establishing the perspectives for developing a crisis index is essential
to provide a structured approach for understanding the intricacies of managing industry
crises, identifying and addressing potential threats, monitoring ongoing changes, analyzing
interrelationships among factors, and prioritizing critical aspects to ensure an organization’s
resilience and success during crises. This approach can significantly improve the effec-
tiveness of management decisions and strategies to address industry-related challenges.
Numerous approaches have been used to develop industry-related risk indices. Specifically,
the extant literature mentions three perspectives, i.e., global economic conditions, domestic
economic conditions, and industry conditions.

3.1.2. Developing the Candidates of Critical Crisis Factors (CCFs)

Prior research has identified three major categories of perspectives for developing an
industry crisis index. However, previous studies have lacked a comprehensive survey of
factors that affect a crisis index. Hence, this phase endeavored to achieve greater realism and
precision by identifying critical crisis factors (CCFs) and mapping their interrelationships
based on causal relationships. This phase utilized the existing research to ascertain CCFs
while considering the three perspectives derived in the preceding step [22]. Relationships
among CCFs were established using the causal connections among identified factors.
Further, CCFs unrelated to the industrial crisis index were excluded from the study.

Rockart [22] defined CSF as “a limited number of components that can ensure an orga-
nization’s ability to compete successfully if the outcome is satisfactory”. They developed
the “CSF method”, which was intended to help executives to understand the factors that
create essential and potential competitive advantages [22,23]. However, in this study, we
extracted the factors that affected the crisis of the industry; thus, these factors were denoted
as CCFs and not CSFs. CCFs are defined as “a limited number of components that can
measure the risk of an industry”.

3.1.3. Drawing Cause and Effect Diagram of Critical Crisis Factors (CCFs)

Economic revitalization and industrial productivity display a virtuous cycle structure,
emphasizing the interconnectedness and reciprocal nature of these elements in fostering
growth and progress [24]. While there is notable heterogeneity between a state and its
industry, most relationships between economic situations and industry-specific conditions
exhibit positive correlations. This underscores the importance of carefully analyzing
domestic economic indicators to accurately assess the situation in sectors such as Korea’s
petroleum industry [25].

When evaluating the prospects of a crisis within an industry, it is essential to consider
domestic as well as global economic factors because of their far-reaching impacts on
businesses and markets. However, focusing solely on these external macroeconomic aspects
may not provide a complete understanding of the challenges faced by industries. Therefore,
it is imperative to examine an industry’s internal dynamics to gain a comprehensive
perspective of its overall stability and potential risks [26]. This multifaceted approach
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ensures that strategies developed to address potential crises are well informed and effective
in addressing the unique challenges of each industry.

3.2. Phase 2: Developing the Crisis Index (CI)

The objective of this phase was to identify the factors and indicators influencing the
domestic petroleum industry. Subsequently, weights were assigned to each indicator using
the analytic network process (ANP) methodology. Finally, a crisis index was developed by
incorporating the assigned weights. This index offers a comprehensive assessment of the
industry’s potential vulnerabilities.

3.2.1. Drawing the Relative Importance of Weights Using the Analytic Network Process (ANP)

The analytic network process (ANP) [27] is a comprehensive decision-making tech-
nique that can include all relevant criteria that potentially affect decision making. The
AHP serves as the starting point for ANP. The advantages of the AHP in group decision
making are as follows [28]: First, tangible and intangible, that is, individuals and shared
values, respectively, should both be included in the decision-making process. Second,
in-group discussions may focus on objectives rather than alternatives. Third, the discussion
should be constructed such that all factors related to the decision are considered. Fourth,
in a structured analysis, the discussion should continue until each member of the group
considers the relevant information and reaches an agreement. In addition to the advantages
of AHP, the ANP provides a more generalized decision-making model without assuming
the independence of lower- and within-self-level elements. Among the different criteria
levels, bidirectional arrows or arcs graphically represent the interdependence of the ANP
models. If interdependencies exist at the same level of analysis, loop arcs can be used
to indicate these interdependencies. Further, a questionnaire was developed based on
the extracted factors and indicators. In this study, the ANP was used to calculate the
weight of each indicator. Table 2 indicates the ANP questionnaire used for calculating
the weights. In this study, factors and indicators to be extracted through the subsequent
process were compared.

Table 2. Example of the ANP questionnaire.

The Question Is Which One Is Important and How Much?

Indicator 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Indicator

Indicator 1 Indicator 2

Indicator 1 Indicator 3

. . . . . .

Indicator n − 1 Indicator n

The AHP cannot consider the interrelationships among elements [29]. Consequently,
the ANP is an advanced version of the AHP that considers the internal relationships among
elements through additional steps [30].

The ANP does not require a hierarchy but rather a network of elements. In this
network, the elements are considered to be nodes of a number of clusters, and the level of
each node may both be dominant and be dominated in pairwise comparisons [31]. Assume
that each cluster k, k = 1, . . . , m, includes nk elements eK1, . . . , eKnk. These elements can
be used to build a supermatrix, Figure 1, and compared using Saaty’s scale.

After comparing all the elements in the supermatrix, it is increased to any large con-
straint to obtain the cumulative effects of the elements on each other [32]. The supermatrix
considers all possible relationships among elements.
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3.2.2. Extracting the Normalized Performance Expression of Performance Measurements (PMs)

In this study, indicator data were collected from several sources. Therefore, the scale
for each indicator was set differently. Therefore, normalization was performed for each
indicator. The goal of normalization was to ensure that all the data points were reflected on
the same scale (importance).

In several studies, normalization has been used to integrate indicators with different units
and ranges of characteristics [33]. Therefore, this study normalized the different indicators.

The crisis index was generated based on the weights and data extracted using the
above process. The crisis index (C.I.) was created using Formulas (1) and (2) below, where
B.I. is the interim Business Index of the industry, NIi is the ith normalized indicator value,
and Wi is the weight of the ith indicator:

B.I. = ∑ NIi ∗ Wi, (1)

C.I. = 100 − (B.I. − 100), (2)

3.3. Phase 3: Evaluating the Crisis Index (C.I.)

Two methods were used to evaluate the developed crisis index. The first method
evaluated the crisis index by comparing it with major events. We determined whether the
C.I. proposed in this study was related to major events. Major events were identified from
an article on the petroleum industry. The second method evaluated the crisis index by
comparing it with the stock yield. For evaluation, the two indices were compared using the
Johansen cointegration test [34]. Several studies have used stock returns as a representative
index to determine the conditions of an industry [35–37]. The Johansen cointegration test is
a method for verifying the existence of a stable and long-term balance between integrals
through hypothesis verification of the vector autoregressive (VAR) model. The Johansen
test can be considered to be a multivariate generalization of the augmented Dickey–Fuller
test. Generalization refers to the examination of linear combinations of variables for unit
roots. The Johansen test and estimation strategy—maximum likelihood—make it possible
to estimate all cointegrating vectors when there are more than two variables [38].

The Johansen cointegration test is a pivotal statistical technique for discerning the
cointegrating relationships among a multitude of nonstationary time series variables.
Because of its efficacy in determining the existence of long-run equilibrium relationships
among the scrutinized variables, this test has garnered considerable recognition among
researchers engaged in economic and financial time series analysis [38]. By adopting a
system-level approach, the Johansen cointegration test elaborates on the foundation of VAR
models that simultaneously consider the interdependence of diverse variables [34]. The
incorporation of VAR models enables the test to capture complex interrelationships among
time series variables, thereby enabling researchers to unveil the fundamental patterns
and associations embedded within the data. Moreover, the Johansen cointegration test
encompasses two distinct test statistics: the trace test and the maximum eigenvalue test.
Each of these tests examines the presence of cointegrating relationships at distinct vantage
points. The use of these complementary tests enhances the reliability of the research
findings and provides a comprehensive perspective on cointegration relationships. In
conclusion, the Johansen cointegration test serves as a critical instrument for exploring
the long-run equilibrium connections among non-stationary time series variables. Its
foundation in the system-level approach, which is predicated on VAR models coupled
with the provision of two supplementary test statistics, makes this method an invaluable
resource for researchers seeking insights into the intricate dynamics and interdependencies
that dictate the long-run trajectory of the variables under investigation. Because of its
versatility and robustness, the Johansen cointegration test remains a highly acclaimed and
indispensable tool in econometrics and applied time series analysis.

Thus, these two processes were used to validate the proposed index.
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4. Result
4.1. Phase 1: Extracting Performance Measurements (PMs)
4.1.1. Extracting the Perspectives for Developing a Crisis Index for the Energy Industry

Based on the extant studies, the perspectives on the crisis in the Korean petroleum
industry can be divided into three categories. First, global economic factors are classified
into the first category, which includes the exchange rate, global supply chain management,
international raw material prices, U.S. economic conditions, and the export/import status
of Korea’s major trading partners,.

Second, domestic economic factors comprise the second category, which includes the
composite economic, sentiment, price, import/export, and industrial production indices.
Finally, industrial economic factors comprise the third category, which includes the em-
ployment, shipment, and business survey indices. Table 3 summarizes the perspectives
and factors for developing the crisis index.

Table 3. Perspectives for developing the crisis index.

Perspective Factor Reference

Global Economic
Conditions

Exchange rate [39–43]
Global supply chain [44–51]

Commodity [48–57]
U.S. Economic condition [58–69]

Main exporter and importer [70–74]

Domestic Economic
Conditions

Economic fluctuations [75–78]
Sentiment index [79–82]

Price related [83–89]
All industry activity [90–92]

Trade activities [93,94]

Industry conditions
Employment [95,96]

Industry shipments [97,98]
Industry perception [99]

4.1.2. Extracting the Candidates of CCFs

In previous studies, many researchers have analyzed the variables that affect in-
dustries. Many variables affect the industry, but they are largely divided into global
economic conditions [100,101], domestic economic conditions [102,103], and industrial
conditions [104,105].

1. Global economic conditions

Owing to recent globalization, the global economy has significantly influenced coun-
tries and companies [100]. The global economy is a factor for countries and companies
with significant imports and exports [106]. Global economic conditions are significant to
understand the industrial crisis because the Korean petroleum industry generates large
profits from exports.

• Exchange rate

Exchange rate is an important macroeconomic variable used to determine interna-
tional competitiveness [39]. Foreign exchange risk implies that changes in exchange rates
affect a company’s cash flow and values [40]. An oil-exporting (importing) country may
experience currency appreciation (depreciation) in response to rising oil prices and currency
depreciation (appreciation) in response to falling oil prices [41]. The exchange rate affects
the price of imported crude oil, which, in turn, affects the price of petroleum product
prices [42]. An increase in the exchange rate raises industrial profits related to petroleum
in the short term; however, in the long term, the impact is reduced by the feather and
rocket effect [43]. In summary, exchange rate fluctuations are important determinants of
the petroleum industry’s crisis.

349



Energies 2023, 16, 5346

• Baltic Dry Index

The international dry bulk shipping market is closely related to commodity and crude
oil markets [44]. At the same time, the Baltic Dry Index (BDI) is usually considered to
be a major economic indicator [45]. The Baltic Dry Index (BDI) comprises average prices
paid for the transport of dry bulk materials across more than 20 routes [46]. Rising oil
prices cause shipping companies to increase their expenditures on fuel costs, that is, crude
oil is a fuel that directly affects the cost of shipping [45]. Thus, rising oil prices affect
shipping fares. This, in turn, further increases the price of crude oil. An increase in the
BDI negatively affects the petroleum industry. In Korea, crude oil is imported and refined
petroleum products are exported. An increase in shipping costs negatively affects product
price competitiveness. This would cause a crisis in the industry.

• Global Supply Chain Pressure

The Federal Reserve Bank of New York developed the Global Supply Chain Pres-
sure Index (GSCPI) to measure the common factors of several cross-country and global
indicators of supply chain pressure. The GSCPI indicates that supply chain disruptions
are about a mismatch between demand and supply, indicating a lack of balance. A mis-
match between demand and supply causes negative supply shocks. Supply shocks cause a
decrease in production capacity, and therefore, increase the economic burden of compa-
nies [47]. In other words, an increase in the GSCPI will negatively impact the petroleum
industry. In particular, Korea imports most of its crude oil supply from the Middle East;
therefore, supply imbalances caused by supply chain pressure will negatively affect Korea’s
petroleum industry.

• Crude oil price

Several studies have suggested that rising oil prices shrink the economy [48–50]. An
increase in the absolute crude oil price, and not an increase in price due to an exchange
rate rise, may also negatively affect consumption, investment, and unemployment [51].
Additionally, increasing costs of firms affects the postponement of investment decisions [51].
A prolonged increase in oil prices could lead to changes in the production structure and
have a deeper impact on unemployment [50]. Indeed, an increase in crude oil prices reduces
the returns on sectors that are oil intensive and incites firms to adopt and construct new
processes that are require lesser oil inputs [107,108]. This change generates capital and labor
reallocations across sectors that can affect unemployment in the long run [52]. In summary,
an increase in absolute crude oil prices will negatively affect the petroleum industry in the
long and short terms.

• Commodity price

Commodity prices can provide instantaneous information on the state of the econ-
omy [53]. Moreover, because many primary commodities are important inputs for the
production of manufactured goods, changes in commodity prices directly affect production
costs [54]. Increasing production costs reduce a company’s revenue and productivity [55].
This situation can lead to an industry-wide recession that reduces energy consumption [56].
The Bloomberg Commodity Index (BCOM) is a representative index of the price of inter-
national commodities. It is calculated on an excess return basis and reflects commodity
futures’ price movements.

• Gold price

In the past, gold was considered to be a means of risk hedging; however, now it is
also a financial investment product. In addition, when the economy grows, each country’s
central bank develops a strategy to increase gold holdings [57]. Gold is a precious metal
with a risk-hedging function that enables predictions of macroeconomic variables and
economic activity [109]. In other words, gold is an indicator of the state of an economy,
which represents energy consumption.

• U.S. economic situation
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Many studies have shown that Korea’s economy is subordinate to the U.S. econ-
omy [58]. Export-oriented economies such as Korea and Japan are closely related to the
accumulation of foreign exchange reserves, which are affected by the USA [59]. In addition,
because the USA is Korea’s main export destination, its economy is affected by the U.S.
economic situation [60,61]. Therefore, the U.S. economy is an important variable for the
petroleum industry, which produces energy sources. A set of variables representing the
U.S. economy includes the U.S. Industrial Production Index [62,63], U.S. standard inter-
est [64], U.S. money stock [65,66], U.S. economic policy uncertainty [67], and the Dow Jones
Index [68,69].

• Korea’s main exporter and importer

Korea’s ratio of exports and imports to GNI is relatively high compared to that of
other countries. According to the OECD, Korea’s ratio of exports and imports to GNI
is 72.3%, compared to 31.4% for the USA, 37.5% for Japan, and 66.1% for France. This
means that Korea has a trade-dependent economy [70]. The Korean economy shows a
positive correlation with imports, which are a major factor in evaluating the revitalization
of the economy [71]. Export performance and expansion represent economic growth and
economic conditions [110]. First, higher exports ease the foreign exchange constraint, and
higher imports of capital goods and intermediate goods are permitted [71]. Second, the
home country can concentrate its investment in sectors in which it enjoys a comparative
advantage [72]. Third, the addition of international markets provides scope for economies
of scale in the export sector [71]. As of 2022, China (21.9%), the USA (13.5%), and Vietnam
(6.1%) accounted for 41.6% of Korea’s total imports and exports. Imports and exports to
the top three countries mentioned above greatly influence the Korean economy [73,74].
Japan has been South Korea’s primary trading partner. However, since 2013, there has
been a notable shift in Korean exports to Vietnam. As of 2022, the income discrepancy
has more than doubled, reflecting a significant change in trading dynamics. Furthermore,
the European Union (EU) indicators do not accurately represent those of each individual
member country, as considerable disparities exist within the EU. The export and import
indicators of these EU member nations are notably lower than those of China, the United
States, and Vietnam.

2. Domestic economic conditions

Economic vitalization and industrial productivity have a virtuous cycle structure [111].
There is heterogeneity between the state and industry; however, most of the relationships
between the economic and industrial situations are positive [112]. In other words, the
domestic economic situation reflects Korea’s petroleum industry.

• Economic fluctuations

Many countries have created indices to evaluate their economic conditions [75], such as
the business indicator index that represents Korea’s real economy [76]. Several studies have
used composite indices (CIs) to reflect Korea’s economic situation [77,78]. CIs are summary
measures designed to indicate changes in the direction of aggregate economic activity.
Composite indices examine and predict the overall direction of economic change, speed
of change, economic situation, and turning points in economic conditions by selecting,
processing, and integrating major indices to reflect each part of the economy. Composite
indices measure not only directions, phases, and turning points, but also amplitudes
and levels in the economy. The CI consists of the composite leading index, composite
coincidence index, and composite lagging index. The composite leading index indicates
cyclical turning points in economic activity. Composite coincident index includes turning
points that coincide with those of the business cycle. Subsequently, the composite lagging
index confirms economic activity.

• Sentiment index

The effects of a survey-based consumer sentiment index (CSI) and economic sentiment
index (ESI) as leading indicators of the actual economic situation have been confirmed,
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and CSIs and ESIs are actively used in policy judgment and decision making in many
countries [79]. Previous studies have shown that a survey-based consumer sentiment index
(CSI) is an effective leading indicator of real economic conditions [80,81]. A CSI offers
valuable insights into the prevailing economic climate by monitoring the present state
of the economy and signaling potential shifts in economic activity. In South Korea, the
Bank of Korea (BOK) publishes a monthly CSI, aiming to capture both the emotional and
the economic factors that influence consumer behavior. This is achieved by surveying
households regarding their perceptions of current and future economic conditions, at
the individual level as well as the national level. An economic sentiment index (ESI) is
a survey-based index that provides information on the perceptions and expectations of
economic agents, both from the demand (consumers) and the supply (producers) sides of
the economy [82].

• Price-related index

A price index is the normalized average price of relatives for a given class of goods
or services in a given region during a given time interval. Previous studies have used
the benchmark interest rate [83,84], expected inflation rate [85,86], and producer price
index [87,88] as indicators of the price index.

Increasing the benchmark interest rate increases interest rates in the market, thereby
widening the gap between domestic and overseas interest rates and increasing the inflow
of foreign capital into a country [87]. Consequently, the exchange rate and import prices
fall, which further reduce domestic prices. In other words, the benchmark interest rate
and inflation are negatively correlated. Interest rates alter firms’ financing costs, affect the
amount of loan interest and principal payments, and affect the cash flows of firms [90].
A decline in cash flows negatively affects an industry [91]. However, the effect of the
benchmark interest rate varies across industries [90].

Real interest rate and expected inflation are two key economic variables [92]. Real rate
variation should only affect the short end of the term structure, whereas the variation in
long-term interest rates is primarily affected by shocks to expected inflation [36]. Therefore,
the expected inflation rate was used to identify long-term changes [113]. Expected inflation
rates also apply to perceived inflation rates [114]. However, the effect of the expected
inflation rate varies across industries [115].

The producer price index (PPI) is an indicator that calculates the average cost of a
collection of inputs frequently used by manufacturers. The PPI serves dual purposes:
(1) offering price indices for deflating gross domestic product data and (2) presenting a
comprehensive measure of inflation levels. Many economists believe that the PPI can
function as a reliable predictor of upcoming consumer inflation since fluctuations in the
prices paid by producers (i.e., shifts in production costs) typically occur prior to changes
in consumer costs [87]. The effect of the PPI differs across industries [89]. However,
the PPI is disadvantageous in that it includes all items corresponding to raw materials,
intermediate goods, and final goods, because domestic shipments, including intermediate
transactions between companies, are selected as populations and weighted. Therefore,
Korea developed a domestic supply price index. The domestic supply price index was
divided into raw materials, intermediate goods, and final goods according to the degree of
processing, including not only domestic shipments but also import and export price index.
Consequently, it is possible to understand the ripple process of prices step by step.

• All industry activity

Industry activity is fundamental to the economic value and situation [116]. Industrial
activity is useful because it determines the current economic situation. Korea developed
the Index of All Industry Production (IAIP) to understand industry activities. The IAIP is
a single index that aggregates monthly production activity trends for goods and services
across all industries in the entire Korean economy.

• Trade activities
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Global and domestic economic situations are closely related [93]. Trade has a strong
positive effect on economic growth, and trade activation confirms a positive national
economic situation [94]. Several studies have confirmed that imports and exports are
closely related to the economy. Active exports indicate that the overseas economy is
booming, leading to vitalization of the domestic industry. Active imports mean that many
raw materials are being invested in because of the vitalization of the domestic industry. In
other words, export and import activities imply that the domestic economy is booming.

3. Industry conditions

To understand the crisis in the industry, it is necessary to examine the industry’s
internal situation [104] along with assessing the global and domestic factors.

• Employment

Employment growth is a useful indicator of an industry’s location. If an industry’s
performance decreases, employment naturally decreases [95]. If the forecast for industrial
production is good, then creation of employment and new employment increase [96]. In
other words, employment and new employment are excellent indicators of the indus-
try’s situation.

• Industry shipments (manufacturing shipment)

Industrial shipments are attractive variables for monitoring industrial situations [97].
Industry shipments relate to the vitalization of an industry [98]. Korea developed an Index
of Manufacturing Shipment (IMS) to indicate the level of shipment. The IMS represents the
level at which goods are sold at the factory where they are produced. The IMS is a useful
index for checking the inventory of industries. Rinsing inventory rates present a negative
signal for the industry.

• Industry perception

These indices are considered to be the most representative of these industries and are
quantitatively evaluated through quantified features. However, industry perceptions may
differ from those used to evaluate current industries’ performances.

Therefore, several countries use a business survey index (BSI) to examine the current
situation in the industry. The business survey index (BSI) was compiled to understand the
business conditions for the current month and their outlook for the following month by
conducting surveys on entrepreneurs’ perceptions. A BSI is commonly used in application
forecasting. The existing academic literature also demonstrates that a BSI is a powerful tool
for forecasting and tracking economic activity [99]. In Korea, 15 items, including business
conditions, sales, and profitability, were surveyed among 3255 corporations that were
selected using stratified systematic sampling and fall into the following classifications as
per the 10th revision of the Korean Standard Industrial Classification (KSIC). The bulk of
business surveys is useful because they provide leading indicators for the most obvious
macroeconomic aggregates [99]. This information is summarized in Table 4. The data
presented in Table 4 were obtained from the National Statistical Office of Korea and index-
related organizations in the United States. The economic policy uncertainty index and the
Dow Jones Index were sourced from previous studies, ensuring consistency and accuracy.

4.1.3. Drawing the Cause-and-Effect Diagram of Critical Crisis Factors (CCFs)

We extracted three perspectives and 13 CCFs from the extant literature. Based on
this information, we illustrated the cause-and-effect diagrams between the identified
perspectives and CCFs. In the cause-and-effect relationship diagram, CCFs of the crisis
index are categorized as leading and lagging factors, and the relationships are presented
in ascending order. The cause-and-effect relationship between the leading and lagging
CCFs is illustrated in Figure 2. The leading and lagging factors were developed through a
comprehensive analysis of prior research.

Each perspective is directly associated with the crisis potential of an industry. Global
and domestic economic conditions both influence an industry’s economic performance. In
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the causal relationship diagram, CCFs are categorized as antecedent factors, and their rela-
tionships with lagging factors are depicted in ascending order to highlight the intertwined
nature of these elements.

Table 4. Factors and indicators affecting the industry crisis.

Factor 1 Factor 2 Indicator

Global Economic
Conditions

Exchange rate KRW/USD
Global Supply Chain Baltic dry index

Global supply chain pressure
Commodity Crude oil price

Bloomberg Commodity Index
Gold price

U.S. Economic condition U.S. Industrial Production Index
U.S. money stock

U.S standard interest
U.S. economic policy uncertainty

Dow Jones Index
Main exporter and importer Export/import to U.S.

Export/import to China
Export/import to Vietnam

Domestic Economic
Conditions

Economic fluctuations
Leading Index

Coincident Index
Lagging Index

Sentiment Economic Sentiment Index
Consumer Sentiment Index

Price related Benchmark interest rate
Expected inflation rate

Domestic supply price index
All industry activity Index of All Industry Production

Trade activities Total export
Total import

Industry conditions

Employment Employment
New employment

Industry shipments Export
Domestic

Industry perception Performance
Forecast

4.2. Phase 2: Developing a Crisis Index (C.I.)
4.2.1. Drawing the Relative Importance of Weights by Using the Analytic Network Process (ANP)

A total of 20 professors related to the industry were surveyed to establish weights.
After explaining the crisis to 20 professors, they were asked to participate in the survey. The
content of the questionnaire was set as “This questionnaire is related to the industrial crisis
index. Regarding the crisis, you can fill in the position where you think item element-1 is
‘very important’ compared to item element-2.”. We used Super Decisions Software (Ver.2.10)
to calculate the ANP to produce an unweighted supermatrix and a weighted supermatrix.
These two matrices were multiplied by a convergent dependency relationship to obtain the
relative weight of each element. The correlations between the ANP assessment factors and
indicators are shown in Figure 3, and the final results are listed in Table 5.

4.2.2. Extracting the Normalized Performance Expression of Performance Measurements (PMs)

The data used in this study were collected between January 2012 and April 2022. Data
for each indicator were collected, and the units of each data point were normalized because
they did not match. Because most of the indices released in Korea were based on 2015 = 100,
other indices were also set to 100 in 2015. All indicators were derived as values relative to
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the average value in 2015 and normalized. The normalized equation is as follows, where Ii
is the ith indicator:

NIi =
Ii

(∑12
l=1 Ii2015)/12

∗ 100, (3)Energies 2023, 16, x FOR PEER REVIEW 15 of 24 
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Table 5. Weights of indicators evaluated using the ANP.

Factor 1 Factor 2 Indicator Weight

Global Economic
Condition

Exchange rate KRW/USD 0.075
Global Supply Chain Baltic dry index 0.033

Global supply chain pressure 0.024
Commodity Crude oil price 0.021

Bloomberg Commodity Index 0.018
Gold price 0.004

U.S. Economic condition U.S. Industrial Production Index 0.009
U.S. money stock M1 0.004
U.S. money stock M2 0.006

U.S standard interest rate 0.008
U.S. economic policy uncertainty 0.009

Dow Jones Index 0.011
Main exporter and importer Export/import to U.S. 0.027

Export/import to China 0.024
Export/import to Vietnam 0.015

Domestic Economic
Condition

Economic fluctuations
Leading Index 0.023

Coincident Index 0.021
Lagging Index 0.018

Sentiment Economic Sentiment Index 0.016
Consumer Sentiment Index 0.013

Price related Standard interest rate 0.009
Expected inflation rate 0.008

Domestic supply price index 0.017
All industry activity Index of All Industry Production 0.051

Trade activities Total export 0.074
Total import 0.022

Industry conditions

Employment Employment 0.098
New employment 0.082

Industry shipments Export 0.034
Domestic 0.094

Industry perception Performance 0.093
Forecast 0.039

Total 1.000

Table 6 presents the descriptive statistics for normalized indicators. In this study, 124
weeks of data were collected, and the crisis index was calculated through the collected data.

4.2.3. Creating the Crisis Index

A crisis index was created using the weight and normalization values, and the results
of the crisis index are shown in Table 7 and Figure 4. Table 1 shows that the crisis in
the Korean oil refining industry has increased since the COVID-19 outbreak. The highest
point of the crisis index was in May 2020 and the lowest point of the crisis index was in
October 2018.
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Figure 4. Crisis index for January 2012–April 2022.
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Table 6. Descriptive statistics for indicators.

Indicator Count Mean S.D

KRW/USD 124 100.09 4.32
Baltic dry index 124 10.53 113.82

Global supply chain pressure 124 −81.26 263.28
Crude oil price 124 57.74 51.41

Bloomberg Commodity Index 124 93.83 25.55
Gold price 124 124.75 21.67

U.S. Industrial Production Index 124 99.21 2.91
U.S. money stock M1 124 201.12 198.28
U.S. money stock M2 124 116.59 28.16

U.S standard interest rate 124 276.92 276.18
U.S. economic policy uncertainty 124 74.45 45.09

Dow Jones Index 124 125.15 37.86
Export/import to U.S. 124 104.31 12.16

Export/import to China 124 111.39 22.61
Export/import to Vietnam 124 136.49 54.80

Leading Index 124 151.97 70.60
Coincident Index 124 103.58 18.76

Lagging Index 124 120.07 26.73
Economic Sentiment Index 124 106.71 12.17
Consumer Sentiment Index 124 105.02 8.83

Standard interest rate 124 105.97 10.16
Expected inflation rate 124 99.23 6.58

Domestic supply price index 124 98.36 6.51
Index of All Industry Production 124 102.25 21.01

Total export 124 106.19 49.53
Total import 124 105.49 5.71

Employment 124 103.98 5.99
New employment 124 106.76 11.40

Export 124 116.18 16.58
Domestic 124 108.74 8.64

Performance 124 100.24 38.24
Forecast 124 104.42 10.07

4.3. Phase 3: Verifying the Crisis Index (C.I.) Using Johansen Cointegration Test

The crisis index was formulated using the limited information currently available
based on historical data. Although the variables that constitute the index can impact stock
prices, the crisis index derived from various techniques does not necessarily correspond
with them. Stock prices are determined through a complex interplay of numerous factors,
exhibiting randomness and irregularity, rendering trends statistically unpredictable. In
the financial literature, stock prices are depicted as a multifaceted equation involving past
information and future expectations. Statistically, stock returns in the capital market are
influenced by a dynamic combination of factors that display randomness and irregularity.
Factors such as market participants’ behavior, economic conditions, political events, and
corporate performance all contribute to stock prices and are inherently difficult to predict,
exhibiting unpredictable volatility. Consequently, the presently unpredictable stock returns
cannot be employed as risk information at the corporate or industrial level.

However, if the crisis index, calculated using various methodologies, shows a statistical
correlation (not causality) with actual stock prices, it becomes meaningful as an indicator
representing corporate risk. Therefore, the computed crisis index can serve as information
reflecting a crisis at corporate or industrial levels, providing practical implications. To verify
this correlation, the present study employed the Johansen cointegration test, a renowned
statistical method for examining relationships between two-time series data. Specifically,
the relationship between the stock return and the development index was verified using the
Johansen cointegration test. It is important to note that, while the Johansen test confirms
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cointegration, it does not guarantee causation. Thus, the research scope in this study was
limited to the correlation between the crisis index and stock prices.

Table 7. Crisis index for January 2012–April 2022.

Y/M Crisis Index Y/M Crisis Index Y/M Crisis Index Y/M Crisis Index

2012.01 84.35 2014.08 85.18 2017.03 97.65 2019.10 91.80
2012.02 85.67 2014.09 87.71 2017.04 100.03 2019.11 89.48
2012.03 84.19 2014.10 88.49 2017.05 97.80 2019.12 87.34
2012.04 87.61 2014.11 91.95 2017.06 103.06 2020.01 84.89
2012.05 83.30 2014.12 97.34 2017.07 100.18 2020.02 96.59
2012.06 84.17 2015.01 101.52 2017.08 98.87 2020.03 105.33
2012.07 83.24 2015.02 108.40 2017.09 92.06 2020.04 122.08
2012.08 83.95 2015.03 99.27 2017.10 100.95 2020.05 128.53
2012.09 80.21 2015.04 103.66 2017.11 93.85 2020.06 121.24
2012.10 82.11 2015.05 100.57 2017.12 92.27 2020.07 118.18
2012.11 82.37 2015.06 97.12 2018.01 85.20 2020.08 114.95
2012.12 86.31 2015.07 98.12 2018.02 90.92 2020.09 104.79
2013.01 79.85 2015.08 102.02 2018.03 96.05 2020.10 112.04
2013.02 86.14 2015.09 103.50 2018.04 85.93 2020.11 112.33
2013.03 85.67 2015.10 103.72 2018.05 83.41 2020.12 110.26
2013.04 95.57 2015.11 105.27 2018.06 82.90 2021.01 110.97
2013.05 92.89 2015.12 100.86 2018.07 83.30 2021.02 110.14
2013.06 90.19 2016.01 111.09 2018.08 81.02 2021.03 106.16
2013.07 91.90 2016.02 107.13 2018.09 81.64 2021.04 100.60
2013.08 92.36 2016.03 107.36 2018.10 73.90 2021.05 104.75
2013.09 92.64 2016.04 104.53 2018.11 80.83 2021.06 103.35
2013.10 92.90 2016.05 105.46 2018.12 83.22 2021.07 102.13
2013.11 86.27 2016.06 104.94 2019.01 81.38 2021.08 108.21
2013.12 94.75 2016.07 102.11 2019.02 93.68 2021.09 101.30
2014.01 83.81 2016.08 104.16 2019.03 92.64 2021.10 95.36
2014.02 95.24 2016.09 102.95 2019.04 80.94 2021.11 95.21
2014.03 84.65 2016.10 105.81 2019.05 86.69 2021.12 92.29
2014.04 87.30 2016.11 103.75 2019.06 93.18 2022.01 93.00
2014.05 86.61 2016.12 98.38 2019.07 89.07 2022.02 89.21
2014.06 93.02 2017.01 98.99 2019.08 87.25 2022.03 75.39
2014.07 88.15 2017.02 97.34 2019.09 87.97 2022.04 80.78

The results of the Johansen cointegration test are presented in Table 8.

Table 8. Results of the Johansen cointegration test.

Hypothesized
No. of CE(s) Eigenvalue Trace Statistic (p)

C.I.—Stock return None * 0.249340 39.13096
(0.0000)

* Denotes the rejection of the hypothesis at the 0.05 level.

These findings shed light on the presence of a long-term correlation between stock
returns and the developed crisis index, signifying that both variables share a notable
connection. Although it remains uncertain whether there is a direct causal relationship be-
tween stock returns and the crisis index, the analysis demonstrates a statistically significant
correlation between these two factors. As a result, the crisis index can be considered to be a
reliable and valid measure, mainly because it does not provide information that is diver-
gent from stock returns. Instead, the crisis index is in alignment with the representation
of industry volatility, as evidenced by its strong, statistically significant correlation with
stock returns. The extended relationship between the crisis index and stock returns further
solidifies the relevance and importance of considering the crisis index in understanding
market behavior and trends.
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5. Discussion

This study derives a crisis index for the Korean petroleum industry. In previous
studies, the index was created using limited indicators, and there was a limitation in that
various situations could not be considered. In addition, only a limited number of people
could check the crisis index. To derive the crisis index, the factors and indicators affecting
the industry were identified from the extant literature. A questionnaire was constructed
based on each factor and indicator; this questionnaire was used to survey ten experts to
determine the factors and indicators having the greatest impact on the Korean oil refining
industry. The expert group consisted of experts in management, the petroleum industry,
and international trade. The relative importance of each indicator was calculated using
ANP software. Additionally, the value of each indicator was normalized because the scale
of each indicator was different. The Johansen cointegration test was used as the quantitative
method. The analysis revealed a significant long-term relationship between stock returns
and the developed index. Therefore, the developed index is validated.

The risk index calculated in this study and several events related to the industry were
confirmed. The lowest crisis point occurred in October 2018. At that time, the unit price of
exports increased because of rising international oil prices resulting from sanctions against
Iran. Exports increased due to the increased global demand for petroleum products and the
regular maintenance of oil refineries in Japan and China. The volume increased because
of the normal operation of new facilities by domestic companies, and China, the ASEAN,
and the EU imported many Korean oil refining products. Additionally, the industrial crisis
index was high between August 2015 and November 2016. At that time, the demand for
oil refining products decreased significantly due to the slowdown in the Chinese industry.
The self-sufficiency rate of oil refining products in China and India increased significantly,
which also caused this result. The crisis index continued to decrease from November
2017 to October 2018. At that time, a U.S. oil refinery facility was shut down because of a
hurricane, and China implemented environmental regulations on the oil refining industry,
resulting in a reflective profit due to reduced international supply.

6. Conclusions

In contrast to the indicators used in existing practices, this study selected variables
to be used in the risk index by exploring the existing literature. In addition, weights were
set using a scientific method, and the ANP was used to exclude subjectivity as much as
possible. In addition, weights were provided so that decision makers related to the industry
could utilize them, and validity was secured by comparing the derived index and stock
return using the Johansen cointegration test.

Based on the process and results of this study, the academic implications are as follows:
First, the extant literature was reviewed to identify factors and indicators that affect the
industry. These factors were classified into global economic, domestic economic, and
industrial conditions, and important indicators were selected from these factors. The factors
and indicators are measures of the economic and crisis indices in other fields. Second, a
survey was conducted with a group of experts to determine the weight of each indicator.
We developed a crisis index using 32 indicators, and identified important indicators based
on their weights. Third, the developed crisis index can be used to study the crisis indices of
other industries.

In addition to the numerous academic implications, this study yields several notewor-
thy practical implications. Primarily, the vast majority of extant economic or crisis indices
are generated on an annual basis. In contrast, we have devised a monthly crisis index
to facilitate the expeditious dissemination of vital information among decision makers, a
distinguishing attribute of our index compared to other indices. This feature paves the
way for more nimble responses to economic fluctuations and crises in a time-sensitive
manner. Secondly, by integrating a weighted methodology into the crisis index examined
in this study, professionals within the industry can more effectively pinpoint potential
crises utilizing an array of leading indicators. This capacity augments not only the rapid
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detection of impending crises but also promotes the execution of proactive measures to
mitigate adverse effects and foster more vigorous economic expansion. Ultimately, this
research serves to bolster the ongoing advancement of pioneering approaches and tactics
in crisis management and economic resilience.

Despite these implications, this study proposes follow-up research based on the
limitations of the study process. This study considers three factors affecting the petroleum
industry. However, other factors may also be involved. Therefore, future studies should
explore other factors. In addition, the weight of each indicator was based on the petroleum
industry. Therefore, it is necessary to develop indicators that cover all industries, and
indicators that can be used in other countries should be utilized. Lastly, since the crisis
index was developed through this study, further research should be conducted to predict
the index. By utilizing methods such as data mining to anticipate the crisis index, early
responses to potential crises can be facilitated, promoting proactive measures against
emerging challenges.
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