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Preface

Buildings are responsible for a significant proportion of global energy usage and generate a

similar share of greenhouse gas emissions [1]. Building energy consumption will continuously

increase in the coming decades [2] due to factors such as increasing floor areas, increasing population,

fast urbanization, economic growth, and climate change. This increasing demand in conjunction

with the likelihood of extreme weather events will pose significant challenges to existing electricity

infrastructure. Therefore, a low-carbon and clean energy future could not be achieved without

deep decarbonization of the building sector and providing access to affordable and clean energy to

end-users. This has intensified the calls for innovative technologies and solutions for energy savings,

storage, and carbon emission mitigation applications to achieve increased energy efficiency, resilience,

and sustainability of the built environment.

Building decarbonization is now becoming a prerequisite for achieving the Paris Agreement

objectives and many UN Sustainable Development Goals [3]. Building decarbonization can be

achieved through energy efficiency, electrification, integration of distributed energy sources (DERs),

and the implementation of enabling policies and regulations. Energy efficiency aims to reduce

building energy demand through advanced design, optimal control, and the implementation of

energy conservation technologies such as improved building envelopes, energy-efficient lighting

and appliances, high-performance windows, and thermal energy storage systems. Opportunities

for improved building energy efficiency are enormous, and the benefits are also significant. A case

study for a two-story office building showed that 62.9% of energy savings can be achieved through

the implementation of a package of cumulative energy efficiency measures [4].

DERs are small-scale energy resources that are commonly situated close to the sites of electricity

usage. The main types of DERs include distribution generation such as rooftop solar panels,

behind-the-meter batteries, smart charging electric vehicles, power-to-heat systems such as heat

pumps and thermal storage, and controllable loads that can support demand response [5]. DERs

are fast growing and are now starting to change the way buildings generate and manage electricity

usage. Unlocking the potential of DERs in buildings can likely take the buildings off the grid with the

assistance of flexible demand in buildings and energy-sharing mechanisms. The Electricity Network

Transformation Roadmap developed by CSIRO and Energy Networks Australia estimated that DERs

could contribute up to 45% of Australia’s electricity generation capacity by 2050 [6]. Globally,

renewable energy needs to be scaled up at least six times faster in order to meet the Paris Agreement

targets [7].

Building electrification is to shift from using conventional fossil fuels to electricity to meet

building energy demand. Electrification is one of the promising and effective strategies to achieve

emission reductions and reduce environmental impact. As a significant proportion of energy used in

buildings is for space heating and cooling, the electrification of heating and cooling will be among

the key initiatives, and electric heat pumps will play a key role in building electrification. Enabling

regulations are among the most fundamental policy tools to improve building energy efficiency

and achieve building decarbonization. Regulations can be mandatory and voluntary. Mandatory

regulations often set out the minimum energy performance and efficiency requirements for buildings

to comply to, while voluntary regulations often provide best practices to follow.

To assist in achieving building decarbonization, this Special Issue aimed to collect excellent

research and review articles to address some of the global imperatives and stringent environmental

standards related to energy and sustainability in buildings. This Special Issue consists of eight

ix



research articles and three review articles. There are four research articles related to the use of phase

change materials (PCMs) in buildings. PCMs have shown great potential in building applications

for indoor temperature regulation, load shifting, and peak demand reduction. To maximize the

benefit of using PCMs in buildings, appropriate optimization is needed, including the selection of

optimal PCMs with optimal melting temperatures, an optimal amount of PCMs to be used, the

optimal configuration of thermal energy storage systems, and the optimal location of PCMs in

building structures, as well as the optimal control of PCM integrated systems. These are among

the important topics to be systematically addressed. Thermal insulation is one of the energy-efficient

solutions that has been frequently used in existing building retrofits. One research article investigated

the potential benefits of thermal insulation in the retrofits of public buildings. CO2 heat pumps

using natural refrigerants can work more efficiently in both high temperature ranges and at low

ambient conditions. One research article in this Special Issue carried out an exergy analysis of a

transcritical CO2 air-source heat pump system with a novel honeycomb gas cooler. Recycling is an

essential element in circular economy. One research article examined the incorporation of recycled

materials into building components to enhance building thermal insulation and carbon emissions.

Conservation voltage reduction (CVR) is an efficient technique that is often used by utilities to

strategically reduce demand during peak demand periods by reducing the incoming voltage at the

supply side of buildings. One research article employed thermal-electric modeling to evaluate the

impact of CVR on cooling systems in buildings. The results from these research articles clearly

demonstrated significant opportunities for using technological advances in achieving building energy

efficiency and carbon emission reductions.

Three review articles with different focuses highlighted various opportunities for increased

building energy savings, storage, and carbon emissions mitigation. One article provided an overview

of emerging and sustainable technologies for increased building energy efficiency. It was emphasized

that collaborative efforts are needed to facilitate the integration and deployment of these technologies

on a larger and wider scale. Photovoltaic thermal (PVT) systems are a nice marriage of solar

photovoltaics and solar thermal collectors and have been extensively investigated. The second

review article provided a comprehensive overview of the potential applications of PVT techniques

in both industrial and building settings. Building energy consumption is highly impacted by climate

conditions. The last review article in this Special Issue provided a literature review of climate zoning

for buildings.

Many innovative solutions and technologies have been developed and tested in recent decades.

Innovative solutions and technological breakthroughs are continuously needed to help create an

affordable, low-emission, clean energy future and provide a highly efficient and human-centric built

environment.
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Investigation of the Effect of Air Layer Thickness on the
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Abstract: Recently, Phase Change Materials (PCM) have become more prevalent in improving
buildings’ thermal management. The relative location of the PCM layer is a valuable measure for
assessing the thermal performance of building envelopes, in addition to meteorological circumstances
and PCM qualities. The optimum air layers between the PCM layer and roof may significantly reduce
energy consumption in buildings. In this regard, the influence of air gap layer thickness on the
thermal performance of a PCM (HS 29) integrated roof of the test room is investigated experimentally.
Experiments are carried out for an unconditioned test room located on the terrace of a laboratory in
Surat, India, considering various air layer thickness values (0, 2, 4, and 6 cm) and a fixed PCM layer
thickness. Different configurations within the research, including no- PCM and PCM with 0, 2, 4,
and 6 cm air layer thickness, are investigated for the effects of diurnal change in room temperature.
Results are evaluated based on the peak value, valley value temperatures of different roof layers,
and an index (MKR, Measure of Key Response). It is observed that the maximum temperature
difference between the PCM-integrated test room and the non-PCM test room is 4 ◦C to 7 ◦C. Results
showed that, with a higher MKR index of 8.83, a PCM-integrated roof with a 2 cm air layer thickness
could reduce the diurnal room temperature variations compared with the non-PCM test room. This
conclusion from the current research demonstrates the significance of an air layer provided between
the PCM layer and the roof of the building.

Keywords: PCM integrated roof; air layer; MKR index; peak value temperatures; solar heat gain
reduction rate

1. Introduction

Many countries have proposed numerous measures to reduce greenhouse gas emis-
sions as a global initiative [1]. These initiatives include developing renewable energy
systems and energy conservation measures for buildings [2], which account for 30–40% of
global primary energy demand [3]. Most of the energy use in buildings is due to space
cooling applications. The cooling and heating energy consumption in buildings is signif-
icantly influenced by their enclosure design. The energy consumption in the buildings
can be reduced by enhancing the thermal performance (TP) of building envelopes [4] and
enhancing the comfort of the built environment [5]. Using envelope elements such as roofs,
walls, windows, etc., with this aim, higher thermal resistance is the most common practice.
Thermal resistance may be enhanced by adding thermal mass or insulation. Increasing en-
velope element size to increase thermal mass may not be viable for structural and economic
reasons. The installation of thermal insulation in the building envelope is also limited
due to the low heat storage capacity of insulating materials. However, many researchers
emphasize the relevance of the air layer while investigating TP enhancement in building
envelopes employing conventional thermal insulators.

Sanea et al. [6] investigated air spaces together with insulation layers for different
thicknesses in buildings for the climatic conditions of the city of Riyadh and showed that the
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air gap has a dominant role when the insulation layer is lower than 7.5 cm. Jamal et al. [7]
carried out a numerical investigation on double solid layer walls separated by an air gap
layer. They noted that an optimum air gap thickness of 5 cm along with low emissivity
surface material of the wall results in reduced energy consumption of the building envelope.
Mahlia and Iqbal [8] studied air layer thickness and optimum insulation thickness to
analyze the potential reduction in energy consumption and emissions in building walls.
The results have shown that air layers of 2–6 cm in a wall and an optimum insulation
thickness can reduce energy consumption and emissions by 65–77% compared to a wall
without an air layer. Mavromatidis et al. [9] evaluated the effect of air layer thickness on
temperature distribution in multilayer insulation walls using a numerical study. It was
found that maximum thermal resistance can be achieved with a 3 cm air layer thickness.
Kurt [10] studied the effect of the air layer on the insulation thickness and energy cost
savings for a composite wall building in Turkey and reported that an optimum insulation
thickness along with the air layer reduces the heat loss through the composite walls.

An alternative practice for improving the TP of the enclosure is to boost its heat storage
capacity. In this regard, using Phase Change Materials (PCMs) with high latent heat is
becoming increasingly common for augmenting the TP of building envelopes [11]. PCMs
can store/retrieve a great deal of heat in the latent form in a constant or narrow temperature
range during the melting/freezing process [12]. Thus, with the application of PCM in the
building envelopes, maximum heat with a minimum temperature variation can be stored.
PCM can be incorporated into various building envelope elements. However, for effective
heat transfer and ease of installation, PCM is typically integrated into floors, walls, and
roofs [13]. The TP of such a building envelope depends mainly on climatic conditions,
material properties [14], and relative positioning of the layer of PCM [15]. Although climatic
conditions and properties of PCM are crucial parameters, with ease in installation and
prior design considerations, the relative positioning of the PCM layer is also an effective
parameter for the TP assessment of building envelopes. The relative positioning includes
layering (i.e., single or multi-layer) as well as the thickness and location of the PCM layer.
Numerous researchers have noted the relative positioning PCMs to achieve a higher TP
and reduce energy usage in building applications (Table 1). As seen from Table 1, studies
related to the TP evaluation of building envelopes using the PCM layer mainly focused
either on the thickness or location of the PCM layer. Few authors also studied the multiple
layers of PCM in building envelopes.

Table 1. Literature summary.

Authors PCM Used in Climatic Conditions Parameters Studied Remarks

Ascione
et al. [14] wall Five Mediterranean climatic cities

PCM layer thickness

Maximum cooling energy savings are
attained for a PCM plaster of 3 cm

thickness.

Li et al. [16] Roof Northeast and cold regions of
China

Increasing PCM layer thickness decreases
the peak time of the average temperature

of a base layer and upper surface heat flux.

Tokuc et al.
[17] Roof Mediterranean climate of İstanbul,

Turkey

Optimum PCM layer thickness is suitable
for achieving energy conservation in flat

roofs of the city of Istanbul.

Saffari et al.
[18] Wall

Warm and temperate Climate of
the city of

Madrid

PCM layer thickness of 10 mm provides
greater energy savings and a payback

period.

Singh and
Bhat [19] Roof Hot and dry climate of the city of

Indore, India
Optimum PCM layer thickness of 16 mm

can reduce the cooling load in the building.

Arici et al.
[20] Wall Erzurum, Diyarbakır, and Konya

cities, Turkey.
Optimum PCM layer thickness varies from
1 to 20 mm depending on the climatic zone.

2
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Table 1. Cont.

Authors PCM Used in Climatic Conditions Parameters Studied Remarks

Jin et al.
[21] Wall Dynamic wall simulator

PCM layer location

Optimal position of the PCM layer is
approximately 0.2 times the total length of

the wall from the internal surface of the
wall. The optimal position of the PCM

layer shows 41% of peak heat flux
reduction.

Nidhal Ben
Khedher

[22]
Wall Tropical climate of Tunisia

The PCM n-octadecane performs best for
maintaining an indoor temperature close to

27 ◦C for the test room.

Lee et al.
[23] Wall Warm and temperate Climate of

the city of Lawrence, KS, USA

Optimal PCM location on the south wall is
2.54 cm, whereas, for a west wall, it is 1.27

cm from the location of the wallboard.
Peak heat flux reduction for these optimal
locations is 29.7% and 51.3% for the west

and south, respectively.

Lagou et al.
[24] Wall Southern, central, and northern

European climatic conditions

PCM layer placement should be on the
inside of the building for yearly energy

saving.

Pasupathy
and Velraj

[25]
Roof Hot and humid climate of the city

of Chennai, India
Single and double-layer

PCM

Double-layer PCM narrows indoor
temperature swings.

Jin and
Zhang [26] Floor Humid subtropical climate of the

city of Nanjing, China

PCM layer should be located near the cold
source and floor surface in the case of the

cooling system and heating system,
respectively.

Bhamare
et al. [27] Roof Hot and humid climate of the city

of Chennai, India PCM layer Inclination Maximum reduction in heat gain savings is
obtained for a PCM slab inclination of 2◦.

According to the research shown above, including PCM and the air layer in the design
of a building is one way to reduce that building’s overall demand for energy significantly.
On the other hand, the research on the influence of the air layer that was given between the
PCM layer, and the wall or roof of the building has not yet been documented. As a result,
the usage of an air layer between the PCM layer and the top of a building is investigated in
the current research. The novelty of the work is reflected in the findings of this research
since a previous study of this kind has not yet been published. Thus, this research aims
to explore the influence of optimal air layer thickness on the diurnal changes in indoor
temperature and the decrease of heat gain. An experimental investigation is carried out
to evaluate the impact of the air layer on the thermal performance of a roof integrating
PCM for a prototypic test room located in Surat, India. A square metal enclosure filled
with commercial PCM (HS 29) is used to incorporate the PCM layer into the roof of a test
room. The air layer thickness varied between 0 to 6 cm, and a fixed PCM layer thickness
are considered.

2. Experimental Setup

This section consists of details regarding the experimental setup, material and measure-
ment methods, and methodology for data reduction to investigate the thermal performance
of the PCM-integrated roof and the air layer.

2.1. Materials and Testing

It is to be noted that the experiment aims only to determine how effectively PCM and
an air layer can minimize the heat load from the roof. Thus, a laboratory-scale test room is
developed. However, the dimensions of the experimental room were selected to replicate
the study reported by Velraj et al. [25]. Further, it is noted that the thickness of the concrete
roof is considered similar to that used in real building conditions. Since all other walls of
the model building are kept insulated, the only way for heat entrainment into the room in

3
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our experiments is through the roof. With this, considering dominant heat transfer in the
vertical direction compared to the lateral direction, the thickness of the roof and PCM layer
almost corresponds to real-life scenarios.

The field test was carried out during March and April 2020 using unconditioned
single-room test buildings (68 cm × 68 cm × 102 cm) located on the terrace. The test room
building is shown in Figure 1. The lightweight fly ash bricks (24 cm × 11 cm × 7 cm) are
used to build the test room walls while the conventional concrete slab with a thickness of
12 cm is used as a roof of a building. The outer walls, except for the roof of the room, are
insulated by a polyurethane foam (PUF) sheet of a thickness of 3 cm and PUF insulation
spray on all the corners of the walls to ensure perfect insulation condition for studying the
effect of heat transfer through the roof.
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Figure 1. Details of PCM enclosure in the test room.

The PCM is encapsulated in a square metal enclosure having dimensions of 47 cm
× 47 cm × 2.8 cm. The enclosure is made of MS steel (0.15 cm thickness). PCM selection
was based on the melting temperature and climatic characteristics of the city of Surat,
from the study by Bhamare et al. [28], which recommended using a PCM with a melting
temperature of 29 ◦C for hot and humid climatic zones. Hence, the PCM used in this study
is the commercially available salt hydrate, HS 29, provided by PLUSS Co Ltd. (Delhi, India).
The melting point and latent heat of fusion obtained via a Differential Scanning Calorimeter
(DSC) are shown in Appendix A as Figure A1. The observed melting point, latent heat, and
specific heat are 29 ◦C, 217.4 kJ/kg, and 2000 J/kg K, respectively. The density and thermal
conductivity of the PCM is taken as 1830 kg/m3 [25] and 0.478 W/m K [29].

2.2. Instrumentation and Measurement

The temperature of the interior, walls, and PCM enclosure of the test room is measured
using K-type thermocouples (total 32 with ±0.1 ◦C accuracy). Four thermocouples are
placed at each (interior and exterior) surface of the concrete slab to measure temperature
distribution and heat gain by the concrete slab. Four thermocouples are thus placed on the
top side of a concrete slab and four on the bottom side, for a total of eight thermocouples.
The heat gain by the concrete slab is calculated based on surface and room temperature. In
the same way, eight thermocouples are also embedded in the PCM enclosure. To obtain the
temperature gradient at the insulated walls of the test room, another eight thermocouples
are used. Thermocouples are positioned at the center of each wall’s exterior and interior
surfaces. Five thermocouples are placed vertically along the metal rod located at the
center of the test room to measure temperature distribution in the interior of the test
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room. The position of the thermocouples is depicted in Figure A2 of Appendix A. The
distance between each thermocouple along the height of a centrally placed rod is 17 cm. To
record temperature, a data acquisition system is used, which consists of an RS485 scanner
embedded with an intelligent microprocessor. A pyranometer SR2238 (measurement
accuracy: ±3% for hourly sums) located outside at a 1.50 m height to reduce the effect of
shadows is utilized to collect the solar irradiance. The wind speed is also measured via a
weather station installed at the top of the building.

2.3. Climatic Data Deduction

The thermal performance of the test room is established for the reference case (non-
PCM) and with PCM having an air layer gap (thickness of 0, 2, 4, and 6 cm). Before
conducting the experimentation from 18–19 March 2020, the experiment is set to idle for two
days to reach the periodic conditions. The variations in temperature and radiation intensity
for different days are shown in Figure 2. It shows hourly averaged values of radiation
intensity and ambient temperature on different days. To ease the performance comparison
of the configurations with different ambient temperatures and radiation intensity, there
is a need for a common climatic parameter by which radiation intensity and ambient
temperature can be combined into a single parameter. With this aim, the current study
uses the solar air temperature method as a common climatic parameter for combining
radiation intensity and ambient temperature. The solar air temperature is the hypothetical
outside air temperature that would result in the same temperature distribution and rate of
heat transfer through a wall as is seen owing to the influences of the ambient temperature
and the incoming solar radiation. In brief, the combined effect of the actual ambient
temperature and the incoming solar radiation yields a common characteristic, namely
solar air temperature, which can be used to compare various cases. Solar air temperature
is calculated based on average roof temperature (Troof), radiation intensity (Id), ambient
temperature (To), and wind velocity (Vwind) measured during the experimentation [30].

Figure 2. Average room temperature variation in the test room.
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Solar air temperature is calculated as [31]

Tsol−air =
Idα

hcombined
+ To (1)

hcombined = ho +
[
εσFsky

(
T2

roo f + T2
sky

)(
Troo f + Tsky

)]
(

Troo f − Tsky

)

Troo f − To
(2)

where α, ε, and σ are the absorptivity of the surface, the emissivity of the rooftop and Stefan
Boltzmann constant, respectively, hcombined is the combined radiative and convective heat
transfer coefficient, ho is the ambient heat transfer coefficient, and Fsky is shape factor for
rooftop slab and sky which is considered as 1.

The convective heat transfer coefficient is calculated as follows [31]

ho = 5.6 + 4.0Vwind for Vwind < 4.88m/s (3a)

ho = 7.2V0.78
wind for Vwind > 4.88m/s (3b)

where Vwind is wind velocity.
The sky temperature is estimated by [31]

Tsky = 0.0552T1.5
0 for clear sky (4)

The average solar air temperature is calculated for different configurations using
the above formulations and hourly variation of environmental conditions. The obtained
average solar air temperatures for non-PCM, PCM with 0 cm, 2 cm, 4 cm, and 6 cm air
layers are 31.80 ◦C, 31.90 ◦C, 34.65 ◦C, 32.11 ◦C, and 34.25 ◦C respectively. The average solar
air temperature represents the extent of climatic conditions experienced by the test room
during a particular day of experimentation. The higher average solar air temperature values
during the day indicate warm weather conditions, while the lower values correspond to
comparatively less warm weather conditions. Thus, an average solar air temperature can be
used for comparing the climatic conditions for different days of experimentation. From the
average solar air temperatures, one can notice that the highest average solar air temperature
is found during the testing of the PCM layer with a 2 cm air layer, whereas the lowest
average solar air temperature is shown by non-PCM room testing days.

Further, an index called MKR (Measure of Key Response) [32] is used for the compara-
tive evaluation of the thermal performance of all configurations of PCM. This index, defined
in Equation (5), combines crucial TP indicators and allows comparing TP enhancement of
roofs incorporating PCM, taking the non-PCM roof as the reference. A high value of this
index shows increasing time lag and decreasing solar heat gain and decrement factor, thus
improved TP, whereas the lower value implies higher solar heat gain causing an increment
in cooling energy consumption and hence poor TP of buildings.

MKR =
f ′

(φ′ + c)Q′
(5)

In the above equation, f ’, φ’, and Q’ respectively represent the time lag, decrement
factor, and solar heat gain, all non-dimensional. The value of computational constant c is
0.5. These parameters and their non-dimensional forms are calculated as [32]

f = tTmax Ceiling − tTmax Roo f (6)

f ′ =
fWith_PCM

fWithout_PCM
(7)
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φ =
Tmax Ceiling − Tmin Ceiling

Tmax Roo f − Tmin Roo f
(8)

In Equation (6), tTmax Ceiling and tTmax Roof represent the time required for diurnal
temperature waves to reach at ceiling and rooftop slab, respectively.

φ′ =
φWith_PCM

φWithout_PCM
(9)

qceiling = hi

(
TCeiling − Troom

)
(10)

For the non-PCM room, Tceiling is the concrete bottom surface temperature, whereas,
for the PCM room, it is the PCM bottom surface temperature. The heat transfer coefficient
on the roof’s inner side is considered 8.7 W/m2 K [33]. The total heat gain by the test room
for two days is evaluated by summing the hourly heat flux through the ceiling as given by
Equation (11),

Qgain =

48∫

0

qceilingdt (11)

Q′ =
Qgain(With_PCM)

Qgain(Without_PCM)
(12)

where qceiling is the heat flux added from the ceiling surface or released from the room.
The values of performance indicators, i.e., f , φ , and Q are calculated by the temperature
distribution across the roof for all configurations of PCM.

To assess the effectiveness of PCM integrated roof compared with the non-PCM room,
the envelope solar heat gain reduction rate can also be calculated as:

η =

(
1− QWith_PCM

QWithout_PCM

)
× 100 (13)

η =
(
1−Q′

)
× 100 (14)

3. Results and Discussion

The impact of diurnal variation in room temperature for different configurations
within the study, namely no- PCM and PCM with 0, 2, 4, and 6 cm air layer thickness,
is investigated.

Effect on Room Temperature Variation

The average room temperature variation for different configurations is established
during two consecutive days, as shown in Figure 2. From the figure, a diurnal variation
in the room temperature on both days for the non-PCM test room is noticed. The room
temperature drops to an average minimum of 24.2 ◦C in the morning, while it increases to
an average height of 44.06 ◦C during the evening. Thus, non-PCM produces conditions
that are excessively cooled in the morning i.e., from 1.00 hr to 6.00 hr, and overheated
temperatures in the evening from 13.00 hr to 18.00 hr. The application of PCM efficiently
eliminates this difference in room temperature. In the case of the PCM integrated test room,
the room temperature curve shows minimum variation during morning hours and reaches
minimum temperature in the range of 28–29 ◦C for both testing days. During the two days
of room temperature monitoring, the difference between the room temperature for the
PCM and the reference room (i.e., the room without PCM) during the morning and the
evening is considered respectively, as the average valley and the peak value differences.
A high-temperature difference in the valley value indicates that PCM can add more heat
during the morning hours, which prevents excessively cooled conditions. In contrast, a
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high difference in peak temperature value suggests that more incoming heat is absorbed via
PCM during the daytime and reduces the increase in the room temperature compared with
the non-PCM test room. Hence, the peak value difference is more significant for passive
cooling of the test room as it limits the room temperature elevation during the daytime.

The configurations like PCM with 0 cm and 2 cm air layer thickness show peak value
temperature difference (PVTD) of 7.05 ◦C and 6.97 ◦C, whereas the valley value temperature
difference (VVTD) of 2.51 ◦C and 2.7 ◦C, respectively. The PVTD of 5.27 ◦C and 4.35 ◦C is
seen in the case of the PCM layer with 4 cm and 6 cm air layer thickness, respectively. These
configurations show VVTD of 3.85 ◦C and 4.59 ◦C, respectively. Thus, PCM with 0 cm and
2 cm air layer thickness effectively regulates the diurnal variation in room temperature
compared to PCM with 4 cm and 6 cm air layer thickness. Out of these two configurations,
PCM with 2 cm air layer thickness is exposed to the highest average solar air temperature,
i.e., 34.65 ◦C, while PCM with no air layer is subjected to the average solar air temperature
of 31.90 ◦C. It indicates that PCM with 2 cm air layer thickness is subjected to more
harsh climatic conditions regarding radiation intensity, ambient temperature, and wind
velocity compared to the configuration PCM at the bottom. Hence based on maximum
peak temperature difference and climatic conditions, PCM with 2 cm air layer thickness is
considered the optimum configuration for minimizing the diurnal temperature variation in
a test room. The reasons for such results can be stated as follows.

The application of PCM increases the thermal inertia of the roof. Further, effective
utilization of the PCM’s latent heat also helps reduce the heat load from the roof. This
phenomenon is reflected in the comparison of non-PCM and PCM-integrated roofs. The
air layer between the roof and the PCM layer acts as insulation. In this way, raising the air
layer aids in reducing heat load and so lowering the indoor temperature. However, as air
layer thickness increases, PCM may not get enough heat to melt, making it challenging to
use latent heat effectively. Thus, there must be an appropriate air layer thickness, which
helps reduce heat load through the roof.

The temperature distribution is studied based on temperatures of different surfaces
like rooftop surface, roof bottom surface, PCM upper surface, and PCM lower surface.
In Figure 3a–e, the heat storage cycle is established for the diurnal period (7.00 hr in the
morning to 20.00 hr in the evening). The heat release cycle is established, on the other
hand, during the night hours, i.e., from 19.00 to 24.00 hr and 1.00 to 7.00 hr. During the
heat storage cycle, for the two days test cycle, the PCM configuration with no air layer,
rooftop surface, interface surface, and PCM lower surface acquires the average maximum
temperature of 54.89, 44.03, and 38.88 ◦C, respectively. In contrast, the average minimum
temperature attained during the heat release cycle is 19.88, 25.14, and 27.25 ◦C, respectively.
For other configurations, i.e., PCM with 2, 4, and 6 cm air layer, average maximum and
minimum temperatures attained by different surfaces during the heat storage and heat
release cycle can be obtained from Figure 3. The time lag, decrement factor, and heat
gain are obtained from roof temperature distribution based on the hourly variation in
surface temperature and its hourly span. The MKR index is obtained using Equation (5) for
different configurations and is tabulated in Table 2.

As seen in Table 2, the lowest time lag is registered in the case of a non-PCM room,
whereas the maximum time lag is attained in the case of PCM with a 2 cm air layer
thickness. Similarly, the lowest decrement factor is seen in the case of PCM with 2 cm air
layer thickness, and it is maximum in the case of the room without PCM. In the case of
PCM configurations, PCM with 4 cm and 6 cm air layer thickness, there is more diurnal
variation in room temperature, which increases the heat gain by these configurations. The
heat gain is minimal in PCM with a 2 cm air layer and in PCM with no air layer. Thus, with
a lower decrement factor, heat gain, and higher time lag, PCM with 2 cm air layer thickness
provides the highest MKR index value compared to other PCM configurations.
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Table 2. MKR index for all configurations of PCM.

ƒ
(hr) φ

Q
(Wh/m2) ƒ′ φ′ Q′ MKR

Index

Non-PCM 1.50 0.87 2211.54 - - - -

PCM with 0 cm air layer 2.00 0.36 599.27 1.33 0.41 0.27 5.40

PCM with 2 cm air layer 3.00 0.35 557.45 2.00 0.40 0.25 8.83

PCM with 4 cm air layer 2.00 0.38 622.89 1.33 0.43 0.28 5.07

PCM with 6 cm air layer 2.00 0.36 628.09 1.33 0.41 0.28 5.17

Furthermore, in each case, the impact on solar heat gain is assessed for a building
with a roof integrated with the PCM. The percentage by which solar heat gain through
the envelope is reduced as a result of the presence of the PCM layer is referred to as the
envelope solar heat gain reduction rate calculated using Equations (11)–(13).

Table 3 shows the envelope solar heat gain and reduction rate for different configurations.

Table 3. Solar heat gain and reduction rate for all configurations of PCM.

Configuration
QWith_PCM
(W hr/m2)

QWithout_PCM
(W hr/m2)

Q′ η
(%)

PCM with 0 cm air layer 599.27 2211.54 0.27 73

PCM with 2 cm air layer 557.45 2211.54 0.25 75

PCM with 4 cm air layer 622.89 2211.54 0.28 72

PCM with 6 cm air layer 628.09 2211.54 0.28 72

According to Table 3, it can be shown that the solar heat gain reduction rate for PCM
falls somewhere in the range of 72–75%. PCM with a 2 cm air layer shows the highest solar
heat gain reduction rate of 75% and hence can be treated as optimum air layer thickness for
the application of PCM integrated roof.

4. Conclusions

In the present study, field experiments are conducted to analyze air gap thickness’s
effect on the thermal performance of PCM-integrated test rooms. The investigation is
carried out for a non-PCM test room, PCM, with an air layer thickness of 0 cm, 2 cm, 4 cm,
and 6 cm for the fixed thickness of the PCM layer. The commercially available material
HS 29 is used as PCM. The climatic data during different field tests are used to calculate
solar air temperature. The results show that the peak value of room temperature difference
between the PCM integrated test room and non-PCM test room is between 4 ◦C to 7 ◦C.
Thus, it is concluded that the PCM integrated test room reduces the diurnal variations in
room temperature when compared with the non-PCM test room.

The effect of the air layer between PCM and the roof is also established with the MKR
index. However, the PCM thickness is kept constant and the effect of PCM thickness here
is not studied. The PCM with 2 cm air layer thickness shows a lower decrement factor, heat
gain, and higher time lag. This reflects the highest MKR index, i.e., 8.83, compared to other
configurations. Further, solar heat gain reduction rate is also obtained for all configurations.
PCM with an air layer has been demonstrated to have a solar heat gain reduction rate
between 72% and 75%. The most effective solar heat gain reduction (75%) is shown with a
PCM with an air layer of 2 cm. Hence based on maximum peak temperature difference,
MKR index, and climatic conditions, PCM with 2 cm air layer thickness is considered
the optimum configuration for adjusting diurnal temperature variation in a test room.
Therefore, it is concluded that air layer thickness in the PCM-integrated roof can reduce
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diurnal temperature swings and readily apply to PCM-integrated passive cooling strategies
for buildings.
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Nomenclature

f Time lag (hr)
f ′ Dimensionless time lag
Fsky Shape factor for horizontal surface (=1 for the rooftop slab and sky)
h Heat transfer coefficient, (W/m2 K)
I Solar radiation, (W/m2)
PCM Phase Change Materials
q Heat flux, (W/m2)
Q Solar heat gain, (W/m2)
T Temperature, (K)
V Velocity, (m/s)
Vo Volume, (m3)
Greek Letters
α Absorptivity of surface
ε Emissivity of rooftop slab
φ Decrement factor
φ′ Dimensionless decrement factor
σ Stefan Boltzmann constant, (W/m2 K4)
Subscript
B Brick
C Concrete
combined Combined radiative and convective conditions
ceiling Ceiling conditions
d Direct solar radiation
i Indoor conditions
o Ambient or outdoor conditions
P PCM
roof Roof conditions
sky Clear sky conditions
sol-air Solar air

Appendix A

To measure the melting point, latent heat of fusion, and specific heat of HS29, DSC
analysis is carried out. The graph obtained through the DSC is shown in Figure A1.
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Figure A1. DSC measurement for HS 29.

Buildings 2023, 13, 488 12 of 14 
 

 
Figure A1. DSC measurement for HS 29. 

 
 

(a) Roof surface (b) PCM enclosure 

 
(c) Room interior 

Figure A2. Position of thermocouples. 

References 

Temperature,oC

D
C
S,

(m
W
/m
g)

10 20 30 40 50 60 70 80 90 100-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0
HS 29 DSC

Area = 217.4 (J/g)

On set : 29.1oC

M id: 35.1oC

End : 41.0oC

Delta Cp : 2000 J/gK

Exotherm ic
D

SC
, (

m
W

/m
g)

Figure A2. Position of thermocouples.

12



Buildings 2023, 13, 488

References
1. International Energy Agency. CO2 Emissions From Fuel Combustion: Highlights; IEA Publication: Paris, France, 2012.
2. 2013 April. Annual Energy Outlook 2013 with Projections to 2040; Energy Information Administration: Washington, DC, USA, 2013.
3. Lei, J.; Yang, J.; Yang, E.-H. Energy performance of building envelopes integrated with phase change materials for cooling load

reduction in tropical Singapore. Appl. Energy 2016, 162, 207–217. [CrossRef]
4. Dehkordi, B.S.; Afrand, M. Energy-saving owing to using PCM into buildings: Considering of hot and cold climate region.

Sustain. Energy Technol. Assess. 2022, 52, 102112.
5. BBland, A.; Khzouz, M.; Statheros, T.; Gkanas, E.I. PCMs for Residential Building Applications: A Short Review Focused on

Disadvantages and Proposals for Future Development. Buildings 2017, 7, 78. [CrossRef]
6. Al-Sanea, S.A.; Zedan, M.; Al-Ajlan, S.A.; Hadi, A.S.A. Heat Transfer Characteristics and Optimum Insulation Thickness for

Cavity Walls. J. Therm. Envel. Build. Sci. 2003, 26, 285–307. [CrossRef]
7. Jamal, B.; Boukendil, M.; Abdelbaki, A.; Zrikem, Z. Numerical simulation of coupled heat transfer through double solid walls

separated by an air layer. Int. J. Therm. Sci. 2020, 156, 106461. [CrossRef]
8. Mahlia, T.; Iqbal, A. Cost benefits analysis and emission reductions of optimum thickness and air gaps for selected insulation

materials for building walls in Maldives. Energy 2010, 35, 2242–2250. [CrossRef]
9. Mavromatidis, L.E.; Bykalyuk, A.; El Mankibi, M.; Michel, P.; Santamouris, M. Numerical estimation of air gaps’ influence on the

insulating performance of multilayer thermal insulation. Build. Environ. 2012, 49, 227–237. [CrossRef]
10. Kurt, H. The usage of air gap in the composite wall for energy saving and air pollution. Environ. Prog. Sustain. Energy 2010, 30,

450–458. [CrossRef]
11. Bhamare, D.K.; Rathod, M.K.; Banerjee, J. Passive cooling techniques for building and their applicability in different climatic

zones—The state of art. Energy Build. 2019, 198, 467–490. [CrossRef]
12. Rathod, M.K.; Banerjee, J. Thermal stability of phase change materials used in latent heat energy storage systems: A review.

Renew. Sustain. Energy Rev. 2013, 18, 246–258. [CrossRef]
13. Saffari, M.; Roe, C.; Finn, D.P. Improving the building energy flexibility using PCM-enhanced envelopes. Appl. Therm. Eng. 2022,

217, 119092. [CrossRef]
14. Ascione, F.; Bianco, N.; De Masi, R.F.; de’ Rossi, F.; Vanoli, G.P. Energy refurbishment of existing buildings through the use of

phase change materials: Energy savings and indoor comfort in the cooling season. Appl. Energy 2014, 113, 990–1007. [CrossRef]
15. Alshuraiaan, B. Efficient utilization of PCM in building envelope in a hot environment condition. Int. J. Thermofluids 2022, 16,

100205. [CrossRef]
16. Li, D.; Zheng, Y.; Liu, C.; Wu, G. Numerical analysis on thermal performance of roof contained PCM of a single residential

building. Energy Convers. Manag. 2015, 100, 147–156. [CrossRef]
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Abstract: Thermal energy storage (TES) and harvesting is an effective technique for optimum build-
ing thermal management. Phase-change materials (PCMs) are commonly used for TES applications
but are troubled by their degraded thermal conductivity. Recent research progress in latent heat
energy storage using PCMs and nano additives provides a viable solution for solar TES. A series of
hybrid nano-enhanced phase change materials (HNePCMs) were prepared via two-step synthesis.
Hybrid graphene–silver nanofillers were dispersed in commercial paraffin (melting point 25

◦
C)

under different dispersion rates (0.1%, 0.3%, 0.5%). Different characterization techniques, e.g., FESEM,
FT-IR, UV-VIS, TGA, XRD, DSC, and Tempos, were used in material characterization. A maximum
enhancement of 6.7% in latent heat and 5% in heat storage efficiency was noted for nanocomposites
with 0.3 wt% of additives. The nanocomposite with 0.3 Wt% showed great potential in shielding
UV rays and showed a reduction of 6.5% in bandgap energy. Furthermore, the thermal conduc-
tivity of samples was boosted by a maximum of 90% (from 0.2 W/mK-0.39 W/mK) with 0.3 wt%
dispersion of graphene–silver nanofillers. The thermophysical characterization results establish
that the synthesized paraffin/graphene–silver hybrid nanocomposites are well suited for building
thermal management.

Keywords: phase change materials; nanocomposites; graphene: silver nanofillers; building thermal
management

1. Introduction

In recent decades, a profound rise in sustainable and clean energy technologies arose
due to rising global energy demand and environmental challenges [1]. The inconsistency
of sustainable energy sources (wind, tidal, and solar energy) reinforces the importance
of energy storage [2]. Under the Paris Agreement signed by all United Nations member
states in 2015, all its member states are bound to attain a reduction in carbon dioxide (CO2)
emissions mainly by curtailing their fossil fuel usage to 20%. Moreover, the agreement also
put forward 17 Sustainable development goals (SDGs). Goal seven among the 17 SDGs
stresses providing green and affordable energy around the globe, which literally stresses
embracing energy-efficient and renewable energy resources [3]. Approximately 40% of
global energy use occurs in the building sector. The general change in living standards and
the greater need for heating and cooling in cold and hot climates are the leading causes
of rising energy usage [4]. Thermal energy remains an abundant energy source, which
is substantially present in nature and is also available as a derivate of numerous energy
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conversion processes. Thermal energy storage (TES) presents a possible technique to reuse
ample heat energy and enhance energy efficiency. TES could be implemented to harvest,
store, and even reuse energy as heat whenever needed. Furthermore, it might also provide
a viable solution for the existing problem of unmatched energy supply and demand in time
and space [5]. Latent heat energy storage (LHES) unveils a higher energy storage density.
It also holds a sensitive operating temperature range [6]. Phase change materials (PCMs)
were deployed for LHES due to their excellent thermal energy storage capabilities, which
resemble a thermal battery [7]. Organic, inorganic, and eutectics are the three main classes
of phase change materials. Paraffin wax (PW), an organic PCM, remains the most widely
preferred PCM owing to its peculiar attributes: (a) superior heat of fusion, (b) corrosion-
free nature, (c) thermal cycling stability, (d) tuneable melting point (20–100 ◦C), and
(e) economic viability. The prominent hurdle in promoting the widespread usage of paraffin
as a TES element is its degraded thermal conductivity. Degraded thermal conductivity of-
fers comparatively improved interfacial thermal resistance (among the PCM and dispersed
filler), which degrades the charging efficiency of the energy storage material during TES [8].
Installing PCM-enhanced wallboards within the building envelope is the most prevalent
technique for building thermal management. Therefore, PCMs can enhance thermal inertia
of lightweight structures, resulting in a substantial rise in thermal storage capacity. In order
to obtain more significant yearly energy savings, cooling dominant climates demand PCMs
with a melting point near 26 ◦C, whereas heating dominant climates need a melting point
closer to 20 ◦C [9].

Dispersing highly conductive fillers with nano-size provides a viable solution to
improving the degraded thermal conductive nature of the PCM matrix. The impact of
dispersing thermally conductive nanostructured materials commonly utilized as ther-
mal conductivity enhancers was comprehensively reviewed [10,11]. A meta-analysis of
nanofillers was also conducted based on their dimension (0-D,1-D, 2-D, 3-D, and even
hybrid materials). Authors also concluded that carbon-based nanomaterials exhibited a
higher enrichment in thermal conductivity when compared with metallic/metal oxide
nanoparticles [10]. Infusing nanosized carbon-based nanomaterials as fillers is a commonly
adopted method to boost the thermal conductivity (λ value) of composites [12]. The chemi-
cal exfoliation of graphite flakes generates graphite nanoplatelets, multilayer graphene, and
graphene, which possess a higher aspect ratio and ultrahigh intrinsic thermal conductivity
((λ value) > 2000 Wm−1 K−1). The loading rate of nanofillers, interfacial thermal resistance,
geometrical and dimensional aspects of the dispersants, including size, thickness, and the
orientation of sheets, largely influences the enhancement in λ values [13]. The improvement
in effective λ value is not pronounced when individual 2D materials are doped onto PCMs.
This is primarily because of disorganized geometric contact and interfacial thermal resis-
tance, which is normally elevated when the nanoparticles generate a disordered percolation
network [14]. The dispersed fillers could also contribute to unstable λ value during phase
transitions [15]. The dispersion of nano-fillers mainly alters the thermal conductivity of the
base matrix and even other characteristics, including enthalpy, sub-cooling, phase transition
temperature, phase transition duration, density, and viscosity [11]. The excellent thermal
conductivity and chemical stability make silver (Ag) another suitable nano-sized dispersant
for PCMs. PCM dispersed with mono nanofillers were comprehensively analyzed, and
it was understood that the dispersion modifies the thermophysical properties of compos-
ites. Moreover, studies on PCMs (especially paraffin) infused with hybrid nanofillers are
much fewer or even limited when compared with single nanofillers infused PCMs [10].
PCMs have been widely deployed for thermal management in buildings. The suitability of
engineered phase change composites in the thermal management of buildings has been
reviewed in detail [16].

George et al. [17] conducted a comparative analysis by dispersing both Polyaniline
(PANI) and CuO in paraffin. The rise in thermal conductivity was around 46.7% and 63.5%
for PANI and CuO, and the latent heat also logged an increment of 8.25 and 7.8% rise.
Habib et al. [18] obtained a boost of 60.5% in thermal conductivity with SWCNT doped into

16



Buildings 2023, 13, 900

paraffin. Sheng et al. [19] used carbon fiber as a nano additive, and the thermal conductivity
was boosted by 148%. The graphene dispersion in paraffin reported by Joseph et al. [20]
provided an increment of 60.55 in thermal conductivity. Aslfattahi et al. [21] successfully
doped MXene into the paraffin, and the composite registered an improvement of 11.6% in
thermal conductivity. Table 1 briefly summarizes the thermophysical properties of recent re-
search works on different paraffin-based nanocomposites. An in-depth literature review by
Paul et al. [10,22] highlighted a lack of investigations into the synthesis and thermophysical
characterization of low-temperature organic NePCMs used in ambient conditions. Hence,
this proved to be an aspiration for researchers in developing low-temperature composite
PCMs dispersed with hybrid nanofiller for building thermal management.

Table 1. Thermophysical properties of wax-based nanocomposites.

Nanocomposites Change in Thermal
Conductivity (W/mK)

Change in Enthalpy
(J/g) Nanocomposites Ref.

Paraffin/Graphene 59.5% increment 12.4% decline Paraffin/Graphene [20]
Paraffin/CNT 39.0% increment 0.90% decline Paraffin/CNT [23]
Paraffin/PANI 46.7% increment 8.20% increment Paraffin/PANI [17]
Paraffin/CuO 63.5% increment 7.80% increment Paraffin/CuO [17]

Paraffin/Co-PANI 17.6%increment 8.06% decline Paraffin/Co-PANI [24]
Paraffin/Nanographene 741% increment 13.10% decline Paraffin/Nanographene [25]

Paraffin/GP: Ag 90% increment 6.70% increment Paraffin/GP: Ag PW

In summary, we demonstrate a method to achieve superior λ values with hybrid
nano-enhanced phase change materials (HNePCM) formulated via two-step method for the
thermal management of buildings and other ambient temperature applications. To the best
of our knowledge, the synthesis of HNePCM loaded with 2-D graphene–silver nanofillers in
low-temperature paraffin remains a novel work. A maximal enrichment of 90% in thermal
conductivity was clocked for the 0.3% dispersion of nano additives. The synergistic effect
of hybrid nanofillers, low interfacial thermal resistance, and reagglomeration contribute
to an exceptional increment in λ. The λ value of HNePCMs could be tailored within
a range of 0.2–0.4 W/mK with nanofiller loadings limited to 0.5 wt%. The composites
displayed excellent photo-thermal absorption, latent heat (6.7%), thermal stability (5.7 ◦C),
and reliability. The hybrid nanocomposites could shield UV radiation to a maximum of
100%. The present work provides insights into the exceptional enhancement in the λ value
of composites by dispersing hybrid additives, which are currently restricted to PCM-based
composites but could also be used to design scalable and higher power density thermal
energy harvesting devices for building thermal management applications.

2. Experimental Section
2.1. Materials and Methods

Commercial grade paraffin wax (Plus ice A25 H), purchased from Plus Ice UK, was
used as the TES material. Graphene–silver hybrid nanoparticles (with ratio 7:3) was pro-
cured from US Research Nanomaterials, Inc, and SDBS was procured from Sigma Aldrich.
The entire chemicals used in the synthesis procedure were of analytical reagent grade.

2.2. Synthesis of Paraffin/Graphene: Silver Hybrid Nanocomposites

Two-step synthesis was adopted to synthesize the nanocomposite. The paraffin was
heated to ensure a homogeneous liquid state. A calculated quantity of surfactant (SDBS)
and liquid PCM mixture was subjected to probe sonication for 40 min. Graphene–silver
hybrid nanoflakes were dispersed into the melted wax and further put to probe sonication
for 40 min to ensure the homogenous mixing of dispersed additives. Figure 1 details the
synthesis route of hybrid nanocomposites. The sonicated mixture was then allowed to
cool down to ambient temperature. Figure 2 shows the images of pure and synthesized
hybrid nanocomposites.
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2.3. Characterization Techniques

The detailed morphology of Gp: Ag nanofillers was studied under field emission
scanning electron microscopy (JSM-IT800, JEOL JAPAN, Tokyo, Japan) and transmission
emission scanning electron microscopy (FEI Tecnai G2 20 S-TWIN, FEI Company, Hillsboro,
OR, USA). The sample’s thermal conductivity was estimated with a thermal property an-
alyzer (model-TEMPOS, SH-3 sensor, Meter Group, Pullman, DC, USA). The latent heat and
melting points were calculated using a differential scanning calorimeter analyzer (Model
-DSC 822e, DSC-Mettler Toledo, Columbus, OH, USA). The thermal stability analysis of
samples was conducted with a TGA (model-TGA 4000, Perkin Elmer, Waltham, MA, USA).
The light ab-sorption ability of the HNePCMs was examined via a UV-VIS spectrometer
(mod-el-LAMBDA 750, Perkin Elmer, Waltham, MA, USA). The changes in the attached
functional group of synthesized HNePCMs were examined with Fourier transform infrared
spec-troscopy (model-Spectrum Two FT-IR Spectrometer, Perkin Elmer, Waltham, MA,
USA). A thermal imaging camera (model-S60, CAT, Irving, TX, USA) was used to capture
infrared images of the samples.

2.4. Uncertainty Analysis

The reliability of the measurements performed was characterized by uncertainty
analysis. Moreover, it also reflects the dispersion and accuracy of values measured. The
uncertainties involved in direct measurement fall under random errors, named Class
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A errors, and are measured by statistical methods. System errors are handled by non-
statistical methods and are grouped as Class B errors. The uncertainty associated with the
measurements can be estimated by the following equations and the associated terms [26].
The standard uncertainty of measured results is calculated according to specific rules for
the A and B uncertainty of a particular measured value, which is commonly referred to as
the combined uncertainty.

The mathematical expression gives class A uncertainty.

UA(x) =

√

∑n
i=1

(
Xi − Xavg

)2

n(n− 1)
(1)

where n = total number of readings, Xavg = average value of the measurement
Under the same conditions, when x is measured multiple times, the standard uncer-

tainty u(x) of x to be measured is obtained by combining the class A uncertainty uA(x) and
the instrument uncertainty uB2(x).

u(x) =
√

uA
2(x) + uB2

2(x) (2)

When a single measurement is performed on a physical quantity, the type B uncertainty
is composed of the measurement uncertainty uB1(x) and the instrument uncertainty uB2(x).

The measurement uncertainty uB1(x) is caused by estimation, generally 1/10 or 1/5 of
the scale value of the instrument.

Instrument uncertainty uB2(x) is determined by the characteristics of the instrument
itself and is defined as:

uB2(x) =
a
c

(3)

where the confidence factor c can generally be processed with a uniform distribution, and
the value assigned for c is

√
3 .

For a single measurement x, the standard uncertainty u(x) of x to be measured is
obtained by combining the class A uncertainty uB1(x) and the instrument uncertainty uB2(x).

u(x) =
√

uB1
2(x) + uB2

2(x) (4)

x ± u(x) (5)

3. Results and Analysis
3.1. Morphological Analysis of Hybrid Nanoparticles

Figure 3 shows the FESEM images of hybrid graphene-silver nanofillers, which also
shows the detailed structure of dispersed graphene sheets and silver nanomaterials. A
few layers of transparent and thin graphene nanosheets were seen in the FESEM image
(Figure 3A). Figure 3A shows that the graphene layers were arranged in a stacked pattern,
overlapping each layer with another one in a folded manner [27]. From the FESEM
image, the silver nanoparticles can be seen as a filler in between the graphene sheets.
FESEM analysis shows that the graphene sheets got intercalated uniformly with silver
nanomaterials. The silver nanomaterials lying on top of the graphene layers show a uniform
and distinct contrast corresponding to the peripheral transparent graphene flakes (shown
in Figure 3A). The TEM image of the HNePCM is given in Figure 3B. In addition, it can
also be inferred that the intercalated silver nanomaterials in the graphene sheets may
get oriented by interconnecting with each other [28], which eventually assists in linking
the graphene flakes. This increases the thermally conducting path in the composite [29].
Standard morphological analysis techniques for low-temperature nanocomposites are
not feasible as the phase transition temperature of these samples lies on the lower side.
Moreover, the intense beam can readily melt the sample under inspection. Standard FESEM
characterization of hybrid nanocomposites is impossible as the highly intense electron

19



Buildings 2023, 13, 900

beam melts the sample [30]. Energy dispersive x-ray (EDX) assessment was used to ensure
the homogeneity of nanofillers and list the dominating elements. Figure 3C,D shows that
nanoparticles had 77.79% of carbon (96.92 atomic) and 22.21% of silver (3.02% atomic). This
clearly shows that both carbon and silver particles are present in the hybrid nanoparticle.
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3.2. FT-IR Spectrum Analysis of Hybrid Nanocomposites

The chemical structures of low-temperature pristine wax (A25) and the HNePCMs
were studied with FTIR spectroscopy. Figure 4 details the FT-IR spectrum of all synthesized
nanocomposites individually. The paraffin wax has an empirical formula of CnH2n+2
and mainly holds three significant peaks of interest [17]. The occurrence of -CH2- and
-CH3- groups in the composites were evident with the characteristic peak shifts [31]. The
peaks within the range of 2800–3000 cm−1 indicate a symmetric stretching vibration of
the -CH2 and -CH3 groups. Similarly, a peak in 1350–1470 region denotes the deformation
of alkyl groups (-CH3- and -CH2-). Finally, the rocking motion of the -CH2- group is
shown by the peak in 720–725 cm−1 region [32]. In the FT-IR spectrum, peaks are visible
in the following wave numbers 2910 cm−1, 2850 cm−1, 1457 cm−1, and 720 cm−1. Both
the peaks at 2910 cm−1 and 2850 cm−1 lie within the range of 2800–3000 cm−1, showing
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the symmetric stretching vibration of -CH3- and -CH2- groups. The peak 1457 cm−1

indicates the deformation of -CH2- and -CH3- groups, and lastly, the corresponding peak
at 720 cm−1 denotes the rocking vibration of the -CH2- group as it stays within the range
of 720 cm−1– 725 cm−1. Paraffin holds a steady balance of attracting and opposing forces
among carbon and hydrogen atoms which is clearly defined by the peaks [33]. Moreover,
it is evident from the spectrum that all composites, even with varying loading rates of
graphene/silver nanofillers, had similar characteristic peaks at the same wavenumbers
(cm−1). The dominant chemical structure of paraffin wax accounts for the uniformity in
the FT-IR spectrum of all composites, even with different loading rates of nanofillers [34].
The FT-IR spectrum analysis revealed that no new peaks were present in the synthesized
samples. Thus, the FT-IR results establish the absence of chemical reactions that alter the
nature of paraffin during the synthesis of samples [35]. As no chemical reaction was present
among the additives (paraffin, nanofillers, and surfactant), it can be concluded that the
formulated samples were composites.
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Figure 4. FTIR plot of base, nanoparticles, HNePCMs.

3.3. UV-Visible Spectrometer Spectrum Analysis of Nanocomposites

To analyze the light transmission capability of the synthesized hybrid nanocomposite,
UV-Vis-NIR transmission spectra of paraffin and nanocomposites were plotted between
200 and 800 nm, as shown in Figure 5. The spectrum curve follows a simple principle
which implies that it is impossible to have a material that simultaneously possesses both
excellent absorbance and transmissibility. The transmissibility values remain inversely
proportional to absorbance values for all samples [17]. The light transmission capability
of the hybrid nanocomposite showed a declining trend with the rise in the dispersion of
hybrid nanofillers. The improved light absorption of the nanofillers accounts for this trend.
In contrast with pure paraffin, hybrid nanocomposites exhibited an entire absorbance of
solar radiation throughout the UV-Vis-NIR range. Pure paraffin had an absorbance of
13.22%, and samples with 0.1%, 0.3%, and 0.5% nano fillers exhibited a corresponding
absorbance of 97.35%, 99.99%, and 99.75%, respectively. The absorption spectrum was
calculated using the solar spectrum data provided by NREL [36]. Moreover, the distinct
absorption characteristic of hybrid graphene–silver nanoflakes as the supporting material,
enables the nanocomposite to harvest the maximum solar energy. This is because of the
firm absorption peaks of the nanocomposite at 245 nm, where most of the solar energy
gets distributed (consisting of 7% UV, 50% visible, and 43% infrared) [37]. However,
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the nanocomposite exhibits total absorption over the entire UV-Vis-NIR range. Solar
transmission of nanocomposites in different spectrums are summarized in Table 2. The
spectrum analysis results lie in tandem with the physical appearance of paraffin (white) and
hybrid nanocomposite (black). The nanosheets function as a perfect black body because
of their effective light scattering and trapping ability, enhancing photoabsorption and
imparting thermal energy to the wax in the hybrid nanocomposites. With a linear rise in the
loading rate of nanofillers, the amount of solar energy absorbed from solar radiation rises,
improving the composite’s application range, especially in ambient temperature, direct
solar thermal applications, such as building thermal management.
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Figure 5. Light transmittance spectrum of samples.

Table 2. Solar transmission of nanocomposites in different spectrums.

SAMPLE TOTAL UV VISIBLE IR Reference

SOLAR
spectrum 100% 7% 50% 43% [37]

A25-0.0% 86.78% 6.28% 80.63% 13.09% Current work
A25-0.1% 2.65% 5.88% 81.73% 12.39% Current work
A25-0.3% 0.01% 0% 78.03% 21.97% Current work
A25-0.5% 0.25% 2.51% 76.13% 21.37% Current work

3.4. Thermal Stability of Paraffin/Graphene: Silver Nanocomposites

The thermal stability of nanocomposites is also pivotal, especially for LHES appli-
cations. In this experimental work, the thermal stability of A25 as PCM dispersed with
different loading rates of graphene–silver additive was assessed using thermogravimet-
ric analysis (TGA) and derivative thermogravimetry (DTG). Figure 6 displays TGA, and
Figure 7 DTG curves of A25 and A25/ graphene–silver nanocomposite with different load-
ing rates of nano additives. The weight loss (5 wt%) and the corresponding temperatures
at (T5%) are summarized in Table 3. The temperature at which the maximal weight loss
rate (Tmax) happens is evaluated using DTG curves. The TGA curves show that the base
PCM and even the formulated hybrid nanocomposites had a single-step degradation. The
samples recorded negligible weight loss in the 30–155 ◦C. The formulated nanocomposite
had excellent thermal stability even at 155 ◦C, which lies well above the peak melting
temperature of pure A25 (25 ◦C). Higher thermal stability (above the working temperature
area) is one of the mandatory prerequisites for a PCM to be deployed for TES. As tempera-

22



Buildings 2023, 13, 900

ture surpassed 155 ◦C, A25 in the composite started decomposition and eventually halted
at 266 ◦C, as shown in Figure 7. Furthermore, the heat resistance index [38] (THRI) was
calculated by the following mathematical expression.

THRI = 0.49× [T5% + 0.6× (T30% − T5%)] (6)
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Table 3. Thermal stability parameters of hybrid nanocomposites.

Samples T5% (◦C) T30% (◦C) Tmax (◦C) Heat Resistance Index (◦C)

A25-0.0% 157.37 196.57 229.14 88.63610
A25-0.1% 156.73 201.1 231.68 89.84248
A25-0.3% 159.92 199.11 231.68 89.88266
A25-0.5% 167.96 208.73 237.87 94.28678

The heat resistance index of all samples was tabulated in Table 4. The THRI slightly
improved with the addition of nanofillers. This is because nanofillers replace a portion of
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the PCM matrix. The value almost remains constant for nanocomposites. The temperature
readings at which a maximal weight loss rate forA25 and nanocomposite was recorded are
229.14 ◦C (A25-0%), 231.68 ◦C (A25-0.1%), 231.68 ◦C (A25-0.3%), and 237.87 ◦C (A25-0.5%).
These readings could be referred to as the decomposition of paraffin. When compared with
pure A25, the decomposition temperatures (the temperature at which maximal weight loss
rate) for hybrid nanocomposite were higher than that of A25, which showed the dispersion
of Gp. Ag additives enhanced the thermal stability of nanocomposites. The maximum
temperature of weight loss of the hybrid nanocomposites was 2–7 ◦C more than pure A25.
In addition, it was also found that the rate of weight loss of the hybrid nanocomposite
was comparatively sluggish compared to A25. It is worth mentioning that the synthesized
nanocomposites had both improved stability and heat resistance compared to pure A25.

3.5. Effect of Graphene: Silver Dispersion on the Thermal Behavior of Hybrid Nanocomposites

Latent-heat and phase transition temperatures during the phase transition of pristine
A25 and HNePCMs were evaluated using a DSC. The numerical values of thermal prop-
erties were evaluated using DSC are detailed in Table 4. The tabulated values show that
the dispersion of hybrid nanofillers slightly altered the thermal properties of the nanocom-
posites. The DSC thermograms of all composites had a similar shape which showed that
A25 had zero transformation during the synthesis of nanocomposites. Figure 8 illustrates
the melting and freezing enthalpies, melting and freezing points of HNePCMs during the
phase transition process. Moreover, the enthalpy of melting and freezing of all hybrid
composites was found to have increased with the dispersion of hybrid nanofillers. The
maximal enhancement in melting latent heat of hybrid nanocomposites was 6.6%, for
A25-0.3%, as compared with pure A25. Similarly, the maximal boost in solidification latent
heat was 8.4% for the 0.3% sample. The latent heat shows a linear increment with a rise in
the dispersion rate of hybrid nano additives. Nanocomposites possess an ultra-thin surface
with negligible thickness, resulting in a nearly zero aspect ratio of graphene sheets. Large
specific areas and Van Der Waals attraction tend to form aggregate formation. The smaller
size of nano additives also means that their molecular density is also high. The rise in latent
heat is attributed to a larger surface area of nano additives which further enhances the
intermolecular attraction [39].
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Table 4. Melting and freezing point of composites.

Sample
Enthalpy of

Melting
∆Hm (J/g)

Melting Point
Tm (◦C)

Enthalpy of
Freezing
∆Hf (J/g)

Freezing Point
Tf (◦C)

Degree of
Supercooling (◦C)

Heat Storage
Efficiency γ (%)

A25-0.0% 253.52 26.72 241.98 22.68 4.04 4.55
A25-0.1% 265.75 26.60 253.32 22.58 4.02 4.68
A25-0.3% 270.32 27.07 262.36 22.86 4.21 2.94
A25-0.5% 269.90 27.03 256.40 21.38 5.65 5.00

Furthermore, both the endothermic and exothermic peaks of all synthesized HNePCMs
are observed to be narrower/sharper than pristine A25. This is mainly due to the estab-
lishment of a thermally conducting network with the dispersion of hybrid nanofillers,
providing a rapid thermally conducting path throughout the composite. This eventually
promoted the heat transfer rate in the hybrid nanocomposite. Thus, the pace of phase
transfer of hybrid nanocomposites will rise, thereby causing a rapid melting and freezing
of HNePCMs. It is also noted that both the melting and freezing temperatures show a slight
variation mainly due to the rise in λ value of the composites. In this connection, enhancing
the loading rate of nanofillers further enhances the heat transfer performance. To assess
the phase change performance of synthesized HNePCMs, a typical parameter termed heat
storage efficiency (γ) was used. The following mathematical relation is used to estimate (γ).

γ =

(
1− hf

hm

)
× 100% (7)

where hf denotes the enthalpy of freezing and hm denotes the enthalpy of melting of the
samples. The heat loss percentage of entire HNePCMs showed changes within a permissible
limit during the cyclic endothermic and exothermic process. The quality loss that occurred
while melting during the DSC test accounts for a higher enthalpy of melting for A25 (as
compared with freezing enthalpy) and the prepared nanocomposite.

3.6. Thermal Conductivity of Hybrid Nanocomposites

In thermal management applications, the primary function of PCM is to effectively
store and release the generated thermal energy using its phase transition ability. The poor λ
value of pristine PCMs dampens both the heat storage and release rate, thereby restricting
its application range. A PCM having an enhanced thermal conductivity value raises the
rate of heat transfer during the phase transition process, which eventually shortens the
time for melting and solidification [40]. In this study, among all the synthesized composites,
(A25-0.3%) clocked a maximal λ value of 0.395 W/mK (detailed in Table 5). The increment
in λ value with hybrid nanofiller infusion could be detailed by two mechanisms, namely
the synergy effect and interfacial thermal resistance. The synergy effect (evaluated by
synergistic factor η) is strong in the composites, which predominantly forms an effective
thermal conductive layer, improving thermal conductivity. The nanoparticle dispersion
lowers the interfacial thermal resistance and improves thermal conductivity [41]. The
reagglomeration caused by the dispersion of nanofillers also supports the enhancement of
λ value.

Table 5. Thermal Conductivity of composites in solid-state.

Sample Thermal Conductivity of
Composites (W/mK)

Enhancement in Thermal
Conductivity (%)

A25-0.0% 0.208 ± 0.029 ----
A25-0.1% 0.242 ± 0.029 16.44
A25-0.3% 0.395 ± 0.029 89.88
A25-0.5% 0.290 ± 0.029 55.42

25



Buildings 2023, 13, 900

The excellent λ value of graphene sheets could be the root cause of a boost in of λ value
of hybrid nanocomposite [42]. The nanofillers hold an ultra-thin surface with a negligible
thickness, resulting in an almost zero aspect ratio of graphene sheets [43]. A percolating
thermally conductive network could be generated in the PCM matrix with graphene sheets
having these features. Furthermore, a tunnelling impact that occurs among adjoining
graphene sheets also assists in boosting the λ value of samples. The graphene sheets form
an entire conductive network by contacting the adjacent nanosheets in percolation, and a
substantial increment in the amount of graphene sheets raises the number of conducting
networks until the conductivity levels show a decline [44]. Graphene holds an inherent
ability to generate an uninterrupted, thermally conductive chain mainly because of its
negligible aspect ratio, which improves thermal conductivity [45].

Furthermore, the hybrid nanoparticles connect within the PCM matrix, as graphene
sheets exist along with spherical-shaped silver nanofillers [29]. The electrons jump in
between adjacent graphene sheets in the matrix with the assistance of silver nanomaterials.
Hence, the nanocomposite possesses a stronger energy transport within the matrix [46].
The impact of interfacial thermal resistance between hybrid Gp-Ag nanofillers and PCM
matrix cannot be overrated in solid-state nanocomposites. The interfacial thermal bound-
ary resistance could hinder the enrichment of λ value in nanocomposites. This is mainly
because the dimensionality of nanofillers is intensified based on the results for 2-D ma-
terials, including graphene nanoflakes [47]. The nanocomposites had maximal thermal
conductivity at 0.3 Wt%, corresponding to an 89.88% rise. The conductivity further slips
to 0.290 W/mK at 0.5 wt%, which shows only an increment of 55.42%. As the nanofiller
dispersion crosses the 0.3 Wt% mark, thermal conductivity shows a declining trend. A
maximum of 89.88% and a minimum of 16.44% improvement in λ value are obtained with
the addition of Gp-Ag nanofillers in wax (shown in Figure 9). The decline in λ value with
a rise in nanofiller loading is mainly because (1) the thermal network gets broken down
because of the agglomeration of hybrid nanofillers; (2) an increment in phonon-impurity
(nanofillers) scattering as the loading rate of nanofillers rises; and (3) finally, a synergic
effect of both thermal network crackdown and rise in scattering.
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3.7. Infrared Thermal Imaging

The surface temperature distribution of pure and HNePCMs at various time stamps
during the melting process are detailed in Figure 10 (IR thermal images of pristine and
HNePCMs). The change in temperature of the samples could be noted from the color
pattern, which denotes a lower to higher temperature transition using colors ranging from
blue to red. The uniform melting of all samples was noted at a constant temperature. The
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HNePCM composite displayed both rapid heat absorption and thermal management when
compared with pure A25 PCM under each moment due to dispersed hybrid nanofillers,
indicating an incredible temperature and time-regulating ability during the heating process.
Figure 10 shows that the HNePCMs logged a higher temperature at every timestamp when
compared with pure A25. This indicates that the sample’s overall thermal absorption and
transfer ability improve with a rise in nanofiller content, and it could be effectively used in
building thermal management.
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4. Conclusions

In this experimental work, hybrid nanocomposite phase change materials were pro-
duced by dispersing hybrid graphene–silver nanofillers in paraffin wax (A25H) by a
two-step method. The primary goal of the experiment was to boost the optical and thermo-
physical characteristics, particularly thermal conductivity (which is still essential in thermal
energy storage applications) for building thermal management. A comparative summary
of thermophysical properties of paraffin-based nanocomposites dispersed with different
dimensional nanofillers is presented in Table 1. The thermophysical characterization results
and its trends clearly state that the synthesized composite is homogenous. To the best of
our knowledge, the synthesis of HNePCM loaded with 2-D graphene–silver nanofillers in
low-temperature paraffin and its detailed thermophysical characterization remains a novel
work. An in depth thermophysical characterization of the novel hybrid nanocomposite at
solid state was conducted, and the crucial results are summarized below:

(1) The novel hybrid nano-enhanced composite phase change material logged an in-
crement in enthalpy in comparison with base (6.7%). An increment in enthalpy for
nanocomposite is preferable as it can retain more heat, even with the same amount
of PCM.

(2) Thermal conductivity was increase by a maximum of 90% with the dispersion of
graphene: silver nanofillers (0.3 wt%). Enrichment in thermal conductivity causes a
drop in interfacial thermal resistance, and this improves the charging efficiency of
HNePCM when used for thermal energy storage.

(3) The pure paraffin had a maximal solar transmissivity of around 87%, and the A25-0.3%
sample (0.3% nanofiller loaded) clocked a maximum transmissivity of 0.01%. This
result shows that the hybrid nanocomposite could be used in shielding UV rays.

(4) The thermal stability of the composites was also enhanced with the nanofiller infusion.
A maximum increment of 5.7 ◦C was found in THRI results.
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(5) Moreover, FT-IR results confirm that the synthesized samples were composites.

The outlined thermophysical characterization results justify an enrichment in thermo-
physical properties, particularly λ value, optical property, enthalpy, and finally, thermal
stability. In addition, the hybrid nanocomposite also had good thermal energy storage
capability. The melting and freezing points of the samples lie in the range of 21–27 ◦C. The
fabricated composite could be used for different applications, e.g., the thermal management
of PV panels, buildings, etc. This work may provide new insights for fabricating hybrid
nanocomposites, presenting broader applications with highly thermally conductive and
solar spectrum absorptive capabilities. Finally, with the addition of graphene–silver hybrid
nanofillers to low-temperature paraffin, next-generation hybrid composites with improved
heat storage and solar absorptivity were synthesized successfully.
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Abstract: In recent years, building energy consumption has increased every day due to population
growth and an increased human desire for a healthy and pleasant lifestyle, and this is responsible
for a crisis of energy shortages worldwide. Therefore, use of solar water heating (SWH) systems in
buildings for hot water demand is the prime need of the hour to maintain sustainability. The novelty
of this work was in developing a phase change material (stearic acid)-filled U-tube based evacuated
tube solar collector (collector A). In addition, another collector B, left without energy storage material,
was considered a reference unit for comparing the energy and exergy outputs. The study’s main
aim was to examine the energy, exergy, enviro- and exergoeconomic analysis of newly developed
water heating systems. The findings of study revealed that the maximum daily energy outputs of
collector A were found to be 85.86% (simultaneous mode) and 84.27% (midday charging mode) at a
high mass flow rate (0.5 LPM), and exergy outputs were 19.41% and 21.35%, respectively, at a low
flow rate. The thermal output of collector A was higher than that of collector B. The per liter cost
of hot water produced from collector A with PCMs was found to be INR 0.1261 and INR 0.1276,
respectively, under both modes, which is less compared with the electric geyser (0.325 INR). The
levelized energy cost, net present worth, and the payback time of the developed collector A obtained
were 4.61 INR/kWh, INR 49710, and 4.49 years (simultaneous), and 4.67 INR/kWh, INR 48130, and
4.64 years (mid-day charging), respectively. Furthermore, the amount of CO2 mitigation from the
energy and exergy perspective for collector A was found to be 24.30 and 23.76 tCO2/lifetime and
5.31, 5.58 tCO2/lifetime, respectively.

Keywords: energy; exergy; economic; enviroeconomic; residential water heating; PCM; SWH

1. Introduction

In recent years, building energy consumption has increased every day due to pop-
ulation growth and an increased human desire for a healthy and pleasant lifestyle, and
this is responsible for a crisis of energy shortages worldwide. The building construction
segment accounts for nearly one-third of global CO2 emissions and energy consumption. In
addition, nearly one-third of materials are consumed in buildings and produce waste [1,2].
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A significant amount of energy consumed in buildings is needed for water heating applica-
tions, especially in cold climatic conditions. Nobody now denies the necessity to minimize
energy consumption in buildings, seeking better energy output and more integration of
renewable sources of energy and, eventually, making our buildings sustainable due to the
significance of energy consumption in buildings [3,4]. Therefore, the installation of solar
thermal collectors (FPCs and ETCs) that are primarily focused on hot water production
applications in buildings is a priority. Their installation can be a successful move toward
the goal of net-zero and sustainable buildings (see Figure 1) [5,6].
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Figure 1. Promotion of solar collectors in the various energy schemes in buildings.

The progressive development of solar thermal collectors (STCs) provides a significant
amount of domestic hot water, which varies as per the climatic zones and type of collectors.
Flat plate collectors are the most common devices with wide options in design modifications,
but vacuum tube collectors have a high thermal performance and temperature range due to
vacuum insulation. Therefore, vacuum tube collectors around the world are more preferred
or being installed in residential buildings for hot water needs. Generally, residential
water heating systems use storage tanks with thermal stratification to improve energy
efficiency [7,8].

1.1. Hot Water Consumption in Buildings

The consumption profile for domestic hot water is complex and has changed signif-
icantly over time. The most important factors in the different studies were discovered
to be the graphical location, weather, occupant number, occupant behavior towards hot
water usage, lifestyle, and social and economic conditions. Daily and hourly hot water
consumption profiles by households are not similar in all countries [9] Figure 2A shows
the consumption of hot water per household and person in different composite climatic
conditions (country-wise), and Figure 2B shows the consumption of hot water on an hourly
basis per household for different seasons.
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Researchers are growing concerned about solar water heating (SWH) systems due
to several nations’ and international agencies’ long-term planning of low-carbon energy.
Various studies were conducted with the purpose of analyzing the impact of PCM integra-
tion with SWH systems instead of using it as a separate storage unit. Chopra et al. [11]
evaluated the 4E analysis of the HP-ETC based SWH system for Jammu’s diverse climate.
The system was planned and constructed for a family of six occupants. The experiments
were conducted at six fluid flow rates. The max. average energy and exergy outputs were
72% and 5.2% at 20 LPH, and 55% and 1.25% at 60 LPH, respectively. At 20 and 60 LPH,
the max. and min. average outlet temperatures were determined to be 76.4 and 45 ◦C,
respectively. The per liter price of hot water at the specified temperature was determined
to be 0.12 INR/L, compared with 0.40 and 0.26 INR/L for electric and gas geysers, re-
spectively. The payback period for the SWH was four years, which was a much shorter
time frame. Naghavi et al. [12] evaluated the thermal output of the PCM-filled heat pipe
based ETC. They used paraffin wax as the PCM. They found that the proposed system’s
thermal output fluctuates by 8% as a result of varying environmental circumstances. They
also observed that the mass flow rate significantly influenced the overall system perfor-
mance. In addition, the use of fins with a heat pipe overcame the problem of the PCM’s
poor conductivity and prevented the heat pipe from overheating. Xue [13] examined the
output of a water-in-glass ET-SWH combined with PCMs and found it to be superior to
the performance of a traditional type with a comparable collector area. Abokersh et al. [14]
applied PCM using a similar technique while additionally adding aluminum fins to the
inner and outer surfaces of the glass absorber and U-tube. They observed that, despite the
fact that adding an aluminum fin increased heat retention capacity, it reduced efficiency
by 14% compared with a system filled with only PCM and no aluminum fin. O’Neil and
Sobhansarbandi [15] compared the heating efficiency of a U-tube ETSC to that of a heat pipe
based ETSC that is commercially available. The ETSC based on the U-pipe obtained a 31 ◦C
higher peak water temperature than the ETSC based on the heat pipe. It will result in a
13% increase in thermal output in the absence of storage medium. The finned U-tube-based
ETSC with PCM yielded water tank peak temperatures of 47 ◦C and 38.7 ◦C, while the
heat pipe based ETSC yielded peak water temps of 60 ◦C and 36.7 ◦C, respectively. The
maximum temperatures for fin and tank water for the U-tube based ETSC with nanofluid
were 63.9 and 43.3 ◦C, respectively. Li et al. [16] analyzed the heat produced by a PCM

33



Buildings 2023, 13, 1212

integrated ETC based on U-tubes. U-type ETCs with fin-filled PCMs increase the amount of
time hot water is supplied and decrease the maximum exit temperature of the HTF. When
the PCM melting temperature reached 323 K, the peak HTF output temperature dropped by
7.4 K, the PCM liquid percentage was high, and the ETC’s thermal and storage efficiencies
were 50.72% and 19.20%, respectively.

PCM adds an extra 160 min to the delivery duration of hot water over 308 K. Re-
searchers found that adding fins to PCM loaded with ETC increased overall performance.
Huang et al. [17] analyzed the heat produced by a novel vacuum tube collector loaded
with PCM. Radial metal fins were attached to the U-tube to increase efficiency via high
heat transmission. The U-tube’s PCM was paraffin. The findings showed that, when PCM
was added to the ETC, the water temperature was higher at night than without a PCM
system. Not only that, but a higher output flow rate resulted in cooler water. The thermal
output of U-tube finned direct flow collectors with and without PCM was compared by
Essa et al. [18]. It was the first time a collector used PCM (paraffin wax). The PCM’s energy
storage advantage was realized at low flow rates, allowing for a full phase variation. When
the complete phase changed, the system performed at its best. The 0.25 LPM (0.81 m2

aperture area) PCM ETC system with integrated energy storage was 21.9% more efficient
than a standard collector. Because of a phase shift that occurs in the PCM between its
absorbing and releasing modes, this enhancement was possible.

1.2. Research Gaps and Objective of the Study

Latent heat storage is crucial for heating and cooling systems. The main aim of heat
storage with solar water heaters is to overcome the issue of fluctuations in the demand and
supply of hot water, which is a common issue in solar thermal systems due to the fluctuating
nature of solar energy. The main function of phase change materials (PCMs) is to absorb
and release thermal energy at a constant temperature (isothermal), which significantly
reduces the additional space requirement. As per the literature, it was observed that various
modifications in designs and integration of latent heat storage materials with ETSC had
been carried out in previous studies. Undoubtedly, integration of energy storage materials
offers various merits, such as improving thermal performance and supply of hot water for
an extended period. Still, a few gaps have not been addressed in the previous studies.

Nowadays, monetary savings and increasing the energy efficiency of SWH systems
used in residential buildings are both clear objectives of researchers, and researchers have
discussed the thermal performance of SWH systems only from an energy and exergy per-
spective. Nobody has discussed the thermal output of stearic acid (PCM) filled with U-tube
based ETSCs from enviro- and exergoeconomic perspectives, which are dynamic factors
for the growth of energy storage based SWH systems. This work is novel in examining
the energy, exergy, enviro- and exergoeconomic analysis of newly designed U-tube based
ETSCs with and without PCMs, which are operated under dual modes (simultaneous
and midday charging) at three mass flow rates. In addition, economic and environmental
analysis makes it clear whether using PCMs with an ETC based SWH system is financially
and environmentally viable for commercial utility, because, for any solar thermal system, it
is important to analyze sustainability’s economic and environmental aspects.

2. Selection and Addition of PCM with Proposed ETC-SWH

A phase change material is a “latent” heat storage substance that melts or solidifies
(phase transition) isothermally. By dissolving their chemical bonds endothermically during
the solid-to-liquid phase change, PCMs store thermal energy as latent heat, which releases
exothermically during cooling back to the solid. It is crucial to evaluate many essential
factors to select PCMs to be employed as energy storage materials in SWH systems for
water heating applications in buildings [19]. The selection of an appropriate PCM relies
on several recommendations. However, PCMs must exhibit thermo–physical, kinetic,
chemical, technological, and economic characteristics. These include an adequate melting
temperature range, high specific heat, low-density fluctuation during phase transition,
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chemical stability, nontoxicity, and cost. Previous studies mainly employed paraffin wax
as latent heat storage, although its lower thermal conductivity influences the heat transfer
phenomenon. The current research uses stearic acid (K = 0.32–0.34 W/m K) as a PCM due
to its superior thermophysical properties over paraffin wax. Stearic acid has the following
thermophysical properties: melting temperature (Tm = 60 ◦C), latent heat (191 kJ/kg),
density (1.08–1.17 gm/cm3), and specific heat (2–2.45 kJ/kg K) [20]. In this experimental
study, the PCM was filled inside the annular gap of the evacuated tube between the U-tube
and the absorber surface to act as a latent heat storage (LHS) medium. The 75% volume
(2.3 kg) of the total capacity of the evacuated tube was then immediately filled with liquified
PCM using a beaker. Figure 3 shows the design analysis and PCM integration with ETSC.
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Chopra et al. [21,22] evaluated stearic acid for 0–1500 heat cycles. Spectroscopy and
differential scanning calorimetry were used to analyze both samples. DSC analysis was
performed at 40–85 ◦C. Stearic acid was chemically analyzed using Fourier transform
infrared spectroscopy. The thermogravimetric analysis determined the heat stability of
cycled and uncycled PCM samples. After the following characterization tests, they found
that both 0 and 1500 cycled stearic acid samples were thermally degraded at 297 ◦C and
291 ◦C, respectively. X-ray diffraction analysis employed Cu (K = 1.5406) powder diffraction
meters. DSC analysis of stearic acid samples’ 0th and 1500th cycles was completed to
evaluate latent heat storage capacity. After 1500 cycles, the stearic acid sample melted at
67.10 ◦C and froze at 65.74 ◦C. Stearic acid’s melting and freezing latent heat capacities were
228.65 and 233.87 J/g, respectively, after 1500 cycles, compared with 244.21 and 244.14 J/g,
respectively, at 0 cycles. After 1500 cycles, stearic acid’s melting temperature remained
0.2 ◦C and its latent heat storage capacity declined to 6.37%. These results reveal that stearic
acid provides reliable latent heat energy storage life for solar thermal applications.

3. Experimental Setup and Methodology

This experiment mainly assessed the 4E analysis of a newly designed U-tube based
ETSC with and without PCM used for constant hot water supply in buildings. Therefore,
the study underwent three tests (Test 1 to Test 3) for composite climatic conditions of
Jammu, India. The test setup was installed at the Shri Mata Vaishno Devi University, Katra
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rooftop at the optimized position (45◦) to capture the maximum solar radiation during
the daytime. All the data were recorded from 8:00 a.m. to 9:00 p.m. Furthermore, the
total amount of hot water produced during the night was measured and stored in the
insulated tank.

3.1. Test Setup

Figure 4 depicts a schematic with photographs of the proposed experimental design.
The test setup had two collectors, A and B. Collector B was used as a reference collector
without phase change material. In contrast, collector A was integrated with PCM and
operated under dual modes (simultaneous and midday charging modes). Newly designed
collector’s thermal performance and other economic/environmental output parameters
were compared with collector B. The system comprised two insulated storage tanks for
collecting the exit hot water. The inlet water was flowed to both collectors from a large
tank (1000 L capacity). Two separate rotameters equipped with each collector were used
to determine the mass flow rate of the water. The water was circulated in the system and
collected in the storage tanks. Each collector had a 0.49 m2 heat-collecting surface. A solar
power meter measured the global solar radiation that fell on the aperture area. Table 1
displays the specific structural features and materials of the U-tube based ET-SWH.
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Table 1. Detailed specifications of the test setup components.

Component Properties Value

Evacuated tube Outer/inner diameters 58 mm and 47 mm
Thickness of tube 1800 mm

Length of tube 1800 m
Specific heat 980 (J/kg K)

Thermal conductivity 1.14 (W/m K)
Transmissivity 0.92

Absorber coating Thickness of coating 0.1 mm
Three target ALN/SS/Cu Absorptivity 0.92

Emissivity 0.08
Heat exchanger Length of tube 1700 mm

(U-tube of copper) Outer/inner dia. of tube 8 mm and 7.5 mm
Fin material Copper
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Table 1. Cont.

Component Properties Value

Fin thickness 0.5 mm
Fin length 1600 mm

Thermal conductivity 385 W/m K
Density of copper 8830 kg/m3

Collector Aperture area 0.490 m2

In the test setup, 12 resistance temperature detector (RTD) sensors were used to
measure the temperature at defined locations (see Figure 4). Three RTD sensors were
installed in an evacuated tube of collector A, and two RTD sensors were placed inside an
evacuated tube of collector B to measure the temperature of latent heat storage material and
air. The digital data logging device Masibus 85x++ linked with the RTD sensors. Where
five-minute difference temperature data were recorded and saved, a digital solar power
meter monitored the solar energy from 8:00 a.m. to 6:00 p.m. every 30 min. Rockwool was
used for insulating the header portion of the U-tube based ETSC to reduce the heat losses
at the top.

3.2. Research Methodology

The experimental procedure adopted for this study is discussed in detail in this
subsequent section. Before starting the experiment, ensure all the connections are working
correctly. The experiments were performed on two U-tube based evacuated tube solar
collectors A and B, with three mass flow rates (0.167, 0.34, and 0.5 LPM) under the composite
climatic conditions of Jammu, India. The experiment was run from 8:00 a.m. to 9:00 p.m.
for all three test days.

Each test was performed for a specific mass flow rate. First, uncover both collectors at
8:00 a.m. sharp; the absorber surface captures the solar energy fall on both collectors. The
evacuated glass tube consists of a metal absorber with a selective coating having low ther-
mal conductivity and high absorptivity. The low emissivity of the selective coating reduces
the amount of heat lost from the absorber surface by radiation. It allows the absorber to
maintain the higher temperature and transfer more heat to the water flowing through the
U-tube. In collector A, the PCM filled inside the tubes absorbs a part of the solar energy,
and the remaining is transferred to the U-tube for heating the water. In collector B, the total
amount of solar energy absorbed by the absorber surface is transferred to heat the working
fluid. Collector A was tested under dual operation modes (simultaneous and midday
charging modes). In simultaneous mode, the system was operated from early morning,
8:00 a.m., and inlet water was supplied to the collector in parallel for heating. In midday
charging mode, collector A with PCM was uncovered from 8:00 a.m. for complete charging
of the PCM. The input water was supplied to a collector at 12:00 a.m. for heating. The
reference collector B was operated from 8:00 a.m. to 6:00 p.m. The thermal performance and
economic/environmental outputs of the reference collector were compared with collector
A with PCM. The same procedure was repeated for the other two mass flow rates (see
Figure 5).
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4. Thermodynamic Analysis of U-Tube Based ETSC
4.1. Energy Analysis

The energy study of any solar thermal system is conducted with the help of the 1st
law of thermodynamics to analyze its energy efficiency. The irreversibility of the processes
was not considered during the energy analysis.

For an open system moving between states 1 and 2, the steady-state flow energy
equation is written as

.
Q −

.
W = ∑

.
mo

(
ψo +

Vo
2

2
+ gλo

)
− ∑

.
mi

(
ψi +

Vi
2

2
+ gλi

)
(1)
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The SFEE can be simplified by eliminating the change in kinetic and potential energy
changes. In addition, there is no work produced by the system [23]:

.
Q = ∑

.
moψo − ∑

.
miψi (2)

Therefore, the useful amount of heat absorbed by the water can be calculated by the
below given expression:

.
Qu =

[ .
mHTF × CHTF × (To,HTF − Ti,HTF)

]
(3)

The total useful amount of heat gained by the water for a time strap can be calculated
by the equation:

Qu = ∑k
t=0

.
Qu × ∆τ =

[
.

mHTF × CHTF

k

∑
t=0

(To,HTF − Ti,HTF)× ∆τ

]
(4)

The instantaneous solar energy fall on the area of the collector can be evaluated as

.
Qi = IG × Aaperture (5)

The total incident solar energy for a full day can be obtained from the given expression:

Qi = ∑k
t=0 IG × Aaperture × ∆τ (6)

The solar thermal collector’s overall energy efficiency is the ratio of total usable heat
gained by water to the overall solar energy fall on the collector per day. The daily energy
efficiency (DEE) of the collector can be represented as:

ηDEE =

[ .
mHTF × CHTF

Aaperture
× ∑k

t=0
(To,HTF − Ti,HTF)

IG

]
(7)

Both solar collectors, collector A with PCM and collector B without PCM, are operated
under the same ecological conditions. Therefore, the energy enhancement ratio (EER) can
be calculated as [24]:

EER =

[
Qu(A) − Qu(B)

Qu(A)

]
(8)

4.2. Exergy Analysis

Exergy analysis is an analytical method based on the second law of thermodynamics
that provides an alternative and informative way of logically and meaningfully evaluating
and comparing processes and systems.

The inlet exergy (
.

Exi) and outlet exergy (
.

Exo) of the newly designed solar collectors
(A and B) can be calculated as [25]:

.
Exi =

.
mHTF × CHTF

[
Ti,HTF − Tatm ×

{
1 + ln

(
Ti,HTF

Tatm

)}]
(9)

.
Exo =

.
mHTF × CHTF

[
To,HTF − Tatm ×

{
1 + ln

(
To,HTF

Tatm

)}]
(10)

The exergy loss (
.

Exloss) from the collectors A and B from the absorber surface to
atmospheric air can be obtained as [22]:

.
Exloss = −Uloss × Aaperture

[
(Tabsorber − Tatm)− Tatm × ln

(
THTF
Tatm

)]
(11)
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The amount of incident exergy (
.

Exinc) can be written as [26]:

.
Exinc = IG × Aaperture ×

[
1 +

1
3

(
Tatm

Tsun

)4
− 4

3

(
Tatm

Tsun

)]
(12)

Therefore, the overall exergy output of the newly developed SWH systems (collector
A and collector B) is the ratio of gain of exergy to the total fall exergy input, and it is
expressed as:

ηDEXE =




.
mHTF × CHTF ×

{
(To,HTF − Ti,HTF)− Tatm × ln

(
To,HTF
Ti,HTF

)}

IG × Aaperture ×
[

1 + 1
3

(
Tatm
Tsun

)4
− 4

3

(
Tatm
Tsun

)]


 (13)

4.3. Numerical Models for the Generation of Energy and Exergy

The energy and exergy generation models were developed by considering the effect of
these parameters: energy and exergy efficiency, solar radiation, and degradation in thermal
output of newly developed collectors A and B for time. The prediction of energy and exergy
from both collectors throughout the year can be obtained by the equations [27]

Qu,EGY =
(
365 × IG × Aaperture × ηDEE × ∆τ

)
× (1 − dR)

n (14)

Qu,EXGY =
(
365 × IG × Aaperture × ηDEXE × ∆τ

)
× (1 − dR)

n (15)

4.4. Economic and Environmental Analysis

The existing SWH system faced the main issues of low thermal performance and
inability to produce hot water in off-sunshine/nighttime. Therefore, the main aim of this
study was to overcome these two issues with existing systems by integrating the thermal
energy storage unit. However, although the integration of stearic acid as a PCM with
SWH increases the energy efficiency of existing systems, it is not enough to determine their
economic viability and commercial applicability. Therefore, it is also required to analyze the
economic analysis of the stearic acid (PCM) integrated SWH system. Therefore, a detailed
economic analysis of the newly developed SWH system has been conducted, and its results
compared with a conventional SWH system of the same configuration.

The levelized cost of water heating (LCWH) is an important parameter of economic
study, as it measures collector A and collector B based on their prices. It provides the
economic viability of a newly developed SWH system. It shows the cost of hot water
production per kg by SWH. The following equations can be used for the economic analysis
of SWH systems [28,29]:

LCWH =
∑N−1

n=0

[
Cn

(1+i)n

]

∑N−1
n=0

[
(Eo)n
(1+i)n

] (16)

where i is known as the rate of interest, which can be calculated as:

i = EQR[RRi + (im × DER)] (17)

Whereas the total price of solar collectors in a particular year can be calculated by
using the given expression

Cn = (IEo)n=0 + LCn + OMn + Tan (18)

The initial expenditure on SWH can be calculated by using the following mathemati-
cal expression:

IEo = Co × (1 − DER) (19)
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In the above-written equation, the loan cost for a particular financial year can be
calculated as:

LCn = (Co)n=0 × DER ×
{

1
N

+

(
N − n

N

)
× im

}
(20)

The net present value (NPV) is the difference between the present value of cash
inflows and outflows over a certain lifespan of solar thermal collectors. SWH’s profitability
is examined using NPV in capital costing and investment planning. The net present value
(NPV) of the newly designed collectors A and B can be calculated using the following
equations [27]:

NPV = ∑N−1
n=0

CFn

(1 + i)n − C0 (21)

The profitability index (Pr)n represents the NPV of the funded project compared with
the total initial cost. It indicates the discounted per cent return of the initially invested
price, and a number greater than zero means a profit in investment. Mathematically, it can
be written as [29,30]:

(Pr)n =


∑N−1

n=0
CFn

(1+i)n − C0

C0


 (22)

The payback period represents a return on investment for time after recovering the
total expenditure cost on the newly developed SWH system. It is mainly used to guess the
economic sustainability of capital assets. Moreover, the payback period of the developed
system must be less than the total lifespan of the solar collector. The following mathematical
expression calculates the payback period considering the recovery on investment and
overall useful thermal energy gain from the developed collector [8]:

PBp =
C0

ARn − Cn
(23)

The enviroeconomic analysis based on CO2 emission has been discussed in this section.
The newly developed evacuated tube solar collector working on solar energy, which is
clean, reduces CO2 emissions. The thermal power plant emits almost 980 gCO2 to generate
one unit (kWh) of electricity. The amount of CO2 emissions increases to 2 kg of Co2/kWh.
Therefore, saving on CO2 emissions (βe,CO2 ) can be calculated as [23]:

βe,CO2 =
∝CO2 ×N × Qu,EGY

1000
(24)

βex,CO2 =
∝CO2 ×N × Qu,EXGY

1000
(25)

4.5. Experimental Error Analysis

To determine the accuracy of recorded data, the error analysis of measurements is
investigated. A substantial amount, in general, cannot be described clearly but depends
on parameters that can be assessed directly and are referred to as errors [31]. This study
determines how errors related to each computed variable influence the measured amount
value. It can be written as:

Uz =

√

∑i

(
δY
δXi

)2
Uxi

2 (26)

For example, the temperature sensors ±1 ◦C, solar power meter ±1.5%, and rotameter
±2% of the standard deviation. The error in exergy and energy outputs at different mass
flow rates for both collectors A and B is presented in Table 2.
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Table 2. Error analysis results in daily energy and exergy outputs of both collectors.

Type of System Flow Rate (LPM) Daily Energy
Efficiency (%) Error (%) Daily Exergy

Efficiency (%) Error (%)

Collector B (reference system)
0.167 59.62 ± 1.91 1.13 18.52 ± 0.0113 1.13
0.34 69.40 ± 2.18 1.51 16.12 ± 0.0144 1.44
0.50 75.08 ± 3.01 2.26 14.43 ± 0.0197 1.97

Collector A with PCM
(simultaneous mode)

0.167 72.15 ± 1.84 1.32 19.41 ± 0.0122 1.21
0.34 79.64 ± 2.44 1.94 17.40 ± 0.0153 1.53
0.50 85.75 ± 2.85 2.45 15.48 ± 0.0193 1.93

Collector A with PCM
(midday charging mode)

0.167 70.93 ± 1.51 1.07 21.35 ± 0.0101 1.01
0.34 77.86 ± 1.93 1.51 17.83 ± 0.0143 1.43
0.50 84.27 ± 2.42 2.03 16.06 ± 0.0175 1.75

5. Results and Discussion

The thermal output, and economic and environmental results of both collectors A
and B operated under dual modes are discussed in this section. The experiments were
conducted at three mass flow rates (0.167, 0.34, and 0.50 LPM) for composite climatic
conditions of Jammu, India. Each experiment was performed on a separate day.

5.1. Effect of Low Mass Flow Rate (0.167 LPM) on Various Parameters

Figure 6a–d shows the changes in solar radiation, ambient temperature, and inlet and
outlet water temperatures in Test 1 for collectors A and B under simultaneous and midday
charging modes. Figure 6a shows that solar radiation gradually increased from 8:00 a.m.
to the afternoon (12:00 a.m.–1:00 p.m.) with minimum fluctuations. The maximum solar
intensity was obtained as 1053 and 1061 W/m2 for both simultaneous and midday charging
modes, respectively, in Test 1. After that, the solar radiation slowly decreased with small
fluctuations due to changes in weather conditions. The fluctuation in solar intensity was
found to be minimal during both days for Test 1. Therefore, the energy and exergy outputs
of the proposed collectors A and B can be easily compared for Test 1 under both modes.
The ambient temperature variation was observed to be 25–31 ◦C and 28–33 ◦C for both
collectors at 0.167 LPM under simultaneous and midday charging modes, respectively.
The temperature change with respect to time increased during the day and decreased in
the evening hours. The maximum ambient temperature varied between 3 and 5 ◦C for
Test 1 under both modes. From Figure 6b, it was found that the maximum outlet water
temperature from collector B without storage reached 73.28 ◦C at 12:40 p.m. After that, it
underway a decrement due to a drop in solar radiation till 6:00 p.m. evening. The average
outlet and inlet water temperatures of collector B operated under simultaneous mode were
56.10 ◦C and 32.6 ◦C, respectively. The average temperature change between collector B’s
inlet and outlet water was 23.52 ◦C.

Moreover, the maximum outlet water temperature from collector A with storage oper-
ated under simultaneous mode reached 64 ◦C at 2:40 p.m. After that it started decreasing
(see Figure 6c). Due to the PCM integration, fluctuations in hot water output were mini-
mized, and its supply was extended for few more hours because of thermal energy storage.
The average outlet and inlet water temperatures of collector A were 51.30 ◦C and 32.11 ◦C,
respectively, with a temperature difference of 19.19 ◦C.

Furthermore, from Figure 6d, it was observed that the maximum outlet water temper-
ature of collector A with storage operated under midday charging mode reached 82.68 ◦C
at 12:15 p.m. because of the complete charging of the PCM filled inside the evacuated
tubes of a collector. After that, the outer water temperature of collector A with PCM
linearly decreased until 9:00 p.m. The average outlet and inlet water temperatures of
collector A operated under midday charging mode were 58.08 ◦C and 34.96 ◦C, respec-
tively, with a temperature difference of 23.11 ◦C. The constant hot water obtained from
collector A with storage is mainly utilized in medium-temperature household applications
in residential buildings.
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5.2. Effect of Medium Mass Flow Rate (0.34 LPM) on Various Parameters

Figure 7a–d shows the change in solar radiation, ambient temperature, and outlet and
inlet water temperatures of both collector A and B when operated in Test 2 (0.34 LPM)
under simultaneous and midday charging modes.

Test 2 was conducted on clear sunny days with minimum solar intensity changes. For
both days, the solar intensity rose gradually from 8:00 a.m. to 12:35 a.m. and touched its
maximum peaks of 1058 W/m2 (12:30 p.m.) and 1060 W/m2 (12:15 p.m.), respectively. After
12:35 p.m., solar intensity steadily decreased to its lowest (6:00 p.m.). In the late noon hours,
there were slight variations in solar intensity due to changes in environmental conditions.
Figure 7a shows the ambient temperature variation. The ambient temperature was 24–32 ◦C
for simultaneous mode and 27–33 ◦C for midday charging mode for collector A.

It is observed from Figure 7b that the maximum outlet water temperature obtained
was 66 ◦C at 12:40 p.m. After that, it dropped over time with slight variations. The reference
collector’s average daily outlet and inlet water temperatures were 52.53 ◦C and 34.70 ◦C,
respectively, with a temperature change of 18.20 ◦C. The maximum outlet temperature of
collector A with PCM operated under simultaneous mode at 0.34 LPM reached 56.5 ◦C at
3:10 p.m., and the daily average outlet/inlet water temperatures were recorded as 47.05 ◦C
and 32.60 ◦C, respectively, with a temperature difference of 14.46 ◦C (see Figure 7c).

Furthermore, Figure 7d shows that collector A’s maximum outlet water tempera-
ture with PCM operated under midday charging mode was 75 ◦C at 12:15 p.m. After
that, the temperature of hot water started decreasing linearly till 9:00 p.m. The average
daily outlet and inlet water temperatures of collector A with PCM were 50.01 ◦C and
31.65 ◦C, respectively.
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Figure 7. (a) Variation of solar intensity and ambient temperature for both collectors under dual
modes and change in outlet and inlet water temperatures, (b) for collector B without PCM, (c) for
collector A with PCM under simultaneous mode, and (d) for collector A with PCM under midday
charging mode for Test 2.

5.3. Effect of High Mass Flow Rate (0.5 LPM) on Various Parameters

The variation of solar intensity, ambient temperature, outlet and inlet water tempera-
tures of both collectors A and B operated under simultaneous and midday charging modes
during the increased mass flow rate of water from 0.34 LPM to 0.5 LPM for Test 3 is shown
in Figure 8a–d.

Similar to Test 1, Test 3 shows the change in solar intensity and ambient temperature.
Solar radiation for both days increased linearly with minor fluctuations and reached
maximum values of 1045 W/m2 at 12:30 p.m. and 1028 W/m2 at 12:45 p.m., respectively.
The ambient temperature was 25–32 ◦C for simultaneous mode and 27–33 ◦C for midday
charging mode. The variation in solar radiation and ambient temperature was less, which
means that Test 3 operated under clear sunny days for both modes. It was ideal for
comparing the thermal output of both collectors for a fixed mass flow rate.

At this specific flow rate, collector B without storage attained the maximum temper-
ature of 56 ◦C (1:10 p.m.). The average outlet and inlet water temperatures of collector
B were recorded as 46.93 ◦C and 35.22 ◦C, respectively, with a temperature difference of
11.70 ◦C. Collector B with PCM operated under simultaneous mode attained a maximum
temperature of 51.10 ◦C at 2:20 p.m. (see Figure 8c). Its outlet and inlet water temperatures
were recorded as 44.59 ◦C and 32.18 ◦C, respectively.

Similarly, Figure 8d shows that the maximum outlet temperature of collector A with
PCM operated under midday charging mode was 70 ◦C at 2:15 p.m. After that, the hot
water temperature dropped linearly till late evening. Its average outlet and inlet water
temperatures were recorded as 47.64 ◦C and 33.15 ◦C, respectively. Thus, it can be revealed
that the reference system reached the outlet’s maximal temperature before collector A
with PCM for simultaneous mode. This was because the PCM filled inside the tubes of
collector A required a certain amount of time to charge. The maximum change in water
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temperature between the outlet and inlet of both collectors was maximum at a low flow
rate. This occurred because the contact period was decreased between the U-tube and the
flowing fluid. At this flow rate, the temperature difference between the input and exit
of collector A with PCM was more than 5 ◦C until 9:00 p.m. on the same day. Still, the
reference system delivered water with this temperature difference until 6:00 p.m. Therefore,
collector A with PCM supplied hot water at this temperature differential for about 3 h
more than the reference system. The key need for SWH systems used in buildings for
daily household usage, i.e., cleaning, bathing and washing, is to ensure a constant hot
water supply during overcast and night periods. This is made feasible by installing a
larger-than-necessary collector and storing the extra hot water in a storage tank. However,
this raises the initial cost as well as the heat loss from the storage tank. Therefore, the
PCM integrated U-tube based ETSCs developed in this research provide hot water in
rainy/cloudy or off-sunshine periods and improve the system’s performance. In contrast,
the reference system (collector B) cannot provide hot water at these times.
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PCM under midday charging mode for Test 3.

5.4. Effect of Mass Flow Rates on the Temperature of Air and PCM Inside the Tubes of Collectors

Figure 9a–c depicts the fluctuation of internal air temperature and phase change
material temperature for collectors A and B operated under simultaneous and midday
charging modes at different runs (Test 1 to Test 3). The air temperature inside the tube
for collector B from 8:00 a.m. to 12:00 p.m. for three test days under a simultaneous
mode of operation varied between 50 ◦C and 120 ◦C for all test days at 0.167, 0.34 and
0.50 LPM, respectively.
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Figure 9. Variation of air and PCM temperature inside the evacuated tubes of both collectors at
(a) 0.167 LPM, (b) 0.34 LPM, and (c) 0.5 LPM mass flow rates under simultaneous and midday
charging modes.

The average temperature of the PCM loaded within the evacuated tubes of collector-A
fluctuated with time for different mass flow rates when operated in simultaneous and
midday charging modes. The melting temperature of the chosen PCM (stearic acid) is
57–60 ◦C [32,33]. From Figure 9a–c, it is observed that the temperature of the PCM inside
the U-tube heat exchanger approached the melting point after two hours, from 8:00 a.m.,
and the PCM begins to melt (charge) from solid to liquid. The thermal energy absorbed
by the PCM is affected by the mass flow rate of a working fluid. The charging period of
PCM began early in the morning (sunrise) and continued until the temperature of the PCM
reached a steady value. The stability period of the PCM temperature was attained between
12:30 p.m. and 03:00 p.m. for all mass flow rates in simultaneous mode. PCM charging was
high at the low flow rate compared with medium and high flow rates. During the steady
PCM temperature phase, the working fluid directly absorbed the quantity of solar energy.
It was discovered that the discharge process for all flow rates began after the stable phase
and lasted until the complete heat absorbed by the PCM was released. Similar results were
reported by Mellouli et al. [34].

Figure 9a–c illustrates the average PCM temperature within the tubes of collector A
with PCM at varied water mass flow rates in midday charging mode. In this mode, the
PCM within the tubes of collector A absorbed all solar energy hitting the surface area. From
8:00 a.m. until 12:00 a.m., the PCM was charged entirely; after that, the cold water flowed
via collector A to operate under midday charging mode. The average PCM temperature
inside the tube of collector A reached 131 ◦C, 125 ◦C, and 119 ◦C between 11:45 a.m. and
12:00 a.m. at respective mass flow rates of 0.167, 0.34, and 0.50 LPM, respectively. Midday
charging mode increased collector A heat transfer losses. However, all flow rates had
higher outlet water temperatures than simultaneous mode had.
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5.5. Effect of Mass Flow Rates on the Temperature of Stored Water in Both Collectors

Figure 10a–c shows stored water temperature fluctuation over time of collectors A and
B operated under dual modes. Both collectors A and B’s outlet hot water was kept in two
well-insulated tanks to reduce nighttime heat loss. The researchers employed 50 mm rock
wool to insulate both tanks. The collector B’s stored water temperature fluctuation over
time for all three mass flow rates was 35–60 ◦C. The stored water temperature fluctuated
during the day due to changes in the outlet hot water. After 6:00 p.m., the stored water
temperature of collector B stabilized and declined due to tank thermal energy loss. At
6:00 a.m., after 22 h of operation, collector B’s insulated tank water temperature was 49.7 ◦C,
45.7 ◦C, and 41.5 ◦C for 0.167, 0.34, and 0.50 LPM, respectively. The water temperature
profiles in storage tanks varied between 38 and 53 ◦C with regard to time for collector A
operating in simultaneous mode on all test days (Tests 1–3). At a low flow rate (0.167 LPM),
the stored water temperature was the highest compared with other flow rates, but heat loss
from the storage tank to the environment was also considerable. On each day of the tests,
the water temperature in the storage tank grew linearly, peaked, and then decreased until
the following day at 6:00 a.m. Water stored in collector A’s insulated tank (at 6:00 a.m., 22 h
after the start of operation) was 46 ◦C, 44 ◦C, and 41.7 ◦C for the respective mass flow rates
during the simultaneous mode of operation.
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In midday charging mode, collector A with PCM operation (flow of water) began at
12:00 a.m. and continued until PCM heat was released. The water temperature was highest
at the beginning of the process. The temporal variation of the stored water temperature
profiles was insignificant on all test days. At 6:00 a.m., 18 h after the operation, the water
temperature was 49.5 ◦C, 45 ◦C, and 42.1 ◦C for mass flow rates at 0.167, 0.34, and 0.50 LPM,
respectively. On all test days, it was noticed that the stored water temperature for both
collectors exceeded 40 ◦C, making it suitable for domestic hot water applications.

5.6. Effect of Mass Flow Rates on Average Daily Energy and Exergy Output of Both Collectors

Figure 11a–c reveals the daily energy and exergy outputs of both collectors A and
B operated under simultaneous and midday charging modes for different test runs (Test
1–Test 3). For collector B without PCM, it was found that both useful and incident energy
quantities were 6.97, 8.81, and 9.31 MJ, and 11.69, 12.68, and 12.40 MJ for respective mass
flow rates of 0.167, 0.34, and 0.50 LPM. In addition, collector B’s daily energy and exergy
outputs were 59.62%, 69.40%, and 75.08%, and 18.52%, 16.12%, and 14.43%, respectively.
Table 3 shows the thermal performance parameters of both collectors A and B at different
flow rates under simultaneous and midday charging modes.
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Figure 11. Average daily energy and exergy outputs (a) for collector B without PCM under simultaneous
mode and (b,c) for collector A with PCM under simultaneous and midday charging modes.

Collector A with PCM operated under simultaneous mode had the useful energy
outputs of 8.44, 10.10, and 10.65 MJ for respective mass flow rates. The input energy
valuesremained the same as for conventional collector B. The daily energy and exergy
outputs of collector A with PCM operated under simultaneous mode were 72.15%, 79.64%,
and 85.86%, and 19.41%, 17.40%, and 15.48% at 0.167, 0.34, and 0.50 LPM, respectively.
Similarly, collector A with PCM was operated under midday charging mode and then
used, and incident energy outputs were 8.82, 9.31, and 10.39 MJ, and 12.42, 12.04, and
12.33 MJ for their respective mass flow rates. The daily energy and exergy outputs of
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collector A with PCM under midday charging mode were 70.97%, 77.35%, and 84.27%, and
21.35%, 17.83%, and 16.06%, respectively. Therefore, from the results, it was summarized
that the PCM-filled collector A operated under simultaneous mode produces more useful
energy for all test days compared with the midday charging mode and collector B (without
PCM). It generally happens because, in collector A operated under midday charging mode,
the thermal losses are more and system operating hours are less than the simultaneous
mode. The results show that the energy and exergy efficiencies enhancement ratio improve
collector A’s energy gain over collector B. Consequently, regardless of the flow rates used,
collector A with PCM operated under simultaneous mode is more efficient regarding usable
energy and exergy outputs than the reference system. In addition, collector A, with PCM
outputs of useable energy and exergy, continued long after the sun had set.

Table 3. Thermal output parameters of both collectors at different flow rates under simultaneous and
midday charging modes.

Type of the Collector Mass Flow
Rate (LPM)

Daily Incident
Energy (MJ)

Daily Useful
Energy (MJ)

Daily Energy
Efficiency (%)

Daily Exergy
Efficiency (%)

Collector B without PCM
(reference collector)

0.167 11.69 6.97 59.62 18.52
0.34 12.68 8.81 69.4 16.12
0.5 12.40 9.31 75.08 14.43

Collector A with PCM
(simultaneous mode)

0.167 11.69 8.44 72.15 19.41
0.34 12.68 10.10 79.64 17.4
0.5 12.40 10.65 85.56 15.48

Collector A with PCM
(midday charging mode)

0.167 12.42 8.82 70.97 21.35
0.34 12.04 9.31 77.35 17.83
0.5 12.33 10.39 84.27 16.06

5.7. Effect on Economic, Enviro- and Exergoeconomic Outputs with and without Use of PCM

In this section, the economic, enviro- and exergoeconomic analysis results are dis-
cussed in detail. The current study’s economic analysis was conducted using the input
parameters based on India’s market economic survey (see Table 4). This section evaluates
the annual cost of hot water production, cost per liter of hot water, and payback time of both
collectors operated under dual modes at different flow rates. In addition, economic factors
determined for the electric geyser (EG) are compared with these values. The proposed
systems are anticipated to be in operation for 15 years, and the collector’s useable energy
production will decrease by 1% each year.

Table 4. Technical input parameters as per Indian market survey used in economic analysis.

Input Economic Parameters Value

Total aperture area (m2) 0.49
Capital cost of collector per unit collector area (Rs/m2-aperture area) 32,000
Total initial cost of solar collectors (Rs) 15,810.6
Debt–equity ratio 90%
Nominal interest rate 8%
Debt term (years) 15
Percentage of O&M cost 1.00%
Electricity price in first year (Rs/kWh) 6.50
Inflation rate in electricity 5.0%
Inflation rate 4.5%
Rate of discount 5.0%
Rate of degradation 1.00%

Figure 12a depicts the variation of bank loan cost, operation and maintenance cost,
auxiliary energy, and ETC-SWH annual cost over the years for collector B. It has been
found that the loan cost decreases for years because of decreasing interest amounts. It was
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calculated that the interest amount would be highest in the first year (INR 1871) and lowest
in the fifteenth year (INR 882). Notably, 90% of the total investment is taken from the bank
with an interest rate and other terms and conditions. In comparison, the investor invests
the remaining amount. The O&M cost increases with the number of years because this is
the function of the inflation rate [35]. It has been found that approximately INR 3057 will
be required for the O&M of the proposed SWH system after 15 years. In comparison, the
auxiliary energy cost is the fuel cost for running the SWH system during cloudy/rainy
days. This cost also increases with the years due to inflation in electricity prices, which is
assumed to be 5%, as depicted in Table 4.
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Thus, due to increasing O&M and auxiliary energy costs, SWH annual costs increase
with the passage of years. Approximately INR 45,999 must be paid after 15 years of working
on the proposed conventional SWH system to accomplish the heat requirement. From
Figure 12b, it is noticed that the revenue is the advantage gained from implementing the
proposed conventional SWH system above EG. The income is growing over time due to
the continually rising yearly fuel cost of electricity. It has been discovered that, by using a
suggested conventional SWH system instead of an EG, over INR 65,720 can be saved after
15 years of operation. The cost per liter (CPL) of both the water heating systems collector
B and EG increases over time due to increased electricity costs. The CPL for collector B
was found to be 0.1314 INR/L on average and 0.325 INR/L for EG. According to the input
economic parameters assessed, the levelized energy cost (LEC), net present worth (NPW),
and payback time (PBT) were determined to be 4.82 INR/kWh, 41,290 INR, and 5.05 years,
respectively, for collector B without PCM. Similar to conventional collector B, the variation
of the loan cost, O&M cost, auxiliary energy, and ETC-SWH annual cost of collector A
with PCM operated under simultaneous and midday charging modes are presented in
Figures 13a and 14a. It was calculated that the interest amount would be highest in the
first year (INR 2010 for simultaneous mode and INR 2011 for midday charging mode) and
lowest in the fifteenth year (INR 948 for both modes). It has been found that approximately
INR 3284 and INR 3286 will be required for the O&M of collector A with PCM operated
under simultaneous and midday charging modes after 15 years. The annual costs of
collector A with PCM increase over years. INR 51,230 and INR 50,683 must be paid after 15
years of working on the proposed system under simultaneous and midday charging modes
to accomplish the heat requirement.
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(b) CPL of EG and collector A operated under midday charging mode with generated revenue and
annual fuel cost.

Figures 13b and 14b show that collector A’s revenue with PCM was INR 78,615 and
INR 76,252 when operated under simultaneous and midday charging modes, respectively.
The cost per liter of hot water generation by the PCM integrated collector A was INR 0.1261
and INR 0.1276 under dual modes, whereas the CPL of EG was found to be INR 0.325.
The levelized energy cost (LEC), net present value (NPW), and the payback time (PBT) for
collector A with PCM under simultaneous and midday charging modes were calculated to
be 4.61 and 4.67 INR/kWh, INR 49,710 and INR 48,130 and 4.49 and 4.64 years, and INR
41,290, respectively, based on the input economic factors evaluated. The values of these
criteria indicate that deploying the suggested solar collector system is highly profitable
economically.

Figure 15 depicts the quantity of CO2 mitigation by the proposed SWH system for elec-
tric geysers to reduce carbon dioxide emissions into the atmosphere for various tests. The
amount of CO2 mitigation by the developed SWH system was calculated to be 20.88, 24.30,
and 23.76 tCO2/lifetime for a conventional collector, collector A with PCM (simultaneous
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mode), and collector A with PCM (midday charging mode), respectively, based on useable
energy output. Conversely, it was determined that the suggested system mitigates 4.95, 5.31,
and 5.58 tCO2/lifetime for a conventional collector, collector A with PCM (simultaneous
mode), and collector A with PCM (midday charging mode), respectively, based on useable
exergy output. These calculations demonstrate that the suggested system is advantageous
in terms of energy and exergetic efficiency and economics, and reduces CO2 emissions into
the atmosphere.
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Figure 15. CO2 mitigation from energetic and exergetic outputs of both collectors A and B.

The proposed SWH system’s energoeconomic, exergoeconomic, and economic charac-
teristics are calculated and compared with EG and presented in Tables 5–7 for conventional
collector, and collector A with PCM operated under simultaneous and midday charging
modes, and also shows the impact of operating life and bank interest rates on these vari-
ables. These numbers have been derived from typical daily hot water outputs, usable
energy, and exergy gain. It has been found that the uniform yearly cost rises with an
increase in the bank interest rate; hence the CPL value of the suggested system grows for
a given lifespan. However, the change in interest rate has zero impact on the CPL price
of electric geysers. There is also a rise in the average yearly cost and CPL value of the
developed SWH systems and EG as the expected lifetime of the system is extended. The
energoeconomic and exergoeconomic benefits decline as the standard cost per year rises.
From an energoeconomic, exergoeconomic, and economic vantage point, it can be said that
the suggested arrangement is preferable in residential water heating applications [36].

Table 5. Energoeconomic and exergoeconomic variations with bank interest rate and life of the
conventional collector without PCM.

N (Years) Interest Rate
Uniform Annual Cost (INR) Energoeconomic Factor

Based on Energy (kJ/INR)
Exergoeconomic Factor

Based on Energy (kJ/INR)

Proposed
ETC EG Proposed

ETC EG Proposed
ETC EG

10
6 3097

6604
809.81

379.76
192.28

90.177 3156 794.67 188.68
8 3216 779.85 185.16

12
6 2959

6899
847.58

363.53
201.25

86.317 3019 830.73 197.25
8 3080 814.28 193.34
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Table 5. Cont.

N (Years) Interest Rate
Uniform Annual Cost (INR) Energoeconomic Factor

Based on Energy (kJ/INR)
Exergoeconomic Factor

Based on Energy (kJ/INR)

Proposed
ETC EG Proposed

ETC EG Proposed
ETC EG

15
6 2869

7373
874.17

340.16
207.56

80.767 2930 855.97 203.24
8 2992 838.23 199.03

Table 6. Energoeconomic, exergoeconomic, and economic variation with bank interest rate and life of
the collector with PCM (simultaneous mode).

N (Years) Interest Rate
Uniform Annual Cost (INR) Energoeconomic Factor

Based on Energy (kJ/INR)
Exergoeconomic Factor

Based on Energy (kJ/INR)

Proposed
ETC EG Proposed

ETC EG Proposed
ETC EG

10
6 3437

7687
849.28

379.73
184.78

82.627 3501 833.76 181.40
8 3565 818.79 178.14

12
6 3294

8030
886.15

363.51
192.80

79.097 3360 868.75 189.01
8 3426 852.01 185.37

15
6 3208

8582
909.91

340.13
197.97

74.007 3275 891.29 193.92
8 3341 873.69 190.09

Table 7. Energoeconomic and exergoeconomic variation with bank interest rate and life of the
collector with PCM (midday charging mode).

N (Years) Interest Rate
Uniform Annual Cost (INR) Energoeconomic Factor

Based on Energy (kJ/INR)
Exergoeconomic Factor

Based on Energy (kJ/INR)

Proposed
ETC EG Proposed

ETC EG Proposed
ETC EG

10
6 3405

7512
837.88

379.79
196.38

89.017 3470 822.19 192.70
8 3534 807.30 189.21

12
6 3261

7848
874.88

363.53
205.05

85.207 3327 857.52 200.99
8 3392 841.09 197.14

15
6 3172

8388
899.43

340.12
210.81

79.727 3238 881.09 206.51
8 3304 863.49 202.39

6. Conclusions and Future Recommendations
6.1. Conclusions

This experimental work performed a comprehensive 4E analysis of newly designed
U-tube based ETSCs with and without PCM at three flow rates under the composite climate
of Jammu, India. In this study, stearic acid was selected as the PCM from deep literature
analysis and filled inside the evacuated tubes of collector A, while collector B was left
empty without PCM, and was known as the reference collector. Integrating PCM with a
collector eliminates the need for additional space/arrangement for energy storage material
and provides constant hot water during cloudy or nighttime conditions with increased
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thermal performance. It will also reduce the carbon footprint compared with EG. The
conclusions have been made from the experimental investigation:

• Integrating copper fin with U-tube of collector A would increase the heat transfer rate
between the U-tube and phase change material;

• The energy and exergy outputs of collector A, operated under dual modes, were higher
than collector B;

• The maximum energy efficiency of collector A was 85.86% (simultaneous mode) and
84.27% (midday charging mode), whereas for collector B it was 75.08% at 0.5 LPM. In
contrast, the exergy efficiencies were found to be 19.41% and 21.35% for collector A,
and 18.52% for collector B at a low flow rate (0.167 LPM) for the same modes;

• The energy enhancement ratio of collector A was obtained in the 14.35–21.01% range
compared with collector B. In contrast, the exergy enhancement ratio of collector A
was obtained in the range of 7.2–15.25% compared with collector B;

• The CPL of collector A was found to be INR 0.1261 for simultaneous mode and
INR 0.1276 for midday charging mode, which is much less than the CPL of EG
(INR 0.325);

• The levelized energy cost, net present worth, and the payback time of collector A were
found to be 4.61 INR/kWh, INR 49710, and 4.49 years (S), and 4.67 INR/kWh, INR
48130, and 4.64 years (M), respectively;

• The amount of CO2 mitigation from the energy and exergy perspectives for collector
A was 24.30 for simultaneous mode, 23.76 tCO2/lifetime for midday charging mode,
and 5.31 and 5.58 tCO2/lifetime for the same modes, respectively.

6.2. Future Recommendations

Optimization and experimental investigations using nano-enhanced PCMs are ad-
vised for future system improvement. To develop more effective finned storage systems,
scientists will need to consider the PCMs’ cycle performance, long-term stability, and
overall environmental impact. Additionally, the heat transmission model of PCMs should
be studied in the future with various PCM kinds, porous materials, PCM filling ratio, and
seasonal changes taken into account.
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Nomenclature
Aaperture—Aperture area of the collector (m2) βen,CO2 —Saving on CO2 emission from energy
CHTF—Specific heat of working fluid (J/kg·K) βex,CO2 —Saving on CO2 emission from exergy
CFn—Cash flow cost (INR) IEo—Initial expenditure cost (INR)
Co—Initial cost (INR) Vi and Vo—Velocity at inlet and outlet (m/s)
DER—Debt–equity ratio ψiand ψo—Energy function at inlet and outlet
dR—Depreciation rate (%) LCn—Loan cost for a particular financial year
Exi—Exergy at the inlet (J)
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Exo—Exergy at the outlet (J)
Exloss—Exergy loss (J)
Exinc—Exergy incident on aperture area (J)
IG—Incident solar radiation (W/m2)

.
Qu—Useful amount of heat (J)
Qu,EXGY—Useful exergy from predicted model
Qu,EGY—Useful energy from predicted model

.
mHTF—Mass flow rate of working fluid (LPM)
PBP—Payback period (years)
i—Interest (%)
iR—Reverse interest rate (%)
n—Number of years
Ti,HTF—Working fluid inlet temperature (◦C)
To,HTF—Working fluid outlet temperature (◦C)
Tatm—Atmospheric temperature (◦C)
∆τ—Time strap (sec)
Tsun—Temperature of sun (◦C)
Uloss—Overall heat transfer loss
ηDEE—Daily energy efficiency (%)
ηDEXE—Daily exergy efficiency (%)

Abbreviations
CFD—Computational fluid dynamics
HTF—Heat transfer fluid
INR—Indian rupees
LCWH—Levelized cost of water heating
NPV—Net present worth
EER—Efficiency enhancement ratio
LHS—Latent heat storage
SWH—Solar water heater
ETC—Evacuated tube collector
ETSC—Evacuated tube solar collector
FPC—Flat plate collector
PCM—Phase change material
TES—Thermal energy storage
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Abstract: Energy conservation in buildings has been the focus of many studies since nearly one-third
of global energy consumption is due to buildings. Phase change material (PCM) technology promises
to be an attractive solution for energy saving in buildings since it is a passive and effective technology,
as demonstrated in the literature. Therefore, this study focuses on the energy-saving performance of
PCM-integrated buildings located in a Mediterranean climate to reveal their energy-saving potential.
PCM is integrated both in external or internal south walls and roofs of buildings under four different
climatic conditions. EnergyPlus, which is a well-known building simulation software, is adopted
for building thermal analyses. The effects of melting temperature, location of PCM layer in the
wall, thickness of PCM layer, type of envelope (wall or roof), and PCM double-layer system in the
wall are investigated. The corresponding energy savings and CO2 emission reductions are obtained
for the considered cases. The results showed that up to 41.6% reduction in energy demand can be
obtained depending on the PCM application. Besides, PCM with a low melting temperature (21 ◦C)
favored heating energy savings, while PCM with a high melting temperature (29 ◦C) favored cooling
energy savings. Moreover, the double-layer PCM system provided higher energy savings than the
single-layer PCM system, especially in warm and arid regions (Sousse and Tozeur).

Keywords: phase change materials; building performance; climatic condition; PCM melting temperature;
CO2 reduction; PCM double layer

1. Introduction

Global energy consumption is gradually increasing with the continuous development
of technology, although considerable efforts have been put into increasing energy efficiency
and thereby decreasing energy demand. Considering the fact that most fossil fuels are used
as primary energy sources to supply energy to the energy networks, an inevitable shortage
of these sources is obvious in the upcoming years. In addition to that, the high amount of
greenhouse gas emitted in the process of generating energy is another important factor
that has to be focused on when it is considered that these emissions lead to the greenhouse
gas effect. In this context, the development of new energy sources is a major issue for the
scientific community, and several works and research studies have been carried out in this
field with the aim to improve energy efficiency, gain energy saving, and limit greenhouse
gas emissions [1–3].

In Tunisia, the energy consumed in the building sector is approximately 36% of the
national total energy consumption (Figure 1). Obviously, this percentage tends to increase
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in the upcoming years considering the technological development, rising population, and
increasing comfort expectations of people [4,5]. Transportation and industry followed
the building sector’s energy consumption with 31% and 27% shares, respectively, in the
national final energy consumption. The building sector indeed has great potential for energy
savings since a majority of the buildings lack even proper thermal insulation, and previous
works in the literature showed that energy saving in buildings can reach considerable
rates [6–8]. In addition, the Social Commission for Western Asia (ECWAS), the German
Development Agency (GIZ), and the UN’s Economic and Social Council have recently
evaluated the energy situation of buildings in Tunisia [9]. The study evaluated the diverse
energy consumption items (air conditioning, heating, lighting, cooling, office equipment,
etc.) in public, private, and office buildings in detail. These findings represented a database
of electricity consumption estimations in Tunisia’s buildings. For instance, in 2017, the total
energy consumption for the residential sector reached 5176.2 GWh (13.07 kWh/m2 over
the year), a radical increase of 27% as compared to the energy consumption observed in
2014. Among the evaluated parameters, cooling is classified as the first on the list (30.3% of
the total), followed by air conditioning (22.2% against 3.4% in 2004) and television sets
(17.2% against 21.16% in 2004) [9].
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Figure 1. Final energy consumption in 2020 with respect to sector in Tunisia [9]. 

Thus, it is crucial to decrease energy consumption in the residential sector by improv-
ing both energy efficiency as well as saving measures. In this context, phase change ther-
mal energy storage represents an innovative and promising way for energy storage tech-
nology. This can be realized particularly with phase change materials (PCM), which have 
the potential to store latent heat in materials such as paraffin waxes, eutectics, and salt 
hydrates. The application of PCMs in building envelopes can reduce space heating/cool-
ing energy demand and be considered a promising passive cooling technology in build-
ings that have poor energy efficiency and thermal comfort [10]. 

Recently, a good amount of research has been dedicated to the utilization of PCM as 
well as nano-enhanced PCM applications in buildings [11–16]. It is obvious from the liter-
ature review that the PCM technique is successfully integrated into the walls [11,13], win-
dows [14,15], floors [16,17], and roofs [18,19] to reduce the energy requirement of the 
buildings [20]. For instance, Chelliah et al. [13] studied the energy-saving potential of air-
conditioning by evaluating PCM-filled terracotta bricks in the external walls. They 
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Thus, it is crucial to decrease energy consumption in the residential sector by im-
proving both energy efficiency as well as saving measures. In this context, phase change
thermal energy storage represents an innovative and promising way for energy storage
technology. This can be realized particularly with phase change materials (PCM), which
have the potential to store latent heat in materials such as paraffin waxes, eutectics, and salt
hydrates. The application of PCMs in building envelopes can reduce space heating/cooling
energy demand and be considered a promising passive cooling technology in buildings
that have poor energy efficiency and thermal comfort [10].

Recently, a good amount of research has been dedicated to the utilization of PCM
as well as nano-enhanced PCM applications in buildings [11–16]. It is obvious from the
literature review that the PCM technique is successfully integrated into the walls [11,13],
windows [14,15], floors [16,17], and roofs [18,19] to reduce the energy requirement of the
buildings [20]. For instance, Chelliah et al. [13] studied the energy-saving potential of air-
conditioning by evaluating PCM-filled terracotta bricks in the external walls. They reported
that there is an optimum PCM with a certain melting temperature and that up to EUR 74 in
cost savings can be achieved. Hamidi et al. [21] integrated PCM into hollow brick walls and
indicated that the percentage of energy saved is about 56% in the northeast Mediterranean
zone, while no energy-saving effect is observed for the southeast zone. Besides, for the
northeast zone, a 26 ◦C optimum melting temperature for PCM is suggested as it gives the
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best thermal performance. Kenzhekhanov et al. [22] demonstrated the promising effect of
the PCM location as well as the PCM amount on the energy savings and discomfort hours
of a building located in a subarctic climate. They reported that increasing the thickness and
amount of PCM in the layer promotes more energy savings. Besides, up to 10,000 kWh and
500 h of annual energy savings and discomfort hour reductions are respectively achieved
with PCM integration.

Applications related to PCM building and analysis of energy efficiency, energy saving,
or thermal comfort are simulated and analyzed in several works. However, studies on the
position, thickness, and type of PCM in the envelope should be performed and detailed
carefully prior to the application of innovative materials to buildings [23,24]. For example,
Hu [25] studied thermal and building envelope responses to light under several climate sit-
uations. The total energy consumed was reduced by 19% for the roof with a thermochromic
coating (TC roof)—PCM, which in turn reduced CO2 emissions by 5%. So, as the PCM
roof thickness increases, the energy savings increase and reach 29%, while CO2 emission
reductions become 8%. Additionally, as mentioned in [26], PCM with a melting temper-
ature close to 24 ◦C was successfully integrated into the building wall to maintain the
indoor temperature of the building. This work shows that comfortable temperatures can be
maintained for the whole year without the contribution of any mechanical air-conditioning
system. These results agree well with several numerical investigations in Morocco, in
which the improvement of the thermal efficiency of PCM-integrated double external walls
was considered [27]. A previous work by Hagenau [28] investigated the role of PCM and
the related dynamic energy in order to evaluate building envelope performance under
various Danish climate zones, and the researchers reported that energy savings in the range
of 32–36% can be achieved. Considering the abovementioned works, it is important to
note that using PCM in the walls and roofs increases the cost of construction. Therefore,
it is obvious to search for the most favorable location for PCM integration to gain the
best possible energy conservation. In this context, a dynamic model based on hysteresis
was used to find the best location of PCM thickness in the wall and roof, as well as its
appropriate position for heat flux reduction [29].

From the literature review, it is clear that PCM integration into the building’s external
walls promises to be a good candidate for energy saving. Besides, it is also known that
melting temperature, location, and thickness of PCM are important parameters affecting
TPCM energy-saving performance. The optimum melting temperature and location can
be different depending on the outdoor boundary conditions. Therefore, in this study, an
optimization of PCM properties is conducted to gain the highest possible energy saving
from PCM application to the building’s external envelope. In this respect, different PCM
melting temperatures, PCM locations (in the wall and roof), and PCM thicknesses are
studied based on thermal analyses. Furthermore, these thermal analyses are conducted
for four different climatic regions of Tunisia so an effective guideline can be presented
with relevant findings. The main targets of this study can be listed as (i) exploring the
effect of PCM features (melting temperature, location, and thickness) on energy saving;
(ii) revealing the energy saving potentials by utilizing PCM in different climatic regions
of Tunisia; (iii) the impact of using double-layer PCM in the external wall on the energy
saving; and (iv) providing a practical guideline that can be valid for different climatic
regions of Tunisia for building envelope applications of PCM.

2. Methodology
2.1. Model Description

A building with standard wall, roof, and floor structures is considered to be used
in thermal analyses. The building is one story, has two standard-sized windows on the
south side, and the window-to-wall ratio on that side is approximately 40%. The floor
area is 72 m2, and the building has a flat roof. The building is conditioned by using an
air-cooled heat pump for both heating and cooling purposes. In order to ensure thermal
comfort conditions inside the building, the heating and cooling set temperatures are taken
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as 21 ◦C and 24 ◦C, respectively. Besides, the heating and cooling setback temperatures are
considered for preventing excessive cooling (in winter) and heating (in summer) when the
building is not occupied.

2.2. Numerical Simulation

In this work, Design Builder is employed as the graphical interface for EnergyPlus
software. EnergyPlus is a software that is capable of performing building thermal simula-
tion, and its development was funded by the U.S. Department of Energy’s (DOE) Building
Technologies Office (BTO). Based on a definition of a building in terms of the physical
design of the building, associated mechanical systems, etc., the software simulates the out-
door and indoor conditions to calculate the heating and cooling loads required to maintain
thermal control setpoints. EnergyPlus includes several modules to estimate building energy
requirements. It does not have its own graphical user interface, but several interfaces are
available for inputting data and processing simulation results (Figure 2).
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The EnergyPlus PCM model based on the one-dimensional conduction finite-difference
(CondFD), which was subject to various verification studies and has been validated by
several researchers [30–34], is adapted as the solution algorithm. This algorithm gives
the user the possibility to choose between an implicit finite difference scheme and the
Crank–Nicholson method. In this study, an implicit finite difference scheme coupled
with the enthalpy–temperature equation is used to evaluate phase change and find the
temperature field (Equations (1) and (3)). All elements were discretized using a node
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spacing ∆x, which depends on the time step (∆t), the space discretization constant (c), and
the thermal diffusivity of the material (α) (Equation (2)).
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where h = h(T) (3)

where T stands for temperature and λ stands for thermal conductivity of the wall mate-
rial. Besides, ρ and Cp represent the density and specific heat capacity of the material,
respectively. Enthalpy is denoted by h. In the thermal analyses, 60 time steps per hour
(∆t = 1 min) are taken, while the space discretization constant (c) in the node spacing
equation is taken as 0.5.

2.3. Climatic Conditions

Climatic conditions have a great impact on building thermal efficiency and perfor-
mance. The scope is focused on the region of Tunisia, due to its strategic location. As shown
in Figure 3, the climate of Tunisia is divided into five climatic zones, namely, arid, upper
humid, Saharan, lower semi-arid, and lower humid. According to the Köppen–Geiger
classification [35], a great difference between the north and the rest of the country occurs
due to the chain of the Tunisian ridge, which separates the zones subjected to the Mediter-
ranean climate as humid (for Bizerte and Tabarka), lower semi-arid (for Sousse) and the hot
desert climate typical of the Sahara (for Tozeur) (Table 1). The weather data for each city
are exported to the EnergyPlus climate file database. The geographic and meteorological
data of these regions, as well as the city description, are given in Table 1.
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Table 1. Considered cities located in different climatic zones.

Region
(City)

Climate
Classification Latitude Longitude Elevation [m]

Sousse Lower semi-arid 35◦40′ N 10◦45′ E 24

Bizerte Lower humid 37◦15′ N 9◦48′ E 5

Tabarka Upper humid 36◦57′ N 8◦45′ E 4.69

Tozeur Saharian 33◦55′ N 8◦06′ E 42

With a cold and rainy winter season, the heating loads are dominant in Tabarka, and
snow is possible during this period of the year with an average temperature of 7.4 ◦C.
However, summer is usually hot and dry, with an average temperature of 28.2 ◦C. Besides,
Sousse is characterized by a hot, semi-arid climate, which makes it an all-season resort
with hot, dry summers and warm, wet, mild winters. Bizerte is characterized by a warm-
summer Mediterranean climate, with mild and rainy winters. Summers are hot and dry,
and together with the Mediterranean Sea, summers are cooler and more humid than in
the interior of Tunisia. For Bizerte and Sousse, both heating and cooling are required.
Conversely, Tozeur suffers from hot desert climate conditions. Summer is exceptionally
hot, with daily temperatures frequently exceeding 45 ◦C in the shadows, and the sirocco
(Mediterranean wind) can force temperatures to exceed 50 ◦C. In winter, it can sometimes
turn freezing at night, and just before sunrise, the temperature drops below 0 ◦C. Depending
on the incident solar radiation, the highest solar radiation is observed in April, May, June,
July, and August in Sousse, Tozeur, Bizerte, and Tabarka, respectively, which in turn
improves the solar heat gain in buildings through the building envelope.

The outdoor temperatures (Tair) as well as the wind speed (w) are given in Ref. [36],
while the collected solar radiation data are available in Ref. [37]. Therefore, the correspond-
ing annual climate data are collected from these sources and depicted in Figure 4.

2.4. PCM Properties

In this work, the Infinite R™ PCMs were chosen, which are used in diverse commercial
applications such as energy storage with diverse melting temperatures of 18, 21, 23, 25,
and 29 ◦C, referred to as PCM18, PCM21, PCM23, PCM25, and PCM29, respectively. The
thermophysical properties of the Infinite R™ PCMs are given in Table 2.

Table 2. Thermophysical properties of PCM.

PCM18 PCM21 PCM23 PCM25 PCM29

Latent heat during the entire phase change (kJ/kg) 200 200 200 200 200

Peak melting temperature for melting curve (◦C) 19 22 24 26 30

Peak melting temperature for freezing curve (◦C) 17 20 22 24 28

Liquid state thermal conductivity (W/(mK)) 0.54 0.54 0.54 0.54 0.54

Solid state thermal conductivity (W/(mK)) 1.09 1.09 1.09 1.09 1.09

Liquid state density (kg/m3) 1540 1540 1540 1540 1540

Solid state density (kg/m3) 1540 1540 1540 1540 1540

Liquid state specific heat (J/(kgK)) 3140 3140 3140 3140 3140

Solid state specific heat (J/(kgK)) 3140 3140 3140 3140 3140
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2.5. Wall and Roof Structure in the Building

In Tunisia, the brick wall is the conventional structure for residential building construc-
tion [37]. Here, the external building wall without PCM (control wall) is composed of three
layers: plaster coating, brick, and cement (Figure 5a). On the building roof, four layers were
considered: cement, concrete, reinforced concrete, and plaster coating (Figure 5b). Two
different configurations were considered for PCM integration into the control wall: (i) PCM
located in the outside of the wall (Case 1, Figure 5c) and (ii) PCM located in the inside of
the wall (Case 2, Figure 5c). It should be noted that PCM is employed in the wall as an
extra layer. The PCM layer thickness is varied between e = 10 mm and 30 mm for these
configurations. The thermal performances of these materials, as described in Table 3, were
also taken into account in the modeling process.
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To evaluate the effectiveness of the implementation of the PCM layer in the building’s
external envelope, two indicators are used:

(i) Energy savings: It gives the total decrease in energy consumption resulting from the
integration of PCMs.

This can be deduced from Equations (4) and (5) for both heating and cooling energy
savings, respectively.

Esaving,heating = Eheating consumption, without PCM − Eheating consumption, with PCM (4)
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Esaving,cooling = Ecooling consumption, without PCM − Ecooling consumption, with PCM (5)

(ii) The annual percentage of heating and cooling energy consumption reduction due to
the PCM integration, the rate R (in %), is given by the following equation:

R (%) =
Esaving

Econsumption ,without PCM
∗ 100 (6)

Table 3. Thermal properties of materials.

k (W/mK) ρ (kg/m3) Cp (J/kgK) e (m)

Brick 0.72 1920 840 0.20

Cement 1.4 2200 940 0.025

Plaster coating 1.2 1800 840 0.015

Concrete 1.4 2100 840 0.1

Reinforced concrete 2.3 2300 1000 0.15

3. Results and Discussion
3.1. Effect of PCM Melting Temperature

The effect of PCM melting temperature on the total energy saving was evaluated by
testing different phase transition temperatures ranging from 18 ◦C to 29 ◦C. The thickness
of the PCM layer was taken as 10 mm, and the PCM was located both near the interior
as well as near the exterior surface of the south wall to also reveal the impact of the PCM
location on the melting temperature. The obtained results related to the parameters above
are given in Figure 6. From the figures, it can be deduced that the PCM21 (i.e., PCM with
a 21 ◦C melting temperature) provided the highest energy saving for Bizerte, Tabarka,
and Tozeur, whereas the PCM29 showed the best performance for Sousse. The highest
energy-saving amounts were also attained by locating the PCM layer near the interior
surface rather than near the exterior, regardless of the city except for the Sousse region. The
same finding, that the PCM layer near the indoor outperforms that near the outdoor, was
also pointed out in the literature.
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Excluding the worst-case scenario for all the considered cities (PCM18), the total energy
savings ranged from 3116.0 Wh/m2 (PCM21) to 1946.0 Wh/m2 (PCM23) for Bizerte, from
3259.9 Wh/m2 (PCM21) to 1639.9 Wh/m2 (PCM29) for Tabarka, and from 3474.21 Wh/m2

(PCM21) to 2145.6 Wh/m2 (PCM25) for Tozeur with PCM located near the interior. As
previously mentioned, the optimum melting temperature for PCM-integrated walls near
the indoor environment was found to be 21 ◦C, except for the Sousse. A total energy saving
of 3104.7 Wh/m2 can be attained with PCM29 located near the exterior surface of the
wall under Sousse climatic conditions, indicating that the melting temperature should be
29 ◦C. It was noted that the PCM location inside the wall affected the optimum melting
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temperature for the PCM. For instance, the optimum melting temperature for all cities was
found to be 29 ◦C when the PCM was located near the interior surface of the wall for the
cooling energy. Overall, the PCM location inside the wall and the climatic conditions of
the region significantly affected the thermal performance of the PCM application. It can be
deduced from the results that the optimum melting temperature was close to the setpoint
of the room [38]. For example, the melting temperature was equal to 21 ◦C for the heating
load in each city. On the contrary, the optimum melting temperature was equal to 29 ◦C for
cooling loads in all cities. Moreover, it was shown that higher energy-saving amounts can
be attained in high-amplitude regions. When the PCM layer is located near the exterior
or interior roof surface, the optimum melting temperature is always equal to 21◦C for all
regions except for Bizerte (found at 18 ◦C), which is located in a relatively cold region. In
summary, it can be concluded that when modeling an implementation of PCM building
technology, one should consider geographical and climatic factors such as temperature,
wind profile, and solar irradiance [39].

3.2. Effect of Building Envelope Type and PCM Location

Utilization of PCM in different building envelope types was studied by integrating
PCM in the roof, external or internal wall, and wall-roof of the building. In the wall-roof
configuration, PCM21 is located in the interior surface of the wall, except in the Sousse
region, where PCM29 is placed on the exterior surface of the wall. Moreover, PCM location
was found to be an important parameter in the literature; therefore, two different locations,
namely near the interior and near the exterior, were tested. The overall effect of these
variables on the energy saving in heating, cooling, and total energy demand was then
analyzed using the optimum melting temperature of PCM for each city. The obtained
results related to optimal envelope type, location, and configuration are given in Figure 7.
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It can be seen from the given figure that the utilization of PCM provided significant
energy savings both in heating and cooling applications for all of the considered cities,
regardless of the PCM location (Wall int and Wall ext) as well as building envelope type
(wall, roof, or wall-roof). The interior location for PCM21 was found to be more beneficial in
terms of energy saving compared to the exterior location for the heating period. However,
on the contrary, the exterior location saved more energy than the interior location for
the cooling period. As compared to the traditional building envelopes, the reduction in
the heating load reached 16.6%, 23.7%, 14.7%, and 13.6% in Sousse, Tozeur, Bizerte, and
Tabarka, respectively, by implementing PCM21 in a wall-roof configuration. Although
considerable reductions in energy consumption for cooling were achieved, these savings
are marginal compared to the amount saved in heating energy. Using PCM in both the
internal wall (with higher energy saving) and roof (wall-roof configuration) provided the
highest energy saving amount irrespective of the city, i.e., climatic region. The least-efficient
scenario was attained when the PCM was integrated into the exterior wall in the heating
period and into the interior wall during the cooling period. The corresponding total energy
reduction percentages for PCM integrated roofs are 9.34%, 9.2%, 8.1%, and 7.9% in Sousse,
Tozeur, Bizerte, and Tabarka, respectively. In total, the PCM located near the interior (near
the indoor) saved more energy than the PCM located near the exterior (near the outdoor)
in all climatic regions except the Sousse region. This finding agrees with the findings
reported in Refs. [40–42]. Consequently, approximately 12.4 kWh/m2 energy savings were
achieved for Tozeur (warm region) when the optimum configuration was applied, i.e., PCM
integration in both wall and roof (wall-roof case).
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3.3. Effect of PCM Layer Thickness

The impact of the PCM thickness on the energy-saving performance was investigated
by analyzing different thicknesses, namely, 10 mm, 20 mm, 30 mm, and 40 mm. The
optimized phase transition temperature of the PCM layer, i.e., the optimum PCM type,
was used in the simulations. For heating, cooling, and heating and cooling, the PCM layer
was tested in both types, near the interior surface of the wall and near the exterior surface
of the roof. The results are given in Table 4. It is evident from the table that the total
energy requirement (heating and cooling) is greater in the case of increasing the PCM layer
thickness. This can be expected since a higher amount of latent heat can be stored due to
the increased PCM amount [42]. Higher energy requirement reduction was achieved with a
40 mm PCM located in the roof and also in the wall. The heating and cooling energy needs
were reduced by 26.7 kWh/m2, 23.3 kWh/m2, 21.6 kWh/m2, and 30.8 kWh/m2 with a
40 mm PCM located in the roof for the buildings in Sousse, Bizerte, Tabarka, and Tozeur,
respectively. Following the PCM located in the roof, the best case was found for locating
the PCM near the interior wall surface, regardless of the PCM layer thickness. These results
also comply with the outcomes of the studies in the literature [38–44].

Table 4. Annual heating and cooling energy saving per 1 m2 of three types of building envelopes and
for five PCM layer thicknesses.

e1 = 10 mm e2 = 20 mm e3 = 30 mm e4 = 40 mm

Sousse

Heating (Wh/m2)

PCM-wall 1862.87
(−3.50%)

3688.96
(−6.93%)

4834.89
(−9.09%)

5514.46
(−10.36%)

PCM-roof 7056.94
(−13.26%)

13,703.54
(−25.76%)

19,543.38
(−36.74%)

21,476.14
(−40.37%)

Cooling (Wh/m2)

PCM-wall 1241.79
(−3.33%)

2105.36
(−5.65%)

2344.13
(−6.29%)

2330.63
(−6.26%)

PCM-roof 1389.78
(−3.73%)

2689.36
(−7.22%)

3594.85
(−9.65%)

5257.56
(−14.12%)

Heating and Cooling (Wh/m2)

PCM-wall 3104.66
(−3.43%)

5794.32
(−6.40%)

7179.02
(−7.94%)

7845.09
(−8.67%)

PCM-roof 8446.72
(−9.34%)

16,392.9
(−18.13%)

16,392.9
(−18.13%)

26,733.7
(−29.57%)

Bizerte

Heating (Wh/m2)

PCM-wall 2953.44
(−4.26%)

4092.55
(−5.90%)

4565.82
(−6.59%)

4852.72
(−7.00%)

PCM-roof 7253.05
(−10.47%)

12,206.94
(−17.62%)

16,656.06
(−24.04%)

18,763.45
(−27.08%)

Cooling (Wh/m2)

PCM-wall 162.6
(−0.50%)

299.2
(−0.93%)

387.45
(−1.20%)

425.04
(−1.32%)

PCM-roof 963.84
(−3.00%)

2340.42
(−7.29%)

3102.68
(−9.67%)

4579.27
(−14.27%)

Heating&Cooling (Wh/m2)

PCM-wall 3116.04
(−3.07%)

4391.75
(−4.33%)

4953.27
(−4.88%)

5277.76
(−5.20%)

PCM-roof 8216.89
(−8.10%)

14,547.36
(−14.35%)

19,758.74
(−19.49%)

23,342.72
(−23.03%)
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Table 4. Cont.

e1 = 10 mm e2 = 20 mm e3 = 30 mm e4 = 40 mm

Tabarka

Heating (Wh/m2)

PCM-wall 3067.38
(−4.62%)

3997.52
(−6.02%)

4721.15
(−7.11%)

5494.2
(−8.28%)

PCM-roof 6029.15
(−9.09%)

11,606.52
(−17.50%)

15,731.54
(−23.72%)

17,727.22
(−26.73%)

Cooling (Wh/m2)

PCM-wall 192.55
(−0.78%)

336.41
(−1.37%)

444.68
(−1.81%)

515.54
(−2.10%)

PCM-roof 1212.54
(−4.94%)

1001.02
(−4.07%)

734.94
(−2.99%)

958.68
(−3.9%)

Heating and Cooling (Wh/m2)

PCM-wall 3259.93
(−3.59%)

433.93
(−4.77%)

5165.83
(−5.68%)

6009.74
(−6.61%)

PCM-roof 724,169
(−7.97%)

13,820.08
(−15.21%)

18,680.04
(−20.55%)

21,634.4
(−23.80%)

Tozeur

Heating (Wh/m2)

PCM-wall 3285.02
(−7.29%)

4414.55
(−9.80%)

5320.52
(−11.81%)

5860.36
(−13.01%)

PCM-roof 7525.08
(−16.70%)

15,295.52
(−33.95%)

20,391.24
(−45.26%)

25,419.04
(−56.42%)

Cooling (Wh/m2)

PCM-wall 189.19
(−0.36%)

355.44
(−0.67%)

516.83
(−0.97%)

649.39
(−1.22%)

PCM-roof 1478.44
(−2.79%)

2810.79
(−5.30%)

4370.75
(−8.24%)

5407.76
(−10.19%)

Heating and Cooling (Wh/m2)

PCM-wall 3474.21
(−3.54%)

4769.99
(−4.86%)

5837.35
(−5.95%)

6509.75
(−6.64%)

PCM-roof 9003.52
(−9.18%)

18,106.31
(−18.45%)

24,761.99
(−25.24%)

30,826.8
(−31.42%)

3.4. Effect of Double-Layer PCMs

The double-PCM layer model was considered to benefit from the thermal properties of
two PCMs at different locations with different melting temperatures. The model was formed
by two PCMs with the same thickness as the PCM single layer. In order to analyze the
efficiency of a double-PCM layer and energy saving, two configurations of a double-PCM
layer were proposed in Figure 8. In Case 1, the first PCM layer was placed on the exterior
surface with a different melting temperature, and the second was located in the interior
surface of the wall with a fixed melting temperature (the optimum melting temperature
is 21 ◦C) in all the cities. In Case 2, the first PCM layer (PCM1) represents the optimum
melting temperature, allowing for more heating energy saving (21 ◦C), and the second
PCM layer (PCM2) provides the PCM gives more reduction in cooling energy consumption.
Based on the previous simulations, PCM21 is used as the first layer of the double-layer
system due to the corresponding higher heating energy saving, while PCM29 and PCM25,
which perform better cooling energy saving in warm and cold regions, respectively, are
applied to the second layer. In Case 2, two double-PCM layer systems were considered:
PCM21-PCM29 and PCM21-PCM25. The obtained results for the considered cases are
given in Table 5. Accordingly, in Case 1, the PCM21-PCM29 double layers represent the
best energy saving in warm regions (Sousse and Tozeur). Whereas, it does not apply to
cold regions. The same results are obtained in Case 2, where an improvement in cooling
and heating energy saving is achieved for the PCM21-PCM29 double layer for Sousse and
Tozeur as well.
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Table 5. Effect of PCM double layers (10 mm) on energy saving for four regions.

PCM Heating/Cooling Energy Saving (Wh/m2) Heating and Cooling Energy Saving (Wh/m2)

Heating (Wh/m2) Cooling (Wh/m2) Energy Saving (Wh/m2) Reduction (%)

Sousse

Single layer

PCM21 2776.46 140.77 2917.23 3.22
PCM23 2107.87 246.35 2354.22 2.60
PCM25 1161.38 959.39 2120.77 2.34
PCM29 32.77 2668.14 2700.91 2.98

Double layer
(Case 1)

PCM29-PCM21 2512.36 554.99 3067.35 3.39
PCM25-PCM21 2236 544.3 2780.3 3.07
PCM23-PCM21 2157.28 329.89 2487.17 2.75
PCM21-PCM21 2012.97 167.12 2180.09 2.41

Double layer
(Case 2)

PCM21-PCM29 1828.2 1982.51 3810.71 4.21
PCM21-PCM25 2074.1 608.87 2682.97 2.96

Bizerte

PCM21 2953.44 162.6 3116.04 3.07
Single layer PCM23 1555.36 390.6 1945.96 1.92

PCM25 1130.85 906.57 2037.42 2.01
PCM29 82.01 2168.96 2250.97 2.22

Double layer
(Case 1)

PCM29-PCM21 2150.6 406.79 2557.39 2.52
PCM25-PCM21 1980.6 583.17 2563.77 2.52
PCM23-PCM21 1884.18 364.32 2248.5 2.21
PCM21-PCM21 1724.75 213.3 1938.05 1.91

Double layer
(Case 2)

PCM21-PCM29 1385.87 1712.64 3098.51 3.06
PCM21-PCM25 1640.34 672.65 2312.99 2.28

Tabarka

Single layer

PCM21 3067.38 192.55 3259.93 3.58
PCM23 1851.81 353.44 2205.25 2.42
PCM25 995.52 1005.07 2000.59 2.20
PCM29 106.89 1533.01 1639.9 1.80

PCM29-PCM21 2357.6 345.36 2702.96 2.97

Double layer
(Case 1)

PCM25-PCM21 2311.21 547.57 2858.78 3.14
PCM23-PCM21 2247.06 379.76 2626.82 2.89
PCM21-PCM21 2182.08 230.29 2412.37 2.65

Double layer
(Case 2)

PCM21-PCM29 1903.66 1280.05 3183.71 3.50
PCM21-PCM25 2005.68 714.41 2720.09 2.99

Tozeur

PCM21 3285.02 189.19 3474.21 3.54
Single layer PCM23 2977.94 241.46 3219.4 3.28

PCM25 1399.59 795.99 2195.58 2.23
PCM29 144.85 2249.85 2394.7 2.44

Double layer
(Case 1)

PCM21-PCM29 2893 606.61 3499.61 3.56
PCM21-PCM25 2429.33 484.71 2914.04 2.97
PCM23-PCM21 2386.02 296.7 2682.72 2.73
PCM21-PCM21 2335.7 187.68 2523.38 2.57

Double layer
(Case 2)

PCM21-PCM29 2244.52 1670.59 3915.11 3.99
PCM21-PCM25 2713.79 493.31 3207.1 3.27
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The results show that double-layer systems allow for a higher reduction in energy
consumption than single-layer systems. This is in good agreement with several previous
works [45–47]. In addition, annual heating and cooling energy savings and energy saving
rates were calculated for single and double PCM layer systems (Table 5). For all PCMs used
as a single layer (10 mm), it can be seen that the annual energy saving is 3.22% in Sousse
and 3.54% in Tozeur. Whereas, in the case of double-layer systems, these values become
4.21% and 3.99% for Sousse and Tozeur, respectively. Moreover, the higher energy saving
rate value was obtained when using the double-layer PCM29-PCM21 for warm regions
and PCM25-PCM21 for cold regions. Hence, the proposed double-PCM layer systems
integrated into buildings represent an effective way to improve energy efficiency.

3.5. CO2 Emission Reduction in the Optimum Cases

As shown previously, the optimal conditions for minimizing the heating and cooling
energy requirement vary from one climatic region (city) to another. Therefore, in this
section, the energy conserved with these optimized cases for each respective region was
calculated and the corresponding CO2 emission reductions were revealed. The optimum
melting temperature for each city was selected; the PCM was located at the best location,
and the 40 mm PCM thickness was taken. It was seen that a significant reduction in heating,
cooling, and total energy needs can be attained with the optimized integration of PCM.
For instance, the total energy need reduction (heating and cooling) reached a value of
37.34%, 26.77%, 34.37%, and 41.61% for Sousse, Bizerte, Tabarka, and Tozeur, respectively
(Figure 9). As a result of these reductions in the energy requirement of the building for
heating and cooling applications, a considerable amount of CO2 emission reductions were
achieved, corresponding to 34.22%, 25.93%, 34.37%, and 38.74% for Sousse, Bizerte, Tabarka,
and Tozeur, respectively (Figure 10). Consequently, the PCM integration with optimized
parameters such as melting point, location, and thickness can significantly contribute to
energy savings as well as a reduction in CO2 emissions.
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4. Conclusions

The annual energy savings of residential buildings incorporating PCM have been
numerically examined in four different climatic regions of Tunisia by considering four cities
located in those climates. The potential impacts of PCM melting temperature, location, and
thickness were evaluated, along with PCM integration into different building envelopes
(roof and external wall). The optimized configuration with respect to the melting point,
location, thickness, and building envelope type was found, and the annual energy savings
as well as CO2 emission reductions were explored. Therefore, the following important
results were reached in the study:

• Integrating PCM, either in the roof or wall, has a negligible influence on the cooling
energy saving.

• The optimal location for the PCM implementation was found to be near the indoor,
except for the Sousse region. The percentage energy saving for this optimal location
and for the optimal PCM thickness of 40 mm was calculated as 41.61%, 37.34%, 34.93%,
and 26.77% for Tozeur, Sousse, Tabarka, and Bizerte, respectively.

• Increasing the PCM thickness in the roof allows an increment in the total annual energy
reduction, which varies from 7.97% to 31.42% depending on the climatic region.

• The PCM melting temperature has an important role in energy savings. The best
melting temperature was 21 ◦C, the closest to the set point temperature, which is 21 ◦C
in winter. However, in lower semi-arid regions (Sousse), the melting temperature,
which allows the highest reduction in energy need, was 29 ◦C.

• The use of double-layer PCM with different melting temperatures at different locations
represented an alternative for reducing energy consumption. The PCM with a low
melting temperature (21 ◦C) favors heating energy savings, while PCM with a high
melting point (29 ◦C) favors cooling energy savings. Besides, the double-layer systems
composed of two different PCM represent a higher efficiency than a PCM single layer
mainly in warm and arid regions (Sousse and Tozeur).

• Under optimal conditions of PCM integration in buildings, up to a 38.74% reduction
in CO2 emissions can be achieved in Tozeur.
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Abstract: Global energy demand continues to rise due to advances in both developed and developing
countries. Energy-efficient technologies and eco-friendly policies have been insufficient to counterbal-
ance the increasing demand and, thus, the national strategies of many countries have been shaped by
energy conservation considerations. Buildings are responsible for more than one third of the global
final energy consumption and the energy use in buildings is expected to grow more than 40% in
the next 20 years. Even though the energy-efficient retrofits and thermal insulation of the building
envelope have been widely studied in academia, the case of existing public buildings has been largely
neglected. To fill the gap, this study investigates the thermal insulation of existing public buildings
and unveils its potential benefits. An administrative building of a public university has been the
subject of financial analysis to observe the feasibility of insulation applications and to identify the
most feasible insulation application. The results reveal that (i) the most feasible application depends
considerably on the financial scenarios and (ii) the feasibility of insulation applications is greatly
influenced by the building geometry. This study contributes to the literature by demonstrating the
feasibility of energy retrofits in an administrative public building and proposing an alternative way
to achieve national energy efficiency objectives.

Keywords: thermal insulation; public buildings; national energy policies; energy efficiency; optimum
insulation application

1. Introduction

Rapid industrialization in recent decades has greatly accelerated the use of fossil fuels.
Deriving the majority of energy consumption from nonrenewable energy sources leads to
an undesired condition for the environment, emphasizing the need to reduce nonrenewable
energy consumption on the global scale [1]. Even though the technological advancements
and encouraging policies have gradually enhanced the efficiency of energy end-use services,
the increasing demand for energy services has not been counterbalanced [2].

Achieving carbon neutrality by 2050 necessitates efficiency and a reduction in energy
demand to ensure flexible selection of the available decarbonization options that avoid
social and environmental side-effects [3]. Aside from benefitting the mitigation of climate
change and national security of energy supply, energy savings owing to the conservation
of energy can provide improvements in local pollution, productivity, competitiveness of
companies, household energy expenditure, and health of building occupants [2].

Energy use in buildings and building construction sectors corresponds to more than
one third of global final energy consumption and is responsible for nearly 40% of total
(both direct and indirect) CO2 emissions [4]. Furthermore, the energy demand of build-
ings is expected to grow by more than 40% in the next 20 years [5] due to urbanization
and climate change, such as global warming and extreme weather events [6]. Therefore,
providing energy-efficient buildings would be critical for the prevention of the increase in
the energy demand.
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The measures to achieve energy efficiency in buildings can be divided into two cat-
egories, namely soft and hard measures. The former implies education and behavior
changes, while the latter contains investment in energy efficiency including equipment
upgrades [7]. In spite of their high initial costs, the hard measures are especially effective
for limiting energy consumption in buildings by means of well-proven solutions such as
thermal insulation, the use of efficient glazing, the elimination of thermal bridges, and the
installation of efficient heating/cooling generation and distribution systems [8].

The achievement of energy efficiency in new buildings has received a great deal
of attention using a multidisciplinary approach throughout the life cycle including the
pre-building, building, and post-building phases [9]. Equally important is the case of
existing buildings where poor thermal properties lead to high energy demand [10]. In this
direction, the trend toward re-engineering or retrofitting existing buildings has accelerated
in recent years. Energy-efficient retrofits cover the improvement in the building envelope
through building-integrated renewable energy technologies, climate control strategies, and
insulation [11].

The renovations in buildings with structural vulnerability need to consider both the
seismic and energy retrofitting concurrently. Especially in regions with seismic hazard, the
interventions should address seismic and energy performance for buildings not designed to
modern standards. The types of integrated retrofitting solutions proposed in the literature
include (i) exoskeleton interventions, (ii) enhancements in envelope elements to achieve
better energy/seismic performance, and (iii) replacements of envelope elements by higher-
performance elements [12].

This study examines the potential benefits of energy-efficient retrofits, more specifically,
the thermal insulation of existing public buildings. An administrative building in Sakarya
University of Applied Sciences was subjected to investigation. The financial analysis of
thermal insulation considered the cost of insulation application and potential savings owing
to the reduction in annual energy requirements. Financial parameters were calculated to
observe the feasibility of insulation applications on existing public buildings and to identify
the optimum insulation application. Scenario analysis was conducted to pay regard to the
probable deviations in inflation and interest rates.

This paper is organized as follows: Section 1 presents the motivation of this study
and summarizes previously conducted studies on energy efficiency in buildings; Section 2
illustrates the flowchart of methodology and explains the steps in detail; Section 3 intro-
duces and discusses the results; and Section 4 emphasizes main observations, clarifies the
contribution to the literature, and proposes future studies.

1.1. Role of Energy Efficiency in the National Strategies

The oil crisis in the early 1970s brought about the emergence of conservation of energy
and energy efficiency as the key pillars of national energy policies [13]. Countries from
all over the world started to shape their national energy policies in compliance with these
energy conservation considerations [14]. These policies have been especially effective in
Europe, where the European Union has been the tower of strength. The Member States
have been motivated to join the energy efficiency movement.

A critical part of the European Union climate and energy strategies is to decrease the
energy requirement of buildings through the implementation of energy efficiency policies.
The concept of energy efficiency first appeared in the European Union energy policy agenda
in the 1970s and gradually gained importance with the increasing concern for global energy
and climate priorities [15]. The Paris Agreement in December 2015 accelerated the attempts
to mitigate the effects of global warming and climate change [16].

Energy efficiency has been proposed as a way to promote sustainability and com-
petitiveness of the European economy. It is recognized as a cost-effective solution to
concurrently enhance the security of supply and contribute to the energy and climate
objectives. The European Union has set the target to achieve an energy efficiency of 32.5%
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by 2030. The National Energy Efficiency Action Plans of the Member States involve radical
energy efficiency measures to accomplish the national energy efficiency objectives [7].

The main piece of European Union legislation that imposes binding measures for the
Member States to reach the objectives is the Energy Efficiency Directive (2012/27/EU) [17].
The Directive covers a number of binding measures including energy efficiency policies,
the provisions on the setting of energy efficiency targets, and legal obligations to estab-
lish energy conservation schemes in Member States. It instructs the Member States to
draft national energy efficiency action plans proposing a structural framework and an
implementation methodology on energy efficiency [7].

The instructions of the directive have encouraged the Member States to develop energy
efficiency policies. To illustrate, Italy promoted financial incentives to renovations and gave
tax credits up to 110% of the intervention value [18]. Even though the binding measures
are not applicable to the United Kingdom after leaving the European Union on the Brexit
deal, it still follows through the international commitments. The United Kingdom aims to
cut carbon emissions to combat climate change with the recent strategy “the Clean Growth
Strategy: Leading the way to a low carbon future” [7].

To harmonize with the Energy Efficiency Directive, Turkish officials also implemented
a policy, namely the National Energy Efficiency Action Plan (NEEAP). Within this context,
the goals of the NEEAP were also included in the National Energy and Mining Policy issued
by the Ministry of Energy and Natural Resources (MENR). The action plan, which was
implemented in the period of 2017–2023, contained 55 actions defined under six categories,
namely transport, industry and technology, buildings and services, energy, agriculture, and
cross-cutting areas [19].

The primary energy consumption of Türkiye was 147.2 Mtoe in 2020 and is expected to
reach up to 205.3 Mtoe by 2035. The shares of fossil resources and renewable energy sources
in primary energy consumption in 2020 were 83.3% and 16.7%, respectively. The final
energy consumption, which was 105.5 Mtoe in 2020, is expected to move up to 148.5 Mtoe
by 2035. As of 2020, residential buildings were responsible for 24.5% of the total final
energy consumption [20].

With the help of measures taken in the 2000–2020 period, Türkiye could reduce the
energy intensity by 25%, which was still less than the 28%–36% reduction achieved by
developed countries, namely France and Germany. The objective was indicated as the
reduction in the energy intensity by 35.3% in the 2020–2035 period. It was also stated that
meeting the objective would require a major transformation in all sectors and a systematic
approach unlike that which had been previously followed [20].

1.2. Previous Studies on Energy Efficiency in Buildings

Energy efficiency has been an attractive topic in academia for decades. Researchers
have conducted numerous studies to promote energy efficiency, especially in buildings,
where energy use accounts for a considerable part of the global primary energy consump-
tion. The topic has been mainly investigated through the following aspects: evaluation of
the accuracy and optimality of national standards, prediction of building energy consump-
tion, review and classification of energy efficiency measures, and analysis of the impact of
energy efficiency measures.

A number of studies have questioned the accuracy and optimality of national stan-
dards. Caglayan et al. [21] examined the optimality of the limits stated in the Turkish
national standard for thermal insulation requirements. Hussein et al. [22] assessed the
benefits of an updated building energy code. They focused on the heat transfer coefficient
of the building envelope to reduce the future energy demand. He et al. [23] analyzed
the impact of upgrading the ASHRAE 90.1–2016 to 2019 in sixteen climate zones in the
United States. Wang et al. [24] calculated the difference between the actual energy use and
regulated energy consumption by design standards for residential buildings in China.

Multiple studies have attempted to predict the energy consumption of buildings.
Runge and Zmeureanu [25] reviewed studies that had utilized artificial neural networks
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to forecast building energy use and demand. Le et al. [26] forecasted the heating load of
buildings’ energy efficiency by developing four artificial intelligence techniques including
the combination of the artificial neural network with artificial bee colony optimization,
particle swarm optimization, the imperialist competitive algorithm, and the genetic al-
gorithm. Pham et al. [27] utilized machine learning algorithms to predict the short-term
energy consumption in an hourly resolution in several buildings.

Certain studies have reviewed and classified the energy efficiency measures utilized
in the literature. Belussi et al. [28] summarized the state of the art of zero-energy building
performances and related technical solutions. Lidelöw et al. [29] performed a literature re-
view of the energy efficiency measures for heritage buildings. Farzaneh et al. [30] reviewed
the application of artificial intelligence technologies in smart buildings to decrease energy
consumption through better control, improved reliability, and automation. Nair et al. [31]
reviewed the energy efficiency retrofit measures and revealed the technical challenges
and possibilities.

Several studies have focused on the impact of energy efficiency measures on building
energy efficiency. Serale et al. [32] highlighted the application of model predictive control
in improving energy efficiency in buildings. Bughio et al. [33] investigated the influence of
passive energy efficiency measures on the cooling energy demand. Chippagiri et al. [34]
tested the effects of sustainable prefabricated wall technology on energy consumption. The
peak cooling load was reduced by six times. Meena et al. [35] assessed the potential of
utilizing solar energy for water heating. Albatayneh et al. [36] investigated the shading
effect of solar photovoltaic rooftop panels on the roof surface.

Researchers have paid great attention to the thermal insulation of the building en-
velope, but relatively few studies have specifically addressed the case of existing public
buildings. On the government side, officials have frequently encouraged private home
owners to pursue energy efficiency. The issue seems to have been neglected for public
buildings that account for a significant portion of the total building stock. Based on the
fact that meeting the national energy objectives requires a systematic approach unlike
that previously followed, this study considers promoting the energy efficiency of public
buildings as an alternative path to decrease the total energy consumption and to realize the
national strategy in energy efficiency.

2. Research Methodology
2.1. The Building Profile

The profile of the aforementioned building and its floor plan are shown in Figure 1. It
is a four-story university building located next to the Sapanca lake in the city of Sakarya,
Türkiye. The building currently belongs to Sakarya University of Applied Sciences and
is labeled as the T2 building. The building comprises various units including the office
of the rectorate, dean’s office, registrar’s office, directorate of information technologies,
department of civil engineering, and conference hall. The building has a total area of
4486 m2 and a gross volume of 16,140 m3. The areas of the windows are 167 m2, 134 m2,
7.2 m2, and 10 m2 in the south, north, east, and west directions, respectively.
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The construction of the building was completed on 1 March 2011. The reinforced
concrete building was designed and constructed in accordance with the Turkish Earthquake
Code (TEC) 2007 [37]. The history of code revisions shows that the earthquakes in Turkey
and the code revisions occur at similar times. The code came into force after the Great
Marmara Earthquake on 17 August 1999. The earthquake caused a financial cost of USD
1.1–4.5 billion and a loss of approximately 25,000 lives [38]. Sakarya was categorized in the
first seismic zone in TEC 2007. The building was designed according to an effective ground
acceleration coefficient of 0.40 and building importance factor of 1.4. The building has had
no structural damage. Therefore, this study focuses solely on the energy retrofitting.

2.2. The Flowchart of Research Methodology

The flowchart of the research methodology is illustrated in Figure 2. It is composed
of a total of four phases, including the (i) thermal insulation options, (ii) annual energy
requirement, (iii) life cycle costing analysis, and (iv) alternative design evaluation. In the
first phase, thermal insulation options were determined. Insulation application included
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insulation of the exterior walls and insulation of the ceiling. It was assumed that the
exterior walls would be insulated with expanded polystyrene (EPS). The lack of an inclined
roof (a non-heated attic with sloping roof pitches) made extruded polystyrene (XPS) the
only applicable insulation material to be applied on the ceiling. The costs of the insulation
applications were determined by taking offers from companies for each insulation thickness
(from 0 to 20 cm). The annual energy requirement of the building was calculated in the
second phase. Space heating was calculated for the uninsulated and insulated cases to
observe the potential saving. The calculations were based on the national standard, Turkish
Standard (TS) 825 [39], which mainly considered the building geometry and climate.
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The third phase involved the life cycle costing analysis and detection of the optimum
insulation thickness. A cash flow diagram was generated for each insulation alternative.
The cash flow diagram covered the cost of investment and annual savings obtained in the
following years. Financial parameters were determined for different scenarios of inflation
and interest rates. The insulation alternative resulting in the greatest net saving was
regarded as the optimum alternative. In the fourth phase, focus was placed on discovering
the changes in results if the building had an inclined roof. The presence of a non-heated attic
with sloping roof pitches would enable the application of alternative insulation materials
such as stone wool on the ceiling. This could consequently lead to the achievement of
greater financial parameters and different optimum thicknesses.

2.3. Determination of Thermal Insulation Options

The most common way of applying thermal insulation on existing buildings is to
insulate the exterior walls and ceiling [21]. EPS is the most preferred insulation material
for the exterior walls. Nevertheless, the situation is quite different for the ceiling. The
preferred insulation material largely depends on the presence of the inclined roof. In case
of the inclined roof, it would be possible to apply a variety of materials and the insulation
material would be simply spread over the ceiling. The lower cost of stone wool makes
it the most appropriate material for inclined roofs. The lack of the inclined roof restricts
the types of applicable materials because the insulation material is applied on the interior
side of the ceiling. XPS is the most commonly used material in this case. A cross-section of
the insulated building envelope is presented in Figure 3. The area of both the ceiling and
basement is 1040 m2. The areas of the infilled and reinforced concrete walls are 1190 m2

and 876 m2, respectively.

82



Buildings 2023, 13, 2586Buildings 2023, 13, x FOR PEER REVIEW 7 of 19 
 

 

 

Figure 3. Cross-section of the building envelope. 

2.4. Calculation of Annual Energy Requirement 

The annual energy requirement was calculated by using the national standard TS 825 

“thermal insulation requirements for buildings” published by the Turkish Standards In-

stitute [39]. The standard mainly considers the building geometry and climate properties. 

Cities in Türkiye are categorized into four climate regions including region 1, region 2, 

region 3, and region 4. Sakarya belongs to region 2 in this category, where region 1 repre-

sents the warmest and region 4 covers the coldest cities. The yearly heating degree-days 

of Sakarya was calculated as 2154 for a base temperature of 19.5 °C [40]. 

The annual heating energy consumption (Qyear) is equal to the sum of monthly heating 

energy consumptions (Qm). 

𝑄𝑦𝑒𝑎𝑟 = ∑𝑄𝑚  
(1)(1

) 

𝑄𝑚 = [𝐻 ∗ (𝜃𝑖𝑛 − 𝜃𝑜𝑢𝑡) − 𝜂 ∗ (𝜑𝑖𝑛 + 𝜑𝑠)] ∗ 𝑡  
(2)(2

) 

The specific heat loss (H) of the building equals to the sum of the heat losses caused 

by conduction and convection (Htr) and ventilation (Hven). 

𝐻 = 𝐻𝑡𝑟 + 𝐻𝑣𝑒𝑛  
(3)(3

) 

Htr is obtained as follows: 

𝐻𝑡𝑟 =∑𝐴 ∗ 𝑈 = 𝑈𝑒𝑤 ∗ 𝐴𝑒𝑤 + 𝑈𝑔𝑙 ∗ 𝐴𝑔𝑙 + 𝑈𝑒𝑑 ∗ 𝐴𝑒𝑑 + 𝑈𝑐𝑒 ∗ 𝐴𝑐𝑒 + (0.5) ∗ 𝑈𝑓𝑙 ∗ 𝐴𝑓𝑙 
(4)(4

) 

A and U represent the area and heat transfer coefficient, respectively. In the case of 

an inclined roof, Uce * Ace is multiplied by 0.8. 

According to the national standard, the heat loss due to thermal bridges is calculated 

separately. In this study, it was assumed that necessary precautions had been taken to 

prevent the occurrence of thermal bridges. 

Hven is calculated as follows: 

𝐻𝑣𝑒𝑛 = (0.264) ∗ 𝑛𝑎 ∗ 𝑉𝑔𝑟𝑜𝑠𝑠  
(5)(5

) 

Figure 3. Cross-section of the building envelope.

2.4. Calculation of Annual Energy Requirement

The annual energy requirement was calculated by using the national standard TS
825 “thermal insulation requirements for buildings” published by the Turkish Standards
Institute [39]. The standard mainly considers the building geometry and climate properties.
Cities in Türkiye are categorized into four climate regions including region 1, region 2,
region 3, and region 4. Sakarya belongs to region 2 in this category, where region 1
represents the warmest and region 4 covers the coldest cities. The yearly heating degree-
days of Sakarya was calculated as 2154 for a base temperature of 19.5 ◦C [40].

The annual heating energy consumption (Qyear) is equal to the sum of monthly heating
energy consumptions (Qm).

Qyear = ∑ Qm (1)

Qm = [H ∗ (θin − θout)− η ∗ (ϕin + ϕs)] ∗ t (2)

The specific heat loss (H) of the building equals to the sum of the heat losses caused
by conduction and convection (Htr) and ventilation (Hven).

H = Htr + Hven (3)

Htr is obtained as follows:

Htr = ∑ A ∗U = Uew ∗ Aew + Ugl ∗ Agl + Ued ∗ Aed + Uce ∗ Ace + (0.5) ∗U f l ∗ A f l (4)

A and U represent the area and heat transfer coefficient, respectively. In the case of an
inclined roof, Uce ∗ Ace is multiplied by 0.8.

According to the national standard, the heat loss due to thermal bridges is calculated
separately. In this study, it was assumed that necessary precautions had been taken to
prevent the occurrence of thermal bridges.

Hven is calculated as follows:

Hven = (0.264) ∗ na ∗Vgross (5)

Vgross is the gross building volume and na is the air changing volume. na was taken as
0.8 for natural ventilation.

The monthly average heat gain (ϕin) is equal to

ϕin ≤ 5 ∗ An (6)
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An is the building usage area.

An = (0.32) ∗Vgross (7)

The monthly average solar energy gain (ϕs) is equal to

ϕs,j = ∑k rj ∗ Gj ∗ Ij,k ∗ Agl,k (8)

r is the monthly average shading factor of the transparent surfaces, Agl,k is the total glazing
area in direction k, and G is the solar energy permeation factor of the transparent elements.
r was considered as 0.8 for detached buildings. The monthly average solar radiation
intensities (Ij,k) are given in Table 1 [39].

Table 1. Monthly average solar radiation intensities (W/m2).

Solar Radiation
Months

January February March April May June July August September October November December

Isouth 72 84 87 90 92 95 93 93 89 82 67 64
Inorth 26 37 52 66 79 83 81 73 57 40 27 22

Ieast/west 43 57 77 90 114 122 118 106 81 59 41 37

Solar energy permeation factor (G) is equal to

Gj = Fw ∗ g
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was considered as 0.75 for colorless glass.
The monthly average usage factor of heat gain (η) is equal to

η = 1− e(−1/GLR) (10)

GLR is the gain/loss ratio and is equal to

GLR =
(ϕin + ϕs)

H ∗ (θin − θout)
(11)

The GLR formula in Equation (11) is inserted in Equation (10) and η becomes

η = 1− e
(

H∗(θout−θin)
(ϕin+ϕs)

)
(12)

The monthly average indoor temperature (θin) is assumed as 20 ◦C in the national
standard. The monthly average outdoor temperatures (θout) are presented in Table 2.
Having a GLR value equal to or greater than 2.5 implies that no heat loss occurs in the
corresponding month.

2.5. Limitations of the National Standard

The national standard requires that when the whole or independent parts of existing
buildings are subjected to substantial repair or amendment, the resulting heat transfer
coefficients of the exterior wall (Uew), ceiling (Uce), basement (Ubs), and glazing (Ugl) should
be equal to or smaller than the limiting values indicated in the standard (Table 3). As
the insulation is implemented to the exterior wall and ceiling, the resulting heat transfer
coefficients (Uew and Uce) need to be less than 0.60 and 0.40 W/m2K, respectively.
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Table 2. Monthly average outdoor temperatures (◦C).

Month Region 1 Region 2 Region 3 Region 4

January 8.4 2.9 −0.3 −5.4
February 9.0 4.4 0.1 −4.7

March 11.6 7.3 4.1 0.3
April 15.8 12.8 10.1 7.9
May 21.2 18.0 14.4 12.8
June 26.3 22.5 18.5 17.3
July 28.7 24.9 21.7 21.4

August 27.6 24.3 21.2 21.1
September 23.5 19.9 17.2 16.5

October 18.5 14.1 11.6 10.3
November 13.0 8.5 5.6 3.1
December 9.3 3.8 1.3 −2.8

Table 3. Limiting heat transfer coefficients for existing buildings (W/m2K) [39].

Region Uew Uce Ubs Ugl

Region 1 0.70 0.45 0.70 2.40
Region 2 0.60 0.40 0.60 2.40
Region 3 0.50 0.30 0.45 2.40
Region 4 0.40 0.25 0.40 2.40

The heat transfer coefficients of the insulated building are summarized in Table 4.
The coefficients that satisfy the standard limits are colored in gray. The EPS insulation
applied to the exterior walls needs to satisfy the requirements of the standard for both
the infilled and reinforced concrete (RC) walls. Thus, the minimum applicable insulation
thickness of EPS on exterior walls is 5 cm. A minimum XPS thickness of 8 cm can satisfy
the requirements for the ceiling. This results in 17 insulation alternatives for the exterior
walls (none or 5–15 cm) and 14 insulation alternatives for the ceiling (none or 8–20 cm), the
combination of which leads to a total of 238 different insulation applications.

Table 4. Heat transfer coefficients of insulation applications.

Uew Coefficient (W/m2K) Uce Coefficient (W/m2K)

Thickness Infilled Wall RC Wall Thickness Ceiling
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0 2.479
1 1.102 1.620 1 1.451
2 0.838 1.107 2 1.026
3 0.676 0.841 3 0.793
4 0.576 0.678 4 0.647
5 0.488 0.568 5 0.546
6 0.428 0.489 6 0.472
7 0.381 0.429 7 0.416
8 0.344 0.382 8 0.372
9 0.313 0.344 9 0.336
10 0.287 0.314 10 0.307
11 0.266 0.288 11 0.282
12 0.247 0.266 12 0.261
13 0.231 0.247 13 0.243
14 0.216 0.231 14 0.227
15 0.204 0.217 15 0.213
16 0.193 0.204 16 0.201
17 0.183 0.193 17 0.190
18 0.173 0.183 18 0.180
19 0.165 0.174 19 0.171
20 0.158 0.165 20 0.163
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2.6. Life Cycle Costing Analysis

The financial benefits of 238 different insulation applications were determined based
on the life cycle costing analysis. From the financial perspective, insulation application
implies an initial cost and annual savings in the following years. The initial cost is the
cost of implementing insulation, which can be subdivided into the material cost, auxiliary
item cost, and application cost. The initial cost was determined by taking offers from
construction companies. Annual savings occur due to the decrease in the annual energy
requirement. The annual saving is equal to the difference between the annual energy
requirement of the uninsulated and insulated building.

A cash flow diagram was created for each insulation application. The diagram consid-
ered a period of 20 years in line with the assumptions made in the literature [21]. Financial
parameters such as the net savings (NS), internal rate of return (IRR), savings-to-investment
ratio (SIR), and payback period (PBP) were calculated for each insulation application to
discover the potential benefits of insulation applications and determine the optimum alter-
native. Scenario analysis was conducted to observe the effect of changes in inflation and
interest rates on the financial parameters and optimum insulation alternative.

NS measures the cost effectiveness of the benefits to be achieved from the investments.
It is obtained by subtracting the present value of investment costs from the present value of
the savings.

NS = ∑N
t=0

St
(1+i)t −

Invt

(1 + i)t (13)

where S is the saving, Inv is the investment, i is the interest rate, t is the time, and N is the
period of the study, which was assumed as 20 years.

IRR represents the annual rate of return to be earned on a project. It is equal to the
discount rate that makes the net present value of a project zero.

0 = ∑N
t=0

St
(1+IRR)t −

Invt

(1 + IRR)t (14)

SIR is the ratio of the net present value of the savings to the net present value of the
investment. It should be greater than 1.0 to be considered as an alternative and regarded as
cost-effective.

SIR =
∑N

t=0
St

(1+i)t

∑N
t=0

Invt
(1+i)t

(15)

PBP shows the minimum time satisfying the condition that cash inflows offset the
investment costs.

2.7. Evaluation of Alternative Design

The university building under investigation had no inclined roof and, thus, the insula-
tion implementation on the ceiling was restricted to XPS insulation on the interior side. In
an attempt to observe the effect of the building geometry (presence of the inclined roof)
on the results, the process was repeated with the assumption that the building had an
inclined roof. The presence of the non-heated attic with sloping roof pitches could enable
the application of alternative insulation materials such as stone wool on the exterior side,
which would lead to a significant decrease in the initial cost. The probable changes in the
financial parameters and optimum insulation alternative were noted.
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3. Research Results and Discussion
3.1. Annual Energy Requirement and Saving

The annual energy requirement and saving are summarized in Table 5 and the annual
energy requirement is graphically presented in Figure 4. Each cell in the table is composed
of the values where the upper represents the annual energy requirement and the lower
stands for the annual energy saving. The annual energy requirement of the uninsulated
building (the current form) is 615,056 kWh/year. Insulating the building according to the
minimum thicknesses that satisfy the standard limitations decreases the annual energy
requirement to 259,360 kWh/year, providing a saving of 57.8%. Increasing the insulation
thicknesses can increase the saving amount up to 66.4%. Nevertheless, it should be noted
that the increasing insulation thickness also results in a greater initial cost and, thus, does
not guarantee better financial results.

Table 5. Annual energy requirement/saving (kWh/year).

Exterior Wall Insulation Thickness (cm)
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0
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250,950

360,710
254,346

357,852
257,205

355,413
259,643

353,308
261,748

351,473
263,583

349,858
265,198

348,427
266,630

347,149
267,907

346,001
269,055

344,965
270,092
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8 481,319
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363,547
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369,555
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374,303
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378,149
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381,328
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384,000
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386,278
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388,243
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389,954
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391,459

222,264
392,793
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393,982
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395,050
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396,014
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398,909

9 479,072
135,984

257,282
357,775

249,441
365,615

243,440
371,616
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376,357

234,859
380,197

231,684
383,372

229,016
386,041

226,742
388,315

224,780
390,276

223,071
391,985

221,568
393,488

220,237
394,819

219,049
396,007

217,983
397,073

217,021
398,036

216,148
400,572

10 477,220
137,836

255,569
359,487

247,737
367,319

241,743
373,313

237,008
378,049

233,172
381,885

230,001
385,056

227,335
387,721
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393,658
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3.2. Cost of Insulation

The insulation cost was determined by receiving offers from construction firms
(Table 6). The cost of an insulation application includes the cost of material, auxiliary
items, and application. It was initially assumed that EPS insulation would be applied on
the exterior walls and XPS insulation would be applied on the interior side of the ceiling. In
order to evaluate the changes in case of the inclined roof, the cost of stone wool application
on the exterior side of the ceiling was also obtained. As the stone wool is simply spread
over the ceiling, the cost only includes the cost of the material. It does not necessarily
require auxiliary items and the application cost becomes negligible. It was observed that
the presence or lack of the inclined roof caused a considerable difference in the cost of
insulation application on the ceiling and consequently in the initial cost.

Table 6. Cost of insulation applications (USD/m2).

Thickness
(cm)

Expanded Polystyrene (EPS) Extruded Polystyrene (XPS)
Stone Wool

Mat. Aux. App. Total Mat. Aux. App. Total

1 0.68 2.57 3.90 7.15 1.17 2.57 3.90 7.64 0.43
2 1.35 2.57 3.90 7.82 2.34 2.57 3.90 8.81 0.86
3 2.02 2.57 3.90 8.49 3.51 2.57 3.90 9.98 1.29
4 2.70 2.57 3.90 9.17 4.69 2.57 3.90 11.16 1.72
5 3.38 2.63 3.90 9.91 5.85 2.63 3.90 12.38 2.15
6 4.05 2.63 3.90 10.58 7.02 2.63 3.90 13.55 2.58
7 4.72 2.67 3.95 11.34 8.20 2.67 3.95 14.82 3.01
8 5.40 2.67 4.00 12.07 9.36 2.67 4.00 16.03 3.44
9 6.07 2.72 4.00 12.79 10.54 2.72 4.00 17.26 3.87

10 6.74 2.72 4.00 13.46 11.70 2.72 4.00 18.42 4.30
11 7.43 2.92 4.05 14.40 12.87 2.92 4.05 19.84 4.73
12 8.10 2.92 4.05 15.07 14.05 2.92 4.05 21.02 5.16
13 8.77 2.95 4.05 15.77 15.21 2.95 4.05 22.21 5.59
14 9.44 2.95 4.15 16.54 16.39 2.95 4.15 23.49 6.02
15 10.12 3.03 4.15 17.30 17.56 3.03 4.15 24.74 6.45
16 10.79 3.03 4.15 17.97 18.73 3.03 4.15 25.91 6.88
17 11.46 3.06 4.25 18.77 19.90 3.06 4.25 27.21 7.31
18 12.13 3.12 4.25 19.50 21.07 3.12 4.25 28.44 7.74
19 12.82 3.15 4.35 20.32 22.24 3.15 4.35 29.74 8.17
20 13.49 3.15 4.35 20.99 23.41 3.15 4.35 30.91 8.60

3.3. Cash Flow Diagrams

A cash flow diagram was generated for each insulation application and Table 7 illus-
trates the diagrams of certain applications for an inflation and interest rate of 15% and
17%, respectively. The annual savings were calculated based on the assumption that the
cost of natural gas was 0.026 USD/kWh in the base year and would increase in harmony
with the inflation rate. Financial parameters indicated the financial feasibility of insulation
applications in existing public buildings. The cases showed that NS values were clearly
positive, IRR values were mostly greater than 30%, SIR values were greater than 2, and PBP
values were less than 7 years.

NS values of all insulation applications are summarized in Table 8 and Figure 5 for an
inflation and interest rate of 15% and 17%, respectively. The insulation alternative with the
greatest NS value is regarded as the optimum alternative. It is observed that insulating the
building with minimum insulation thicknesses satisfying the standard limits could provide
a saving of USD 112,838. However, greater savings could be attained by increasing the
thicknesses of insulation materials. The optimum insulation application is identified as the
application of 9 cm EPS on the exterior walls and 8 cm XPS on the ceiling, which results in
a saving of USD 116,344.
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Table 7. Cash flow diagram of certain insulation applications (USD).

Insulation
Year NS

(USD)
IRR
(%)

SIR
(-)

PBP
(Years)0 1 2 5 13 17 20

Wall: none
Ceiling: 8 cm −16,672 3867 4447 6763 20,688 36,184 55,031 39,718 37.55 3.38 5–6

Wall: 5 cm
Ceiling: 8 cm −37,140 10,284 11,827 17,987 55,024 96,237 146,364 112,838 42.30 4.04 4–5

Wall: 5 cm
Ceiling: 20 cm −52,612 10,634 12,229 18,599 56,894 99,508 151,339 102,464 34.30 2.95 6–7

Wall: 6 cm
Ceiling: none −21,854 6806 7827 11,904 36,414 63,689 96,863 77,401 45.88 4.54 3–4

Wall: 8 cm
Ceiling: 15 cm −50,664 11,085 12,748 19,388 59,310 103,733 157,764 110,996 36.13 3.19 5–6

Wall: 9 cm
Ceiling: 8 cm −43,101 10,933 12,573 19,123 58,497 102,311 155,603 116,344 39.86 3.70 4–5

Wall: 9 cm
Ceiling: 20 cm −58,573 11,278 12,970 19,725 60,340 105,534 160,504 105,895 33.24 2.81 6–7

Wall: 12 cm
Ceiling: 15 cm −56,852 11,429 13,144 19,990 61,150 106,951 162,660 109,824 34.19 2.93 6–7

Wall: 18 cm
Ceiling: 20 cm −72,438 11,762 13,526 20,572 62,930 110,065 167,395 99,091 29.79 2.37 7–8

Wall: 19 cm
Ceiling: 14 cm −66,400 11,686 13,439 20,439 62,525 109,356 166,317 104,023 31.37 2.57 6–7

Table 8. Net saving of insulation alternatives (USD).

Exterior Wall Insulation Thickness (cm)
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) 0 75,275 77,401 78,523 79,143 79,384 79,429 78,709 78,351 77,790 76,971 76,078 75,295 74,179 73,153 71,912 70,922
8 39,718 112,838 114,762 115,723 116,212 116,344 116,299 115,500 115,074 114,454 113,583 112,643 111,819 110,666 109,606 108,335 108,169
9 39,389 112,438 114,358 115,316 115,802 115,932 115,884 115,084 114,657 114,035 113,163 112,222 111,397 110,243 109,183 107,911 107,594

10 38,957 111,947 113,863 114,819 115,303 115,431 115,382 114,580 114,151 113,529 112,656 111,714 110,889 109,734 108,672 107,400 106,969
11 38,139 111,080 112,993 113,946 114,428 114,554 114,504 113,701 113,271 112,648 111,774 110,832 110,005 108,850 107,788 106,516 105,996
12 37,472 110,370 112,281 113,231 113,712 113,837 113,785 112,981 112,551 111,927 111,052 110,109 109,283 108,127 107,065 105,791 105,202
13 36,708 109,569 111,477 112,426 112,906 113,029 112,977 112,172 111,741 111,116 110,241 109,297 108,470 107,314 106,251 104,978 104,332
14 35,797 108,626 110,532 111,480 111,958 112,081 112,027 111,221 110,789 110,164 109,288 108,345 107,517 106,360 105,297 104,023 103,331
15 34,868 107,668 109,573 110,519 110,996 111,118 111,063 110,257 109,824 109,199 108,322 107,378 106,550 105,393 104,330 103,056 102,326
16 33,968 106,743 108,646 109,591 110,067 110,188 110,133 109,326 108,893 108,267 107,390 106,445 105,617 104,460 103,396 102,122 101,360
17 32,909 105,661 107,563 108,507 108,982 109,102 109,047 108,239 107,806 107,179 106,302 105,357 104,529 103,371 102,307 101,033 100,244
18 31,894 104,625 106,526 107,469 107,943 108,063 108,006 107,198 106,764 106,137 105,260 104,315 103,486 102,328 101,264 99,990 99,178
19 30,768 103,481 105,381 106,323 106,796 106,915 106,858 106,050 105,616 104,989 104,111 103,166 102,336 101,178 100,114 98,839 97,818
20 29,768 102,464 104,362 105,304 105,777 105,895 105,838 105,029 104,594 103,967 103,089 102,143 101,314 100,156 99,091 97,816 96,795
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3.4. Scenario Analysis and Optimum Insulation Thickness

Generation of the cash flow diagrams for each insulation application was repeated for
varying interest and inflation rates. The analysis included a total of nine different scenarios,
where the interest and inflation rates varied between 15–19% and 13–17%, respectively.
The optimum insulation application was noted for each scenario and the financial results
of these optimum thicknesses are presented in Table 9. The optimum EPS thickness on
the exterior walls changed between 7 and 10 cm, while the optimum XPS thickness on the
ceiling in all scenarios was 8 cm, which corresponded to the minimum insulation thickness
satisfying the standard limits. Financial parameters of optimum insulation applications
demonstrated the profitability of these public investments. The NS values ranged between
USD 74,707 and 182,503, IRR values were more than two times the interest rates, SIR values
were mostly greater than 3 and went up to 5, and the PBP values were only 4–5 years.

Table 9. Scenario analysis of financial parameters.

No Interest Rate Inflation Rate
Optimum Thickness Financial Parameters

Wall Ceiling NS (USD) IRR SIR PBP

1 %15 %13 9 cm 8 cm 118,680 37.89% 3.75 4–5 years
2 %15 %15 10 cm 8 cm 147,259 39.24% 4.31 4–5 years
3 %15 %17 10 cm 8 cm 182,503 41.21% 5.10 4–5 years
4 %17 %13 8 cm 8 cm 94,015 38.57% 3.26 4–5 years
5 %17 %15 9 cm 8 cm 116,344 39.86% 3.70 4–5 years
6 %17 %17 10 cm 8 cm 143,982 41.21% 4.24 4–5 years
7 %19 %13 7 cm 8 cm 74,707 39.24% 2.86 4–5 years
8 %19 %15 8 cm 8 cm 92,401 40.54% 3.22 4–5 years
9 %19 %17 9 cm 8 cm 114,074 41.83% 3.65 4–5 years

3.5. Case of the Inclined Roof

Investigation of the financial feasibility and the optimization process were repeated
for the case of the inclined roof, and changes in the financial parameters and optimum
insulation thicknesses were observed (Table 10). The optimum thickness of EPS insulation
remained the same as expected. However, the notably lower cost of stone wool application
increased the optimum insulation thickness applied on the ceiling to 10–14 cm. Financial
parameters were also influenced by the reflections of this situation on the cash flow diagram.
NS values had an increase of approximately 20%, IRR values became greater than 50%, SIR
values had an increase of more than 50%, and PBP became less than 4 years.

Table 10. Optimum insulation thickness in case of the inclined roof.

No Interest Rate Inflation Rate
Optimum Thickness Financial Parameters

Wall Ceiling NS (USD) IRR SIR PBP

1 %15 %13 9 cm 11 cm 142,007 50.25% 5.53 3–4 years
2 %15 %15 10 cm 12 cm 172,673 50.51% 6.20 3–4 years
3 %15 %17 10 cm 14 cm 210,586 51.68% 7.18 3–4 years
4 %17 %13 8 cm 10 cm 115,587 52.24% 4.93 3–4 years
5 %17 %15 9 cm 11 cm 139,504 52.24% 5.45 3–4 years
6 %17 %17 10 cm 12 cm 169,154 52.49% 6.10 3–4 years
7 %19 %13 7 cm 10 cm 94,948 53.90% 4.40 3–4 years
8 %19 %15 8 cm 10 cm 113,861 54.23% 4.87 3–4 years
9 %19 %17 9 cm 11 cm 137,072 54.22% 5.37 3–4 years
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4. Conclusions

This study discovered the potential benefits of insulation application in existing public
buildings. Insulation applications satisfying the standard limits were considered as the
alternatives and the optimum alternative was determined through the life cycle costing
analysis with different scenarios of inflation and interest rates. Changes in the optimization
process were observed for the case of an alternative building geometry. The findings
show that

• The optimum insulation application depends considerably on the scenario of the
inflation and interest rates;

• Benefits of the insulation application are greatly influenced by the building geometry,
more specifically, the presence of the inclined roof.

Cash flow diagrams generated under different economic scenarios demonstrated
the profitability of thermal insulation in public buildings. The diagrams of optimum
applications produced NS values greater than zero, IRR values greater than the interest
rates, SIR values greater than one, and payback period less than five years. The financial
results (and thus the optimum insulation alternatives) varied with the scenario of the
inflation and interest rates. It was observed that the presence of the inclined roof could
provide even better financial results as it enabled the use of alternative cost-effective
insulation materials on the ceiling.

Governments encourage their citizens to invest in energy conservation instruments in
an attempt to actualize the national energy strategies focusing on decreasing the energy
requirement and greenhouse gas emissions. These attempts are not perfectly effective,
as convincing home owners for such investments requires raising awareness of the life
cycle costing concept where the benefits are obtained in the course of time. This study
demonstrates the profitability of thermal insulation in existing public buildings, which can
be achieved with the governments’ own initiatives. Investing in the thermal insulation of
public buildings should be considered as an alternative path for governments to achieve
the objectives of their national energy strategies.

This study examined the financial feasibility of thermal insulation for an administrative
university building. The results cannot be generalized for residential buildings or other
types of public buildings such as hospitals. This is mainly because the calculation of the
annual energy requirement changes according to the building functionality. To illustrate,
the monthly average indoor temperature (θin) is taken as 19 ◦C, 20 ◦C, and 22 ◦C for
residential buildings, education buildings, and hospitals, respectively. The changing energy
calculation method in the national standard necessitates repetition of the analysis for the
other building types. Yet, the analysis provided with this demonstrates the potential
benefits of energy efficiency measures in public buildings.

The illustrated optimization process can be repeated for existing public buildings in
other cities or countries to observe the changes in potential benefits. The results may change
with respect to the building geometry, building functionality, standard limitations in the
corresponding country, availability and cost of insulation materials, and climate properties.
The identified optimum insulation alternative and financial benefits can be compared
to investigate potential differences across cities/countries and the reasons behind these
differences can be discussed. Country-specific suggestions can be provided to promote
energy efficiency and enhance the return on investment in corresponding countries.
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Nomenclature

A area (m2)
An building usage area (m2)
Fw correction factor for windows
G solar energy permeation factor of the transparent elements
g
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The monthly average indoor temperature (θin) is assumed as 20 °C in the national 

standard. The monthly average outdoor temperatures (θout) are presented in Table 2. Hav-
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solar energy permeation factor measured under laboratory conditions
H specific heat loss of the building (W/K)
I monthly average solar radiation intensity (W/m2)
i interest rate (%)
Inv investment (USD)
IRR internal rate of return (%)
na air changing ratio
N period of the study (year)
NS net savings (USD)
PBP payback period (year)
Qm monthly heating energy consumption (kWh/month)
Qyear annual heating energy consumption (kWh/year)
r monthly average shading factor of the transparent surfaces
S saving
SIR savings-to-investment ratio
t time
U heat transfer coefficient ((W/m2)/K)
V volume (m3)
η average usage factor of heat gain
θ temperature (◦C)
ϕ average heat gain (W)
Subscripts
ce ceiling
ed exterior door
ew exterior wall
fl floor
gl glazing
in inside
j month
k direction
out outside
s solar
tr transfer
ven ventilation
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Abstract: In order to build an efficient and energy-saving CO2 heat pump system and to improve the
heat transfer efficiency of the gas cooler, a novel honeycomb gas cooler with a compact structure, high
heat transfer efficiency, and high pressure-bearing capacity was proposed in our previous work. To
clarify the components in the system that need further optimization and to improve its performance,
an exergy analysis of a transcritical CO2 air-source heat pump system with the novel honeycomb gas
cooler is studied in this paper. Based on the second law of thermodynamics, the exergy model of
each component in the heat pump system is established, and the irreversible loss of each component
is analyzed. In addition, the degree of energy loss of the honeycomb gas cooler is clarified, and the
possibility and direction of system optimization are pointed out. The results show that the exergy
efficiency of the system is 35.33% under nominal operating conditions, and there is a lot of room for
improvement in its energy utilization. The three components with the largest exergy destruction
percentage are the compressor, throttle valve, and evaporator in the order of 36.13%, 22.90%, and
19.51%, respectively. These components with high exergy destruction percentages are the main
reasons for the large irreversible losses of the system.

Keywords: biomimetic honeycomb gas cooler; discharge pressure control; exergy analysis; irreversible
loss; transcritical CO2 heat pump

1. Introduction

Energy is not only the basic driving force of social development and an important
support for the modern economy but is also a leading factor in the progress of human
civilization. With accelerated industrialization, energy crisis and environmental problems
are becoming more and more prominent, which have become an important limitation to
economic development. Therefore, exploring and optimizing the efficient utilization of
energy technology has become a hot spot for research in various countries [1]. Nowadays,
abundant nonfossil energy resources, especially renewable energy resources, have become
an important part of energy resource endowment [2]. The development potential of wind,
solar, and air energy remains huge. Promoting energy transformation and increasing
renewable energy development and utilization is conducive to providing abundant kinetic
energy to promote green and low-carbon development [3].

One of the applications of air energy is the air-source heat pump (Carnot cycle),
which can realize the use of evaporators to absorb low-grade heat energy from the air,
which is converted into high-grade heat energy through the compressor compression
and condenser condensation processes, and which is then applied to different heat-using
situations. Its thermal efficiency is greater than one and can reach more than three when
used for the production of low-grade hot water [4]. Natural refrigerants that are not
harmful to nature have become a very promising choice for heat pumps. Carbon dioxide
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(CO2) is considered an ideal refrigerant for heat pump water heaters because of its superior
environmental friendliness; excellent thermodynamic properties; and safety properties,
such as nonflammability, nontoxicity, and chemical stability [5–10].

In order to improve and evaluate the energy efficiency of the transcritical CO2 heat
pump, the method of exergy analysis has become the focus and topicality of current re-
search [11–13]. The exergy analysis method is based on the second law of thermodynamics;
the method cannot only clarify the energy conversion efficiency and the degree of effective
energy utilization and analyze whether the degree of energy utilization is reasonable, but it
can also clarify the size and location distribution of the irreversible losses in the system and
propose ways to improve and predict the effect of optimized energy utilization [14,15]. The
exergy analysis method has been applied by many scholars in different system studies due
to its superiority in analyzing the effectiveness of energy utilization [16–18].

Liu et al. [19] divided the total exergy destruction of heat exchanger components into
dissipative exergy destruction and thermal exergy destruction, and the ratio of total exergy
destruction to thermal exergy destruction was defined as the temperature matching degree.
On this basis, a method for evaluating the effect on the thermal performance of heat pump
systems in complex heat transfer processes at nonlinear sliding temperatures was proposed.
Maddah et al. [20] investigated the heating and cooling modes of a CO2 heat pump cycle
at different ambient temperatures and gas cooler CO2 outlet temperatures. The COP
and exergy efficiencies were (2.762, 0.293) and (2.395, 0.292) at the ambient temperature
of 0 ◦C and the gas cooler CO2 outlet temperatures of 30 ◦C and 35 ◦C, respectively.
Wang et al. [21] performed an energy analysis, exergy analysis, and exergy economic
analysis on a transcritical CO2 heat pump with/without an internal heat exchanger (IHX).
They indicated that increasing the efficiency of the IHX was beneficial for improving
the system performance factor, the irreversible losses of the throttle valve were reduced
by 40.36~50.73%, and the total system irreversible losses were reduced by 2.74~8.24%.
Ghazizade et al. [22] analyzed in depth the effect of the expander and the IHX on the
exergy efficiency. They showed that the use of an IHX in a CO2 transcritical cycle with an
expansion valve always leads to an increase in the system COP and exergy efficiencies.
However, the use of an IHX in a CO2 transcritical cycle with an expander has a smaller
effect on the COP and exergy efficiencies. Wang et al. [23] studied a CO2/R32 refrigerant
blend for a transcritical CO2 heat pump and determined that the optimum concentration
of the CO2/R32 blend was 0.9/0.1. The increase in the COP and exergy efficiencies was
more significant in cold climates. Zhang et al. [24] proposed a novel dual heat-source
compression/injection transcritical CO2 heat pump system and compared its performance
with a conventional one. It was found that the maximum exergy destruction of the new
system at 20 Hz~30 Hz occurred in the gas cooler, while the maximum exergy destruction
at 35 Hz was in the compressor.

To solve the problems of the large irreversible losses of the gas cooler and the poor
control of the optimal discharge pressure of the system, which still exist in the practical
application of the transcritical CO2 heat pump, and to improve its performance, the authors’
team [25–27] proposed a honeycomb heat exchanger based on the biomimetic principle
that can effectively take advantage of the microchannel heat exchanger with a compact
structure, high heat transfer efficiency, and high pressure-bearing capacity. In previous
studies, the flow and heat transfer characteristics of supercritical CO2 in a honeycomb heat
exchanger were mainly investigated and compared with a printed circuit heat exchanger.
The results showed that the heat transfer coefficient of the biomimetic honeycomb fractal
heat exchanger was improved by 144.6% compared to the printed circuit heat exchanger.

Meanwhile, this novel honeycomb gas cooler is applied to a transcritical CO2 air-
source heat pump system, and in order to clarify the components in the system that need
further optimization and improvement, it is necessary to conduct an exergy analysis study.
Based on the second law of thermodynamics, this paper establishes the exergy model
of each component in the heat pump system, analyzes the magnitude of the irreversible
losses of each component, clarifies the degree of energy loss of the honeycomb gas cooler,
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summarizes the effects of an ambient temperature and of inlet and outlet water temperature
changes on the exergy destruction of the components, and points out the possibility and
direction of system optimization. The research results of this paper can promote the
popularization and application of the transcritical CO2 heat pump and can help to reduce
the energy consumption of buildings to save energy and reduce carbon emissions.

2. Model of CO2 Heat Pump System
2.1. Introduction of Biomimetic Honeycomb Gas Cooler

To improve the heat transfer efficiency of the gas cooler and the performance of the
heat pump, the authors’ team proposed a honeycomb gas cooler. Figure 1 shows the cross-
sectional schematic of the honeycomb gas cooler’s different honeycomb layers. Figure 2
shows the physical model structure of the honeycomb gas cooler with three layers as an
example. The physical characteristics and mathematical model of this type of gas cooler
are shown in the literature [24] and have the following advantages:

1. Each hexagonal unit of this honeycomb structure uses the walls of its surrounding
units as its own heat transfer ribs, increasing the heat transfer area, and the mono-
lithic honeycomb plays an intensive effect, enhancing the heat transfer capacity of
individual units and significantly improving the heat transfer effect of the whole heat
exchanger.

2. The structure makes the hot and cold fluids in the heat exchange in reverse cross-cut
not only to facilitate heat transfer but also to have a self-scouring effect to prevent
fluid scaling in the heat exchanger wall.

3. The honeycomb unit can make the cross-sectional flow velocity in the direction of
fluid flow converge while driving the cross-sectional temperature gradient to tend
to be uniform with the ideal field synergy effect, improving the efficiency of heat
transfer.

4. The honeycomb structure has strong pressure-bearing capacity and has the charac-
teristics of periodic topological distribution. Honeycomb can absorb the energy of
load action through the bending deformation of the cell wall with excellent stiffness,
strength, and energy absorption performance.
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2.2. System Model

As shown in Figure 3, the transcritical CO2 air-source heat pump cycle studied in this
paper consisted of five main components: compressor, honeycomb gas cooler, evaporator,
expansion valve, and IHX. The transcritical CO2 air-source heat pump cycle with IHX
consisted of the following five processes:

1. Compression process 1′–2: low-temperature and low-pressure CO2 was compressed
to high-temperature and high-pressure state; in this process, due to the compressor’s
unequal entropy compression, the actual outlet temperature of the compressor was
greater than the temperature of equal entropy compression.

2. Cooling process 2–3: CO2 was cooled from high-temperature and high-pressure state
to low-temperature and high-pressure state in the gas cooler.

97



Buildings 2023, 13, 2147

3. Internal heat exchange processes 3–3′ and 1–1′: the CO2 from the gas cooler and the
CO2 from the evaporator heat exchanged and were used to reduce the CO2 temper-
ature at the throttle valve inlet and to increase the CO2 temperature at compressor
suction.

4. Throttling process 3′–4: CO2 in a high-pressure state moved through the throttle valve,
throttling into low-pressure two-phase state.

5. Evaporation process 4–1: the two-phase CO2 evaporated in the evaporator and became
saturated or superheated.
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The mathematical models of all components are described in turn below.
Compressor:

mr = ρ1′Vcom (1)
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where mr is mass flow rate of CO2 in kg·s−1, ρ1′ is density at the inlet of the compressor in
kg·m−3, and Vcom is the actual compressor gas delivery volume in m3·r−1.

h2 = h1′ +
h2,is − h1′

ηis
(2)

where h1′ is compressor inlet enthalpy in J·kg−1, h2 is actual enthalpy of compressor outlet
in J·kg−1, h2,is is isentropic compression with respect to the compressor outlet enthalpy in
J·kg−1, and ηis is isentropic efficiency.

a = 1 (3)

where W is compressor power consumption in kW.
Honeycomb gas cooler [27]:

Qj = mw,jcp,w(twout,j − twin,j) (4)

Qj = mr,j[hrin,j − hrout,j] (5)

LMTDj =
(trin,j − twout,j)− (trout,j − twin,j)

ln(
trin,j−twout,j
trout,j−twin,j

)
(6)

Qj =
LMTDj

1
hr,j Ar,j

+ δ
λwall Ar,j

+ 1
hw,j Aw,j

(7)

where Q is the heat transfer capacity in W, m is the mass flow rate in kg/s, cp,w is the
specific heat capacity of water in J/kg·K, t is the temperature in K, h(t,p) is the enthalpy
in J/kg, h is the heat transfer coefficient in W/(m2·K), Aw,j is the heat exchange area in
(6 + 24(n2 − n))aL m2, δ is the wall thickness in m, and λwall is the thermal conductivity of
the wall. In this study, the material of the tube is copper with 398 W/(m2·K).

Evaporator:

Qe,r = mr(hr,in − hr,out) = αr Ai(Twall −
Tr,in + Tr,out

2
) (8)

where Qe,r is heat transfer capacity of refrigerant side in W, hr,in is inlet enthalpy of evap-
orator microelement section in J·kg−1, αr is refrigerant-side heat transfer coefficient in
W·(m2·K)−1, hr,out is evaporator microelement section outlet enthalpy in J·kg−1, Ai is
evaporator microelement section in-tube heat transfer area in m2, Twall is evaporator wall
temperature in ◦C, Tr,in is inlet temperature of evaporator microelement section in ◦C, and
Tr,out is outlet temperature of evaporator microelement section in ◦C.

Qe,a = ma(ha,in − ha,out) = ξαa Ao(
Ta,in + Ta,out

2
− Twall) (9)

where Qe,a is heat transfer capacity of air side in W, ma is air mass flow rate in kg·s−1, ha,in
is air inlet enthalpy of the evaporator microelement section in J·kg−1, αa is air-side heat
transfer coefficient in W·(m2·K)−1, ha,out is air outlet enthalpy of evaporator microelement
section in J·kg−1, Ao is heat transfer area outside the tube of evaporator microelement
section in m2, and ξ is coefficient of moisture analysis.

Qe,a = Qe,r (10)

Expansion valve:
h3′ = h4 (11)
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where h3′ is enthalpy of expansion valve inlet in J·kg−1 and where h4 is enthalpy of
expansion valve outlet in J·kg−1.

IHX:
mr(h3 − h3′) = mr(h1′ − h1) (12)

where h3 is the return heater high-pressure-side inlet enthalpy in J·kg−1, h1 is the return
heater low-pressure-side inlet enthalpy in J·kg−1, h3′ is the return heater high-pressure-side
outlet enthalpy in J·kg−1, and h1′ is the return heater low-pressure-side outlet enthalpy
in J·kg−1.

Based on the mathematical model of each main component, this paper established a
simulation model of the supercritical cycle of the CO2 heat pump. The final results were
obtained through iterative calculation of each component so that each parameter met the
convergence accuracy requirements. In order to facilitate the computational analysis, the
following assumptions were made:

1. The CO2 heat pump water heater was in steady-state operation.
2. Neglected the heat exchange between the system piping, compressor, etc., and the

external environment.
3. Ignored the pressure drop in the elbow and the piping connected between the compo-

nents.
4. The inlet flow rate of each component should be equal to the outlet flow rate of the

previous component. The calculation flow of this procedure is shown in Figure 4.

2.3. Model Validation

Because the structure and heat transfer characteristics of the tube-in-tube gas cooler
were similar to those of the 1st-layer honeycomb gas cooler, in order to reduce the occur-
rence of unsafe accidents and waste of resources, the reliability of the simulation model was
initially verified in the research stage of this paper by using a CO2 air-source heat pump
test bench with a tube-in-tube gas cooler.

The schematic diagram of the test bench and the testing procedure are detailed in
the literature [28]. Photographs of the test bench are shown in Figure 5, and detailed
parameters of the system components are shown in Table 1. The specific experimental
conditions are shown in Table 2.

Table 1. Table of structural parameters of each component of the experimental prototype.

Components Type Structural Parameters

Compressor Rotor compressor
Motor frequency: 50 Hz

Power: 2.19 kW
Theoretical volume: 1.44 m3/h

Gas cooler Coaxial tube-in-tube type of heat exchanger

Inner tube: 22.2 mm diameter, 1.2 mm wall thickness, made of
stainless steel

Inner tube: 19 mm diameter, 0.9 mm wall thickness, made of copper
Length of heat exchange section: 18.57 m

Evaporator Finned-tube heat exchanger

Tube diameter: 7.94 mm
Tube wall thickness: 0.7 mm

Tube material: copper
Fin thickness: 0.11 mm

Fin material: aluminum sleeve
Fin spacing: 2.0 mm

Number of tubes in a single row: 30
Number and length of loops: 5/14.4 m

IHX Coaxial casing type of heat exchanger
Outer tube: 22 mm diameter, made of copper

Inner tube: tube diameter of 12.7 mm, material is copper
Length of heat exchange section: 1.2 m

Expansion valve CO2 heat pump cross-critical cycle special
electronic expansion valve

Valve orifice diameter: Ø 1.4 mm
Maximum pressure limit: 14 MPa

100



Buildings 2023, 13, 2147Buildings 2023, 13, x FOR PEER REVIEW 7 of 19 
 

 
Figure 4. CO2 heat pump cycle calculation flow chart. 

2.3. Model Validation 
Because the structure and heat transfer characteristics of the tube-in-tube gas cooler 

were similar to those of the 1st-layer honeycomb gas cooler, in order to reduce the occur-
rence of unsafe accidents and waste of resources, the reliability of the simulation model 
was initially verified in the research stage of this paper by using a CO2 air-source heat 
pump test bench with a tube-in-tube gas cooler. 

The schematic diagram of the test bench and the testing procedure are detailed in the 
literature [28]. Photographs of the test bench are shown in Figure 5, and detailed parame-
ters of the system components are shown in Table 1. The specific experimental conditions 
are shown in Table 2. 

Figure 4. CO2 heat pump cycle calculation flow chart.

Buildings 2023, 13, x FOR PEER REVIEW 8 of 19 
 

 
Figure 5. Photo of the experimental prototype [28]. 

Table 1. Table of structural parameters of each component of the experimental prototype. 

Components Type Structural Parameters 

Compressor Rotor compressor 
Motor frequency: 50 Hz 

Power: 2.19 kW 
Theoretical volume: 1.44 m3/h 

Gas cooler 
Coaxial tube-in-tube 

type of heat exchanger 

Inner tube: 22.2 mm diameter, 1.2 mm wall thickness, 
made of stainless steel 

Inner tube: 19 mm diameter, 0.9 mm wall thickness, 
made of copper 

Length of heat exchange section: 18.57 m 

Evaporator 
Finned-tube heat ex-

changer 

Tube diameter: 7.94 mm  
Tube wall thickness: 0.7 mm  

Tube material: copper 
Fin thickness: 0.11 mm  

Fin material: aluminum sleeve 
Fin spacing: 2.0 mm 

Number of tubes in a single row: 30 
Number and length of loops: 5/14.4 m 

IHX 
Coaxial casing type of 

heat exchanger 

Outer tube: 22 mm diameter, made of copper 
Inner tube: tube diameter of 12.7 mm, material is copper 

Length of heat exchange section: 1.2 m 

Expansion valve 
CO2 heat pump cross-

critical cycle special elec-
tronic expansion valve 

Valve orifice diameter: Ø 1.4 mm 
Maximum pressure limit: 14 MPa 

Table 2. Table of working condition parameters. 

Working Condition Case 1 Case 2 Case 3 Case 4 Case 5 
Ambient temperature/°C −10 −5 0 5 10 

Water flow/m3·h−1 0.2 
Inlet water temperature/°C 35 

As shown in Figures 6 and 7, the simulation results of heat pump water supply tem-
perature and system performance COP compared with experimental values verified the 
correctness and reliability of the model, whose maximum errors were less than 3% and 
10%, respectively. 

Figure 5. Photo of the experimental prototype [28].

101



Buildings 2023, 13, 2147

Table 2. Table of working condition parameters.

Working Condition Case 1 Case 2 Case 3 Case 4 Case 5

Ambient
temperature/◦C −10 −5 0 5 10

Water flow/m3·h−1 0.2
Inlet water

temperature/◦C 35

As shown in Figures 6 and 7, the simulation results of heat pump water supply
temperature and system performance COP compared with experimental values verified
the correctness and reliability of the model, whose maximum errors were less than 3% and
10%, respectively.
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3. Exergy Analysis Model
3.1. Theoretical Basis

When a system changes reversibly from an arbitrary state to a state in equilibrium with
a given environment, a portion of the energy can theoretically be converted indefinitely to
any other form, called exergy and also called effective energy. The other part of the energy
that cannot be used or lost is called anergy. During the thermal process, the sum of both
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remains constant. Energy can only be converted from the high quality of exergy to the
low quality of anergy. The exergy efficiency of a system gives an indication of the extent
to which the system utilizes energy and reflects the rationality of the system structure
and efficiency.

The exergy analysis method is based on the second law of thermodynamics, and it
can be used to determine the location and magnitude of the irreversible losses in a system
and can be used as a basis for making recommendations for system improvements. In
heat pump systems, the temperature difference between the hot and cold fluids in the heat
exchanger and the irreversibility of the compression and throttling processes can cause the
system to suffer from exergy destruction. In this paper, based on the established simulation
model of the CO2 heat pump, the parameters of various state points of each component
in a stable operation are calculated. It also calculates the system and components’ exergy
efficiency and exergy destruction according to the methodology of the exergy analysis,
thus pointing out the potential for the improvement of the system and the priority of the
improved components. This work is beneficial for improving the system performance and
expanding the application fields.

3.2. Exergy Modeling

Exergy can be divided into chemical exergy, kinetic exergy, latent exergy, and phys-
ical exergy. In the CO2 heat pump system described in this paper, no chemical reaction
occurs, and the system is a one-dimensional stable system; therefore the chemical exergy,
kinetic exergy, and latent exergy can be neglected, and only the physical exergy should be
considered in the exergy analysis of the system.

The specific physical exergy ePH is the physical exergy per unit mass, and it contains
the thermal exergy eT and mechanical exergy eM; the former is related to temperature, and
the latter is caused by pressure as shown in Equation (13).

ej = ePH
j = eT

j + eM
j

= [(hj − hj,x)− T0(sj − sj,x)]P=const
+[(hj,x − hj,0)− T0(sj,x − sj,0)]T=const

(13)

where the subscript j indicates the state point, the subscript 0 indicates the selected ref-
erence ambient state, and the subscript x refers to the condition at the reference ambient
temperature T0 and the pressure Pj at the state point j.

The evaluation indexes of the system exergy analysis mainly include the exergy
destruction ED, exergy efficiency ε, exergy destruction percentage y, and exergy destruction
coefficient Ω.

In the thermodynamic process, the fuel exergy EF is the input energy of a component,
and the product exergy EP refers to the part of the input energy that is utilized to produce
the due thermodynamic effect. The difference between the two is the exergy destruction as
shown in Equation (14). For a transcritical CO2 heat pump, the fuel exergy of the system is
the energy consumed by the compressor, i.e., the compressor power consumption, as in
Equation (15). The product exergy of the system is the product energy of the gas cooler as
in Equation (16), and the system exergy destruction is the sum of the exergy destruction of
all the components as in Equation (17). Since all the thermodynamic processes in nature
are irreversible and necessarily involve energy loss and dissipation, the exergy destruction
is constantly greater than zero.

ED = EF − EP (14)

EF,sys = EF,comp = Wt (15)

EP,sys = EP,gc (16)
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ED,sys = ∑ ED,k (17)

The exergy efficiency ε is the ratio of the components’ product exergy to their fuel
exergy, which can indicate the extent of the components’ utilization of the input energy and
can provide guidance for targeted component optimization and modification. The exergy
efficiency can be calculated by Equation (18).

εk =
EP,k

EF,k
(18)

The exergy destruction percentage y is the proportion of the exergy destruction of
a component to the total exergy destruction of the system, and the sum of the exergy
destruction percentages of all the components is one. This parameter can clarify the
contribution of the exergy destruction of each component in the system to the total exergy
destruction of the system and can provide a basis for the optimization order of each
component. The exergy destruction percentage can be calculated by Equation (19):

yk =
ED,k

ED,sys
(19)

The exergy destruction coefficient Ω is the ratio of the exergy destruction of a compo-
nent to the total fuel exergy of the system, which reveals the degree of impact of the exergy
destruction of each component in the system. The exergy destruction coefficient is defined
as shown in Equation (20):

Ωk =
ED,k

EF,sys
(20)

Based on the above theoretical basis for exergy modeling, Table 3 collates the equations
for the fuel exergy, product exergy, and exergy destruction of each component in the CO2
heat pump and of the system.

Table 3. Calculation formula of the fuel exergy, product exergy, and exergy destruction of each
component in the CO2 heat pump system and of the system.

Component Fuel Exergy Product Exergy Exergy Destruction

Compressor
.
EF,comp = Wcomp EP,comp = m1′ (e2 − e1′ ) ED,comp = EF,comp − EP,comp

Gas cooler EF,gc = m2(e2 − e3) EP,gc = m5(e6 − e5) ED,gc = EF,gc − EP,gc
Evaporator EF,eva = m4(e4 − e1) EP,eva = m7(e8 − e7) ED,eva = EF,eva − EP,eva

IHX EF,ihx = m3(e3 − e3′ ) EP,ihx = m1(e1′ − e1) ED,ihx = EF,ihx − EP,ihx
EEV EF,eev = m3′ (eM

3′ − eM
4 + eT

3′ ) EP,eev = m3′ eT
4 ED,eev = EF,eev − EP,eev

System EF,sys = EF,comp EP,sys = EP,gc ED,sys = ∑ ED

4. Results and Discussion
4.1. Exergy Destruction and Exergy Efficiency of the System and Each Component

In this section, the exergy destruction and exergy efficiency are calculated for each
component and the whole system based on Equations (13)–(20) under nominal operating
conditions; i.e., the inlet and outlet water temperatures are 17 ± 1.0 ◦C and 65 ± 2.0 ◦C,
and the air dry- and wet-bulb temperatures are 16 ± 1.0 ◦C and 12 ± 1.0 ◦C, respectively.
The exergy analysis results are presented in Table 4, which shows the distribution and
magnitude of the irreversible losses in each component of the system.
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Table 4. Exergy analysis results of CO2 heat pump system under nominal working conditions.

Component
.
EF,k/kW

.
EP,k/kW

.
ED,k/kW

.
EL/kW εk/% Ωk/% yk

Compressor 1.840 1.414 0.426 - 76.85 23.15 36.13
Gas cooler 0.860 0.650 0.210 - 75.58 11.41 17.81
Evaporator 1.050 0.820 0.230 - 78.10 12.50 19.51

IHX 0.053 0.010 0.043 - 18.87 2.34 3.65
EEV 0.350 0.080 0.270 - 22.86 14.67 22.90

System 1.840 0.650 1.179 0.011 35.33 64.08 100.00

From Figure 8, it can be seen that the exergy efficiency of the system is 35.33% under
nominal working conditions, which means that the heat pump system still has a large
potential for optimization in terms of energy utilization. The three components with the
largest exergy destruction percentage are the compressor, throttle valve, and evaporator,
whose exergy destruction percentages are 36.13%, 22.90%, and 19.51%, respectively. These
high-exergy-destruction-percentage components are the main reason for the large irre-
versible losses of the system, so optimizing and improving their performance is the key
direction for the optimization and upgrading of the system. The throttle valve shows a low
exergy efficiency, which is only 22.86%. The reason for this phenomenon is to throttle the
CO2 gas at the outlet of the gas cooler to a two-phase state with equal enthalpy, and in this
process, it generates the conversion of multiple states of the refrigerant, which makes the
availability of energy decrease. Therefore, to improve the system performance and energy
efficiency, the throttle valve must be optimized. Common measures include structural
optimization or replacing the throttle valve with an expander, injector, etc. The exergy
efficiency of the honeycomb gas cooler is 75.58%, which is relatively high, meaning that
the honeycomb gas cooler is able to meet the demand for hot water preparation for design
conditions with a high energy efficiency. The exergy destruction of the honeycomb gas
cooler is relatively small, which is 17.81%. The exergy efficiency of the IHX is extremely low
at 18.87%, but at the same time, the exergy destruction of the IHX is the smallest among the
system components, accounting for only 3.65%.

Buildings 2023, 13, x FOR PEER REVIEW 12 of 19 
 

From Figure 8, it can be seen that the exergy efficiency of the system is 35.33% under 
nominal working conditions, which means that the heat pump system still has a large 
potential for optimization in terms of energy utilization. The three components with the 
largest exergy destruction percentage are the compressor, throttle valve, and evaporator, 
whose exergy destruction percentages are 36.13%, 22.90%, and 19.51%, respectively. These 
high-exergy-destruction-percentage components are the main reason for the large irre-
versible losses of the system, so optimizing and improving their performance is the key 
direction for the optimization and upgrading of the system. The throttle valve shows a 
low exergy efficiency, which is only 22.86%. The reason for this phenomenon is to throttle 
the CO2 gas at the outlet of the gas cooler to a two-phase state with equal enthalpy, and in 
this process, it generates the conversion of multiple states of the refrigerant, which makes 
the availability of energy decrease. Therefore, to improve the system performance and 
energy efficiency, the throttle valve must be optimized. Common measures include struc-
tural optimization or replacing the throttle valve with an expander, injector, etc. The ex-
ergy efficiency of the honeycomb gas cooler is 75.58%, which is relatively high, meaning 
that the honeycomb gas cooler is able to meet the demand for hot water preparation for 
design conditions with a high energy efficiency. The exergy destruction of the honeycomb 
gas cooler is relatively small, which is 17.81%. The exergy efficiency of the IHX is ex-
tremely low at 18.87%, but at the same time, the exergy destruction of the IHX is the small-
est among the system components, accounting for only 3.65%. 

System
Compressor

Gas cooler
Evaporator

IHX EEV
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

E F
,k
、

E P
,k
、

E D
,k
、

E L
/k

W

 EL

 ED,k

 EP,k

 EF,k

0.0

0.2

0.4

0.6

0.8

1.0 εk

 yk

ε k
、

y k
 /%

 
Figure 8. Exergy analysis results of systems and components under nominal operating conditions. 

4.2. Effect of Different Forms of Gas Coolers on Exergy Destruction and Exergy Efficiency of 
Each Component 

In order to clarify the difference in energy utilization between the honeycomb type 
of gas cooler and the tube-in-tube type of gas cooler, the thermogravimetric ratio of the 
two forms of gas coolers is kept consistent in this section. A comparative analysis is con-
ducted under four typical operating conditions throughout the year (Table 5) [29], and the 
results are shown in Figure 9. It can be seen that the COP of the heat pump with the hon-
eycomb gas cooler is significantly higher than that of the heat pump with the tube-in-tube 
gas cooler under the same conditions. The difference in the COP is even greater in summer 
conditions, and the COP of the heat pump with the honeycomb gas cooler is about twice 
as high as that of the tube-in-tube type. As the typical operating conditions change from 
summer to a low temperature, the exergy efficiency of the gas cooler increases; this is be-
cause the inlet water temperature is lower under low-temperature operating conditions, 
the heat transfer temperature difference is smaller, and the exergy destruction is lower. 
The system exergy efficiency decreases because the ambient temperature decreases and 

Figure 8. Exergy analysis results of systems and components under nominal operating conditions.

4.2. Effect of Different Forms of Gas Coolers on Exergy Destruction and Exergy Efficiency of
Each Component

In order to clarify the difference in energy utilization between the honeycomb type of
gas cooler and the tube-in-tube type of gas cooler, the thermogravimetric ratio of the two
forms of gas coolers is kept consistent in this section. A comparative analysis is conducted
under four typical operating conditions throughout the year (Table 5) [29], and the results
are shown in Figure 9. It can be seen that the COP of the heat pump with the honeycomb
gas cooler is significantly higher than that of the heat pump with the tube-in-tube gas
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cooler under the same conditions. The difference in the COP is even greater in summer
conditions, and the COP of the heat pump with the honeycomb gas cooler is about twice
as high as that of the tube-in-tube type. As the typical operating conditions change from
summer to a low temperature, the exergy efficiency of the gas cooler increases; this is
because the inlet water temperature is lower under low-temperature operating conditions,
the heat transfer temperature difference is smaller, and the exergy destruction is lower. The
system exergy efficiency decreases because the ambient temperature decreases and because
the compressor power consumption increases; i.e., the denominator of the system exergy
efficiency increases. Its growth rate is greater than the growth rate of the numerator (the
gas cooler product exergy), so the system exergy efficiency is decreasing. In addition, the
exergy efficiency of the honeycomb gas cooler is 20.51%, 14.34%, 9.76%, and 7.20% higher
under the four operating conditions, and the system exergy efficiency is 52.78%, 55.19%,
53.68%, and 43.89% higher, respectively, than that of the basic cycle. This means that the
honeycomb gas cooler has a higher energy efficiency.

Table 5. Four typical operating conditions throughout the year.

Condition Water Inlet
Temperature/◦C

Water Outlet
Temperature/◦C

Air Dry-Bulb
Temperature/◦C

Air Wet-Bulb
Temperature/◦C

Summer 24 ± 1.0 65 ± 2 25 ± 1.0 21 ± 1.0
Nominal 17 ± 1.0 65 ± 2 16 ± 1.0 12 ± 1.0
Winter 9 ± 1.0 65 ± 2 7 ± 1.0 6 ± 1.0

Low temperature 5 ± 1.0 65 ± 2 −12 ± 1.0 −14 ± 1.0
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4.3. Effect of Different Working Conditions on Exergy Destruction and Exergy Efficiency of
Each Component

In this section, the exergy efficiency and exergy destruction of the CO2 heat pump
system with or without the IHX are investigated under the different ambient temperature
conditions. Namely, the inlet and outlet water temperatures are 17/65 ◦C, respectively. As
shown in Figure 10, the exergy efficiency of the system increases as the ambient temperature
increases, and the exergy efficiency of the system with the IHX is higher than that without
the IHX under each operating condition. When the ambient temperature rises from −15 ◦C
to 25 ◦C, the exergy efficiency of the system with the IHX increases from 19.16% to 39.88%,
increasing by 108.09%; the exergy efficiency of the system without the IHX increases from
18.87% to 30.06%, increasing by 59.29%. The exergy efficiency of the honeycomb gas cooler
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decreases with an increasing ambient temperature; however, the rate of the decrease is
small, and the exergy efficiency of the gas cooler with the IHX is higher than that without
the IHX under each operating condition. When the ambient temperature increases from
−15 ◦C to 25 ◦C, the exergy efficiency of the gas cooler with the IHX decreases from 72.7%
to 67.95%, decreasing by 6.53%, while the exergy efficiency of the gas cooler without it
decreases from 72.47% to 66.26%, decreasing by 8.58%.

Buildings 2023, 13, x FOR PEER REVIEW 14 of 19 
 

Ta=-15℃ with IH
X

Ta=-15℃ without IH
X

Ta=-5℃ with IH
X

Ta=-5℃ without IH
X

Ta=5℃ with IH
X

Ta=5℃ without IH
X

Ta=15℃ with IH
X

Ta=15℃ without IH
X

Ta=25℃ with IH
X

Ta=25℃ without IH
X

0

200

400

600

800

1000

1200

1400

1600
E D

,k
 /W

 ED, eev

 ED, eva

 ED, gc

 ED, comp

 ED, ihx

0.0

0.2

0.4

0.6

0.8

1.0 εgc

 εsys

ε k
 /%

 
Figure 10. Exergy analysis results of each component at different ambient temperatures. 

In terms of energy loss, with an increase in the ambient temperature, the system ex-
ergy destruction gradually increases, and the heat pump system exergy destruction with 
the IHX is smaller than the system exergy destruction without the IHX. When the ambient 
temperature rises from −15 °C to 25 °C, the system exergy destruction with the IHX in-
creases from 909 W to 1331 W, increasing by 46.49%; the exergy destruction of the system 
without the IHX increases from 983 W to 1473 W, increasing by 49.74%. Meanwhile, the 
exergy destruction of the honeycomb gas cooler gradually increases with a rising ambient 
temperature, so the transcritical CO2 heat pump is superior in a low-temperature environ-
ment. 

As shown in Figure 11, the exergy efficiency and exergy destruction of the CO2 heat 
pump system with or without the IHX at different inlet water temperatures are analyzed. 
The outlet water temperature is 65 °C, and the ambient temperature is 16 °C. The exergy 
efficiency of the system decreases as the inlet temperature increases; the exergy efficiency 
of the system with the IHX is higher than the exergy efficiency of the system without the 
IHX under each operating condition, but the difference is small. When the inlet water tem-
perature increases from 5 °C to 45 °C, the exergy efficiency of the system with the IHX 
decreases from 38.95% to 32.45%, decreasing by 16.69%; the exergy efficiency of the system 
without the IHX decreases from 38.17% to 32.11%, decreasing by 15.88%. The exergy effi-
ciency of the honeycomb gas cooler decreases as the inlet water temperature increases, 
and the exergy efficiency of the gas cooler with the IHX is higher than the exergy efficiency 
of the gas cooler without the IHX under each operating condition. When the inlet water 
temperature increases from 5 °C to 45 °C, the exergy efficiency of the gas cooler with the 
IHX decreases from 77.98% to 60.75%, decreasing by 22.10%; the exergy efficiency of the 
gas cooler without the IHX decreases from 77.28% to 60.13%, decreasing by 22.18%. 

Figure 10. Exergy analysis results of each component at different ambient temperatures.

In terms of energy loss, with an increase in the ambient temperature, the system
exergy destruction gradually increases, and the heat pump system exergy destruction
with the IHX is smaller than the system exergy destruction without the IHX. When the
ambient temperature rises from −15 ◦C to 25 ◦C, the system exergy destruction with the
IHX increases from 909 W to 1331 W, increasing by 46.49%; the exergy destruction of the
system without the IHX increases from 983 W to 1473 W, increasing by 49.74%. Meanwhile,
the exergy destruction of the honeycomb gas cooler gradually increases with a rising
ambient temperature, so the transcritical CO2 heat pump is superior in a low-temperature
environment.

As shown in Figure 11, the exergy efficiency and exergy destruction of the CO2 heat
pump system with or without the IHX at different inlet water temperatures are analyzed.
The outlet water temperature is 65 ◦C, and the ambient temperature is 16 ◦C. The exergy
efficiency of the system decreases as the inlet temperature increases; the exergy efficiency
of the system with the IHX is higher than the exergy efficiency of the system without the
IHX under each operating condition, but the difference is small. When the inlet water
temperature increases from 5 ◦C to 45 ◦C, the exergy efficiency of the system with the
IHX decreases from 38.95% to 32.45%, decreasing by 16.69%; the exergy efficiency of the
system without the IHX decreases from 38.17% to 32.11%, decreasing by 15.88%. The exergy
efficiency of the honeycomb gas cooler decreases as the inlet water temperature increases,
and the exergy efficiency of the gas cooler with the IHX is higher than the exergy efficiency
of the gas cooler without the IHX under each operating condition. When the inlet water
temperature increases from 5 ◦C to 45 ◦C, the exergy efficiency of the gas cooler with the
IHX decreases from 77.98% to 60.75%, decreasing by 22.10%; the exergy efficiency of the
gas cooler without the IHX decreases from 77.28% to 60.13%, decreasing by 22.18%.
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In terms of energy loss, with an increase in the inlet water temperature, the system 
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Figure 11. Exergy analysis results of each component at different inlet water temperatures.

In terms of energy loss, with an increase in the inlet water temperature, the system
exergy destruction gradually increases, and when the inlet water temperature increases
from 5 ◦C to 45 ◦C, the system exergy destruction with the IHX increases from 1028 W to
1458 W, increasing by 41.85%; the system exergy destruction without the IHX increases
from 1027 W to 1474 W, increasing by 43.50%. Under the same inlet water temperature, the
exergy destruction of the heat pump system with the IHX is smaller than that without the
IHX. Taking the inlet water temperature of 5 ◦C as an example, the exergy destruction of the
system with the IHX is about 0.07% lower than that of the system without the IHX. Taking
the inlet water temperature of 45 ◦C as an example, the exergy destruction of the system
with the IHX is about 1.08% lower than that of the system without the IHX. Meanwhile,
the exergy destruction of the compressor increases gradually with an increase in the inlet
water temperature, the exergy destruction of the honeycomb gas cooler increases gradually
with an increase in the inlet water temperature, and the exergy destruction of the throttle
valve increases gradually with an increase in the inlet water temperature.

As shown in Figure 12, the exergy efficiency and exergy destruction of the CO2 heat
pump system with or without the IHX at different outlet water temperatures are analyzed.
The inlet water temperature is 9 ◦C, and the ambient temperature is 16 ◦C. The exergy
efficiency of the system increases with an increase in the outlet water temperature, and the
exergy efficiency of the system with the IHX is equal to or slightly higher than the exergy
efficiency of the heat pump system without the IHX under each operating condition. When
the outlet water temperature increases from 50 ◦C to 90 ◦C, the exergy efficiency of the
system with the IHX increases from 31.65% to 41.18%, increasing by 30.12%; the exergy
efficiency of the system without the IHX increases from 31.65% to 39.80%, increasing by
25.77%. The exergy efficiency of the honeycomb gas cooler increases with an increase in the
outlet water temperature, and when the outlet water temperature increases from 50 ◦C to
90 ◦C, the exergy efficiency of the gas cooler with the IHX increases from 60.73% to 77.93%,
increasing by 28.32%; the exergy efficiency of the gas cooler without the IHX increases from
60.73% to 76.33%, increasing by 25.68%.
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In terms of energy loss, with an increase in the outlet water temperature, the system 
exergy destruction gradually increases, and when the outlet water temperature rises from 
50 °C to 90 °C, the system exergy destruction with the IHX increases from 1254 W to 1355 
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In terms of energy loss, with an increase in the outlet water temperature, the system
exergy destruction gradually increases, and when the outlet water temperature rises from
50 ◦C to 90 ◦C, the system exergy destruction with the IHX increases from 1254 W to 1355 W,
increasing by 8.05%; the system exergy destruction without the IHX increases from 1300 W
to 1381 W, increasing by 6.19%. Under the same outlet water temperature conditions, the
exergy destruction of the heat pump system with the IHX is less than the exergy destruction
of the system without the IHX, and taking the outlet water temperature of 50 ◦C as an
example, the exergy destruction of the system with the IHX is about 3.58% lower than the
exergy destruction of the system without the IHX. Taking the outlet water temperature
of 90 ◦C as an example, the exergy destruction of the system with the IHX is about 1.90%
lower than the exergy destruction of the system without the IHX. Meanwhile, the exergy
destruction of the compressor gradually increases with an increase in the outlet water
temperature, the exergy destruction of the honeycomb gas cooler gradually decreases with
an increase in the outlet water temperature, and the exergy destruction of the throttle valve
gradually increases with an increase in the inlet water temperature.

4.4. System Improvement and Optimization Suggestions

In summary, the exergy destruction and exergy destruction percentage of the compres-
sor are the largest among the system components, which is mainly due to the nonisentropic
compression caused by the friction and other factors in the compressor. In order to reduce
the exergy destruction of the compressor, consideration can be given to improving the struc-
tural design, selecting higher-quality lubricating oil to reduce friction, reducing the heat
dissipation loss, and improving the isentropic compression efficiency of the compressor.

Secondly, the next largest component is the exergy destruction of the throttle valve,
whose main function is to throttle the CO2 gas at the outlet of the gas cooler to a two-
phase state with equal enthalpy, and in this process, it produces the conversion of multiple
states of the refrigerant, which makes the availability of energy decrease. Therefore, the
throttle valve must be optimized to improve the system performance and energy efficiency.
Common measures include structural optimization or replacing the throttle valve with an
expander, injector, etc.

The exergy destruction ranking of each component under different working conditions
is either third or fourth for the evaporator and the honeycomb gas cooler. For the evaporator,
this part of exergy destruction is caused by the temperature difference between the hot
and cold fluid inside the heat exchanger. The larger the temperature difference is, the
larger the irreversible loss and the lower the exergy efficiency of the heat exchanger. The
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exergy efficiency can be improved by increasing the heat transfer area and reducing the
temperature difference. However, a larger heat transfer area makes the heat exchanger
cost more expensive, so thermodynamic knowledge should be considered to estimate its
cost. For the honeycomb gas cooler, it is known from the literature [24] that its heat transfer
area is large and that the heat transfer performance is good, and the difference between the
CO2 outlet temperature of the gas cooler and the inlet water temperature can reach within
5 ◦C. It is suggested that the exergy efficiency can be further improved by reducing the
inlet water temperature or increasing the outlet water temperature.

The exergy efficiency of the IHX is low; however, the percentage of exergy destruction
is small, and the improved gain is not very large. The application of the IHX under different
operating conditions reduces the exergy destruction and increases the exergy efficiency of
the CO2 heat pump system, so the application of the IHX has positive significance for the
energy utilization of the CO2 heat pump system.

5. Conclusions

In this work, an exergy analysis is performed for a CO2 system operation integrated
with a honeycomb gas cooler and is compared with a heat pump system with a tube-in-
tube gas cooler. Also, the optimization potential of the system is pointed out. The main
conclusions are as follows:

1. The system exergy efficiency is 35.33% under nominal operating conditions, which
has a large potential for improvement in energy utilization. The three components
with the largest exergy destruction percentage are the compressor, throttle valve, and
evaporator in the order of 36.13%, 22.90%, and 19.51%, respectively.

2. Under the same conditions, the COP of the heat pump with the honeycomb gas cooler
is significantly higher than that of the heat pump with the tube-in-tube gas cooler. The
exergy efficiency of the honeycomb gas cooler is 20.51%, 14.34%, 9.76%, and 7.20%
higher than that of the gas cooler type under the four typical operating conditions. The
system exergy efficiencies are 52.78%, 55.19%, 53.68%, and 43.89% higher, respectively.
This implies that the honeycomb gas cooler has higher energy utilization.

3. Suggestions for the improvement and optimization of the key components are made:
The compressor is the key object of system improvement, and the exergy destruc-
tion of the compressor can be reduced by improving the structural design, using
higher-quality lubricating oil, etc. Next is the throttle valve; common measures in-
clude structural optimization or using an expander or injector instead. The exergy
destruction of the evaporator is mainly caused by the heat exchange temperature
difference in the heat exchanger; the exergy efficiency can be improved by increasing
the heat exchange area and reducing the heat exchange temperature difference.
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Nomenclature

A Heat exchange area, m2

cp Specific heat capacity, J/kg·K
ED Exergy destruction, kW
EF Fuel exergy, kW
EP Product exergy, kW
P Pressure of CO2, MPa
Q Heat transfer capacity, kW
V Gas delivery volume of the compressor, m3/r
W Compressor power consumption, kW
h Enthalpy, kJ/ kg
m Mass flow rate, kg/s
n Number of layers in the honeycomb CO2 gas cooler
t Temperature of fluid, ◦C
y Exergy destruction percentage, %
Ω Exergy destruction coefficient, %
α Heat transfer coefficient, W/(m2·K)
δ Wall thickness, m
ε Exergy efficiency, %
η Efficiency, %
λ Thermal conductivity, W/(m·K)
ρ Fluid density, kg/m3

Abbreviations

EEV Electronic expansion valve
IHX Internal heat exchanger

Subscript

a Air
com Compressor
eev Electronic expansion valve
eva Evaporator
gc Gas cooler
ihx Internal heat exchanger
k Component
f Fluid
in Inlet
is Isentropic
j Microelement
out Outlet
r Refrigerant
sys System
w Water
wall Tube wall
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Abstract: By enhancing the thermal properties of cement-based building materials, energy consump-
tion and carbon dioxide (CO2) emissions related to space conditioning in buildings can be alleviated.
This study aims to present cement-based composites reinforced by textile fibers for application in
building and construction. Several lightweight coating mortars were produced by partially replacing
the sand in the mix with different percentages of textile waste. Mechanical and thermal characteriza-
tions of the reinforced cementitious composites were performed. The results showed that the thermal
conductivity of cementitious compounds decreased as the proportion of reinforcing material in the
mixture increased. In terms of mechanical properties, the textile slightly reduced the compressive
strength of cementitious mortar, while it improved the flexural strength. A numerical study was
then performed to derive the actual impact of these reinforced materials on the thermal behavior of
a building element using COMSOL Multiphysics. Numerous configurations of walls coated with
different mortar mixtures were studied. The results showed that coating both sides of a building
wall with 20 mm of textile-reinforced mortar reduced the internal temperature by 1.5 ◦C. Thus, the
application of these thermally improved mortars as coating mortars appears to be a relevant solution
to enhance the thermal performance of buildings.

Keywords: textile fiber waste; reinforced cementitious mortar; thermal insulation; heat transfer analysis

1. Introduction

Due to population growth and improving living standards in general, the consumption
of textiles has increased worldwide, which has led to an increase in textile production. The
textile industry presents a consumption of clothing and textiles of 7 kg per year per capita,
and more than 49 million tons of products are produced every year [1]. Meanwhile, the
textile industry is one of the most worrying supply chains, having catastrophic social and
environmental impacts worldwide [2]. In 2020, textile consumption in Europe had, on
average, the fourth-highest impact on the environment and climate change [3]. Moreover,
increases in textile global production result in the creation of a high amount of textile
waste. Accordingly, the implementation of a circular model in the textile sector, taking into
account the recycling of textile waste, is essential to ensure sustainability and mitigate the
environmental impacts of this sector. There are two types of textile waste: reusable waste
(production offcuts, reel offcuts, etc.) and recyclable waste (filament, etc.). The last category,
in turn, is divided into two main categories: one of high value and the other of low value.
It is estimated that 1/4 of textile waste consists of pure fibers: cotton, synthetics, and others.
In Tunisia, there were more than 3000 companies in the textile and clothing industry in
2019 [4]. The total textile waste in Tunisia was about 31.1 kilotons, divided into 6.3 kilotons

113



Buildings 2023, 13, 535

of reusable waste and 24.8 kilotons of recyclable waste. The latter, in turn, is divided into
9.8 kilotons in high value and 15.0 kilotons of low value waste [3].

The textile industry is not the only one with disastrous social and environmental
impacts. The building sector has many drawbacks in terms of energy consumption and
carbon dioxide (CO2) emissions [5]. According to the International Energy Agency (IEA),
the residential and industrial building sectors represent more than a third of global final
energy consumption and nearly 40% of total direct and indirect carbon dioxide (CO2)
emissions [6]. Most residential and industrial buildings require high-energy consumption
to ensure acceptable thermal comfort for their occupants. Therefore, the implementation of
an energy-saving program in buildings by improving the thermal performance of construc-
tion elements has become a necessity, with the application of thermal insulation being a
promising way to reduce energy losses [7–9]. The commonly used technique to improve
the insulation capacity of walls is to embed the insulation layer in the erected foundation
wall, which increases the thickness of the wall and delays the construction time [10]. To
overcome these design disadvantages, several researchers are focusing on the integration
of insulators in building materials such as plaster [11], concrete [12,13], mortar [14–16], and
construction bricks [17–19]. Fibers are among the most widely studied insulators for use
in cementitious materials and have proven to be an excellent solution for mitigating heat
loss. In fact, several studies have been carried out in this field of research to study new
cement-based composites reinforced with fibers such as wool fiber [20], Acaï [21], palm
fiber [22,23], agricultural fiber wastes [24], coconut fiber [25], rice straw fibers [26], recycled
brass fibers [27], and basalt fiber [28].

The past decades have witnessed a growing interest in textile-reinforced mortar (TRM),
and it has become one of the most important fiber-reinforced materials due to its promising
textile properties. Based on a review of the literature, the use of textile fiber as a reinforcing
material has only been explored in a limited number of applications. Generally, textiles
have mainly been incorporated into cement-based materials to improve their mechanical
strength, ductility, toughness, and durability [29–38]. Sadrolodabaee et al. [39] investigated
the mechanical and durability properties of cement composites reinforced with two types
of textile waste, either a fraction of short fibers or non-woven fabric. Flexural strength,
toughness, stiffness, and drying shrinkage developed composites were evaluated. A
composite reinforced with six layers of non-woven fabric showed optimal performance
with a flexural strength of 15.5 MPa and a toughness of 9.7 kJ/m2. Gulinelli et al. [40]
studied the performance of various wall configurations strengthened with textile-reinforced
mortar. The structural performance was evaluated experimentally and numerically by
conducting diagonal compression tests. The findings indicated that, compared to a simple
wall, the reinforcement systems lead to a substantial improvement in both load-bearing
capacity and rigidity. Abbas et al. [41] investigated the potential of using 16 different textile
fabrics for structural applications. A series of tests, including microscopic analysis, mass
per unit area, and tensile strength, were carried out on specimens made of textile-reinforced
mortar to determine the most suitable fabric. The results showed that the mass per unit
area of the tested fabrics varied between 117 and 1145 g/m2. It was noticed that the tensile
strength was greater in the warp direction compared to the weft direction, owing to the
increased number of yarns in the warp direction. Moreover, it was found that plain weave
fabrics had higher strength compared to twill weave fabrics. Plain weave was deemed
to be the most suitable among the 16 selected fabrics for use in textile-reinforced mortar
applications, due to its adequate spacing and alternating arrangement of yarns, leading to a
stronger bond with the matrix and higher tensile strength. Regarding thermal performance
studies, few authors have experimentally investigated the integration of textile fibers in
cementitious mortars to enhance building thermal insulation [42]. Oliveira et al. [1], for
example, experimentally investigated the effect of fabric shavings on the thermal and
mechanical properties of mortars. The results showed that the mechanical strength of
the fabric-yarns-reinforced mortar was lower than that of the reference mortar. Despite
this reduction, the minimum values set by the standards for compressive and flexural
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strengths were met. Furthermore, when the textile-reinforced mortar was thermally tested
at 60 ◦C, its internal surface temperature was about 12 ◦C lower than that of the reference.
This property is extremely important for questions of durability, as it protects structures
and walls from expansion and contraction movements. Briga et al. [43] also investigated
the potential of using textile fibers in building construction applications. The thermal
characterization of the developed composites was performed by analyzing the heat flows,
internal surface temperatures, heat transfer coefficients, and infrared thermal imaging. The
authors affirmed that increasing the proportion of textile fibers in the mix resulted in higher
thermal stability. Moreover, the developed composite showed promising results compared
to traditional building materials.

Only a few studies have focused on the incorporation of textile fibers as thermal
reinforcing in cementitious mortars. Since the results were promising, a more concise
understanding and exploration of the overall thermal performance of these composites is
required. Thus, this study aims to evaluate the potential of incorporating recycled industrial
textile waste into building components to enhance their thermal properties and reduce
energy consumption in buildings. Several lightweight coating mortars were produced
by partially replacing the sand in the mix with different percentages of textile waste as
reinforcement material. The mechanical and thermo-physical characterizations of these
composites were carried out. A numerical investigation was then performed to examine the
thermal efficiency of the developed materials using COMSOL Multiphysics 5.5 software.
Numerous configurations of walls coated with different coating mortar mixtures were
studied. The study suggests using textile-reinforced cement-based materials as coating
mortars to enhance the thermal performance of buildings and reduce energy consumption
and CO2 emissions.

2. Textile Reinforced Mortar: Preparing and Testing Methods
2.1. Samples Preparation

Fiber-reinforced mortars were prepared by replacing the sand of cement mortar with
volume fractions of 0% (PM), 10% (M10), 20% (M20), 30% (M30), and 40% (M40) of textile.
The cement used in this study was Portland cement in accordance with the terminology of
the European standard EN-197-1 [44] and was supplied by Cementos Molins Industrial
S.A. A natural sand AF-R-0/2-S was used as a fine aggregate. The textile fiber added
as a reinforcing material is a waste generated at the end of the textile spinning process.
Table 1 summarizes the thermal properties of the fibers used. Before mixing the mortar,
the fiber was dispersed by injecting compressed air. Mortar mixes were prepared using a
cement-to-sand volume ratio of 1:4 and the mix design is shown in Table 2 and Figure 1.
The mortar mixing procedure was carried out according to the European standard EN
1015-2 [45]. Finally, the mixed slurry was poured into prismatic molds with dimensions of
40 × 40 × 160 mm (Figure 2). The blend was cast in two stages, each layer set being first
tapped with a steel bar and then vibrated until the fresh mortar was completely leveled.
Three samples of each mixture were made. The samples were left in the molds for 24 h at a
laboratory temperature of 20 ◦C. After demolding, some of the specimens were cured in
water for 7 days and others for 28 days.

Table 1. Thermal properties of textile-reinforced mortar components.

Material Thermal Conductivity
[W/m·K]

Thermal Diffusivity
[mm2/s]

Volumetric Heat Capacity
[MJ/m3 K]

Cement 0.140 0.201 0.694
Sand 0.335 0.278 0.278

Textile fibers 0.082 0.418 0.196
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Table 2. Mixture designs for tested mortar samples, mass for 1 m3.

Materials PM M10 M20 M30 M40

Cement 215 215 215 215 215
Sand 1540 1386 1232 1078 924

Textile 0 5.26 10.52 15.78 21.04
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2.2. Workability and Density Measurement

Both the flow behavior and the bulk density were tested in the fresh state. The
fluidity of the cementitious mortar, which is expressed by the workability, was evaluated
immediately after the mixing process using a flow table test (Figure 3a) in accordance
with the standard EN 1015-3 [46]. The fresh bulk density was quantified by the European
standard EN 1015-6 [47]. In the hardened state, the dry bulk density of the reinforced
mortars was studied in accordance with the EN 1015-10 standard [48].
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2.3. Mechanical Characterization

For the mechanical characterization of the hardened cementitious composites, flexural
and compressive strength tests were carried out according to the EN 1015-11 standard [49].
A COINSA Controls Industrial servo-controlled testing machine with two different heads,
one for flexure testing and the other for compression testing, as shown in Figure 4, was used
to test the reinforced cementitious mortars. To assess the bending strength, a three-point
flexion test was carried out with a load rate of 50 ± 10 N/s. The compressive strength tests
were carried out following the flexion tests using one of the two resulting fragments with
a loading rate of 2400 ± 200 N/s. The two tests were carried out until the fracture of the
prismatic specimen and the breaking load were recorded.
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2.4. Thermal Characterization
2.4.1. Analytical Prediction of Composite Thermal Conductivity

As a bulk property, the thermal conductivity of composite material can be predicted
by several theoretical models. Starting with Maxwell [50], numerous analytical inves-
tigations [51–53] have been performed to solve the problem of thermal conduction in
heterogeneous materials. The suggested models are mathematical expressions that de-
termine the effective thermal conductivity of a composite material based on the thermal
conductivities of its components as well as the shape and proportion of the reinforcing
material. The suitability of a particular model is established by the underlying assumptions
made during its development. Thus far, various analytical solutions are available to predict
thermal conductivity for the most common composite structures, including dispersion
compounds. In this work, several theoretical models were presented, which assume that
the reinforcing material consists of randomly dispersed spherical units within the matrix,
for comparison with the experimental results. In all of the models, we considered a com-
posite material with thermal conductivity Kc, consisting of spherical units with thermal
conductivity Krf embedded in a continuous matrix with thermal conductivity Kmx at a
volume fraction ϕ.

• Series and Parallel models: Figure 5 shows the two plain theoretical methodologies that
have been followed to predict the effect of adding a reinforcing material on the thermal
conductivity of a matrix. The first approach focuses on individually considering the
contribution of each component to model the thermal conductivity of the composite
through the application of the percolation theory [54]. Based on the electrical analogy,
this model is called a series model. In this case, the effective thermal conductivity of
the composite material is given by [55–57]:
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materials: (a) non-penetrating dispersed particles, (b) interpenetrating dispersed particles.

Kc = (1 − ϕ) Kmx + ϕ Krf (1)

The second approach assumes that the composite reacts as a homogeneous material.
This model follows the arrangement of parallel electric circuits, which is represented by the
following expression:

Kc = 1/(((1 − ϕ))/Kmx + ϕ/Krf) (2)

The aforementioned models present upper (interactive model) and lower bounds (non-
interactive model) of the effective thermal conductivity that the data encompass [55–57].

• Maxwell model: This model was developed to define the electrical conductivity of
a heterogeneous medium composed of dispersed spheres. The development of this
model provides an accurate solution for the effective thermal conductivity of arbitrarily
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distributed homogeneous spherical particles without interaction in a homogeneous
matrix [56]:

Kc = Kmx (2 Kmx + Krf − 2 (Kmx − Krf) ϕ)/(2 Kmx + Krf + (Kmx − Krf) ϕ) (3)

The main limitation of this model is its limited applicability to only low concentrations
of reinforcing particles. However, it has served as a base for creating new, advanced models
that account for additional parameters related to the various components involved [57].

• Rayleigh model: This model was adapted to predict the effect of cylindrical reinforce-
ment materials on the thermal conductivity of a matrix. The equation below allows
for the effective thermal conductivity to be calculated [58]:

Kc = Kmx (Kmx + Krf − (Kmx − Krf) ϕ)/(Kmx + Krf + (Kmx − Krf) ϕ) (4)

• Hashin and Shtrikman model: Following the approach of Maxwell and using the
perturbation hypothesis, Hashin and Shtrikman developed a model to predict the
thermal conductivity of randomly scattered units in a continuous matrix. This model
provides upper and lower limits of the effective thermal conductivity rather than
deriving an equation for it. Moreover, it is shown that, in the case of composite
material, these limits are the most restrictive that one can obtain in terms of volume
fractions of charge and conductivity [59]. Equations (5) and (6) indicate the lower and
upper limits of the conductivity [55]:

Kc_min = Kmx (1 + (p − 1) D ϕ)/(1 − D ϕ) (5)

Kc_max = Kmx (Krf (1+ (p − 1) (1 − ϕ) d)/(Kmx (1 − (1 − ϕ) d) (6)

where
D = (Krf − Kmx)/(Krf + (p − 1) Kmx) (7)

d = (Kmx − Krf)/(Kmx + (p − 1) Krf) (8)

and p is a parameter involving the morphology of the particles, in the case of a spherical
dispersion p = 3 and for a cylindrical dispersion p = 2.

• Hatta and Taya model: Hatta and Taya developed a model to predict the thermal
conductivity of a composite consisting of short fibers with different orientations [60,61]
based on the analogy of Eshelby [62]. This approach is based on predicting the steady-
state equivalent thermal conductivity of the composite by considering the shape and
interactions between the additions with different orientations. The equation they
arrived at is [55]:

Kc = Kmx + (ϕ Kmx)/(S (1 − ϕ) + Kmx ⁄ ((Krf − Kmx))) (9)

where S = 1/3 for spherical particles.

• Nielsen and Lewis model: Nielsen and Lewis derived a semi-theoretical model for
predicting thermal conductivity [63,64], based on the Halpin-Tsai equation [65]. They
adjusted the model to handle non-spherical additives using a coefficient, which de-
pends on the shape and orientation of the particles. Moreover, Nielsen and Lewis’s
model considers the effect of the maximum fraction of the additive, ϕmax. The
semi-empirical model developed is as follows [66]:

Kc = Kmx (1+ C E ϕ)/(1 − β E ϕ) (10)

where:

E = (Krf ⁄ Kmx − 1)/(Krf/Kmx + C) (11)

β = 1+ ((1 − ϕmax) ϕ)/(ϕmax)2 (12)

For spherical additive randomly dispersed in the matrix, C = 1.5 andϕmax = 0.637 [57].
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2.4.2. Experimental Characterization

To study the thermal properties of reinforced mortars, The TEMPOS thermal properties
analyzer was used on the remaining fragment from the flexion test. As shown in Figure 6,
the samples must be drilled first with a rotary hammer and then cleaned with compressed
air. Before inserting the sensor needle, the hole must be filled with thermal grease. Good
thermal contact between the sensor and the sample is critical for accurate measurements;
therefore, it is important to ensure that the sensor fits tightly into the hole. Finally, the
thermal conductivity and thermal resistance were measured in the climatic chamber at a
temperature of around 20 ◦C.
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Figure 6. Thermal conductivity test process using the TEMPOS thermal properties analyzer.

2.4.3. Numerical Characterization

A numerical study was performed to investigate the thermal properties of the textile-
reinforced mortars using COMSOL Multiphysics software. The first crucial step for a
successful simulation is to generate an appropriate geometry for the problem. In this case,
a three-dimensional model featuring a rectangular block defining the mortar matrix and
spherical units representing the reinforcement material was used to conduct the thermal
analysis on the composite materials with varying additive concentrations. In this steady-
state heat conduction problem, the heat flux was only considered along the x-direction. The
faces that were perpendicular to the direction of the heat flow were considered isothermal.
One surface was set at 15 ◦C and the other at 40 ◦C. The other faces that were parallel to the
x-direction were all considered adiabatic. The thermal conductivities that were predicted
by this model were compared and validated with the experimental results. After validation
of the model, it was be used to predict the thermal diffusivity and the volumetric heat
capacity of the textile-reinforced mortars.

3. Evaluation of Characterization Results

In order to assess the influence of textile fibers on cement-based mortars, several tests
were carried out on the fresh and hardened states of the mixtures. Each measurement was
repeated three times to guarantee repeatability, and the mean value was reported.

3.1. Workability Testing

The amount of water added to the dry mix was adjusted differently for each percentage
of textile waste added to achieve acceptable workability. The details of the modified
cementitious mortar mix proportions are summarized in Figure 1. The Water to Cement
(W/C) ratio values with different fiber percentages are illustrated in Figure 7. The measured
flow diameter of the control mixture without fibers was 145 mm. In this test program, the
flow rate for all of the mortar mixtures was kept at a specified value of 140 ± 5 mm, in
order to obtain a fluid and workable consistency. As can be seen, fiber-reinforced mortars
showed a higher water requirement in order to achieve similar workability to plain mortar.
This was due to the high water absorption of the fibers.
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Figure 7. W/C ratio values with different textile fiber percentages.

3.2. Bulk Density Testing

Figure 8 shows the variation in apparent density of the samples in both fresh and
dry states versus the reinforcing material percentage. The fiber-free cement mortar had
a fresh apparent density of 1900 kg/m3. After adding varying amounts of textile fibers,
the fresh state apparent density dropped to a value of 1585 kg/m3, exhibiting a difference
of around 315 kg/m3. For the M40 sample, in the hardened state, the density diminished
to 1538 kg/m3. with a difference of around 302 kg/m3 compared to the plain mortar PM.
Thus, it can be deduced that the incorporation of the fibers into the cementitious mortar is
accompanied by a loss of density. This lightness is due to the low fiber density.
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Figure 8. Dry and fresh bulk densities of the textile fiber reinforced mortars.
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3.3. Mechanical Characterization

Coating mortars must have a sufficient mechanical strength to withstand the multiple
impacts to which they may be subjected during their lifetime. Accordingly, the mechanical
performance of the textile waste-reinforced mortars was investigated at 7 and 28 days of
curing. Figure 9 illustrates the failure modes of the textil-ized mortars during the mechani-
cal tests after 7 and 28 days, respectively. The visual inspection of the defective samples
(Figure 9a) confirmed that the mortars containing more textile fibers showed more severe
damage under the applied load. This predicts that increasing fiber content will cause a
dramatic drop in sample stiffness and a subsequent reduction in compressive strength.
Figures 10 and 11 show the average compressive and flexural strength results, respectively.
Based on the graphs, increasing the curing period significantly enhances mechanical per-
formance. For the compressive strength testing, the increasing percentage between the 7th
day and the 28th day was approximately 35% for the M40 sample. Compared to the 7-day
flexural strength, the increase in the 28-day strength was 34% for the PM sample and 22%
for the M40 sample. It is worth noting that, as the amount of textile increased, the flexural
strength gained over the curing period was affected. As can be seen, the plain mortar
PM had the highest compressive and flexural strength regardless of the curing period. In
adding the textile fibers, a decrease in the compressive strength of mortars occurs. Figure 10
shows that the seven-day compressive strength for the M40 sample decreased by approxi-
mately 33% compared to ordinary mortar PM. However, the compression resistance of the
samples after 28 days of curing slightly decreased until reaching a difference of 15 % for
the M40 mix compared to the PM sample. This diminution in mechanical strength for the
textile-reinforced mortars could be attributed to the low strength and high compressibility
of the textile fibers. Despite the reduction in compressive strength, all of the reinforced
mortars met the requirement for use as a coating mortar in building construction according
to EN 998-1 [67]. Concerning Figure 11, regardless of the curing period, the flexural strength
of the mortars increased as the percentage of reinforcing material increased. The increase
in the seven-day flexural strength was about 11%, 25%, 33%, and 34% for the M10, M20,
M30, and M40 samples, respectively, compared to the control sample. The 28-day flexural
strength increased to 3.7 MPa, which corresponds to an increase of approximately 22%
compared to the textile-free mortar.

3.4. Thermal Characterization

Figure 12 illustrates the variation in thermal conductivity and thermal resistance of
the reinforced mortars under climatic chamber conditions. As can be seen, the thermal
conductivity shows a clear downward trend with an increasing proportion of reinforce-
ment material. With 10% fibers incorporated, the thermal conductivity decreased by 15%
compared to the plain mortar. By increasing the amount of textile, the thermal conductivity
was further decreased until a value of about 0.87 W/m·K was reached, which is about
42% lower than the PM sample. Accordingly, the addition of textile fibers increased the
thermal resistance of the cement mortar to approximately 1.27 m·K/W. This improvement
in the thermal properties of mortars is attributed to the low thermal conductivity of the
textile fiber.

Figure 13 shows a comparison between the experimentally measured thermal conduc-
tivities of the reinforced mortars and those predicted using the models mentioned above.
Both the experimental data and theoretical data show a similar trend. An increase in the
proportion of the reinforcing material corresponds to a decrease in the thermal conductivity
of cementitious mortar. The results showed that the experimental outcomes fall within the
bounds of the series and parallel models and Hashin–Strikman model. The other analytical
models had similar results with minor variations. Since the reinforcing materials are as-
sumed to be spherical particles dispersed in the cementitious matrix, the Hata and Taya
model coincides with the Maxwell model. Although the experimental thermal conductivity
was close to the results of these two models, a slight discrepancy can be observed. This
difference is due to the fact that the model only considers the thermal conductivity of the
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constituent materials of the composite. The Rayleigh model exhibited the best agreement
with the experimental data, especially for the samples with high percentages of reinforcing
materials. These results demonstrate that the textile fibers were well-dispersed in the
matrix, resulting in homogeneous composites.
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Figure 10. Compressive strength of textile waste-reinforced mortars after 7 and 28 days of
water curing.
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Figure 11. Flexural strength of textile waste-reinforced mortars after 7 and 28 days of water curing.
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Figure 12. Thermal conductivity and thermal resistance of the textile waste-reinforced mortars.

Figure 14 shows a comparison of the numerical and experimental results of the thermal
conductivity of textile-reinforced mortars. Both results show the same tendency, with an
error interval marked by the orange area. For the samples with a higher textile content,
the margin of error between the predicted and experimental results increased slightly. The
experimental values of thermal conductivity are lower than those predicted. This can
be explained by the uncontrolled phenomena, which can occur during the preparation
and which are not taken into account by the model, such as the porosity and the contact
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resistance between components. In general, the results indicate the effectiveness of the
computational model.
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and series, (b) Hashin and stickman, (c) Maxwel, (d) Rayleigh, (e) Nielson and Lewis, and (f) Hatta
and Taya models compared to experimental results.

Thermal diffusivity quantifies the speed at which heat is transferred through materials
from a hot to a cold end. It is calculated by dividing the thermal conductivity of the
material by its density and specific heat capacity at a constant pressure. The mathematical
expression of thermal diffusivity is as follows:

α = K/ρCp (13)

where K is the thermal conductivity; Cp is the specific heat capacity; ρ is the density.
Moreover, ρCp is the volumetric heat capacity.

Figure 15 shows the numerically predicted thermal diffusivity and volumetric heat
capacity of the mortars reinforced with textile waste. The addition of fibers to the cementi-
tious mortar reduced both thermal diffusivity and volumetric heat capacity. With a low
content of textile fibers, the thermal diffusivity and the volumetric heat capacity of textilized
mortars marginally diminished until 1.13 mm2/s and 1.12 MJ/m3·K, respectively. As well,
by increasing the proportion of textile fibers to 40 %, the thermal diffusivity and volumetric
heat capacity were decreased to 0.97 mm2/s and 0.91 MJ/m3·K, respectively. The addition
of the textile fiber waste into the cementitious mortar reduced the thermal diffusivity and
the volumetric heat capacity in correlation with the drop in thermal conductivity. Com-
pared to the PM sample, a 40% decrease in thermal conductivity for the M40 sample caused
drops of 21% and 23% in thermal diffusivity and volumetric heat capacity, respectively.

4. Case Study: Numerical Investigation of a Hollow Brick Wall Coated with
Textile-Reinforced Mortar

As the textile-reinforced mortars showed better thermal potential than an ordinary
cementitious mortar with acceptable mechanical behavior, the application of these compos-
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ites as a coating mortar appears to be a relevant solution to reducing energy consumption
and carbon dioxide (CO2) emissions. Thus, a transient heat transfer analysis was conducted
using the COMSOL Multiphysics software to predict the effect of adding textile fibers on
the thermal performance of buildings.
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Figure 14. Numerical and experimental validation of the thermal conductivity of textile-
reinforced mortars.
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Figure 15. Numerically predicted thermal diffusivity and volumetric heat capacity of textile-
reinforced mortars.

4.1. Numerical Model and Validation

The developed numerical model is intended to investigate the thermal response
of a building wall after the application of thermal excitation on the outer surface. The
investigated wall consisted of hollow bricks measuring 15 × 20 × 30 cm and contained 12
cavities. The bricks were joined horizontally and vertically with ordinary mortar (PM) with

126



Buildings 2023, 13, 535

a thickness of 10 mm. Moreover, the wall was coated on both sides with a 20 mm-thick
layer of cement mortar in three different scenarios, as shown in Figure 16. The impact of
changing the type of coating mortar was analyzed numerically based on the temperature
change on the inner surface of each wall configuration after imposing a temperature of
40 ◦C on the outer surface. To solve this heat transfer problem, the heat conduction in
solids and heat convection in air cavities were considered, while the radiative heat transfer
through air cavities was excluded. Before starting the simulation, the model was meshed
using tetrahedral elements, resulting in a mesh with 492,357 elements. The validation of
the aforementioned model involved comparing its predictions with the analytical solution
of a transient heat transfer problem. The analytical solution was obtained by transforming
the partial differential equation into an ordinary differential equation (Equation (14)) using
the Gaussian error function [68].

T (x,t) = Tc − (Tc − Tin) (erf((x)/
√

((4kt))) (14)

where T is the temperature, Tc is the imposed heat temperature, Tin is the initial temperature,
x is the location of calculation, k is the thermal conductivity, and t is the time.
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Figure 16. Coated wall designed with COMSOL Multiphysics software (a) 3D model (b) boundary
conditions (c) wall configurations.

To evaluate the performance of the proposed model, the Root Mean Squared Error
(RMSE) was calculated as follows:

RMSE =

√√√√
n

∑
j=1

(mj− pj)2/n (15)

where mj and pj are, respectively, the average of the measured and predicted parameters,
and n is the number of variables.

In order to validate the numerical model mentioned above, the result of case study
1, where the wall was coated with ordinary mortar on both sides, was compared with
the analytical results. Figure 17 shows a comparison of the numerically predicted and
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the analytically calculated change in the internal surface temperature as a function of the
wall thickness. As can be seen, the numerical and analytical thermal behaviors illustrate a
similar tendency, with a root mean square error (RMSE) of 0.59. This consistency of results
demonstrates the effectiveness of the numerical model in studying heat transfer through
the brick wall.
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Figure 17. Numerical and analytical validation of a building wall temperature with textile-
reinforced mortars.

4.2. Computational Assessment of a Textile Reinforced Wall

Figure 18 summarizes the numerical results of the spatial variation in temperature after
50 min of thermal excitation for the different wall configurations. Figure 18d shows the
temperature change along the wall thickness for both the first and second cases. As the
graph shows, the temperature propagation in the wall of case 2, coated with textile-reinforced
mortar on the outside and plain mortar on the inside, was slower than in the wall coated with
ordinary mortar on both sides. Comparing case 1 and case 3, the temperature propagation
along the first parts of the walls shows the same tendency since the outer coating layers consist
of the same material. However, the integration of the textile into the inner layer of the wall of
case 3 slowed down the spread of temperature, as shown in Figure 18e. The application of a
textile-reinforced mortar as an inner coating material leads to a greater decrease in temperature
than insulation applied to the external mortar layer. Figure 18f illustrates the effect of coating
a wall with fiber-reinforced mortar on both sides. The use of textile mortar as a coating mortar
on both sides showed the best results for reducing the temperature spread.

Figures 19 and 20 present the variation in heat fluxes and inner surface temperatures
versus time after the thermal excitation on the outer surface. As expected, the temperature
profile of a wall depends on the thermal conductivity and, consequently, the thermal resistance
of its components. As shown in Figure 19, the integration of the textile into the coating mortar
reduced the temperature spread in the wall. In fact, the insulation of the outer surface caused
a slight decrease in temperature, while the integration of the textile in the inner surface of
the wall improved the thermal performance by almost 4% compared to case 1. However, the
optimal values were obtained by the fourth case, where the wall was coated on both sides with
textile-reinforced mortar. The temperature of the inner surface may decrease by approximately
1.5 ◦C using the textilized composite. The variation in heat flux, as shown in Figure 20b,
also corroborates the results presented for the variation in inner surface temperature. Lower
transmitted heat flux values were achieved when the reinforced mortar was incorporated into
the investigated wall.
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Figure 19. Comparison of the wall temperature fields with different locations of the textile-
reinforced mortar.
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Figure 20. Variation in (a) the inner surface temperatures and (b) the heat fluxes versus time.

5. Conclusions and Perspective

The incorporation of recycled materials into building components is not only pro-
moted for ecological reasons, but can also improve certain properties of building materials.
Therefore, the objective of this study was to develop thermally enhanced cement-based
materials by incorporating textile fiber waste as a replacement for sand in varying ratios.
The results showed that textile fiber-reinforced mortars can be promising coating mortars
due to their improved thermal properties and acceptable mechanical strength. In fact,
replacing 40% of the sand with textile fibers caused drops in thermal conductivity, thermal
diffusivity, and volumetric heat capacity by about 40%, 21%, and 23%, respectively, com-
pared to ordinary cement mortar. Furthermore, the integration of textile fibers improved
the flexural strength of cementitious mortar. Although the reinforcement of the mortar
with textile fibers decreased the compressive strength, it still met the requirement for use
as a coating mortar. Since the textile-reinforced mortar has a high potential to be used as
a coating mortar, a numerical study was performed to study its impact on the thermal
behavior of a hollow brick wall. The examined wall was coated with the reinforced mortar
in different arrangements. The results showed that coating a wall with a 20 mm layer of
textile-reinforced mortar on both sides improved the overall thermal performance.

This work sheds light on the influence of incorporating textile fiber waste as a ther-
mal reinforcement material into cementitious mortar on both its thermal and mechanical
properties and, thus, on its impact on a building element. The results highlighted the
significant potential of using textile fibers in the development of more energy-efficient and
environmentally-friendly building materials and practices as a means to minimize energy
consumption and alleviate the environmental effects of widespread waste materials. Fur-
ther research can be carried out to investigate the impact of textile fibers on the durability
and long-term characteristics of cement mortars. Moreover, it would be beneficial to assess
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the influence of incorporating these materials on the thermal efficiency of entire buildings,
beyond simply analyzing their effect on a single wall.
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Abstract: It has been suggested in the literature that by reducing the incoming voltage at a distribution
feeder head or at the supply side of buildings, significant electricity savings can be achieved. This
technique is called Conservation Voltage Reduction (CVR). Data-based analysis with and without
CVR is primarily used to support such assertions, which does not explain the physics behind
reduction in energy consumption with CVR. This paper presents a new approach for evaluating
the impact of CVR on cooling equipment. In this approach, a thermal-electric model of the cooling
process is developed in MATLAB’s SIMSCAPE toolbox that can be used to explain the physics behind
energy reduction with CVR. This model includes an accurate model of a compressor coupled to
an induction motor whose supply voltage can be varied to simulate CVR. Simulations performed
using this model show that the Coefficient of Performance (COP) of cooling equipment improves
with a reduction in supply voltage. However, the energy lost in the motor windings may nullify
the impact of the improvement in the COP and render the CVR programs ineffective if the range of
speed change is small over the allowable voltage change. The simulation results show an increase
in energy consumption of 4% at 90% rated voltage compared to the energy consumed at the rated
voltage. However, if variable frequency drives-based cooling equipment is appropriately controlled,
it is possible to reduce their net energy consumption using CVR. Simulations performed keeping the
ratio of the supply voltage and the frequency constant showed a reduction in energy consumption of
2.5% at 90% rated voltage compared to the energy consumed at the rated voltage. Thermal-electric
modeling of building cooling equipment is, therefore, vital to accurately evaluating the benefits of
CVR as smart, power electronics-based end-use equipment is globally adopted.

Keywords: building energy efficiency; conservation voltage reduction; voltage optimization; energy
conservation; demand response; climate change

1. Introduction

Energy conservation is one of the key strategies for combating climate change. There
are several examples across the world where a significant reduction in energy consump-
tion and greenhouse gas emissions has been achieved through energy conservation pro-
grams. In the United States (US), various energy efficiency programs have ensured around
23% less annual energy consumption [1]. In India, the number of LED bulbs being used
between 2014 and 2018 increased from 5 million to 670 million resulting in energy savings of
30 terawatt hours (TWh) [2]. Energy conservation will continue to play a critical role in
the future as the entire world strives to reduce greenhouse gas emissions and contain the
average temperature rise from the beginning of the industrial age to less than 1.5 degrees
by 2050 [3].

There are many tools and techniques to reduce power consumption. One such tool is
Conversation Voltage Reduction (CVR), which has been used in the past and can be used in
the future to reduce electricity consumption. As the name suggests, CVR involves reducing
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voltage at the feeder head of an electricity distribution network, or at the source-side
of a commercial or industrial building to reduce electricity consumed by loads. Several
researchers and utilities have used CVR to reduce power consumption [4–8].

In [9], an experiment was performed to evaluate the effects of CVR on electric home
appliances. It was observed that in the case of constant resistive load, the power consump-
tion decreased with a reduction in the supply voltage. However, in the case of constant
power loads, a reduction in the supply voltage at the same power level resulted in an
increased current demand leading to higher line losses. This highlights the importance of
knowing the load model(s) to evaluate the effectiveness of CVR. In [10], the authors per-
formed a comprehensive review of CVR implementation and discussed different methods
to quantify its effects and arrived at the conclusion that while the simulation method can
provide high precision, its accuracy depends on the load models used. However, no details
were provided in this paper that would allow thermal-electric modeling of the cooling
processes. In [11], an attempt was made to model cooling as a thermal-electric process for
large-scale distribution simulations by expressing heat flow through a cooling unit as a
function of voltage, ambient temperature, and Coefficient of Performance (COP). However,
the explanation for the modeled thermal-electric coupling was not provided (e.g., how
change in voltage affects mass flow rate and heat transfer). In [12], the authors carried
out an experiment in which they operated equipment that worked at two voltage levels,
208 V and 480 V, and calculated energy savings and peak load savings for a 5% reduction
in voltage. CVR and its implementation on the power systems of Washington EMC and the
facilities of the Georgia Transmission Corporation were discussed in [13]. To measure, test,
and verify the CVR system effects, and to obtain a reduction in peak demand and energy,
an electric utility implemented a conservation voltage reduction system on its various
distribution substations in [14].

The literature review on CVR reveals that while the benefits of using CVR on power
consumption have been reported, modeling-based explanations for energy reduction by
reducing voltage in cooling equipment are missing. Moreover, the results in the literature
are for conventional loads that are increasingly being replaced with power electronics-
based equipment such as inverter-air conditioners and refrigerators. The response of such
electrical cooling equipment to CVR will be significantly different from those observed in
conventional cooling equipment. To address these gaps, accurate thermal-electric models
of cooling processes are required, where both conventional and power electronics-based
cooling equipment can be simulated under CVR. This paper attempts to address these gaps
by developing a MATLAB/SIMSCAPE-based thermal-electric model of the cooling process
using a refrigerator as an example. Several experiments were performed using this model
to identify the key reasons for reduction in energy consumption under CVR and the impact
of CVR on conventional and power electronics-based cooling equipment performance. In
the process, a foundation has been laid for a thorough CVR impact analysis in the future as
appliance characteristics change.

The remainder of the paper is organized as follows. Section 2 presents the research
methodology, where thermal-electric modeling of the refrigeration/air-conditioning pro-
cess, compressor modeling, and three-phase induction motor modeling are discussed.
Simulation results and major observations regarding the impact of CVR on cooling equip-
ment performance are presented in Section 3. Experimental validation of simulation results
is presented in Section 4 while Section 5 concludes this paper and identifies topics for
future research.

2. Methodology
2.1. Thermal Model of Cooling Process

A thermal model of cooling process is shown in Figure 1, which is obtained from an in-
built example in MATLAB-SIMSCAPE titled “ssc_refrigeration” [15]. This model explains
the two-phase fluid refrigeration in which the refrigerant undergoes a phase change from
liquid to vapor and back to liquid. The refrigerant fluid is compressed by the compressor,
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which increases its pressure and temperature. The high-pressure, high-temperature fluid
then flows into the condenser, where it releases heat to the surrounding environment and
condenses into a liquid. The liquid refrigerant then passes through the expansion valve,
which reduces its pressure and causes it to undergo a phase change from liquid to gas
(vapor). This cold, low-pressure vapor then flows into the evaporator, where it absorbs
heat from the desired area and undergoes a phase change to become liquid again [16,17].
The mass and energy balance equations for the colling process are given below.

Buildings 2023, 13, x FOR PEER REVIEW 4 of 15 
 

compressor inlet and outlet. Moreover, the load torque that the compressor would en-

counter while compressing the vapor is not modeled. This compressor cannot be used to 

study the impact of CVR because changing the mass flow rate and speed changes the suc-

tion and discharge temperatures, pressures, and other thermodynamic parameters. To fix 

these gaps, a compressor model is developed as discussed next. 

 

Figure 1. Block diagram of MATLAB simulation representation of two-phase fluid refrigeration sys-

tem [15]. 

2.2. Compressor Modeling 

A review of the literature showed that several authors have developed steady state 

thermodynamic models of reciprocating and centrifugal compressors. In this paper, we 

model the reciprocating compressor as it is widely used in refrigerators. In [18], authors 

suggested that in the modeling of the compressor, the effect of the compressor speed is 

large, and the effect of the refrigerant charge is much less on the COP of system. In [19], a 

compressor model was developed for a positive displacement compressor assuming that 

displacement, operational speed, volumetric efficiency, and isentropic efficiency are 

known. Modeling of the compressor motor was performed in [20] to investigate the air 

conditioner compressor stall. In [21], the temperature control model for coating plant air 

conditioner was explored, where the authors used a mass flow meter to measure the mass 

flow rate in the compressor, although in [22] they developed a method to instantaneously 

measure the mass flow rate inside the compressor using the p-v diagram. 

Reference [19] was used as the reference to model the reciprocating compressor, 

where the refrigerant mass flow rate was a function of the piston displacement and the 

specific volume of the vapor entering the compressor (the evaporator temperature). The 

input work of the compressor was calculated using (9), while the refrigerant mass flow 

rate was calculated using (10). 

𝒲 = 𝑚𝑟 · (
𝒦

𝒦 − 1
) · 𝒫3 · 𝓋ℊ3 · (

𝒫4

𝒫3

)

(𝒦−1 𝒦⁄ )

 (9) 

𝑚𝑟 =  𝒩 ·
𝜋

4
· 𝑑2 · ℒ · 𝛾𝑣 ·

1

𝑣𝑔3

 (10) 

where 

𝑚𝑟 refrigerant mass flow rate (kg/s) 

𝒦 𝐶𝑝/𝐶𝑣 = isentropic exponent 

𝒫3 compressor inlet pressure (kPa) 

𝒫4 compressors exit pressure (kPa) 

Figure 1. Block diagram of MATLAB simulation representation of two-phase fluid refrigeration
system [15].

For the compressor
mcomp in = mcomp out (1)

h1 + Wcomp = h2 (2)

For the condenser
mcond in = mcond out (3)

h2 = h3 + Qcond (4)

For the expansion valve
mexp in = mexp out (5)

h3 = h4 (6)

For the evaporator
mevp in = mevp out (7)

h4 = h1 + Qevp (8)

where
mcomp in, mcomp out are the mass flow rates of refrigerant entering and leaving the

compressor, respectively.
mcond in, mcond out are the mass flow rates of refrigerant entering and leaving the

condenser, respectively.
mexp in, mexp out are the mass flow rates of refrigerant entering and leaving the expan-

sion valve, respectively.
mevp in, mevp out are the mass flow rates of refrigerant entering and leaving the evapo-

rator, respectively.
h1, h2, h3, h4 are the enthalpies at the compressor inlet, compressor outlet, condenser

outlet, and expansion valve outlet, respectively.
Qcond is the heat rejected by the refrigerant during the condensation process.
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Qevp is the heat absorbed by the refrigerant during the evaporation process.
The refrigerant used in this model is R-134a. The entire refrigeration cycle is modeled

along with a controller that turns the compressor ON or OFF as it tries to maintain the
temperature within the desired range.

In this model, an ideal compressor is used. This means that the compressor maintains
the same mass flow rate through it irrespective of the pressure difference between the com-
pressor inlet and outlet. Moreover, the load torque that the compressor would encounter
while compressing the vapor is not modeled. This compressor cannot be used to study
the impact of CVR because changing the mass flow rate and speed changes the suction
and discharge temperatures, pressures, and other thermodynamic parameters. To fix these
gaps, a compressor model is developed as discussed next.

2.2. Compressor Modeling

A review of the literature showed that several authors have developed steady state
thermodynamic models of reciprocating and centrifugal compressors. In this paper, we
model the reciprocating compressor as it is widely used in refrigerators. In [18], authors
suggested that in the modeling of the compressor, the effect of the compressor speed is
large, and the effect of the refrigerant charge is much less on the COP of system. In [19], a
compressor model was developed for a positive displacement compressor assuming that
displacement, operational speed, volumetric efficiency, and isentropic efficiency are known.
Modeling of the compressor motor was performed in [20] to investigate the air conditioner
compressor stall. In [21], the temperature control model for coating plant air conditioner
was explored, where the authors used a mass flow meter to measure the mass flow rate in
the compressor, although in [22] they developed a method to instantaneously measure the
mass flow rate inside the compressor using the p-v diagram.

Reference [19] was used as the reference to model the reciprocating compressor, where
the refrigerant mass flow rate was a function of the piston displacement and the specific
volume of the vapor entering the compressor (the evaporator temperature). The input
work of the compressor was calculated using (9), while the refrigerant mass flow rate was
calculated using (10).

W = mr·
( K
K− 1

)
·P3·
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where
mr refrigerant mass flow rate (kg/s)
K Cp/Cv = isentropic exponent
P3 compressor inlet pressure (kPa )
P4 compressors exit pressure (kPa )
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1

𝑣𝑔3
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where 

𝑚𝑟 refrigerant mass flow rate (kg/s) 

𝒦 𝐶𝑝/𝐶𝑣 = isentropic exponent 

𝒫3 compressor inlet pressure (kPa) 

𝒫4 compressors exit pressure (kPa) 
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where 

𝑚𝑟 refrigerant mass flow rate (kg/s) 

𝒦 𝐶𝑝/𝐶𝑣 = isentropic exponent 
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3 refrigerant specific volume at compressor inlet
(
m3/kg

)

d pipe diameter
L length of stroke
γv volumetric efficiency
N speed (Hz)

As shown in (10), to obtain the mass flow rate specific volume at the compressor
inlet is necessary, and it can be extracted from the compressor block of Figure 1. This
specific volume value is sent to the product block through a state space block to avoid an
algebraic loop.

The input of compressor is the mass flow rate, which depends on the pipe diameter,
stroke length, volumetric efficiency, speed, and the specific volume of refrigerant at the
compressor inlet. Accordingly, the two main variables are the specific volume of the
refrigerant at the compressor inlet and the speed (represented by a constant block). These
variables are passed through a product block, which is connected to a gain block to add the
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effects of the pipe diameter, stroke length, and volumetric efficiency. The modified thermal
model of the cooling process with the reciprocating compressor is shown in Figure 2.
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2.3. Induction Motor (IM) Modeling

To develop the thermal-electric model of the cooling process, a model of an induction
motor (IM) is needed. The in-built IM models of SIMSCAPE were considered for modeling
the electrical characteristics of the three-phase induction motor. However, the models
were too detailed for the CVR study because only the steady state behavior of motor was
required, which is reached very quickly (in few seconds or less). Therefore, it was decided
to use Equation (11) for modeling the torque vs. speed characteristics of the three-phase
IM [23]. This equation neglects the magnetizing reactance because it is very large and has a
negligible impact on the on-load performance of the IM. Solving (11) gives (13), which is
the expression of k. Equation (13) can be used with (12) to obtain the slip and hence the
rotor speed. The IM model defined by (11)–(13) is shown in Figure 3.

τ =

[
n·v2·k

(R1 + k)2 + (X1 + X2)
2

](
1

ωs

)
(11)

k =
R2

s
(12)

k =
A1 − B1 + C

1
2
1

2(Tmech·ws)
(13)

where,
τ, τmech electrical torque, mechanical torque

ωs synchronous angular speed of the rotor
ωr actual rotor speed
V voltage

R1 and R2 stator and rotor resistance, respectively
X1 and X2 stator and rotor reactance, respectively

n phases
s slip

A1 n·v2

B1 2·Tmech·R1·ωs
C1 c1 − c2 − c3 − c4 − c5
c1 n2·v4

c2 4·R1·τn·v2·ωs+
c3 4·τ2·ω2

s ·X2
1

c4 8·τ2·ω2
s ·X1·X2

c5 4·τ2·ω2
s ·X2

2
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2.4. Thermal-Electric Model of Cooling Process

To develop the thermal-electric model of the cooling process, the compressor model of
“ssc_refrigeration” was replaced by the compressor model of Figure 2 and the IM model of
Figure 3. Adding the IM model resulted in algebraic loops being formed because the speed
was being used to convert the compressor power into torque that was being input to the
motor, while the torque was being used to obtain the rotor speed that was changing the
refrigerant mass flow rate. To break this algebraic loop, a unit delay (1 s) was added. The
detailed thermal-electric model of the cooling process is shown in Figure 4.
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3. Results and Discussion

Several simulations were performed using the models developed in the previous
section. The data used for performing these simulations were primarily obtained from
the “ssc_refrigeration” model discussed earlier, and they are given in Table 1. Additional
data required for modeling the reciprocating compressor and three-phase IM are given in
Table 2.

Table 1. Parameters of ssc_refrigeration model.

Parameters Value Parameters Value

Commanded mass flow 0.04 kg/s Environment temperature 293 K

Condenser length 30 m Target temperature 277 K

Evaporator length 30 m Minimum throat temperature 270 K

Pipe diameter 0.01 m Maximum throat temperature 250 K

Pipe thickness 0.0005 m Minimum throat area 0.1 mm2

Copper conductivity 400 W/m/K Maximum throat area 1.5 mm2

Foam conductivity 0.03 W/m/K Fin area 1 m2

Copper density 8940 kg/m3 Refrigerant initial pressure 0.6 MPa

Copper specific heat 390 J/kg/K Foam thickness 0.03 m

Compartment interior surface area 4.5 m2 Compartment exterior surface area 6 m2

Table 2. Parameters of developed models.

Parameters Values

Pipe diameter, d * 0.025 m

Stroke length L * 0.0154 m

No. of poles 4

Rated speed 1500 rpm

Stator resistance, R1 0.294 Ω

Rotor resistance, R2 0.144 Ω

Stator reactance, X1 0.503 Ω

Rotor reactance, X2 13.25 Ω
* Parameters based on [24,25].

Two scenarios were simulated using the thermal-electric model of Figure 4. The first
scenario simulated conventional cooling equipment, where the compressor motor was
driven directly from the utility power supply. In the second scenario, power electronics-
based cooling equipment was considered, where the motor was assumed to be driven
by a variable frequency drive (VFD) that is controlled using the widely used V/f control
technique. Because the VFD decouples the motor power supply from the utility power
supply, it is assumed that the controller can change the motor supply frequency according
to the utility side voltage to maintain a constant V/f ratio. This is a reasonable assumption
because making such changes to the VFD controllers is easy and only requires changes in
the VFD firmware. Two sensitivities were also performed to evaluate the changes in the
impact of CVR under different ambient and refrigerator target compartment temperatures.

For both simulation scenarios, the supply voltage varied between 90% to 110% of the
rated voltage (220 V). All simulations were run for a duration of one day (86,400 s), and the
data were recorded at a sampling rate of 1 Hz.
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3.1. Base Results for Scenario 1 (Conventional Cooling Equipment)

The effect of voltage on the COP of the compressor and energy savings is shown
in Figure 5. The results show that the COP increases on reducing the voltage. This is
because the compressor speed reduces on reducing the supply voltage, due to which the
input energy of the compressor decreases resulting in a higher COP. This effect, however,
is negligible (maximum variation of 0.09%) because the change in speed over the entire
voltage range is very small (24.8 Hz to 24.75 Hz or 0.9%).
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this paper as actual voltage divided by 220 V).

Contrary to the increase in the COP, the total energy consumption (total energy drawn
from the supply, which is the sum of the compressor work and motor ohmic losses) of
the cooling process increases as voltage is reduced compared to the rated voltage. This
is shown in Figure 5 as the negative energy savings (total energy at the rated voltage
minus total energy at a specified voltage) is expressed as a percentage of the total energy
consumption at the rated voltage. This occurred because of the increase in motor ohmic
losses (increased by 25% compared to losses at the rated voltage) when the voltage was
reduced from rated to 90%. This observation aligns with the approximately constant power
behavior of induction motors observed in practice, where reducing the voltage increases
the current drawn at the same load, resulting in higher losses and reduced motor efficiency.

3.2. Base Results for Scenario 2 (Power Electronics-Based Cooling Equipment)

The effect of voltage on the COP of the compressor and energy savings is shown in
Figure 6. In this simulation, the V/f ratio is kept constant, and the COP is observed by
changing the voltage. The results show that the COP increases on reducing the voltage.
This increase in the COP (about 4%) is around 40 times higher than the increase in the COP
observed earlier for conventional cooling equipment (only 0.09%) when the voltage was
reduced from 100% to 90%. This is because a decrease in the frequency to keep the V/f ratio
constant results in a significantly higher reduction in motor speed (22.3 Hz) at reduced
voltages compared to scenario 1, where the speed decreased to 24.75 Hz for the same change
in utility voltage from the rated voltage to 90% of the rated voltage. In other words, the
reduction in speed was 10% with respect to 25 Hz synchronous speed in scenario 2 (power
electronics-based cooling equipment) while it was only 0.1% in scenario 1 (conventional
cooling equipment). As a result, the compressor work reduces significantly more under the
V/f control compared to conventional cooling equipment for the same voltage reduction.
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Unlike the conventional case, energy savings are positive at voltages lower than the
rated voltage. This is because the compressor work decreases by as much as 3% compared
to without the V/f control, where the maximum reduction was 0.045%. At the same
time, the increase in motor ohmic losses was significantly lower (maximum increase of 4%
compared to losses at the rated voltage) than those observed in scenario 1 with conventional
cooling equipment (maximum increase of 25% compared to losses at the rated voltage).

3.3. Sensitivity Results

Because of the very small impact of CVR on conventional cooling equipment, sensitiv-
ity results are provided only for scenario 2 with power electronics-based cooling equipment
and V/f control.

3.3.1. Effect of Ambient Temperature on COP and Total Energy

The COP of the developed model is calculated by changing the ambient temperature
from 25 ◦C to 40 ◦C in steps of 5 ◦C and varying the voltage between 90% and 110%. The
COP of the power electronics-based cooling equipment at different ambient temperatures
with variations of voltage is given in Table 3. The table shows that, irrespective of the
ambient temperature, the COP increases as the utility voltage is reduced. However, the
COP of the power electronics-based refrigerator was very sensitive to changes in ambient
temperature because the COP at 90% rated voltage decreased from 5.94 to 3.86 as the
ambient temperature increased from 25 ◦C to 40 ◦C. The reduction in the COP at higher
ambient temperatures can be explained by the higher heat ingress in the refrigerator
compartment, thereby requiring the compressor to perform more work.

Table 3. COP at different ambient temperature with variation of voltage.

Voltage (pu)
COP

Ambient Temperature = 25 ◦C Ambient Temperature = 30 ◦C Ambient Temperature = 35 ◦C Ambient Temperature = 40 ◦C

0.9 5.94 5.08 4.41 3.86

0.92 5.90 5.05 4.38 3.84

0.94 5.87 5.02 4.36 3.82

0.96 5.83 4.99 4.34 3.80

0.98 5.80 4.97 4.32 3.79

1 5.76 4.94 4.29 3.77

1.02 5.73 4.92 4.27 3.75

1.04 5.69 4.89 4.25 3.73

1.06 5.66 4.86 4.23 3.71

1.08 5.63 4.83 4.21 3.70
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Total energy consumption at different ambient temperatures is given in Table 4. The
table shows that, irrespective of the ambient temperature, the total energy consumption
decreases as the utility voltage is reduced. However, like the COP, the total energy con-
sumption of the power electronics-based refrigerator was very sensitive to changes in
ambient temperature because the total energy consumption at 90% rated voltage increased
from 432.64 Wh to 1196.67 Wh as the ambient temperature increased from 25 ◦C to 40 ◦C.

Table 4. Total energy consumption at different ambient temperature with variation of voltage.

Voltage (pu)
Total Energy Consumption (Wh)

Ambient Temperature = 25 ◦C Ambient Temperature = 30 ◦C Ambient Temperature = 35 ◦C Ambient Temperature = 40 ◦C

0.9 432.64 638.82 891.43 1196.67

0.92 434.67 640.37 888.83 1198.49

0.94 436.72 642.29 894.12 1199.71

0.96 437.23 642.54 892.46 1200.33

0.98 439.99 642.44 893.56 1200.35

1 440.69 643.16 897.73 1199.96

1.02 442.46 646.78 900.43 1205.78

1.04 444.99 650.77 900.97 1206.95

1.06 444.49 650.19 902.17 1206.16

1.08 449.87 652.21 903.99 1212.43

3.3.2. Effect of Compartment Temperature on COP and Total Energy

In this sensitivity, the compartment temperature varied from 4 ◦C to −8 ◦C in steps
of 4 ◦C. The utility voltage again varied from 110% to 90% of the rated voltage. The COP
values obtained from this sensitivity are shown in Table 5. While the trend of increasing
COP at reduced voltages was observed at all compartment temperatures, the difference
between the COPs at the simulated voltages reduced as the compartment temperature
was reduced. In other words, the effect of CVR in improving the COP reduced as the
compartment temperature was reduced.

Table 5. COP at different compartment temperature with variation of voltage.

Voltage (pu)
COP

Compartment Temperature = 4 ◦C Compartment Temperature = 0 ◦C Compartment Temperature = −4 ◦C Compartment Temperature = −8 ◦C

0.9 7.06 6.95 6.41 4.88

0.92 7.01 6.91 6.38 4.87

0.94 6.96 6.86 6.34 4.85

0.96 6.91 6.82 6.31 4.84

0.98 6.87 6.77 6.28 4.82

1 6.82 6.73 6.24 4.81

1.02 6.77 6.68 6.21 4.79

1.04 6.73 6.64 6.19 4.77

1.06 6.68 6.60 6.15 4.76

1.08 6.64 6.56 6.11 4.74

Similarly, the total energy consumption increased substantially as the compartment
temperature was reduced but the reduction in total energy consumption at reduced voltages
became much less as the compartment temperature decreased from 4 ◦C to −8 ◦C. For
example, as shown in Table 6, the reduction in total energy consumption was 2.2% (at
90% rated voltage compared to the rated voltage) at the compartment temperature of 4 ◦C,
but this decreased to −0.6% (or the total energy increased slightly at 90% rated voltage
compared to the rated voltage) when the compartment temperature was reduced to −8 ◦C.
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Table 6. Total energy consumption at different compartment temperature with variation of voltage.

Voltage (pu)
Total Energy Consumption (Wh)

Compartment Temperature = 4 ◦C Compartment Temperature = 0 ◦C Compartment Temperature = −4 ◦C Compartment Temperature = −8 ◦C

0.9 274.26 343.15 444.79 693.32

0.92 275.15 344.85 446.01 693.82

0.94 275.25 345.56 446.87 692.16

0.96 275.47 348.35 447.26 690.89

0.98 280.08 347.94 447.15 691.09

1 280.47 352.32 448.98 688.93

1.02 280.91 352.13 451.24 688.91

1.04 281.45 353.01 453.78 688.16

1.06 284.20 356.75 453.42 689.84

1.08 287.12 356.90 454.43 690.37

4. Experimental Validation

Hardware validation of the simulation results was performed at the Renewable Grid
Integration Laboratory of the Department of Hydro and Renewable Energy at IIT Roorkee.
The experimental setup is shown in Figure 7, and it is comprised of the following equipment:

• Programmable AC power supply: This was a 6 kVA, Kikusui make power supply
(PCR6000WEA2), which acts like a grid except that it does not allow reverse power
flow from equipment to the supply. Individual phase voltage magnitudes and phase
angles and three-phase supply frequency can be precisely controlled. This feature was
used to simulate the CVR and maintain the constant voltage to the frequency ratio.
Moreover, the supply also displays power and current measurements, which were
used to observe the power consumed by the air conditioner during experiments.

• Single-phase, conventional air conditioner: This was a Voltas window type air con-
ditioner (Voltas 123 LZF) of 1000 W power rating, which acts as cooling equipment.
The refrigerant used in this air conditioner is R32.

• Temperature sensor: Testo 417 vane anemometer was used to measure the fan speed
and ambient temperature.
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Experiments were performed for two scenarios, one for conventional cooling equip-
ment and the other for power electronics-based equipment. The experimental setup is
shown in Figure 7.

Two sets of the CVR experiments were performed. In one, only the supply voltage
was reduced to 95% and 90% of the rated voltage of the air conditioner (230 V). In the
second, the voltage to the frequency ratio was held constant as the voltage was reduced to
95% and 90% of the rated voltage. The wind speed of the fan and the room temperature
were measured with the testo 417 vane anemometer. Each voltage level was maintained for
5 min and the steady value of power as displayed by the power supply was recorded.

In the simulation, only the compressor was modelled, whereas in the air conditioner
a fan was also present. Therefore, to align the experiments with simulations, the power
required by the air conditioner’s fan was subtracted from the total power displayed on the
power supply to obtain the estimate for the compressor’s power consumption.

The average powers consumed by the compressor for the two sets of experiments
are shown in Tables 7 and 8, respectively. For the first set of experiments, where only the
supply voltage was reduced, the power required by the compressor increased by 1.1%
on reducing the voltage by 10%, whereas for the second set of experiments, where both
voltage and frequency were reduced to keep their ratio constant, the power required by the
compressor decreased by 5.07% on reducing the voltage by 10%.

Table 7. Power saving with variation of voltage when only voltage was reduced.

Voltage (pu)
Power (W)

AC Only AC Fan Compressor Power Saving

0.9 920 91.5 828.5 −1.1%

0.95 924 99.6 828.4 −0.66%

1 927 108 819 0%

Table 8. Power saving with variation of voltage when both voltage and frequency were reduced to
keep their ratio constant.

Voltage (pu)
Power (W)

AC Only AC Fan Compressor Power Saving

0.9 860 82.5 777.5 5.07%

0.95 892 94.7 797.3 2.65%

1 927 108 819 0%

These results validate the trends observed in the simulations. The percentage in-
crease or decrease in energy consumption was different because of the differences in the
characteristics of the cooling equipment (single-phase motor, R34 refrigerant, and dif-
ferent and unknown thermal characteristics of the air conditioner) and the inability to
control the ambient conditions because of the unavailability of a climate chamber with the
research team.

5. Conclusions and Next Steps

Conservation Voltage Reduction (CVR) has been used by industries to save electricity
by reducing incoming voltage. Many electricity distribution companies in the United
States have also deployed CVR to reduce both peak power demand and the total energy
use. Despite the long and successful experience with CVR programs, a physics-based
modelling framework that could explain the key factors for energy savings by CVR and
enable evaluation of CVR impacts in the future with changing end-use equipment, building
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technology, and deployment of distributed generation that can increase local voltages
was missing.

This research attempted to address this gap by developing a thermal-electric model
of cooling processes in MATLAB/SIMSCAPE and using it to demonstrate the efficacy of
CVR programs under various conditions. Through these simulations, it was shown that it
is difficult to generalize the effectiveness of CVR programs and attribute some fixed energy
savings to CVR programs without performing detailed thermal-electric modeling of the
facility and its equipment. It was found that for conventional, single speed compressors,
contrary to the expectation, energy consumption (motor ohmic losses plus compressor
work) increased by up to 4% as the voltage was reduced to 90% of the rated value. The
trend of increased total energy consumption with reduced voltages (lower than the rated
voltage) was also observed during compartment and ambient air temperature sensitivities.

The research performed has presented an intriguing opportunity of applying CVR on
power electronics-based cooling equipment, which is rapidly increasing in our society. By
appropriately modifying their control algorithms, the voltage–speed relationship can be
changed to provide more impact of CVR (energy savings around 2.5%) than is possible in
conventional cooling appliances (negative energy savings of 4%) that have limited speed
range under normal operations.

These observations were also confirmed during hardware experiments, where only
reducing the voltage while keeping the supply frequency fixed at 50 Hz resulted in an
increase in energy (increase of 1.1% at 90% rated voltage and increase of 0.66% at 95% rated
voltage when compared to the energy consumed at the rated voltage). However, when the
ratio of the voltage and frequency was fixed, the energy consumption decreased by 5% and
2.6% at 90% and 95% rated voltages, respectively, when compared to the energy consumed
at the rated voltage.

In the future, the authors intend to expand the thermal-electric model by including
more detailed thermal models of buildings and electrical models of other appliances
and equipment to observe the effect of CVR and quantify its effectiveness as an energy
conservation strategy. Moreover, the authors intend to perform hardware validation of
the impact of CVR using a climate-controlled chamber (not presently available with the
research team), where the ambient temperature and humidity can be precisely controlled.
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Abstract: The building sector accounts for a significant proportion of global energy usage and carbon
dioxide emissions. It is important to explore technological advances to curtail building energy usage
to support the transition to a sustainable energy future. This study provides an overview of emerging
and sustainable technologies and strategies that can assist in achieving building decarbonization. The
main technologies reviewed include uncertainty-based design, renewable integration in buildings,
thermal energy storage, heat pump technologies, thermal energy sharing, building retrofits, demand
flexibility, data-driven modeling, improved control, and grid-buildings integrated control. The review
results indicated that these emerging and sustainable technologies showed great potential in reducing
building operating costs and carbon footprint. The synergy among these technologies is an important
area that should be explored. An appropriate combination of these technologies can help achieve
grid-responsive net-zero energy buildings, which is anticipated to be one of the best options to
simultaneously reduce building emissions, energy consumption, and operating costs, as well as
support dynamic supply conditions of the renewable energy-powered grids. However, to unlock the
full potential of these technologies, collaborative efforts between different stakeholders are needed to
facilitate their integration and deployment on a larger and wider scale.

Keywords: energy savings; building decarbonization; data-driven; energy sharing; optimal control;
grid-buildings integrated control

1. Introduction

The undeniable evidence of climate change, coupled with the worldwide dedication
to environmental decarbonization, has given rise to an imperative need for sustainable
transformation of the power sector. Globally, different policies have been developed to
tackle the challenge of climate change through the development of greenhouse gas emission
reduction targets, deployment of renewable energy systems, the use of energy efficiency
measures, and implementation of international agreements such as the Paris Agreement
and carbon pricing. Energy efficiency is a central element of such policies because it can
significantly reduce greenhouse gas emissions, increase energy security, and promote
economic growth. Buildings are among the major players in the energy transition, as they
consume around one-third of global energy usage and are responsible for 39% of global
carbon emissions [1]. The emissions from buildings are projected to increase in the coming
years with the increase in the world population and urbanization, as well as improved
energy equality. A number of global commitments and programs are in place to enhance
building energy efficiency and sustainability throughout their life cycle [2–5]. One of the
leading concepts to achieve energy and carbon reductions in buildings is low-energy or
net/nearly-zero energy buildings (NZEBs).

The concept of NZEBs has shown high potential to increase the sustainability of
the building sector [6,7]. NZEBs are structures that strive to achieve a balance between
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their power import and export over the course of a defined period (usually one year) by
utilizing innovative design, energy-efficient technologies, and renewable energy resources
to significantly reduce their carbon footprint while maintaining a comfortable indoor
environment [8]. A key benefit of such buildings is to support the integration of distributed
renewable energy resources and minimize power import during peak demand hours.

Characterized by the advantage of reducing the dependence on traditional energy
sources, more attention has been paid to NZEBs [6,7]. Wei and Skye [6] categorized different
methods and technologies used to achieve NZEBs. It was reported that there are three
features, as shown in Figure 1, that can define an NZEB, including the connection of a
building with energy infrastructure, a lower-demand building with implemented energy
conservation measures, and a building with onsite renewable energy generation sources.
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To achieve NZEBs, a range of energy-efficient solutions and technologies are often
needed, which should offer increased energy efficiency and improved demand flexibility.
To further support achieving the global decarbonization goals within the built environment,
this study aims to explore advances in several emerging and sustainable technologies
(Figure 2) for building energy savings and carbon emissions mitigation to enhance building
sustainability. The key elements of each strategy and technology are also highlighted, along
with the benefits reported in the available literature. It is worthwhile to note that the selec-
tion of these emerging and sustainable technologies was based on several key factors and
considerations, such as technology maturity, market availability, interoperability, scalability,
applicability, long-term viability, and most importantly, carbon reduction and energy reduc-
tion potential. Moreover, a systematic approach was adopted to review these technologies
by first summarizing the importance of near-optimal sizing of building energy systems
using uncertainty-based design. Emerging and sustainable technologies and strategies,
along with control schemes, were then discussed, and lastly, grid-buildings integrated con-
trol was summarized for decarbonization of the building sector while supporting dynamic
supply conditions of renewable-integrated grids.
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2. Uncertainty-Based Design of Building Energy Systems

Appropriate design of building energy systems is critical to achieving an energy-
efficient built environment. The fundamental objective for building decarbonization is
to achieve a reduction in energy consumption through energy efficiency measures while
meeting energy demand by using renewable energy resources and storage technologies.
Therefore, appropriate design of energy systems plays an important role, but current litera-
ture shows that most energy systems in buildings were designed based on deterministic
conditions [9,10], which may lead to an oversized capacity, and thus, unnecessarily extra
initial investment [11].

In traditional design methods, two simplified design approaches, known as the worst
scenario and safety factor, are often used [12]. In the worst scenario method, the maximum
demand under the worst scenario is used to determine the equipment capacity, which often
leads to over-evaluated demand and consequently, the oversized capacity. In the safety
factor method, a safety factor is added to the calculated demand at the design condition
to determine the equipment capacity, and the reliability of the selected capacity highly
depends on the experience of the designers. Despite long practice in engineering applica-
tions, these traditional design approaches always lead to oversized systems, which increase
initial cost, and, most importantly, energy waste due to low operating efficiency [13].

With the wide deployment of distributed renewable energy generation, the energy
systems in buildings are characterized by uncertainties. Discrepancies are always found
between the expected performance and field observation due to uncertainties from differ-
ent factors such as weather conditions and occupancy behaviors [14–16]. These uncertain
parameters could be categorized into three different groups [17,18], including outdoor
conditions, building construction characterization, and indoor conditions, as shown in
Figure 3. These uncertainties directly affect the estimation of both energy demand and
generation [19]. Due to the lack of systematic consideration of the impact of uncertain-
ties, inappropriate system configuration could occur in engineering applications [11]. To
mitigate this issue, uncertainties should be carefully considered in designing and sizing
building energy systems, in particular for NZEBs. Generally, the uncertainty-based de-
sign of building energy systems consists of three steps: (1) uncertainty characterization;
(2) performance assessment under uncertainties, and (3) multi-objective decision-making.
The uncertainty characterization includes the identification of uncertain parameters and the
qualification of identified uncertainties. Subsequently, simulations are needed to evaluate
the performance of the developed system models under uncertain conditions, enabling the
generation of a Pareto solution set based on multiple objectives, such as life cycle costs,
energy efficiency, environmental influence, and thermal comfort. The final step involves a
comprehensive evaluation and comparison of different design alternatives. The optimal
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design solution should be determined according to the predefined objectives and alignment
of the goals and requirements of stakeholders.
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Numerous studies have been reported to optimize the energy systems in buildings
by considering uncertainties. Huang et al. [18], for instance, analyzed the life cycle perfor-
mance of a NZEB under uncertainties. It was concluded that the traditional method cannot
achieve the target of nearly zero energy, and 12.61% of life cycle costs can be reduced by
using their proposed method. A discrete Markov chain model was proposed in [20] to
characterize the uncertainties of electric vehicles (EVs) when determining the capacities
and positions of the PV system in a residential building cluster. The results demonstrated
that energy sharing greatly improved renewable energy self-consumption, achieving 77%
self-consumption and over 20% self-sufficiency. Fan et al. [21] introduced a two-layer
collaborative approach using the Monte Carlo simulation for the design and operation
optimization of a renewable energy system with hybrid energy storage. The energy system
designed for a nearly zero energy community exhibited improved economic and environ-
mental performance, resulting in a reduction of 39.5% and 25.6% in the annual carbon
emissions and total annual costs, including investment, maintenance, operation, carbon
tax, and renewable energy revenue, respectively. Combining Monte Carlo simulation with
the K-means clustering method, Guo et al. [22] proposed a load forecasting method to
facilitate the design of a distributed energy system for a nearly zero energy community. It
was shown that this method can accurately predict the actual energy demand of end-users.
In addition, the designed energy system showed good grid independence with a 36.7%
energy import rate only. Zhang et al. [23] developed an uncertainty-based method to size
renewable energy systems by taking energy balance, grid stress, and initial investment into
consideration. This method demonstrated a 44% improvement in the overall performance
of a NZEB when compared to the use of the traditional worst scenario method.

EVs have been identified as a profitable solution to increase building demand flexibil-
ity [24]. Despite the increasing share of EVs, their energy demand was only considered in a
few studies at the design stage of building energy systems [22,25–27]. EVs are inherently
characterized by strong uncertainties [28]. To improve energy flexibility and further inves-
tigate potential benefits, more efforts should be made to analyze the effect of EVs on the
optimal configuration and sizing of energy systems in buildings. Furthermore, EVs can
also be used to support demand management, which can further improve the bidirectional
exchange of energy between buildings and the grid [29].

Uncertainty-based design methods can enhance system robustness, reduce unnec-
essary initial investment, and improve the overall performance of the designed energy
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systems. Therefore, uncertainties should be considered during the design phase of building
energy systems.

3. Sustainable Energy Technologies
3.1. Renewable Energy Integration in Buildings

Renewable energy is a key solution for climate change and building decarbonization.
In the roadmap developed by the International Renewable Energy Agency (IRENA), it
was suggested that renewables can make up to 60% or more of many countries’ total
final energy consumption in 2050 [30]. As shown in Figure 4, different renewable energy
technologies can be integrated with buildings to meet electricity and heating and cooling
demands. Among different technologies, solar energy holds paramount importance due to
its abundance and versatility. Its widespread application has been facilitated by favorable
policies, significantly reducing the implementation costs of photovoltaic (PV) panels from
4.6 cents/kWh in 2021 to 2 cents/kWh in 2030 [31]. The diversification of solar energy
applications has evolved from active to passive technologies. PV systems, prevalent in
mitigating power supply pollution, are anticipated to constitute over half of the total re-
newable energy electricity generation by 2050 [32]. The share of distributed PV generation
is continuously increasing. For instance, in 2021, China’s distributed PV capacity was
108,580 MW, whereas it was 17,037, 48,559, 48,292, and 42,677 MW for Australia, Germany,
Japan, and the United States, respectively. All these countries also have a high capacity
for centralized PV generation [33]. PV and photovoltaic/thermal (PVT) systems can be
integrated into diverse building elements, including roofs, atriums, skylights, ventilated fa-
cades, double-skin facades, and window curtains. Hybrid solar systems that combine active
and passive technologies, such as Trombe walls combined with PVs, solar chimneys paired
with PVs or phase change materials (PCMs), and PV-integrated ventilation blinds, have
also been studied [34]. Although wind energy typically requires expansive open spaces and
distance from urban areas, the proliferation of tall buildings in densely populated urban
settings has opened new opportunities. Properly spaced tall buildings can harness and
transfer wind energy over short distances. Wind energy has the potential to fulfill around
10%–20% of urban tall building energy demand, and urban wind energy systems predomi-
nantly comprise wind turbines, typically ranging from 1 to 20 kW, placed on buildings and
adjacent grounds [35]. However, careful consideration of local environmental conditions
and urban boundary layers is essential for appropriate design and efficient deployment
of wind energy systems [36]. Due to the limited initial exploration, many wind turbine
projects failed to meet output expectations after a few years of operation [37]. Biomass
energy, accounting for approximately 10% of global primary energy demand, represents a
vital renewable energy source [38]. Biomass-fired heaters, in conjunction with heat pumps,
can provide an economically viable solution for building heating needs. These heaters can
cover up to 65% of space heating demand, effectively decreasing reliance on the grid and
heat pumps [39]. Furthermore, biomass-derived porous carbon materials resulting from
pyrolysis can serve as favorable supporting materials for shape-stabilized PCMs, exhibiting
beneficial attributes such as micropore structure, chemical stability, and the potential for
integration into construction materials like cement bricks/blocks [40]. There are other types
of renewable energy, such as micro-hydro and hydrogen fuel cells, that have been tried in
buildings. Micro-hydroelectric systems can harness the energy of flowing water to drive
turbines, producing electricity, and are often employed by homeowners in remote areas.
While the utilization of hydrogen energy in buildings has not yet been widespread, it is
being investigated as a potential means of decarbonizing heating and cooling in buildings.
The prevalent approach involves fuel cells, which can generate both electricity and heat for
buildings. It is still in its infancy stage, with ongoing projects to explore its potential [41].
However, the adoption of hydrogen energy in buildings faces challenges such as high
production costs, limited infrastructure, and safety concerns associated with handling
hydrogen, which restricts its widespread integration in buildings [42].
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Figure 4. Integration of renewable energy in buildings.

3.2. Thermal Energy Storage

Ensuring a reliable energy supply is imperative due to the inconsistent availability and
seasonal variations of renewable energy sources. To address the intermittence of renewable
energy supply and temporal disparities, thermal energy storage (TES) has emerged as a
promising solution. The ability of TES systems to provide flexible assets to wind and solar
energy resources increases the overall value of TES in the modern energy supply chain.
The 2020 innovation outlook on thermal energy storage published by the International
Renewable Energy Agency (IRENA) [43] demonstrated that the TES global market will
grow to triple the current size by 2030, which indicates an increase from 234 GWh in 2019 to
800 GWh within a decade. Moreover, it is expected that the investments in TES technologies
for cooling and power applications will surge from 13 billion USD to 28 billion USD in
the same period [43]. In buildings, TES can be mainly used for demand shifting and load
modulation through integration with heat pumps and hot water storage systems as well as
with building envelopes [44].

Sensible and latent energy storage systems are the two major TES systems used in
buildings. Sensible energy storage systems require large volumes compared with that of
latent energy storage systems. However, currently, sensible energy storage systems in the
form of hot water tanks are among the most used TES systems in buildings because of their
low cost and low complexities [45]. Research has shown that latent energy storage systems
are more effective than sensible energy storage systems, and they can be used in different
ways to enhance the overall thermal performance of buildings and building energy systems.
Phase change materials (PCMs) have demonstrated high performance and practicality to
be used as the leading latent energy storage medium in building applications. Figure 5
illustrates different applications of PCMs in buildings, where PCMs can be integrated with
building envelope and building energy systems for enhanced performance.

Various benefits and limitations associated with the use of PCMs for different appli-
cations in buildings have been reported. For instance, in [46], it was illustrated that the
integration of PCMs with gypsum and wallboards can result in enhanced reliability and
durability over extended durations, though with drawbacks, such as potential deposition
of volatile pollutants on surfaces and limited fire resistance. Another study demonstrated
that the excessive use of hydrated salt PCMs in concrete can jeopardize material strength,
but incorporating paraffin can enhance thermal storage while maintaining compressive
strength [47]. Recommendations for improving thermal efficiency and mitigating super-
cooling involve the introduction of an internal ventilation system within PCM roof and
floor systems to enhance convective heat transfer across the PCM surface [48]. For optimal
energy efficiency, lighter mass PCMs are suggested when combined with air conditioning
systems to minimize undesired heat transfer between upper and lower PCM layers. Fur-
thermore, a well-designed operational strategy for the combined air conditioning-PCM
system can significantly improve the overall energy performance [49]. The effective integra-
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tion of PCMs into bricks requires the selection of PCMs with melting temperatures closely
aligned with room temperature to maximize performance enhancement [50]. Thin PCMs
with expansive heat transfer areas are preferred over thicker alternatives within bricks, and
a staggered arrangement of PCMs can enhance the heat exchange between the PCM and
brick materials [51].
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A range of studies have also demonstrated the high value of TES systems in increasing
the efficiency and demand flexibility of buildings and building energy systems, contributing
to the reduction in overall building emissions. For instance, in [52], a TES system filled
with a PCM was used to shift the peak demand of an HVAC system to off-peak demand
hours. The results showed that the TES system integration with the HVAC system helped
reduce peak demand by 73% and provided 37.1% cost savings for the analyzed period.
Tuncbilek et al. [44] reviewed a number of studies involving the use of TES for enhanced
flexibility of buildings and building energy systems. The review demonstrated that the
use of TES can reduce overall energy consumption, operational costs, and emissions of
buildings. Overall, the TES systems will be a central part of decarbonizing the building and
power sectors, along with providing opportunities to reduce overall operating costs and
increase energy efficiency. However, lack of technology readiness, awareness, policy, and
market mechanisms are among the main bottlenecks that are important to be addressed to
explore the full potential of TES technologies in building applications [43].

3.3. Heat Pump Technologies

Heat pumps are increasingly recognized as a key and cost-effective solution for the
electrification of heating systems and tackling carbon emissions, supporting the goal of
achieving a net zero energy future [53]. The International Energy Agency (IEA) estimated
that the installed number of heat pumps will rise from 180 million globally in 2020 to
around 600 million in 2030 [54], and heat pumps could reduce global CO2 emissions by
at least 500 million tons in 2030 [55]. A recent report published by the Australian Energy
Efficiency Council and the Australian Alliance for Energy Productivity concluded that
ambitious deployment of heat pumps in different buildings and industrial processes could
reduce energy usage by up to 14,391 PJ and save 746 Mt of greenhouse gas (GHG) emissions
by 2050 [56].

Heat pumps are generally energy-efficient and can be powered by renewable energy
resources. They can be easily integrated with thermal energy storage systems for load
management, such as load shifting and peak demand reduction. Different types of heat
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pumps are now available in the market. According to the types of heat sources used, heat
pumps can be classified into air-source heat pumps, water-source heat pumps, and ground-
source heat pumps. It is noted that ground-source heat pumps are simply a variation of
water-source heat pumps that are capable of working with a broader range of source water
temperatures. Other heat pumps include absorption heat pumps and desiccant heat pumps.
An absorption heat pump is a heat pump driven by thermal energy instead of electricity.
It is most cost-effective when low-cost thermal energy is available and in applications
where access to electricity is expensive. Desiccant heat pumps are developed based on
the vapor compression cycle but with desiccant materials coated on heat exchangers for
dehumidification. Such heat pumps are suitable for applications with strict humidity
control and in tropical and subtropical climate conditions.

Among different heat pump technologies, ground-source heat pump (GSHP) systems
are receiving increasing attention [57,58] as they can take advantage of the relatively stable
earth temperature to achieve heat extraction from or heat rejection to the ground through
ground heat exchangers to meet different air-conditioning requirements. The long-term
operation of stand-alone GSHP systems may lead to ground thermal imbalance, resulting in
system performance degradation [59]. Hybrid GSHP systems assisted with supplementary
devices have been considered to be a solution to alleviate soil and system performance
deterioration [60]. In addition to environmental and energy performance improvements
brought by the application of auxiliary devices, obvious economic benefits can also be
achieved, especially in terms of cost savings in the upfront purchase and installation of
ground heat exchangers [61,62]. As shown in Figure 6, different auxiliary devices can be
coupled with GSHP systems [63] to increase the overall efficiency and mitigate ground
thermal imbalance.
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Heat pumps will remain the main solution to provide heating and cooling to buildings
in the coming decades, and cost-effective solutions/strategies to further improve their
efficiency are needed. Solar heat pumps are also among the interesting solutions.

3.4. Thermal Energy Recovery and Sharing

Thermal energy recovery and sharing can capture waste energy from one system
and redistribute the captured waste energy to nearby systems or end-users [64]. Figure 7
illustrates an example of a thermal energy recovery and sharing system. Such a system can
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provide simultaneous cooling and heating to interconnected networks of different buildings
or utilities, leading to enhanced energy efficiency and reduced carbon emissions. Thermal
energy recovery and sharing systems can effectively harness and re-utilize otherwise
wasted energy and further improve resource utilization and sustainability [65].
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The cooling-dominated buildings or utilities in thermal energy sharing systems can
include cooling systems of data centers, ice sports centers, and supermarkets, as well
as industrial processes. Data centers can produce a substantial amount of waste heat
during the cooling process of their equipment [66]. The temperature of this waste heat
varies depending on the different types of cooling systems employed [67]. The cooling
systems in supermarkets and ice rinks can also generate a significant amount of waste
heat by providing the necessary cooling energy, and the waste heat from supermarkets can
reach temperatures of more than 50 ◦C [68–70]. Many industrial processes also generate
significant amounts of waste heat, often at high temperatures, making them a potential
heat source [71]. These potential heat sources often exhibit stable and large heat generation
characteristics, providing ample opportunities for integration into thermal energy recovery
and sharing systems.

One notable utilization of waste heat is to supply thermal energy for heating purposes,
such as integrating with district heating (DH) networks [72,73] and preheating swimming
pools [74,75]. Recent studies have demonstrated the potential benefits of thermal energy
sharing systems. Pan et al. [76] examined the performance of an adsorption chiller, which
was powered by thermal energy recovered from a data center. Araya et al. [77] presented
a lab-scale Organic Rankine Cycle (ORC) system, which was designed to operate using
low-grade waste heat obtained from a server rack within a data center. Abdalla et al. [64]
introduced a reduced model of a thermal energy sharing system, which effectively allowed
thermal energy to be shared among different facilities. It was found that such a system
could fulfill 48% of the overall heating demand, and by incorporating a water tank, an
additional 12% of thermal energy could be covered, resulting in a remarkable 74% reduction
in total carbon emissions. In another study by Wirtz et al. [78], an optimal design approach
based on Linear Programming was developed for the design of the 5th-generation district
heating system, as shown in Figure 8. It was found that the optimized system achieved
a remarkable 42% cost reduction and an impressive 56% decrease in carbon emissions
through component selection and optimal sizing. Similarly, a study described in [79]
focused on thermal energy sharing between the cooling system of a data center and a
multi-unit residential building. The findings indicated that energy sharing reduced the
heating requirements of the building by 55% and the cooling requirements of the data
center by 50%. Zhang et al. [80] developed an economic evaluation model for waste
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heat utilization of data centers in district heating networks. It was reported that reusing
waste heat from data centers could achieve both economic and environmental benefits.
Li et al. [81] examined two thermal energy storage methods in thermal energy sharing
systems, including short-term storage using a water tank and long-term storage using a
borehole thermal energy storage system. The water tank was found to effectively reduce
peak loads by 31% and lower annual energy costs by 5%, and the borehole system can
increase waste heat utilization from 77% to 96% and achieve an annual reduction of 8% in
CO2 emissions. By dynamically optimizing the parameters of the water tank, an optimal
storage size was determined by considering the trade-off between the payback period and
heating cost savings. It was found that prosumers could save up to 9% of their annual
heating costs [82]. Wang et al. [83] proposed an efficient system using CO2 direction-
expansion GSHPs to harvest the waste heat from a data center for heating surrounding
buildings. It was found that this system could reduce energy consumption by nearly 50%
when compared to air-source heat pumps.
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In addition to thermal energy sharing, electricity generated by distributed renewables
can also be shared among different buildings. In summary, while thermal energy recovery
and sharing systems showed significant advantages in terms of GHG reduction, cost
savings, energy efficiency, and waste heat utilization, further research is needed to fully
explore opportunities to increase their overall performance.

3.5. Retrofits for Increased Energy Efficiency

Most buildings are existing buildings, and retrofitting of existing buildings has been
widely accepted as one of the effective measures to achieve building decarbonization.
According to a report recently published by Market Research Future [84], the global energy
retrofit systems market was valued at USD 150.9 billion in 2022, and it was projected to
increase to USD 272.8 billion by 2032 with a compound annual growth rate of 6.8% from
2023 to 2032. In general, there are two types of retrofits, including shallow retrofits and deep
retrofits. Shallow retrofits focus on small alternations by using low-cost or no-cost energy
conservation measures, while deep retrofits focus on major renovations, and a holistic
approach is often required to systematically explore co-benefits from energy retrofits and
determine the best retrofit options. A recent study showed that stock-wide implementation
of deep retrofits in existing buildings of eight cities (i.e., Braga, Cairo, Dublin, Florianopolis,
Kiel, Middlebury, Montreal, and Singapore) can reduce energy use and carbon emissions
by up to 66% and 84%, respectively, without additional grid decarbonization efforts [85].
Based on the review of energy retrofit policies for the UK’s existing buildings, it was
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concluded that deep retrofits are needed for most UK’s existing housing stock to bring
more flexible financing schemes and reduce carbon emissions [86]. Figure 9 illustrates an
example of deep retrofit of a typical Australian timber framed fibro house to a state-of-
the-art net zero energy home through a combination of architectural alternation, envelop
renovation, facilitating daylighting and natural ventilation, and integration of renewable
energy systems and highly efficient air conditioning solutions.
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Figure 9. Illustration of deep retrofit of a typical Australian timber framed fibro house.

In the past, the selection and quantification of co-benefits of retrofit measures were
often achieved with the assistance of energy auditing, building performance simulations,
and domain expertise. With the continued development of low-cost sensors, massive data
can be readily available from existing buildings, and this presents significant opportunities
to use machine learning and big data analytics to optimize the retrofit process and explore
energy-saving potential. Figure 10 summarizes different retrofit methodologies for large-
scale building retrofits [87]. Based on the data collected from existing buildings, the
bottom-up approach focuses on retrofitting individual buildings by analyzing different
retrofit strategies and then extrapolates the results to larger scales, while the top-down
approach focuses on using the available datasets to explore retrofit potential, establishing
benchmarks, and providing guidelines for the development of energy retrofit policies [88].

To maximize the benefits of existing building retrofits, significant efforts are still
needed. More rigorous retrofit methods should be developed to optimize the selection of the
most cost-effective retrofit options. Although many retrofit techniques can reduce building
energy consumption and carbon footprint, their longevity has rarely been considered [89].
Circular economy is the key to sustainable development, and applying circular economy
principles to building retrofits is an interesting direction to reduce the use of building
materials and provide significant carbon benefits. The availability of large datasets from
existing buildings will offer great opportunities to use state-of-the-art machine learning
methods and big data analytics to explore useful information, providing new potentials to
support the decision-making process and accelerating the selection and optimization of
retrofit measures.
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4. Data-Driven Modeling, Demand Flexibility, and Integrated Control
4.1. Data-Driven Modeling

Data-driven modeling has evolved as one of the leading approaches for real-time
control of buildings. Machine learning algorithms used for data-driven modeling can be
generally categorized into two groups, including shallow structure machine learning and
deep learning [90]. Generally, both categories of machine learning algorithms aim to identify
correlations between model input and output variables, while deep learning employs more
complex model structures and numerous parameters and can result in more powerful
feature representation capabilities with lower interpretability and transparency [91]. A
detailed comparison between the use of shallow structure machine learning and deep
learning for building energy modeling can be found in [92]. Due to their superior ability to
capture complex data features, two deep learning models, i.e., Recurrent Neural Networks
(RNN) and Convolutional Neural Networks (CNN), have been frequently adopted to
predict various building variables [93]. RNN models, such as LSTM networks, have shown
outstanding performance in building energy consumption prediction due to their superior
capacity to capture long-term temporal dependencies in sequential data [94–96]. CNN
models have been highly successful in capturing spatial features, making them particularly
well-suited for graphic data analysis. It was reported that a CNN model trained by sky
image data can effectively improve the prediction accuracy of PV power generation as
compared to conventional data-driven models [97].

In addition to the deployment of advanced deep learning algorithms, model fusion
in data-driven modeling has emerged as a promising research area and has shown good
performance in building energy management. In [98], a combination of an LSTM model
and a CNN model was employed to simultaneously extract spatial and temporal features
of model inputs, which led to increased accuracy in the predictive modeling of a GSHP
system. In [99], building energy consumption was decomposed into a global part, a local
part, and white noise. The global part was attributed to the typical user behavior of a
building, while the local part was attributed to non-typical activities. A static deep learning
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model was used to predict the global part based on weather and time-related variables at a
given time, while an auto-regression (AR) model was used to predict the local part using
time series data of the local part as the input. The entire process is illustrated in Figure 11.
This approach achieved superior performance when compared to the strategy that either
used deep learning or AR models alone.
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In [100], the integration of an LSTM model and a reinforcement learning (RL) model
was explored to enhance the adaptability of deep learning prediction models. This inte-
gration allowed for dynamic updating of model parameters according to the most recent
prediction errors during the prediction process, leading to improved accuracy in the pre-
diction of building energy consumption. In [101], domain knowledge and decision trees
were incorporated into an RL model to optimize building operations for improved energy
flexibility. It was found that this method was effective in improving learning efficiency
and model interpretability. Furthermore, the recent success of attention mechanisms has
resulted in the increasing popularity of their integration with data-driven modeling. At-
tention mechanisms have been successfully used to improve modeling accuracy [102] and
model interpretability [103] for data-driven modeling of building energy systems.

As the development of reliable data-driven models in practice is often limited by the
scarcity of model training data, the solutions to address data scarcity for data-driven mod-
eling have also been increasingly explored in recent years. A transfer learning scheme was
developed for non-intrusive load monitoring in smart buildings [104]. The method reduced
the data dependency of predictive modeling for energy consumption of indoor appliances.
In [105], a meta-learning model, also known as the ‘learning to learn’ approach, effectively
reduced the requirement of training data in the prediction of personalized thermal comfort
conditions. In [106], Generative Adversarial Networks (GANs) were employed to generate
synthetic data to train predictive models of building electricity demand and successfully
alleviated data scarcity issues for data-driven model development.

The approaches explored in the above literature provided valuable references for the
development of data-driven models for building energy management. Machine learning
can learn patterns and relationships in complex datasets, enabling the development of
accurate predictive models without explicit programming. However, they are prone
to overfitting if they are not properly regularized or validated, and the results can be
challenging to interpret and explain in comparison to the use of traditional statistical
models. Appropriate selection, training, and optimization of machine learning models for
a given application is critical.
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4.2. Building Demand Flexibility

Demand flexibility of a building is its ability to manage its energy demand and
generation based on user needs, grid requirements, and local climate conditions [4]. It can
allow end-users to decrease, increase, modulate, or shift energy consumption to modify
their load profiles using flexible load and/or onsite generation and storage sources, and is
an attractive resource to provide grid support services and smooth out the so-called “duck
curve” of power systems (Figure 12) while meeting interests and objectives of end-users
such as energy availability, decreased energy costs, and reduced carbon emissions [107].
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Figure 12. Indicative illustration of how load profiles can be modulated through demand flexibility.

Flexible demand is a viable component of “non-wires alternatives” and is a low-cost
resource to effectively support power balance and accelerate renewables penetration in
the energy mix. Demand flexibility in buildings can be greatly increased by using onsite
generation, energy storage, and controllable loads, and can help reduce energy costs of end-
users according to different flexibility types and demand management strategies (Figure 13)
relating to flexibility capacity, duration, and response speed. By reducing and shifting the
timing of electricity consumption in the grid-interactive efficient buildings, a 6% carbon
emissions reduction in the US power sector can be achieved by 2030 [108]. The introduction
of a Smart Readiness Indicator (SRI) to promote smart buildings with the capacity to
provide demand flexibility and linking the SRI assessments to the Energy Performance
Certificate in the building sector in Europe can result in final energy savings of up to 198
TWh by 2050 and 32 million tons of avoided carbon emissions per year [109]. A study for
498 residential homes showed that using battery and demand flexibility through home
energy management systems along with energy efficiency upgrades can save households
up to $590 in annual electricity costs [110].
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However, how to effectively use demand flexibility to manage energy consumption
and how to actively participate in demand side management remain unclear for many
residential customers. Many current studies have demonstrated the high value of using
different flexible sources for demand management [111–113], but it remains critical to
develop a generic characterization and optimization framework for enhanced demand flex-
ibility and demand management. To ensure successful characterization and optimization
of building demand flexibility, a holistic approach is required. This involves collaborations
between architects, engineers, energy analysts, and stakeholders to design and implement
energy-efficient building systems and practices. Continuous monitoring, data analysis,
and performance evaluation are also vital for refining strategies and adapting to evolving
energy landscapes.

Figure 14 illustrates a general process to characterize and optimize demand flexibility
in buildings. Characterizing and optimizing building demand flexibility involves a compre-
hensive analysis and enhancement of a building’s ability to dynamically adjust its energy
consumption and generation patterns in response to external factors, grid conditions, and
operational needs. It requires an in-depth understanding of a building’s energy systems,
envelope, occupant behavior, and the potential for integrating renewable energy sources
and energy storage systems. Characterization involves the collection and interpretation of
data related to occupancy patterns, thermal performance, equipment efficiency, weather
data, energy demand profiles, and potential integration of smart technologies [113]. This
information helps identify opportunities for demand response, such as load shifting and
peak shaving. It also involves the use of different technologies and solutions for enhanced
demand flexibility along with the quantification of the achieved flexibility. For instance,
the integration with smart grid technologies enables a building to respond to signals that
incentivize energy conservation during peak demand periods or take advantage of surplus
energy during off-peak hours [114]. Furthermore, the implementation of energy-efficient
HVAC systems, smart lighting, and automated shading systems can contribute to improved
demand flexibility by reducing overall energy consumption and improving indoor thermal
comfort [115–117]. Energy storage solutions, such as batteries or thermal storage systems,
can play a crucial role in improving building demand flexibility through strategically
managing stored energy, reducing their reliance on the grid during peak hours, and con-
tributing to overall grid stability [111]. Characterization of demand management based on
different sources and their potential benefits can help select optimal flexible systems for
enhanced flexibility.

Optimization of building demand flexibility involves the development and deploy-
ment of advanced control strategies. This can be achieved through utilizing predictive
algorithms, machine learning methods, and real-time monitoring to predict energy demand
and supply variations [118–120]. Simulation models can also be opted for to optimize the
flexibility potential of a building.

4.3. Improved Building Control

Appropriate building control is essential to ensuring service systems provide func-
tional requirements with the least energy consumption. According to a study by Afroz
et al. [121], appropriate control can reduce 25% of energy use of an HVAC system. Con-
trol strategies for buildings can be generally categorized into rule-based control, model
predictive control, reinforcement learning control, and data-driven predictive control. The
majority of the control strategies developed for buildings were focused on HVAC systems
as HVAC systems are the major energy consumers in buildings.

Rule-based control is the most basic control strategy. It can provide safety limits and
is easy to implement. Although rule-based control strategies have been widely used in
practice, they largely rely on predefined rules and can only offer limited opportunities
to enhance the performance and operating flexibility of building HVAC systems. Model
predictive control (MPC), which uses models to predict future performance and make
optimal control decisions, has attracted increasing attention in recent years due to its
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predictive feature. For instance, Fiorentini et al. [122] proposed a two-level MPC method
to maintain indoor thermal comfort and reduce the energy use of an HVAC system. The
high-level controller with a one-day prediction horizon was used to select the control
modes of the system, and the low-level controller with a five-minute prediction horizon
was used to make operational decisions. Merema et al. [123] developed a two-level MPC
strategy to control the HVAC operation. The two-level MPC strategy included a black-box
linear model with auto-regression and a grey-box resistor-capacitor nonlinear model to
predict building thermal comfort. The method was tested in a real lecture room, and it was
shown that this MPC strategy can reduce electricity consumption by 10–40%.
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Reinforcement learning, which can directly establish a relationship between the inputs
and outputs, has recently received increasing attention. Wei et al. [124] developed a
control strategy by using deep reinforcement learning (DRL) to reduce energy costs and
improve indoor thermal comfort. The DRL strategy was tested based on the EnergyPlus
simulation of a physical house. Compared with rule-based and MPC strategies, this DRL
strategy can reduce energy use by 27%. Azuatalam et al. [125] used a demand-response
reinforcement learning method to control the operation of an HVAC system. In their study,
proximal policy optimization was used to stabilize the hyper-parameters of RL agents in
order to build a relationship between occupancy of the building and HVAC operation
decisions. The method was tested in EnergyPlus, and it was shown that it can reduce
22% of energy use when compared with a handcrafted baseline controller. Yu et al. [126]
proposed a DRL method using a multi-actor-attention-critic method to optimize the HVAC
control of multiple-zone buildings. The method was tested using real-world data of energy
prices, ambient air temperature, and zone-occupancy data. It was indicated that this
control method was effective in controlling multiple zones’ thermal comfort and reducing
energy costs.

A data-enabled predictive control (DeePC) method was recently proposed to solve the
high training cost of reinforcement learning [127]. The DeePC method used a non-parameter
learning method to predict future trajectories. This method was not developed based on
learning from a large dataset but on using trajectories for system identification. It can
perform better in nonlinear stochastic systems with regularizations. Chinde et al. [128] used
a DeePC method to optimize the operating parameters of a building HVAC system. The
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method was tested via an office prototype building in EnergyPlus simulation. Compared
with a traditional MPC strategy, the operational cost of the HVAC system by using this
method was reduced by 5% in a five-week test. The strengths and weaknesses of the
commonly used strategies for building HVAC control are summarized in Table 1.

Table 1. Strengths and weaknesses of different control strategies for building HVAC systems.

Control Strategies Strengths Weaknesses

Rule-based control Easy to implement and understand; and can
enable safety rules to the control system.

Low flexibility to change setpoints to
react to demand variation; and cannot

provide global optimal solutions.

Model predictive control
It enables safety rules; reacts prior to

variation to improve stability; and has high
flexibility to meet control requirements.

High computational costs; and relies on
accurate models for prediction.

Reinforcement learning

Model-free data-driven method; does not
require much information for model

development; and requires low reaction time
for decision-making once trained.

Requires long training time and large
training dataset; and doesn’t enable

safety rules.

Data-enabled predictive control
Does not require a large training dataset; and
has high stability for nonlinear time-varying

systems.

Has not been widely validated for HVAC
control; and the efficiency of the model
relies on the quality of the training data.

4.4. Grid-Buildings Integrated Control

To support grid operation, future buildings integrated with variable renewable gener-
ation sources should have the capability to regulate their demand according to the needs
of the grid. To achieve this, a bidirectional interaction between the grid and buildings is
required, which is different from the conventional unidirectional electricity flow from the
grid to buildings. This bidirectional dynamic interaction can potentially result in a range
of severe issues for the grid, including harmonic distortions, unbalances, voltage flicker,
and other complications, and in extreme cases, it may even lead to grid collapse [129,130].
To address these issues, substantial efforts have been made to explore control strategies
for grid integration of sustainable buildings. By adopting such strategies, buildings can
effectively tackle the complexities associated with bidirectional energy flow. This approach
enables seamless coordination between the building and the grid. It ensures efficient re-
source utilization while minimizing any adverse effects on the grid. Such control strategies
can allow buildings to interact harmoniously with the grid, paving the way for optimized
energy management and reduced environmental footprint [131]. In general, there is a
relationship between energy efficiency and grid interactivity, which can be achieved by
using smart control for energy management [132].

Grid-buildings integrated control systems are increasingly recognized as essential
for optimized energy usage and improved reliability and efficiency of sustainable build-
ings. In contrast to building control, grid-buildings integrated control allows for real-time
optimization of energy usage based on grid conditions, integration of renewable energy
sources, effective utilization of energy storage systems, and provision of grid support
services, leading to cost savings and increased resilience [133]. Grid-integrated buildings
can be classified as microgrids. Microgrids are localized energy systems that operate
either autonomously or in parallel with the main electrical grid [134]. They consist of
interconnected loads, distributed energy resources, and advanced control strategies. In
this context, grid-integrated buildings exhibit characteristics aligning with the microgrid
concept. Control strategies developed for microgrids can be applied to grid-integrated
buildings and vice versa.

A wide range of computational and experimental aspects related to the integration of
buildings into the grid have been the subject of numerous studies. Huo et al. [135] proposed
a two-level hybrid decentralized-centralized (HDC) strategy to control distributed energy
resources in grid-interactive efficient buildings. This HDC algorithm can offer a scalable
and bifurcated approach to managing a large number of grid-connected buildings and
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devices. The two-level design consisted of central aggregators that manage buildings and
a system operator that coordinates the distribution network in a decentralized manner.
Rastegarpour and Ferrarini [136] analyzed different modeling and control techniques
to address building energy efficiency and management problems. The importance of
adaptive control techniques and real-time predictive models in optimizing energy usage
and integrating buildings into smart grids was highlighted. Figure 15 shows the control
hierarchy and levels of integration of building components to the grid over a time period
ranging from a week to one second. The yellow zone shows the area where the system
behaved dynamically.
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An experimental architecture was proposed in [137], aimed to enable smart build-
ings by integrating HVAC systems with the grid. A bi-level optimization approach for
integrating commercial buildings with a distribution grid was presented in [138]. It can
reduce building operating costs while maintaining thermal comfort for occupants. For
smart homes, a strategy including integration of renewable energy systems and scheduling
and arranging the power flow during peak and off-peak periods was studied in [139]. More
commonly, intelligent methods, including neural networks [140], linear programming [141],
and differential evolution [142], have been used to optimize energy interactions for grid
stress reduction.

In addition to the integration with the bulk grid, building energy management strate-
gies have also been established for microgrids [143–145]. A management strategy for
battery energy storage was proposed for commercial building microgrids, considering the
operational costs and grid resilience. This strategy was able to increase the microgrid’s
resilience while maintaining the operational cost at a low level [143]. A framework for
smart transactive energy in residential microgrids was proposed in [144]. An existing
home-microgrid coalition formation scenario was used to verify the viability of the pro-
posed method. Based on the work in [144], an enhanced transactive energy framework was
further created to enable multiple residential microgrids to cooperate with each other by
forming alliances in order to increase competitiveness [145]. In [146], the supply of regu-
lation services by smart buildings was examined. Price signals were exchanged between
the grid and building operators to adjust building energy usage. Additional research on
buildings-to-grid (B2G) integration showed that HVAC control in grid-aware buildings
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can provide frequency management or ancillary services to the grid while maintaining
occupants’ thermal comfort to an adequate level. In [147], the control actions of both the
power grid and buildings were coupled to optimize the performance. An MPC-based
algorithm was developed to formulate the B2G integration, accounting for the time-scale
discrepancy. To solve the duck-curve challenges by reducing the load-ramp rate, a pre-
dictive bidirectional control framework was presented in [138] for power flow control of
B2G systems. Mirakhorli et al. [148] proposed a unique load aggregation method that used
model predictive controlled loads and integrated power generation, grid constraints, and
human behavior in a large cluster of buildings. The proposed method improved the control
over multiple appliances and storage systems by introducing a behavior-driven price-based
MPC for residential building energy management systems. Extensive testing on a large
distribution network showed significant reductions in nodal voltage drop and peak loads
with a 21% reduction in generation costs. Fan et al. [149] proposed a collaborative control
optimization approach, as shown in Figure 16, for grid-connected NZEBs to improve their
performance at the building group level. This approach used a game theoretic framework
to coordinate the control of multiple NZEBs in order to maximize their overall performance.
The results showed that the proposed approach can reduce peak demand, improve grid
stability, and increase the utilization of renewable energy sources. Clastres et al. [150]
proposed a mathematical model for optimizing the operation of a domestic PV system to
provide ancillary services to the electricity grid. The model considered the intermittent
nature of solar generation, the cost of electricity, and the value of ancillary services. It
was found that PV systems can provide significant ancillary services to the grid, such as
frequency regulation and voltage control. This could lead to increased reliability of the
grid, reduced need for conventional generators, and lower electricity prices.
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Overall, these studies demonstrated the need for grid-integrated control for optimal
demand response of buildings. Such control will be a critical aspect to support grid
operation through the utilization of building integrated distributed energy sources. Further
research is still needed to fully explore the benefits of grid-integrated control of buildings.

5. Conclusions, Future Direction, and Barriers

This paper provided a review of several emerging and sustainable technologies that
can help achieve increased energy savings and reduced carbon emissions from buildings.
These technologies ranged from onsite energy generation, thermal energy storage, heat
pumps, and thermal energy sharing to advanced building design, retrofits, and data-driven
modeling as well as improved building control and grid-buildings integrated control. Each
technology showcased the potential to improve operating efficiency and increase demand
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flexibility to significantly reduce building energy consumption and carbon emissions while
supporting grid operation.

However, how to rationally select technology combinations to achieve low energy
operation is one of the key challenges during the design stage as this process is highly im-
pacted by factors such as available budget, design objectives, and technological complexity.
The uncertainty-based design has been considered in recent studies and has demonstrated
its advances in improved robustness and increased resilience of the designed systems for
buildings if circular economy principles are also considered during the design stage. To
achieve building decarbonization, renewable energy and storage technologies are among
the main solutions that are often considered, and they can potentially help take buildings
off the grid. As a significant amount of electricity used in buildings is for heating and
cooling, thermal energy recovery and energy sharing will play a key role in the develop-
ment of smart communities and smart cities. Heat pumps will continue to be the main
technology to provide heating and cooling to buildings in the coming decades. Research
on the appropriate integration of heat pumps with renewable energy systems and energy
storage technologies is needed.

For a particular application, the selection of appropriate energy technologies is quite
complex, subject to the impact of many factors such as technology maturity, market avail-
ability, interoperability, scalability, applicability, long-term viability, and carbon reduction
and energy reduction potential. A detailed cost-benefit analysis is often desirable to
assess the short and long-term economic, social, and environmental impacts, enabling
businesses and policymakers to make informed decisions. However, there often lacks
sufficient historical data for sustainable energy technologies, making it challenging to
estimate their future costs and benefits accurately. Moreover, the rapid development of
technological advancements can make cost-benefit analyses quickly outdated, necessitating
regular technology reviews and updates to ensure analyses remain reflective of the latest
advancements and economic conditions. Hence, such analyses should also emphasize
advanced location-specific assessments that consider regional variations in energy costs,
incentives, and climate conditions. Expanding analyses to include life-cycle assessments
can help assess the full environmental impact of technologies, including manufacturing,
transportation, and disposal, enabling the identification of more sustainable options and
leading to a circular economy.

On the technological side, exploring integrated technological solutions and models, in
which multiple technologies can work synergistically to maximize their energy savings and
carbon reduction, presents an exciting direction for research and implementation. However,
the diversity of building types, sizes, and locations requires adaptable models to overcome
these variations and provide generic assessments. High upfront costs associated with
technologies like energy-efficient retrofits can impact their adoption and deployment, and
thus, innovative financing models will be vital in lowering these initial investment barriers.
Furthermore, proactive maintenance and monitoring strategies are required to optimize
the system to ensure the long-term cost-effectiveness of these technologies.

To maximize the benefits of using these emerging and sustainable technologies in
buildings, appropriate control, including building-level control and grid-buildings inte-
grated control, is needed. Such control should have embedded intelligence and can enable
the seamless optimization of building energy systems for increased demand flexibility
and reduced operating costs while, at the same time, supporting flexible grid services
with increased resilience. With massive data readily available from buildings, data-driven
prediction and data-driven control will offer new opportunities to develop more advanced
control solutions. Moreover, reinforcement learning and model predictive control can opti-
mize building energy consumption through adaptive learning and near-optimal prediction,
respectively. A combination of both controllers with embedded intelligence can enable
buildings to continually learn, adapt, and operate in an energy-efficient manner. Grid-
integrated control of buildings is predicted to be one of the leading solutions to support
renewable energy-powered grids.
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While numerous advancements have been made in recent years, ongoing research
and development efforts remain crucial to improve the performance and effectiveness of
these emerging and sustainable technologies and unlock their full potential in practical
applications. The scalability and affordability of these technologies must be considered to
ensure that they are accessible to a diverse range of building types and climatic conditions
worldwide. In summary, by embracing and actively integrating these emerging and
sustainable technologies into building design and operation, grid-responsive net zero
energy buildings can be achieved.
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arXiv:1605.06903.

138. Razmara, M.; Bharati, G.R.; Hanover, D.; Shahbakhti, M.; Paudyal, S.; Robinett, R.D. Building-to-Grid Predictive Power Flow
Control for Demand Response and Demand Flexibility Programs. Appl. Energy 2017, 203, 128–141. [CrossRef]

139. Al-Ali, A.R.; El-Hag, A.; Bahadiri, M.; Harbaji, M.; Ali El Haj, Y. Smart Home Renewable Energy Management System. Energy
Procedia 2011, 12, 120–126. [CrossRef]

140. Palma-Behnke, R.; Benavides, C.; Aranda, E.; Llanos, J.; Sáez, D. Energy Management System for a Renewable Based Microgrid
with a Demand Side Management Mechanism. In Proceedings of the IEEE SSCI 2011—Symposium Series on Computational
Intelligence—CIASG 2011: 2011 IEEE Symposium on Computational Intelligence Applications in Smart Grid, Paris, France, 11–15
April 2011; pp. 131–138. [CrossRef]

141. Giorgos, G.S.; Christodoulides, P.; Kalogirou, S.A. Optimizing the energy storage schedule of a battery in a PV grid-connected
nZEB using linear programming. Energy 2020, 208, 118177.

142. Abedi, S.; Alimardani, A.; Gharehpetian, G.B.; Riahy, G.H.; Hosseinian, S.H. A Comprehensive Method for Optimal Power
Management and Design of Hybrid RES-Based Autonomous Energy Systems. Renew. Sustain. Energy Rev. 2012, 16, 1577–1587.
[CrossRef]

143. Tavakoli, M.; Shokridehaki, F.; Funsho Akorede, M.; Marzband, M.; Vechiu, I.; Pouresmaeil, E. CVaR-Based Energy Management
Scheme for Optimal Resilience and Operational Cost in Commercial Building Microgrids. Int. J. Electr. Power Energy Syst. 2018,
100, 1–9. [CrossRef]

144. Marzband, M.; Fouladfar, M.H.; Akorede, M.F.; Lightbody, G.; Pouresmaeil, E. Framework for Smart Transactive Energy in
Home-Microgrids Considering Coalition Formation and Demand Side Management. Sustain. Cities Soc. 2018, 40, 136–154.
[CrossRef]

145. Marzband, M.; Azarinejadian, F.; Savaghebi, M.; Pouresmaeil, E.; Guerrero, J.M.; Lightbody, G. Smart Transactive Energy
Framework in Grid-Connected Multiple Home Microgrids under Independent and Coalition Operations. Renew. Energy 2018,
126, 95–106. [CrossRef]

146. Bilgin, E.; Caramanis, M.C.; Paschalidis, I.C.; Cassandras, C.G. Provision of Regulation Service by Smart Buildings. IEEE Trans.
Smart Grid 2016, 7, 1683–1693. [CrossRef]

147. Taha, A.F.; Gatsis, N.; Dong, B.; Pipri, A.; Li, Z. Buildings-to-Grid Integration Framework. IEEE Trans. Smart Grid 2019, 10,
1237–1249. [CrossRef]

148. Mirakhorli, A.; Dong, B. Model Predictive Control for Building Loads Connected with a Residential Distribution Grid. Appl.
Energy 2018, 230, 627–642. [CrossRef]

149. Fan, C.; Huang, G.; Sun, Y. A Collaborative Control Optimization of Grid-Connected Net Zero Energy Buildings for Performance
Improvements at Building Group Level. Energy 2018, 164, 536–549. [CrossRef]

150. Clastres, C.; Ha Pham, T.T.; Wurtz, F.; Bacha, S. Ancillary Services and Optimal Household Energy Management with Photovoltaic
Production. Energy 2010, 35, 55–64. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

174



Citation: Samykano, M. Hybrid

Photovoltaic Thermal Systems:

Present and Future Feasibilities for

Industrial and Building Applications.

Buildings 2023, 13, 1950. https://

doi.org/10.3390/buildings13081950

Academic Editor: Danny Hin Wa Li

Received: 21 June 2023

Revised: 17 July 2023

Accepted: 27 July 2023

Published: 31 July 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

buildings

Review

Hybrid Photovoltaic Thermal Systems: Present and Future
Feasibilities for Industrial and Building Applications
Mahendran Samykano

Faculty of Mechanical & Automotive Engineering Technology, Universiti Malaysia Pahang,
Pekan 26600, Pahang, Malaysia; mahendran@ump.edu.my

Abstract: The growing demands of modern life, industrialization, and technological progress have
significantly increased energy requirements. However, this heightened need for energy has raised
concerns about its impact on the environment and the rising costs associated with it. Therefore, the
engineering sector is actively seeking sustainable and cost-effective energy solutions. Among the
promising innovations in solving the problem is the photovoltaic thermal system (PVT), which aims
to capture electrical and thermal energy from solar radiation. Despite its potential, the application of
PVT systems is currently limited due to the unpredictable nature of solar energy and the absence of
efficient thermal energy storage capabilities. To address these challenges, researchers have explored
the use of phase change materials and nano-improved phase change materials (NEPCMs) to optimize
energy extraction from solar systems. By incorporating these materials, the PVT system can maximize
energy utilization. This article provides a comprehensive overview of the potential applications of
PVT techniques in both industrial and building settings. It also offers a detailed assessment of their
commercial and environmental aspects. The research findings highlight several advantages of PVT
systems, including reduced electricity consumption, efficient utilization of cooling and heating loads
during off-peak periods, improved temperature stability, and enhanced thermal comfort. Further-
more, the integration of NEPCMs in PVT systems has demonstrated superior thermal performance,
enabling 8.3% more heat energy storage during charging and 25.1% more heat energy release during
discharging. Additionally, the implementation of solar-assisted combined heating and power systems
showed the potential to prevent the emission of 911 tons of CO2 per year compared to conventional
PV systems. These systems offer a promising pathway towards mitigating environmental impacts
while meeting energy demands. Overall, this review article serves as a valuable resource for fellow
researchers by providing detailed insights into the viability of PVT systems for various applications
in the industrial and building sectors.

Keywords: thermal energy storage; phase change materials; hybrid photovoltaic thermal systems;
buildings

1. Introduction

The efficient utilization of solar energy, also known as insolation energy, holds the
potential to significantly alleviate environmental conservation problems and address global
energy demand [1,2]. Photovoltaic (PV) technology is specifically designed to directly
convert solar energy into valuable electrical energy [3]. Despite having a higher initial
investment than other renewable energy systems, solar PV is widely accepted worldwide
due to its lower operational and maintenance costs [4]. Additionally, solar PV offers
advantages such as higher efficiency and the generation of pollution-free electricity [5].
Figure 1 illustrates the global installation of solar PV systems, with an estimated installed
capacity of 1523 GW by 2023. The installed capacities in 2022, 2021, and 2020 were 1208 GW,
940 GW, and 770 GW, respectively [6,7].
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Figure 1. Global PV installed capacity [7].

The major limitation of photovoltaic panels is their capacity to convert a fraction of
solar radiation into electrical energy, while the remaining energy increases the temperature
of the PV cells, negatively impacting their performance. A mere 1 ◦C increase in the heat of
PV cells can decrease electrical productivity by approximately 0.1% to 0.5%, significantly
reducing the yield of PV cells, especially under continuous solar radiation [8,9]. Further-
more, increased circuit resistance caused by higher PV cell temperatures decreases electron
velocity, affecting the open-circuit voltage and severely impacting the overall material
performance of the cell. Therefore, the recommended operational temperature for PV cells
is suggested to be within the range of 0 ◦C to 75 ◦C. The temperature co-efficient, which
represents the rate of voltage decrease per unit temperature rise, defines the temperature
dependence of the primary materials used in evaluating the performance of PV cells and
highlights the strong relationship between output power and PV panel temperature [10].

For photovoltaic thermal (PVT) systems, where temperature control is crucial, it has
been recommended that they incorporate cooling mechanisms into the solar collectors to
improve their efficiency [11,12]. Thus, by introducing a heat transfer fluid (HTF) or cooling
fluid into the solar collector, heat can be effectively removed from the PV cells, thereby
increasing the photoelectric conversion efficiency and maximizing the utilization of waste
heat [13,14]. PVT systems are designed to harvest electricity and heat energy simultane-
ously. The low-grade heat obtained can be used for various purposes, including space
heating, industrial process heating, preheating household fluids, and crop drying [15–17].
Compared to conventional PV devices, PVT systems have lower manufacturing and in-
stallation costs per unit area and can be highly practical in efficient infrastructures such as
buildings, hospitals, or factories [18,19]. This paper is focused on defining PVT systems
based on different thermal transport strategies and exploring their integration into various
potential frameworks [20]. The categorization of PVT systems for potential applications
is based on different system parameters, including absorber plate configuration and fluid
flow mechanisms (e.g., single-pass, double-pass, number of channels, normal and forced
circulation) [21].

Given the significance of heat transfer and storage capacities in PVT systems, selecting
suitable materials for storing heat energy during periods of solar power availability and
releasing it when it is unavailable is crucial [22]. Phase change materials (PCMs), which
are capable of efficiently storing and releasing heat energy through the process of melting
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and solidifying, are widely used in thermal energy storage (TES) applications [23,24].
However, the lower thermal conductivity of PCMs poses a challenge [25,26]. To overcome
this limitation, researchers have suggested dispersing highly conductive nanomaterials,
such as metals, metallic oxides, carbon nanotubes (CNTs), and graphene, within the PCMs.
This new class of materials, known as nano-enriched phase change materials (NEPCMs),
has become preferred for TES applications in PVT systems due to their higher heat transfer
rates, higher storage density, and efficient energy release [27–31].

Multiple articles have been published that classify PVT systems and discuss experi-
mental and numerical studies conducted on various PVT systems [32]. A comprehensive
review has examined the performance, design, simulation, and experimental evaluation
of different PVT systems, including air- and water-based collectors [33,34]. Studies have
analyzed the seasonal performance of PVT systems under different climate conditions
and found that simple cooling methods tend to outperform other systems [35]. Thorough
analyses have highlighted the potential benefits of PVT systems in terms of energy effi-
ciency, reliability, and long lifespan [36]. Extensive reviews have explored the application
of PVT systems in solar water heaters and solar thermal systems with and without PCM
for different temperature ranges and residential use [37–39]. Various cooling methods for
PVT systems have also been reviewed, focusing on their accomplishments and applica-
tions [40,41]. The state-of-the-art solar-based heat pump PVT systems for meeting thermal
energy demand in buildings have also been discussed, highlighting integration approaches,
feasible arrangements, multiple foundations, and mechanism design [42]. Numerous on-
going scientific studies to enhance the reliability and application of this technology in
decarbonizing buildings are also being reported [43]. However, based on the literature
and Figure 2, there is a lack of review articles focusing on the industrial applications of
PVT systems in terms of their environmental aspects. This article aimed to fill this gap by
providing a general classification of PVT systems, discussing cooling methods, exploring
industrial and building applications of PVT systems, and analyzing the environmental
impacts based on previous studies conducted on various PVT devices. Moreover, this study
aimed to assist engineers and researchers who are considering PVT systems for industrial
and building facades, by providing them with a better understanding of the effects on
electrical and thermal energy for heating and cooling applications.

Figure 2. Previously published review articles on hybrid PVT system applications [20,44–50].
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The present article also includes an analysis of liquid-based spectrum filters in PVT sys-
tems, a comparative analysis of PVT technology highlighting its key advantages, challenges,
and future potential, and a thorough examination of the impact of PVT system output
in industries, as it was noticed that there is a lack of revised and constructive analyses
evaluating PVT system industrial applications from both approaches. To fill this gap, the
research record on PVT system output was reviewed based on the industrial requirements,
and the various factors considered in each analysis were categorized. The use of NEPCM
has garnered significant attention due to its positive impact on the thermal regulation
of PV units and its ability to improve electricity and thermal energy performance. Thus,
this prospect was extensively reviewed based on in-depth articles. Furthermore, various
PVT systems for enhancing electricity and thermal energy production were extensively
discussed. The literature on experimental applications of hybrid PVT arrangements, with
and without PCM, was surveyed, analyzed, and summarized for various industrial appli-
cations, including water heating, water desalination, thermal management in buildings,
food processing, HVAC, agricultural processes, and thermal power plants. Even though a
number of innovative techniques to improve the thermal and electrical performance of PVT
systems have been described, it appears that the field of PVT systems that use PCMs and
NEPCMs is continuing to grow. According to a search that used the keywords “PVT system,
PCM, and NEPCM”, it was discovered that the number of publications, which began in the
year 2005, grew more than sixty times between the years 2020 and 2023. The specifics of the
articles can be obtained from the “Web of Science, Scopus and Science Direct”, as shown in
Figure 3. From a total of 45,000 publications, approximately 130 articles were chosen for
the present review article according to their applicability, suitability and significance. The
remaining sections of the article are organized as follows: Section 2 provides a detailed un-
derstanding of PVT system behavior and classification, Section 3 focuses on the industrial
applications of PVT systems, Section 4 discusses the environmental aspects of PVT systems,
Section 5 outlines the technical tasks associated with PVT systems, and Section 6 concludes
the article by summarizing the work and suggesting future prospects for this field.

Figure 3. Number of journal publications related to PVT systems, PCMs, and NEPCMs for energy
production and storage from 2005 to 2023. Sources: Scopus, Web of Science, and Science Direct.
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2. PVT Systems and Their Performances

The PVT system combines photovoltaics with a thermal collector to convert both
electrical and thermal energy simultaneously. This integration enhances solar energy
utilization, allowing for greater electricity and thermal energy generation per unit area
than standalone solar PV or thermal systems.

Various cooling methods are employed to regulate the temperature of PV panels,
depending on whether they are passive or active techniques. A comprehensive and up-to-
date exploration of cooling technologies is presented in the following sections, categorized
according to the type of heat transfer mechanisms involved. The choice of heat transfer fluid
(HTF) used in PVT systems determines their performance and implementation. Historically,
air and water have been conventionally used as cooling fluids in PVT systems. In the past
three to four decades, extensive research has focused on optimizing traditional fluid-based
PVT systems, with numerous studies [51,52] conducted in this area. The following section
evaluates the findings of these studies, highlighting the use of air and water as HTFs in
PVT systems. The segment summarizes the key outcomes, various system configurations,
and efficiencies in a tabular format, facilitating a better understanding of the subject matter.
Figure 4 illustrates the classification of PVT systems, including air-based PVT systems,
water-based PVT systems, bi-fluid PVT systems, heat-pipe-based PVT systems, and PCM-
based PVT systems, all falling under the category of PVT.

Figure 4. Classification of PVT systems.

2.1. Air-Based PVT Systems

As shown in Figure 5, air-based PVT systems can actively or passively allow air to
flow across the PV surface. These systems utilize single- or double-pass configurations
and various absorber designs. Numerous researchers have been dedicated to enhancing
the performance of conventional air-based PVT systems, including their architecture, op-
eration, and materials [53–56]. Some studies have focused on simulating these systems
using computational models to predict their potential performance. Researchers have also
explored the energy and exergy approaches of air-based PVT systems.

Ozakin and Kaya conducted an ANSYS Fluent study to analyze the panel temperature
and cooling channel air velocity [53]. Their findings were compared to real data, and it
was discovered that using small and frequent fins improved the exergy performance of
polycrystal panels by 70% and 30%, respectively, compared to empty fins. The thermal effi-
ciencies also increased by approximately 55% and 70%. Furthermore, the PV temperature
decreased by around 10% to 15% for all configurations [54].
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Figure 5. Air-based PVT systems [32].

Agrawal et al. examined a microchannel PV/T module featuring two types of panels:
single-channel and multi-channel PV/T [55]. By maintaining a consistent airflow rate, they
discovered that the multi-channel configuration exhibited improved thermal energy and
exergy efficiency, achieving enhancements of 70.62% and 60.19%, respectively. Another
study proposed the integration of a greenhouse solar dryer with a partially enclosed
air-based PVT system designed for drying purposes [57]. The researchers evaluated the
influence of flow rates on the system’s thermal and electrical performance by varying the
number of air collectors. As the number of collectors increased from 1 to 5, the equivalent
thermal energy and thermal exergy efficiency rose from 3.24 kWh/day to 10.6 kWh/day.
Air-based PVT systems require a sufficiently high airflow velocity to absorb the heat from
the PV modules, especially during the daytime when temperatures are high [58]. To address
this, a rotating airflow device is integrated into the channels to cool the modules. However,
the output of air-based PVT systems fluctuates throughout the day due to temperature
variations, and the heat absorption potential of air is at its lowest during the hottest hours.
Thus, water-based PVT systems are employed to overcome these challenges and improve
thermal management.

2.2. Water-Based PVT Systems

Air-cooled PVT devices generally have inferior thermal properties and are not very
effective in high-temperature applications. Water, on the other hand, has higher thermal
properties compared to air. Water-cooled PVT systems can be implemented in active and
passive cooling. In both approaches, water tubes are installed behind the PV panel to
allow water to flow through them. The water extracts heat from the PV unit, cooling the
panel and producing heated water. This heated water can be utilized for various purposes.
In one experimental setup, the water-based system consists of several main components:
an exposed PVT collector, a storage tank, a forced water circulation circuit, and a pump
(see Figure 6). The collector inlet is located at the bottom of the tank, while the heated
water flows from the collector into the upper part of the tank. This arrangement creates
stratification in the tank, with lower hot water density, improving thermal performance,
and reducing the temperature of the photovoltaic cells [59].
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Figure 6. Water-based PVT systems [reproduced with permission from [60], Elsevier, 2016].

Previous studies have shown that water-based PVT systems [61] reach a maximum
deflation temperature of 74.2 ◦C. This temperature level is considered safe in terms of
overheating risk and PV efficiency. The PVT systems have also been proven suitable
for domestic water preheating, with an average monthly output temperature of the PVT
collector exceeding 45 ◦C for five months. It has also been demonstrated that an 8 m2 PVT
system is sufficient for heating a 300 L storage tank. Simulation results further indicate that
the PVT surface area should be roughly double the size of a traditional thermal module
to achieve the same thermal capacity. A dual oscillating absorber with a copper pipeline
flow was developed and tested using water-based PVT systems. ANSYS 19.2 was used to
predict the water outlet and surface temperatures under various irradiation and flow rate
conditions [62]. The findings revealed an overall thermal efficiency of 59.6% for the PVT
systems. At a mass flow rate of 6 LPM, the highest mean electrical performance values
were 10.86% for the PV panel and 11.71% for the water-based PVT system. These results
indicate that, as mass transfer improves, the electrical, thermal, and output capacity of PVT
systems also increases.

Bevilacqua et al. [63] investigated the electrical performance of a PVT system using
back surface spray cooling. They observed a 7.8% increase in electrical power and a 28.2%
decrease in cell temperature compared to a non-cooled PV system. Similarly, Bevilac-
qua et al. [64] analyzed the electrical performance of a PVT system under different climate
conditions. They developed a model to analyze panel surface temperature and power
generation under various climate conditions. The model’s accuracy was confirmed through
statistical parameters, demonstrating good agreement between predicted and measured
power and temperature. The experimental results were used to validate the simulation
findings to evaluate the effectiveness of a novel dual oscillating absorber design for the
PVT water system compared to a traditional PV device. The water-based PVT system’s
electrical, thermal, and overall efficiency were evaluated within an irradiation range of 500
to 1000 W/m2 and flow rates ranging from 0.03 to 0.1 kg/s. The findings indicated that
increasing either the flow rate or the amount of solar radiation can lead to improved ther-
mal and overall efficiency. However, further increases result in a decline in efficiency after
reaching an optimum value. Enhancing the cell’s electrical efficiency requires lowering
its temperature, which can be achieved by increasing the mass flow rate [65]. Bevilac-
qua et al. [66] compared three different cooling technologies under varying meteorological
conditions and found that backside spray cooling provided the best temperature reduction
and enhanced electrical performance compared to the other systems.
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2.3. Bi-Fluid-Based PVT Systems

The performance of stand-alone air- or water-based PVT systems fell short of ex-
pectations, leading researchers to explore alternative approaches. One of the proposed
approaches is using two fluids in a PVT unit, known as a bi-fluid-based PVT system
(Figure 7). The aim was to overcome the limitations of the separate air-based and water-
based PVT systems and simultaneously generate electricity, hot air, and water.

Figure 7. Bi-fluid-based PVT Systems (a) schematic illustration bi fluid PVT system (b) sectional view
of fin and water tubes [reproduced with permission from [67], Elsevier, 2016].

A bi-fluid PVT system was developed, which incorporated a PV laminate, a serpentine
copper tube for water heating, and a single-pass air channel for air heating [68]. To
evaluate the efficiency of the developed bi-fluid collector, the fluids were analyzed both
independently and concurrently using an established model. The simulated thermal and
electrical efficiencies were found to be satisfactory when the bi-fluid collector operated
independently. However, when the bi-fluid system operated simultaneously, the total
performance reached a maximum of 76% efficiency at the specified parameters’ maximum
flow rate.

Furthermore, experimental analysis was conducted using two different fluids in
various geometric channels [69]. Three different geometric forms were utilized as fluid
movement channels: circular tube, half tube, and square tube. Pure water and an EG-W
(60:40) mixture were used as heat transfer fluids to extract heat from the hybrid systems.
The results indicated that the tube configuration was more efficient compared to circular
and square tubes. Specifically, using the half-tube form at a mass flow rate of 0.04 kg/s
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improved the electrical efficiency of the hybrid collector by 0.53% and 1.16% compared
to circular and square tubes, respectively. Additionally, the thermal efficiency showed an
improvement of 1.17% and 2.6% for the same comparison.

2.4. Heat-Pipe-Based PVT Systems

Figure 8 illustrates a heat-pipe-based system that efficiently transfers heat between two
solid surfaces without requiring external assistance. This system incorporates evaporation
and condensation principles. Due to pressure variations in the adiabatic components, the
working fluid transitions from a liquid phase to a vapor phase using heat from the ambient
environment. This passive cooling technique, supported by a heat pipe, is known as a PVT-
HP system. The vapor phase travels through the condenser, releasing heat and transitioning
back to a liquid phase. It then returns to the evaporator through a wick structure.

Figure 8. Heat-pipe working cycle [70].

The PVT-LHP system consists of several sub-models and an integrated model, which
have been designed and analyzed [71]. The analysis revealed that under the given design
conditions, the PV/LHP module achieved electrical, thermal, and overall performance of
12.2%, 55.6%, and 67.8%, respectively. The novel systems exhibited 28% higher efficiency
and a 2.2 times higher coefficient of performance (COP) compared to traditional systems.

Another advanced system, the HP-PVT system, was developed to provide energy
generation, water preheating, and load reduction in space air conditioning [72]. A dy-
namic prototype of the HP-PVT system was established and experimentally validated for
numerical accuracy. Subsequently, the system’s annual efficiency was assessed based on
standard weather conditions in Hong Kong. Simulation results indicated that the average
cumulative heat transfer through the outside wall could be reduced to less than a quarter
of the usual level. The system achieved approximately 35% efficiency in water heating and
10% efficiency in power generation. Additionally, it was reported that the system saved an
average of 315 kWh/year per unit surface area.

2.5. PCM-Based PVT Systems

The utilization of thermal energy storage (TES) is crucial to address the demand and
availability of electricity at night [73]. Typically, batteries are employed to store electrical
energy during the day, which can be used to meet the nighttime demand. Since solar
energy is abundant, phase change materials (PCMs) offer an ideal solution for storing
thermal energy [74]. PCMs possess desirable characteristics such as rapid charging and
discharging capabilities and high performance. Additionally, they are cost-effective, readily
available, and pose no toxicity or hazards. Various PCMs with different phase transition
temperatures are commercially accessible [75]. These materials effectively reduce the
temperature of solar panels during the day while storing the captured heat energy, which
can then be released during the night. To enhance the efficiency of PCMs, techniques such
as dispersing nanoparticles into the base PCM, encapsulating nano-sized particles with
PCM, and creating nano-enhanced PCMs (NEPCMs) have been proposed [26,76–78]. These

183



Buildings 2023, 13, 1950

modifications improve heat transfer and increase thermal conductivity, thereby decreasing
the temperature of photovoltaic (PV) panels and extending their lifespan. Figure 9 illustrates
the integration of PCMs with a PVT unit.

PVT systems incorporating PCM-based collectors have been primarily used for cool-
ing PV units [79]. Experimental studies have also focused on assessing their electrical
performance. The implementation of PCM-based cooling for PV units has contributed
to the preservation of their electrical efficiency. The peak efficiency achieved with this
approach was reported to be approximately 13.7%, whereas traditional PV systems reached
about 7.1% efficiency. The experimental findings also indicate an increase in electricity
generation corresponding to the rise in solar irradiance. The cooling process facilitated by
PCM integration results in higher power output. In conclusion, utilizing PCM for cooling
PVT modules enhances their electrical efficiency [80].

Figure 9. PCM-based PVT systems (a) schematic illustration of PCM-based PVT systems, (b) cut
section of PVT system [reproduced with permission from [81], Elsevier, 2020].

To evaluate the energy performance of PVT systems incorporating PCMs, compar-
isons were made with standard PV modules based on electricity generation and overall
energy performance [81]. Factors such as exergy destruction and external damages were
considered in these measurements. The PVT-PCM system demonstrated the greatest rel-
ative improvement in energetic and exergetic efficiency. The PV module experienced a
temperature drop of 12.6 ◦C, while the PVT-PCM system achieved a drop of 10.3 ◦C. The
maximum electrical efficiency obtained was 13.72% for PV and 13.8% for PVT. Similarly,
the electrical efficiency of PVT-PCM was numerically and experimentally determined to be
13.98% and 13.87%, respectively.
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2.6. Summary

A study was conducted to examine the extraction of heat from PV units using various
thermal fluids, cooling channel arrangements, and heat transfer enhancement techniques.
Water-based PVT systems are commonly employed for dissipating heat from the backside
of PV modules. The addition of water-based PVT systems could provide benefits for
residential water heating and preheating water for industrial processes that currently use
traditional solar collectors. However, the use of water-based systems may be limited in cold
regions due to the risk of water freezing. Various methods were extensively discussed, such
as glazing, heat pipes, coolant tubes, dual fluids and double channels, and PCMs. Water-
based PVT units can also be extended to conventional water heating devices, preheating
desalination water, and preheating water for industrial purposes. On the other hand,
air-based PVT systems were found to be the least efficient and least effective method due
to their low heat transfer properties.

It was observed that using water as a cooling medium for solar panels in PVT systems
leads to higher efficiency rates. However, caution must be exercised when using this system
in extremely cold environments, and there are other related complications that may cause
damage. Both water- and air-based systems demonstrated more significant cooling of PV
modules, but their design becomes increasingly complex and complicated when operating
in passive mode. Furthermore, it was emphasized that the heat generated from PCMs must
be effectively utilized to impact the thermal management system. It is recommended to
use highly conductive nanoparticles enhanced nanofluid instead of conventional fluid to
enhance the heat transfer rate between the PV panel and the cooling fluid. Moreover, the
conductivity and absorption rate of the PCM plays a crucial role in the heat transfer rate
and storage performance. Therefore, the use of carbon-based NEPCM (nano-enhanced
phase change materials) is suggested to improve electrical performance, absorption rate,
heat transfer rate, and storage performance. Implementing nano-enhanced PCMs in PVT
systems allows for the extraction and storage of a greater amount of heat energy.

3. Industrial Applications of a Hybrid PVT System

Hybrid PVT systems are designed to generate both electricity and heat energy simulta-
neously. The heat energy obtained can be utilized for a wide range of applications, including
water heating, space heating, drying, solar desalination, textiles, solar power plants, the
agricultural sector, preservation of food and pharmaceutical products, automobiles, and
medical applications [82].

Similarly, PCM-integrated PVT systems can produce both electricity and heat energy,
which can also be stored. PCMs are suitable for energy conversion and heat transfer
applications [2]. The stored heat energy can be effectively used for residential and industrial
purposes. For instance, PCMs play a crucial role in urgent blood transport, and organ and
cold therapies, as well as providing thermal protection for ice creams and food products [83].
Moreover, PCMs find applications in the development of high-performance electronic
devices and textiles, cooking, industrial process heating, and regulating temperatures in
chemical reactions [84]. This section extensively explores the diverse industrial applications
of PVT systems.

3.1. Water Heating

Hot water is essential for a wide range of industrial and household uses. Industrial
applications utilize hot water for curing, mixing, washing, cleaning, and sterilizing to
facilitate product manufacturing. In a study by Abdallah et al. [85], it was found that
adding conductive nanomaterials to the cooling fluid enhances the thermal properties
of a PVT system. The cooling fluid reduces the temperature of the PV panel, leading to
increased electrical production. Moreover, the nanomaterials in the fluid improve the
overall performance of the PVT device by enhancing heat energy absorption for generating
hot water for both household and industrial applications.
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Researchers at Dalian University conducted a study [86] using a PVT heat pump and
a water source heat pump for public hot water supply. They developed an innovative
strategy to utilize multiple heat sources and established a calculation model to determine
the system’s heating characteristics. The study reported an 80% increase in public utility
hot water supply and a 49% reduction in hot water production costs, resulting in improved
economic performance.

Jafari et al. [87] conducted a thermodynamic investigation on a newly proposed PVT
system that incorporated a fuel cell and battery. The excess electrical energy generated
by the PVT system was used for hydrogen production. The produced hydrogen was
then utilized in the fuel cell to generate electrical energy and heated water. The study
revealed an overall electrical energy efficiency of 9% and an electrical energy production
cost of USD 0.286/kWh. The PVT system’s exergy and energy efficiencies were measured
at 16.91% and 14.5%, respectively. Additionally, the combined system demonstrated a
total energy efficiency of 41.80%. Kumar et al. [88] developed a model and simulation
for industrial solar-assisted process heating (SAPH) applications. The study showed that
the maximum heat gain, thermal efficiency, and exergy efficiency were 1420 W, 75%, and
12.72%, respectively. The SAPH system exhibited excellent performance under higher solar
irradiation and lower mass flow rates.

A PVT system designed for hostel students, providing hot water and meeting a
portion of the electrical requirements, was analyzed by Somasundaram and Tay [89].
The researchers compared two types of PVT systems, unglazed and glazed, as shown
in Figure 10. The study indicated that the glazed PVT unit outperformed the unglazed
arrangement. The payback period for the system was determined to be 12.5 years, with an
electricity cost of USD 0.26 per kW/h.

Figure 10. Line diagram of PVT system for water heating [89].

Maatallah et al. [90] conducted an exergoeconomic investigation of a PCM integrated
water-based PVT system in Kerala, India, under various weather conditions. The research
reported an overall performance of 41.0%. Furthermore, the water-based PVT system
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exhibited an extended life cycle conversion efficiency compared to conventional systems,
with an improvement of 27.0%. The generated hot water was deemed suitable for both
household and industrial applications.

Naghdbishi et al. [81] explored the impact of MWCNTs (multi-walled carbon nanotubes)-
based nanofluids on a hybrid PVT system incorporating a PCM system. The dispersion of
MWCNTs in water was found to enhance the thermal and electrical performance by 23.6%
and 4.20%, respectively, compared to conventional water-cooled PVT systems. However,
the use of the hybrid system led to higher exergy losses due to heat dissipation, resulting in
an overall increase of 76% in exergy destruction.

Rajoria et al. [91] conducted an enviroeconomic and exergetic analysis of hybrid PVT
systems, considering two cases based on the flow and design of PVT arrays. Case 2 demon-
strated improved performance with lower cell temperature, higher outlet air temperature,
and higher electrical efficiency compared to Case 1. The annual extenuation in terms of
overall exergy gain and thermal energy gain was higher in Case 2. Additionally, the study
evaluated the environmental cost associated with overall exergy and thermal energy for
both cases.

Yandri et al. [92] evaluated the thermal performance of a hybrid PVT system, including
Joule heating, to enhance thermal energy. The results showed a 13% improvement in
thermal performance, suggesting wider applications in areas such as swimming pool water
heating, floor heating, and medium-temperature heat pumps. Antony et al. [93] conducted
a detailed analysis of a PVT system, considering various parameters such as solar irradiance,
operational temperature, heat and electricity demand, thermal storage capacity, rate of flow,
and ambient temperature over an entire year, as shown in Figure 11a. The study found
that factors like heat removal, flow rate, location (longitude and latitude), tilt angles, and
the choice of heat dissipation fluid significantly influenced the system’s performance. The
analyzed PVT system was recommended for industrial-scale water heating applications.

Figure 11. (a) Heat demand and supply in winter season [reproduced with permission from [93], Else-
vier, 2019], (b) yearly thermal (Eth) and photovoltaic (Epv) energies per surface module [reproduced
with permission from [61], Elsevier, 2020].

Brottier and Bennacer [61] analyzed the performance of residential water heaters in
Western Europe using 28 hybrid non-overglazed PVT systems in France, Portugal, and
Switzerland. The study concluded that the PVT systems were suitable for residential water
heating, providing an average temperature of 45 ◦C with five months of autonomy per year.
The yearly thermal and electrical energies per surface module are shown in Figure 11b. It
was noted that non-overglazed PVT systems exhibited the highest stagnation temperature
of 74.2 ◦C.

Dannemand et al. [94] evaluated the performance of heat-pump-based PVT systems
for cold buffer and hot water storage. Amo et al. [84] theoretically analyzed a heat-pump-
based PVT system for seasonal storage in educational buildings. Both studies demonstrated
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high solar coverage of up to 98% for the proposed systems, indicating their economic and
technical feasibility.

In summary, various studies have explored different aspects of PVT systems, including
the enhancement of thermal properties through the use of nanomaterials, integration with
fuel cells and batteries, exergoeconomic analysis, utilization of PCMs, and the evalua-
tion of system performance for different applications. These investigations contribute to
the advancement of PVT technology for efficient hot water generation in industrial and
household settings.

3.2. Water Desalination

Water salt removal is a process that involves heating saline water to produce water
vapor, which is then condensed to obtain pure water. This purification process requires hot
water or heat energy. In the context of a PVT system, the hot water outlet can be utilized for
the desalination and production of pure water. Mittelman et al. [95] conducted an analysis
of a concentrated PVT system for a water desalination setup, as depicted in Figure 12.
This hybrid system generates electricity and desalinated water. The designed CPVT solar
collectors are capable of operating at high temperatures, enabling the use of more advanced
desalination techniques such as vapor-compression or absorption refrigeration systems.
Monjezi et al. [96] evaluated a solar-powered osmosis desalination system integrated with
a photovoltaic thermal system to produce fresh water. The study found that the specific
energy consumption (SEC) for reverse osmosis desalination systems was 4.15 kWh/m3 with
PVT systems and 4.27 kWh/m3 without PVT systems. Additionally, the novel PVT system
with seawater cooling resulted in a 0.12 kWh/m3 reduction in SEC and a 65% reduction in
panel area.

Figure 12. Schematic diagram of CPVT and multiple-effect evaporation plant [reproduced with
permission from [95], Elsevier, 2009].

Ong et al. [97] investigated the desalination of water using waste heat obtained
from CPVT systems. This hybrid system also generates electrical energy and desalinated
water. The results demonstrated that the approach is highly optimized and that effective
minimization of heat energy utilization is achievable. Abdelgaied et al. [98] proposed a
system that combines PV panels with thermal collectors, a solar dish concentrator, and
a reverse osmosis salt removal system with an energy recovery device. They installed
a PV unit with a thermal recovery device and a dish concentrator with a solar thermal
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receiver to power the reverse osmosis desalination process. The dish concentration and
PV panels were also used to preheat the purification system. Preheating the input water
before pumping it to the reverse osmosis plant resulted in SEC savings ranging from 18.7%
to 22.9% for treated seawater and from 24.3% to 35.8% for brackish water, compared to
systems without solar preheating. Calise et al. [99] studied a poly-generation system for
generating potable water, which includes a PVT system, a single-stage absorber chiller, a
multi-effect distillation system, and other components. The PVT system generates electrical
and thermal energy, with the electrical energy being sent to the grid. The thermal energy
can be utilized to power an air-to-water heat pump that produces chilled water for air
conditioning. Finally, the multi-effect distillation system can employ both solar energy
and thermal energy from an additional biomass-fired heater to transform seawater into
potable water.

Xiao et al. [100] designed a desalination system integrated with a PVT system. The PVT
system generates electricity and heat energy, which is used to preheat the saline water in
the desalination system, as illustrated in Figure 13a. Potable water production depends on
the bottom channel’s height, with a deeper channel resulting in decreased water production.
As the water quantity increases, the evaporation rate decreases. The use of a PVT system
increases the heat transfer rate from the absorber plate to the saltwater by 44%. However,
pure water production decreases by 17% when the height of the bottom tank is 0.03 m
instead of 0.01 m. Alnaimat et al. [101] designed a solar-diffusion-driving desalination unit,
as shown in Figure 13b. This system can generate 100 litres of fresh water daily with an
SEC of 3.6 kWh/m3, using 2 m2 panels in different weather conditions. Xinxin et al. [102]
designed three solar still systems with different glass angles integrated with a concentrated
parabolic PVT system, as depicted in Figure 13c. The researchers found that higher solar
irradiation increases freshwater generation, electrical efficiency, and thermal efficacy. The
temperature difference between the saltwater and the condenser glass is a key factor in
freshwater generation. Additionally, the angle of the condenser affects the production
of freshwater.

Figure 13. Different configurations of PVT-based solar desalination systems (a) stepped solar still with
PVT system [reproduced with permission from [100], Elsevier, 2019], (b) air assisted PVT integrated
desalination [reproduced with permission from [101], Elsevier, 2012], (c) low concentration ratio
CPC-PVT desalination system [reproduced with permission from [102], Elsevier, 2019].
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3.3. Thermal Management in Buildings

The integration of latent heat storage in building materials plays a significant role
in building energy management, facilitated by TES technology. Thermal management is
crucial in construction to ensure human comfort and the functionality of various structures,
from everyday devices to industrial installations [103]. In a study by Zarei et al. [104], a
hybrid photovoltaic thermal system was analyzed for eco-friendly solar heating and cooling
applications. The system employed two refrigerants, R600 and R290, to reduce global
warming potential, replacing R134a. The study found that the outlet water temperature
ranged from 31.7 ◦C to 46.7 ◦C. Furthermore, using the R290 refrigeration cycle and cooling
the panel resulted in an 11.1% improvement in the coefficient of performance (COP), a
9.17 ◦C increase in the outlet water temperature, and a 60.17% reduction in refrigerant flow
rate compared to a system without panel cooling that used R134a refrigerant.

Braun et al. [105] conducted an analysis of a hybrid PVT system for zero-energy office
buildings, providing electrical, heating, and cooling functions (trigeneration). The simula-
tion study demonstrated the technical feasibility of the system. Additionally, the proposed
PVT system with a heat pump (HP) exhibited higher energy potential for incorporating
renewable energies, lower energy production costs, and increased self-consumption of
locally generated energy. Hassan et al. [3] investigated the thermal management and regu-
lation of PVT systems integrated with nanofluid-based (PCMs). Three PVT systems were
compared: PVT/PCM, PV/PCM, and conventional PV systems. The study revealed that
the addition of a 0.1 wt% graphene water nanofluid at a flow rate of 40 LPM improved the
overall thermal and electrical efficiency by 14.1%, 20.8%, and 14.5%, respectively, compared
to a water-based PV system. An increase in flow rate was found to enhance the electrical
and thermal effectiveness of the systems.

Behzadi et al. [83] conducted a techno-economic investigation of PVT systems for
building energy management. The study reported a 4.03% increase in exergy, a reduction
of EUR 3.64 per Wh in total cost, and a decrease in capital cost achieved by eliminating the
battery component. Chemisana et al. [106] analyzed the impact of immersing PVT systems
directly in liquids for building applications. The study concluded that immersing the PVT
system in a mixture of isopropyl alcohol and deionized water yielded the best results in
terms of electrical, thermal, operational, and optical behavior.

Compared to building-integrated photovoltaic (BIPV) systems, building-integrated
photovoltaic-thermal (BIPVT) systems offer additional advantages as they can generate both
electrical and thermal energy. Debbarma et al. [80] reviewed the thermal performance of
BIPVT systems through exergy analysis, highlighting their ability to partially or completely
fulfil a building’s energy needs.

A PCM-integrated hybrid PVT system was experimentally analyzed to study building
thermal management [107]. The system utilized an organic PCM called RT42 for thermal
energy storage. The experiment demonstrated a 7.7% improvement in the PCM’s electrical
energy and a 4.45 V increase in Voc (voltage at open circuit) at an irradiance of 100 W/m2,
validating the effective contribution of PCM in thermal management within buildings.

Balaji et al. [108] discussed the design features of BIPV and BIPVT technologies. They
presented two setups, BIPV-wall/facade, where PV panels were vertically mounted on
walls, and the BIPV roof, which is suitable for high-rise buildings with increased airflow
for efficient PV panel cooling, as shown in Figure 14. The study emphasized several crucial
parameters to consider when integrating PV systems into building roofs/facades, including
design, buildability, compliance with regulations, safety, maintenance, environmental
factors, durability, and performance.
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Figure 14. (a) Staggered configuration of BIPVT, (b) PVT system integrated in building [reproduced
with permission from [108], Elsevier, 2016].

3.4. Agricultural Processes Solar Drier

The agricultural industry predominantly utilizes solar dryers to reduce moisture
levels and prevent deterioration during storage. A recent experiment [109] involved using
a mixed-mode air-based PVT system to dry tomatoes. The initial moisture content of the
tomatoes was 91.9%, and they were successfully dried to 23.3% in the mixed-mode solar
dryer and to 30.15% in the open-mode solar dryer within a period of 44 h. The maximum
thermal and electrical performance achieved was 65% and 12.31%, respectively.

Tiwari et al. explored energy and exergy analysis for solar dryer applications in five
different cities: Mumbai, New Delhi, Bangalore, Jodhpur, and Srinagar [110]. They found
that the solar dryer’s air temperature depends on the air’s inlet velocity. This investigation
demonstrated self-sustainability and applicability to remote areas, with excellent agreement
between numerical and experimental outcomes.

The thermal performance of a PVT arrangement with a desiccant wheel was numeri-
cally analyzed, and the produced hot air was utilized for the drying process. By employing
the desiccant wheel, the temperature increased from 65 ◦C to 80 ◦C, while the humidity
ratio of the air decreased from 15 kg water/kg dry air to 8.8 kg water/kg dry air, compared
to without the desiccant wheel [111]. Tiwari et al. discussed various types of air-assisted
hybrid PVT arrangements with solar greenhouse dryers [57]. They reported an overall
thermal output of 26.68% and an electrical output of 11.26% at a flow rate of 0.01 kg/s.
Ziaforoughi et al. [112] investigated a novel hybrid PVT system for improving the perfor-
mance of potato slice drying and agricultural processes in industries. Drying potato slices
with thicknesses of 3 mm, 5 mm, and 7 mm at temperatures of 50.0 ◦C, 60.0 ◦C, and 70.0 ◦C,
respectively, their system achieved a reduction in electrical consumption of 40% to 69% and
a decrease in drying time by 31% to 52%.

Tiwari et al. [113] conducted an experimental study on an optimized drying method
using a PVT air collector, which proved beneficial for crop preservation, and is illustrated
in Figure 15. The study found that forced convection mode was more efficient for crops
with high moisture content, while natural convection mode was better suited for crops with
low moisture content. A hybrid PVT system integrated with an indirect solar dryer was
analyzed for drying agricultural products [114]. A thermal balance equation was developed
and examined using various heat transfer and electric parameters. The numerical analysis
demonstrated a 70% improvement in thermal performance, a 10.50% improvement in
electrical performance, and an overall performance enhancement of 90.0% at a flow rate of
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0.0155 kg/s. Effective crop drying is crucial in rural areas to remove moisture content and
prevent quality deterioration.

Figure 15. Greenhouse dryer [reproduced with permission from [113], Elsevier, 2018].

The exergoeconomic analysis of hybrid PVT systems, such as that shown in Figure 16
under the forced mode, was conducted, considering parameters such as PV cell temperature,
outlet temperature, greenhouse temperature, and crop temperature, at the Indian Institute
of Technology in India [115]. Findings revealed the system’s efficiency decreased as the PV
panel temperature increased. The annual energy outputs were 191.53 kWh for electrical
energy, 1182.19 kWh for thermal energy, and 1686.22 kWh for overall energy. The thermal
exergy and overall exergy were determined to be 16.52 kWh and 208.05 kWh, respectively.
The researchers concluded that the solar dryer was suitable for all climate conditions as it
effectively utilized both direct and diffuse radiation.

Figure 16. Greenhouse dryer apparatus [reproduced with permission from [115], Elsevier, 2016].

3.5. Food Processing

The food processing industry commonly relies on conventional heating sources like hot
air and steam. However, the heat energy generated by PVT systems can also be effectively
utilized in this industry. Steam and hot air have been the traditional choices for heating
in various food processing applications. However, alternative heating methods such as
infrared, ohmic, and microwave heating have gained attention due to their high energy
efficiency. In recent years, PVT-based heating systems have gained popularity as a more
energy-efficient option.
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A theoretical analysis conducted by Herrando et al. [116] examined the heating, cool-
ing, and electrical demands of food industries in Spain. The study identified the optimal
number (N) of solar collectors that minimizes the payback time for the solar system. In
the case of a solar-powered combined cooling, heating and power PVT system, the pay-
back time decreases exponentially with the system’s size when N is less than 120. This
optimization leads to significant savings in electrical power consumption and increased
annual savings overall.

3.6. Heating, Ventilation, and Air Conditioning

The HVAC system, responsible for heating, ventilation, and air conditioning, is crucial
for maintaining human comfort and ensuring the protection of goods in residential and
commercial buildings. It regulates temperature by heating and cooling the air while aiming
to provide high-quality indoor air. During winter, the HVAC system utilizes thermal energy
from the PVT system to heat the air. Zarei et al. [104] conducted an analysis of a hybrid PVT
system for eco-friendly solar heating and cooling applications. Instead of using R134a, they
employed two different refrigerants, R600 and R290, to reduce global warming potential.
The study found that the outlet water temperature ranged between 31.7 ◦C and 46.7 ◦C.
Furthermore, it concluded that the COP of the R290 refrigeration system improved by
11.1%, reducing the refrigerant flow rate by 60.17% and increasing the water temperature
by 9.17%.

Braun et al. [105] studied a hybrid PVT system for zero-energy office buildings, focus-
ing on trigeneration (electrical, heating, and cooling) capabilities. Through simulation, they
determined that this system was technically feasible. The proposed PVT system with heat
pumps exhibited higher energy potential, lower energy production costs, and greater self-
consumption of locally generated energy. Zhou et al. [117] enhanced the performance of a
PCM-combined hybrid PVT system by incorporating cooling and ventilation. This hybrid
system integrated a ventilator, radiative cooling, active PV cooling, and PCM storage. The
study showed that the radiant cooling system effectively maintained indoor temperatures
while offering significant energy-saving potential. The new hybrid system demonstrated
superior energy efficiency compared to conventional systems.

In India, a BIPVT system was analyszed with and without the PVT arrangement [118].
The electrical performance of the BIPVT system with an air duct was reported to be
13.11%, while without the air duct it was 12%. The experimental results aligned well
with the theoretical findings. The impact of water flow in a BIPVT system with heat
capacity was also investigated in India [119]. The study revealed a significant temperature
drop in the PV cell temperature, resulting in a 23.7% improvement in electrical efficiency.
Meanwhile, in Portugal, one study focused on the solar-absorption heating and cooling of
buildings, considering the energy, economic, and environmental aspects [120]. The research
explored three cities—Rome, Lisbon, and Berlin—to investigate solar heating and cooling
theoretically. The results indicated that integrated solar systems showed higher economic
efficiency in single-family houses and in hotels.

3.7. Thermal Powerplants

Electricity is generated from heat energy in thermal power plants. These power
plants typically heat water to produce steam, which then drives steam turbines to generate
electrical energy. In a study by Shah et al. [121], the thermal and electrical efficiency
of hybrid PVT systems under standard testing conditions (STCs) was examined. These
systems generate both electrical and thermal energy, which thermal power plants can
utilize. The research findings indicated that employing an active cooling method improved
the electrical energy output of the PVT system drastically.

Another study conducted by Wang et al. [122] investigated hybrid PVT systems
for solar-powered combined heating and power in power plants and dairy farms (as
depicted in Figure 17). The S-CHP hybrid PVT system was found to fulfil 52.0% of the
steam demand and 40.0% of the hot water demand. Additionally, the system achieved an
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electrical efficiency equivalent to 14% of the total electrical demand. Based on the energy
consumption of dairy farms, this implementation was projected to reduce 890 tonnes of
CO2 emissions per year. Of this total, 720 tonnes would stem from decreased natural gas
consumption, while the remaining 100 would result from displaced electricity.

Figure 17. (a) Concentrating spectral-splitting hybrid PVT collector (b) schematic diagram of S-CHP
hybrid PVT system [reproduced with permission from [122], Elsevier, 2020].

3.8. Summary of Hybrid PVT System Applications

Table 1 presents a summary of the performance and industrial applications of various
PVT systems across different fields. PVT setups have found utility in water heating, solar
salt removal, farming, HVAC, power plants, building heating/cooling, and swimming
pool heating. Hybrid PVT systems are particularly suitable for medium-temperature
applications like water heating and residential rooftops, as they serve as reliable energy
sources for maximizing energy production. Among these systems, the inorganic PCM-
integrated PVT system demonstrated superior performance compared to the reference
system, achieving a maximum electrical efficiency of 14.99% and a thermal efficiency of 80%.
Furthermore, the nanofluid-based PVT system exhibited a remarkable 33.95% improvement
in electrical efficiency while effectively reducing the panel’s temperature.
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CPVT systems were employed for higher-temperature applications such as thermal
power plants and solar desalination. The nanofluid PVT arrangement demonstrated higher
overall thermal and electrical efficiency among the various PVT configurations. The advan-
tage of PCM-based PVT systems lies in their ability to store thermal energy in the PCM,
enabling utilization when solar energy is not available. This stored heat energy can be
effectively utilized for water heating, space heating, and crop drying applications. Addi-
tionally, grid-connected and building-integrated PVT systems offer a seamless appearance,
eliminating the need for separate thermal collectors and PV modules. It is recommended to
improve the thermal conductivity of PCMs to enhance thermal energy storage and the heat
transfer rate. This can be achieved by incorporating highly conductive nanoparticles into
the PCM, further enhancing the heat transfer rate and storage capacity.

3.9. Discussion and Inferences Abount Hybrid PVT Systems

Hybrid photovoltaic thermal (PVT) systems have found widespread use in various
industrial applications, with efficiency being the most crucial factor in PVT technologies.
The performance of a hybrid PVT system is influenced by several factors, as shown in
Figure 18. In evaluating the electrical, thermal, and overall performance of the PVT
system, three operational parameters are considered: design, climate conditions, and
operating characteristics.

Figure 18. Inferences on hybrid PVT system.

The thermal efficiency of the PVT system decreases as the ambient temperature, inlet
water temperature, channel depth, duct length, packing factor, thermal resistance, and flow
rate increase. Once the optimal value is exceeded, improving the velocity of the inlet flow
rate, tilt angle, wind speed, heat loss coefficient, and thermal conductivity of insulation
can enhance the system’s performance. Also, the thermal efficiency increases with higher
solar irradiation, tilt angles close to the latitude, tracking systems, absorber quality, and
supporting metal bars. PV materials play a significant role in enhancing the system’s
electrical efficiency.

The performance of a water-based PVT system depends on factors such as the type of
heat transfer fluid used, solar radiation intensity, and the entry and exit temperatures of the
heat transfer fluid. Therefore, using a heat transfer fluid with higher thermal conductivity
is advisable. In a solar desalination system, performance relies on solar irradiation, the
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heat transfer fluid’s entry temperature, the absorber plate’s quality, and thermal insulation.
The use of high-thermal-conductivity fluids like nanofluids can effectively remove heat
from the PVT system, utilizing that energy to evaporate salty water in salt removal systems.
However, many systems lack proper thermal insulation and higher-thermal conductivity
heat transfer fluids. This issue is also relevant in PVT systems used in thermal power
stations, where water is heated to generate steam. To improve the performance of thermal
power plants, it is necessary to incorporate proper thermal insulation and higher-thermal
conductivity heat transfer fluids. The rate of steam production is a critical factor influencing
power plant performance. Furthermore, hot air is required for food processing and HVAC
systems to enhance their performance. Therefore, optimizing the air flow rate, glazing
thickness, and ensuring proper thermal insulation is recommended.

The fluid used in a PVT system can be air, liquid, or a combination of both. Air is a
cost-effective and environmentally friendly option that can be used in various locations.
However, water is the least expensive and most commonly used fluid due to its purity
and usability. Additionally, air-based PVT systems require less maintenance compared to
water-based ones. However, certain applications may necessitate the use of different fluids,
requiring specific designs or configurations.

4. Environmental Analysis of PVT Systems

Factors such as population growth, industrialization, and technological advancements
make it inevitable that greenhouse gas emissions will continue to rise. The primary green-
house gases of concern include carbon dioxide, methane, sulfur hexafluoride, carbon
monoxide, nitrous oxide, and chlorofluorocarbons. To mitigate the release of these gases
into the atmosphere, the implementation of PVT systems could be an effective solution.
This section explores the significant environmental parameters associated with the impact
of PVT systems on the environment.

The introduction of carbon tax and emission trading systems by many nations will im-
pose additional costs on energy usage due to CO2 emissions [125]. Exposure to greenhouse
gases, particularly carbon dioxide, is known to have adverse effects on human health and
the environment. Therefore, an analysis was conducted to investigate the reduction of CO2
emissions from using PVT systems using Equation (1).

−
ωov = λCO2*

.
Eov (1)

−
ωov is CO2 emission (mtCO2), λCO2* is electrical equivalent intensity (grams CO2 equ.

per kWh electricity), and
.
Eov is overall energy or exergy generation (W).

The overall energy production of the PVT system is estimated using Equation (2).

.
Eov =

.
Eel +

.
Eth ∗ 0.38 (2)

.
Eel denotes the electrical power in watts and

.
Eth is the thermal power in Watts.

Studies have shown that a PV unit can contribute to a reduction of 16.3 kg of CO2 over
a three-month period. Similarly, PCM-embedded PVT systems with water, EG 50%, and
EG 100% have demonstrated reductions of 52.56%, 51.38%, and 49.69%, respectively, over
the same duration [126]. The implementation of a PVT system with nanofluid in Saudi
Arabia could potentially reduce CO2 emissions by 16,975 tonnes [127]. In another case,
a PVT system with air as the working fluid prevented the release of 1.98 kg/h of CO2
emissions from a solar dryer into the atmosphere [128]. An environmental analysis of a
solar-assisted combined cooling, heating, and power (S-CCHP) system revealed that it
could prevent the emission of 911 tons of CO2 per year, which is 16% higher than a similar
PV system [123].

The environmental impact assessment of a combined cooling, heating, and power
(CCHP) system, coupled with PVT, micro gas turbine, and absorption chiller, was con-
ducted. The analysis divided the proposed CCHP system into three subsystems: power
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generation mode with MGT, CHP mode combined with PVT cycle, and CCHP mode with
MGT combined with absorption systems. The CO2 emissions from these subsystems were
computed using equations (Equations (3)–(5)). The proposed system was found to emit
0.16 (ton/MWh) of CO2 annually, which is relatively low compared to other methods [129].

εem,GT =

.
mCO2,emitted

.
WGT

(3)

εem,CHP =

.
mCO2,emitted
.

WGT +
.

Qheating

(4)

εem,CCHP =

.
mCO2,emitted

.
WGT +

.
Qheating +

.
Qcooling

(5)

The yearly reduction (ER) in CO2 emission of the proposed PVT system at the Univer-
sity Sports Center of Bari, Italy, was evaluated based on CO2 discharge factors of natural gas
( fng

)
and electricity (fel). Equation (6) was used for the assessment. The yearly reduction in

cost of CO2 emission per unit was found to vary from EUR 120/tCO2 to a value less than
EUR 1/tCO2.

ER =
QCOV
ηboil

fng (6)

ERel = (ECOV + Eexc)·fel (7)

ERtot = ERng + ERel (8)

ERtot denotes the total emission reduction (Equation (7)), ERng denotes the emission re-
duction due to displaced natural gas, ERel denotes the emission reduction due to displaced
electricity (Equation (8)).

Furthermore, a hybrid PV-ETC system could achieve an annual reduction of 317 tons
of CO2 emissions, while a novel PVT S-CHP system demonstrated a reduction of 445 tons
of CO2 emissions per year. In contrast, an ICE-CHP system only achieved a reduction
of 25 tons of CO2 emissions per year. An ultra-low-cost PVT collector design was found
to reduce annual CO2 emissions by 183.8 kg, and over a 20-year lifespan it could reduce
emissions by 3.7 metric tons of CO2 per square meter of PVT collector installed [130].
Therefore, the implementation of this system can contribute to the European Union’s goal
of achieving a 40% reduction in carbon emissions by 2030 [8].

The environmental impacts of different configurations of water/carbon nanotube-
based PVT systems were examined, revealing the potential to prevent emissions of CO2,
SO2, NOx, CO, and particulate matter [131]. Additionally, the use of aluminum foam in
PCM-integrated PVT systems was found to effectively reduce CO2 emissions [132].

However, the incorporation of nanomaterials in the cooling fluid can enhance the
performance of PVT systems and improve their environmental parameters. It should be
noted that while nanofluid-based solar systems can reduce greenhouse gas emissions more
effectively and generate higher energy outputs compared to conventional cooling fluids,
the production of nanoparticles may also pose contamination risks to other natural sources
such as soil and water.

5. Technical Challenges and Limitations

This comprehensive review article delves into the extensive applications of hybrid
photovoltaic thermal (PVT) systems. Each type of PVT system holds its own significance
and value, depending on its intended use and environmental feasibility. However, for
these systems to truly compete with established solar thermal and PVT systems in the
commercial market, they require significant upgrades.
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One of the challenges associated with conventional working fluids used in PVT sys-
tems is their inferior thermal behavior in relation to their expected application. Researchers
have been actively searching for improved working fluids with enhanced thermal prop-
erties to overcome this. In particular, the freezing of water in cold regions restricts the
use of water-based PVT systems, making air-based PVT systems more suitable for heating
applications in such areas. Therefore, it is imperative to develop appropriate water-based
systems tailored for cold regions.

In terms of system design, active PVT systems necessitate more pumping power
compared to passive systems. PVT systems employing natural circulation are more cost-
effective than those relying on forced circulation. Water supply availability limits the
application of water-based PVT systems, whereas air is readily accessible for air-based
PVT systems. The choice of medium depends heavily on the intended application of the
PVT system.

The use of conductive adhesives can improve heat transfer and system efficiency. Intro-
ducing multiple air inputs into air-based PVT systems is considered beneficial. Moreover,
single-laminated PVT units, referred to as TESPI systems, have the potential to reduce
thermal resistance provided by tedlers, encapsulant materials, and adhesives, although
they have yet to be commercialized. Another approach to enhance thermal performance
is to partially cover the absorber layer with PV modules rather than entirely covering it.
However, it should be noted that the addition of glazing in PVT systems increases thermal
efficiency at the expense of electrical performance.

Despite the promising applications of PVT technology, its commercialization is still
limited. To facilitate widespread adoption, focusing on and improving these systems’ initial
and operating costs is crucial. Additionally, extensive research is required in emerging areas
of PVT technology, such as optimizing auxiliary power usage (e.g., pumps or blowers),
reducing materials costs, and exploring the utilization of smart materials.

In conclusion, hybrid PVT systems offer diverse applications, but their market pen-
etration requires substantial upgrades and cost improvements. Continued research and
development efforts are essential to fully unlock the potential of PVT technology and
facilitate its commercial viability.

6. Conclusions and Recommendations

The present research analyzed and summarized the literature on experimental applica-
tions of hybrid PVT systems with and without PCMs for various industrial applications and
buildings. Industrial applications, such as water heating, water desalination, thermal man-
agement in buildings, food processing, HVAC, agricultural processes, and thermal power
plants, were taken into consideration. This technology offers benefits such as reduced
electrical consumption, shifting of cooling and heating peak loads to off-peak periods,
minimized temperature fluctuations, and improved thermal comfort. Additionally, the
incorporation of nanoparticles into PCMs has been shown to enhance the performance of
PVT systems.

The present study discussed the various types of cooling systems of PVT systems. The
thermal management system bi-fluid cooling system performs better than other systems.
Also, the PCM-integrated PVT system has the advantages of cooling the PVT system
and storing excess thermal energy. The stored energy can be used when solar energy is
unavailable. Studies have demonstrated that PVT systems incorporating NEPCMs exhibit
higher thermal performance. During charging, these systems stored 8.3% more heat energy;
during discharging, they released 25.1% more heat energy than traditional PVT systems.
Moreover, employing a solar-powered combined cooling, heating, and power (S-CCHP)
system instead of a conventional PV system can prevent the emission of 911 tons of CO2
per year. Enhancing the overall efficiency of hybrid PVT systems leads to reduced payback
periods and CO2 emissions.

Based on the analysis conducted in this article, the following recommendations for
future research in the field of hybrid PVT systems are presented:
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• Investigate the impact of dust and dirt on the efficiency of PVT systems under various
weather conditions, as most previous research has focused on clean conditions with
low occurrence and intensity of rain.

• Conduct experiments that simultaneously explore the use of nanofluid as the heat
transfer fluid (HTF) and PCM/NEPCM as the cooling method, as this area has received
limited attention compared to studies on nanofluid- and water-based PVT systems.

• Perform long-term tests to assess the performance of PVT devices over extended
periods, including the examination of the effects of prolonged solar exposure on
adhesives, glazes, selective coating materials, and other components.

• Explore alternative heat transfer techniques, such as PCMs and NEPCMs, as cooling
media in PVT systems, as the majority of the existing literature primarily focuses on
water and air as the cooling mediums. Investigate various PCM and NEPCM options
for PVT systems.

• It is necessary to work on flame retardant and leakage-preventable PCMs to avoid
leakage during the phase transition of the PCM-integrated PVT system.

• Consider studying nano-fluid-based jet impingement systems, as they have the poten-
tial to generate a greater amount of heat energy and electricity.

By addressing these recommendations, future research can further advance the under-
standing and effectiveness of hybrid PVT systems in industrial applications.
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Nomenclature
ALCC Annualized life cycle cost
ALCS Annualized life cycle savings
COP Coefficient of performance
CPVT Concentrated photovoltaic thermal
ECS Electricity savings
EG Ethylene glycol
Epv Photovoltaic energy
Et Thermal energy
HTF Heat transfer fluid
LCC Life cycle cost
LPM Liters per minute
MC Maintenance cost
N Optimum number
NCOT Nominal cell operating temperature
NEPCM Nano-enhanced phase change material
PCM Phase change materials
PMMA Polymethyl methacrylate
PV Photovoltaic
PVT Photovoltaic thermal
PWF Present worth factor
SAH Solar air heater
STC Standard temperature conditions
tCO2 Tonne of carbon dioxide
Tmean Mean temperature
V Volt
VAR Vapor absorption refrigeration
Voc Open circuit voltage
W Watts
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Abstract: Understanding the link between the energy-efficiency of buildings and climatic conditions
can improve the design of energy-efficient housing. Due to global climate change and growing re-
quirements for building energy-efficiency, the number of publications on climate zoning for buildings
has grown over the last 20 years. This review attempted to give the reader an up-to-date assessment
of the scientific literature in the field of climate mapping for buildings on a global and national scale,
filling in the gaps of previous works and focusing on details that were not presented before. There
were 105 scientific sources examined. The most dominant climate zoning variables were thoroughly
analyzed. A clear categorization of climate zoning methods with specific criteria was shown. The
most used methods were evaluated, emphasizing their similarities and differences, as well as their
essential components and advantages. The main literature review was supported with bibliometric
and bibliographic analysis. The existence of many climate zoning methods can be an indicator of the
lack of agreement on the most effective strategy. A tendency has been established for the popular-
ization among scientists of methods based on machine learning and building energy simulations,
which are relatively easy to use and have proven to be the most reliable climate zoning methods. A
transformation is emerging by shifting from a climate-based to a building performance-based climate
zoning approach.

Keywords: building energy-efficiency; building energy simulation; climate zoning; climatic variables;
cluster analysis; degree-days; machine learning

1. Introduction

People are becoming more conscious about the link between energy use and environ-
mental impacts as global warming and climate change progress more significantly [1,2].
The present energy-related greenhouse gas (GHG) emissions are around 39 Gt CO2 equiva-
lent, according to the International Energy Agency. The building industry was directly or
indirectly responsible for nearly 50% of global energy consumption and 39% of total GHG
emissions in 2018 [3]. While developed countries have taken significant progress to reduce
their energy consumption, the energy demand for buildings rose by over 20% between
2000 and 2017 due to factors including the rapidly expanding floor area of dwellings, the
relatively small reduction in energy intensity, and the rising energy requirements of the
energy services [4]. Existing and future buildings will be largely responsible for determin-
ing global energy consumption [5–10]. Future growth in energy use and accompanying
emissions is prominent. The increased access of billions of people in developing countries
to decent housing, electricity, and improved cooking facilities is a significant trend. By 2040,
buildings are expected to be the most significant source of GHG emissions [11]. In addition
to the issue of climate change, there are important economic reasons why energy-efficient
buildings are becoming increasingly attractive. There are between 100 and 150 million
people in developed countries that are unable to afford the cost of energy due to low
incomes [12]. In 2018, nearly 13% of Europeans said they live in homes that are too cold,
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and 20% said they live in homes that are not properly protected from the heat [13]. In
2022, the situation worsened, and wholesale electricity prices rose significantly in many
countries, especially in Europe. Power prices in the first half of 2022 were more than four
times as high as the average in the first half of 2016 to 2021, primarily due to gas prices
climbing to more than five times the value of the reference period [14]. Therefore, during
seasons of extremely high or low ambient temperatures, low-income households might
confront significant heating, cooling, and health difficulties. Indeed, buildings represent a
critical piece of a low-carbon future and a global challenge for integration with sustainable
development. Therefore, reducing the energy and GHG footprint in both existing and new
buildings represents a key challenge and an opportunity to tackle global warming and
energy safety.

Building energy consumption, in turn, is influenced by several elements, where en-
vironmental or climatic factors are one of the most important [15]. With other factors
(socioeconomic conditions, occupant behavior, energy management, and building design)
being equal, changes in climate characteristics affect building energy consumption [16–19].
A wide range of climate variables influence buildings’ thermal performance [20,21]. The
impact of climate variables is different in different geographic regions. Increasing energy-
efficiency is a key goal for the building sector, and the use of climatic zoning for buildings
(CZB) as a tool in the establishment of design guidelines that address lower energy con-
sumption is an important factor to consider. However, climatic zoning (CZ) methods are
diverse and there is no “standard” technique for CZB, although some are widely acknowl-
edged and implemented [22–24]. It is also known that not all existing CZB approaches are
directly related to building energy consumption [25–27].

Recognizing the relationship between the power consumption of buildings and climate
conditions can help with the engineering of climate-appropriate dwellings for various
geographical locations [28]. The relevance of precise CZ for building energy consumption
is demonstrated by the fact that discrepancies in CZB led to a significant increase in heating
and cooling energy needs [29,30]. The design of the buildings should be maximized to take
into account regional priorities. Defining climate zones makes it feasible to identify and
prevent the negative effects of the environment on buildings by identifying basic zonal
construction criteria [31,32]; additionally, this makes it possible to support the efficient
use of resources [33]. Over the past 20 years, the number of publications on CZB and the
interest of scientists has increased significantly due to global climate change and higher
requirements for the energy-efficiency of buildings [22–25,27,34–54]. Recently, numerous
measures of energy-efficiency and sustainability, specifically LEED, BREAM, VERDE, and
Passivhaus certificates, have demonstrated an inclination toward integrating environmental
criteria into buildings [55,56].

Two review articles on CZB were identified in the analyzed literature [16,24]. Walsh et al. [38]
reviewed the domestic and international standards, laws, scientific journals, and other
documents about the climatic categorization of buildings and energy-saving measures
implemented by 54 countries. Mainly using data from national and international building
codes (90% of the cases were related to normative documents), methodologies for CZB
were explored country by country. In addition to a more modern set of sources (51%
of the publications we reviewed were published between 2017 and 2022), this review is
different since it is focused on studying only scientific publications in the narrow field
of CZB. The purpose of this study is to review academic publications in the CZB field
to quantify the research output and current progress supported with bibliometric and
bibliographic analysis. Additionally, a revised criterion for determining CZ methods,
which was re-established with two new techniques, was used. We attempted to give the
reader an up-to-date assessment of the scientific literature, filling in the gaps of previous
works and focusing on details such as primary sources of climate data, its form, and
the period of observation of the climate, which was not presented in Walsh’s review.
Verichev et al. [16] investigated the most-cited climate-related studies in building from 1979
to 2019. One hundred twenty-eight publications were used in this paper, all with more than
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35 citations. The studies were investigated by employing both manual and bibliographic
analysis. This paper covers a wide range of topics, both directly and indirectly linked to
climate, climate zones, and buildings. However, the author deals with the issue of the
climate component for buildings only in a small part of the article. Conversely, this review
is purely focused on the CZB, its methods, variables, and their impact on the building’s
energy usage. To summarize, this study is unique in the following ways:

1. The information on the CZB from scientific publications in 37 countries and 95 affili-
ations was collected and reviewed. The Scopus database was selected as a primary
source of publications. Research articles represent 84% of the materials we analyzed,
while conference papers account for 10%;

2. This study is state-of-the-art since 51% of the publications reviewed were published
between 2017 and 2022;

3. The study essentially differentiates buildings’ CZ variables and buildings’ CZ meth-
ods, which were typically bundled in previously published works. Each of the
categories was extensively reviewed and analyzed;

4. An organized categorization of the most commonly used building CZ variables and
building CZ methods (with criteria used in determining each method) is presented.
The most commonly used CZB methods were evaluated emphasizing their similarities
and differences, as well as their essential components and advantages. The current
development of this field was explored and traced;

5. Several additional machine learning (ML) methods for CZB have been revealed. In
light of this, the category of conventional clustering techniques was expanded and
given a new term, “Machine Learning Methods” (MLM). Additionally, a previously
rare term, “The Interval Judgment Method” (IJM), has been put into use;

6. Covering the gaps of prior works and concentrating on information that was not
previously published, the primary sources of climate data and the form in which
climate data are commonly used were recognized. The data on climate observation
periods for CZB methods were also collected and analyzed. Other details such as the
most commonly used software for energy simulations and the number of archetypes
were mentioned;

7. All collected data are shown in the condensed table with the following extracted
features: sources, publication years, authors, publication type, country or region
of study, CZ methods used, their number and combinations, number of climate
zones, etc.

8. Several promising studies regarding future climate scenarios in CZB were identified.
In this review, 12% of publications dealt with future CZ, and their main principles
are given;

9. Using bibliometric and bibliographic analysis for evaluating and analyzing the perfor-
mance of research activities, this paper indicates substantially contributing authors,
nations, the co-citation and bibliographic coupling networks, the direct citation net-
work, etc.

2. Brief Historical Background of Climatic Zoning and Its Purpose

People have attempted the climatic classification of the earth since ancient times for
different purposes. Several attempts by Greek philosophers (Pythagoras, Aristotle, Plutarch,
and Ptolemy) are known to map and classify the climate [57,58]. The 19th century can be
considered the beginning of the modern climate classification era, with the first published
maps based on temperature and, later, precipitation parameters [59]. Vegetation-based
climate classifications were started by Köppen; his first scheme was published in 1900.
Still, the Köppen map remains the most widely used climate classification map, which was
presented in its most recent edition in 1961 by Rudolf Geiger. It is still constantly updated
and refined [38]. Because the Köppen–Geiger (KG) classification is primarily concerned
with vegetation growth, it is limited in formulating the link between outdoor and indoor
climates, as well as how climate influences building energy consumption. In the first half of
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the 20th century, building codes and standards, which contained requirements for climatic
protection and durability in conformity with defined climate zones, were introduced in
some countries [60,61]. Over time, the requirements of building codes and standards
gradually expanded. In addition to the requirements for proper weather protection and
interior comfort, the guidelines for the energy-efficiency of buildings, which sufficiently
depend on accurate climate classification, were introduced [62,63].

3. Methodology
3.1. Literature Review Framework

The framework of the literature review is shown in Figure 1 and is composed of the
following steps:
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1. General keyword-based search in Scopus database;
2. Specific keyword-based search, with refined search parameters and keywords to find

the most relevant sources;
3. The composition of the final list of sources using the following criteria. The main

idea of the source should be to study or propose methods for climatic zoning of
the territory for the needs of energy-efficient buildings or a non-CZB article with
described methods which influence CZB or can potentially be applied to its purposes;

4. Identifying and screening additional articles. The sources that were cited by an article
from the shortlist became additional candidate sources. Relevant sources outside of
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Scopus were also identified by Google web search. Further, the candidate sources
were checked following the established criteria, and the selected ones were added to
the final list;

5. Criteria were established to distinguish between climate variables and CZB methods;
6. The review of each source and extraction of information on climate variables and CZB

methods. Specific features (more details are included in the Data Collection section)
were also extracted from the sources at this stage;

7. All data were subjected to in-depth quantitative analysis (descriptive analysis);
8. Sources cited in Scopus were subjected to basic bibliometric and bibliographic analysis

to identify bibliometric networks;
9. Discussion (interpretations of the findings, directions for future research, recommen-

dations).

3.2. Adopted Bibliometric and Bibliographic Analysis

Bibliometrics is a valuable technique for evaluating and analyzing the performance
of research activities. It corresponds to scientific progress in a variety of ways, including
evaluating progress, recognizing the most authoritative sources, developing the academic
basis for analyzing novelties, identifying significant scientific performers, constructing
bibliometric measures to evaluate academic output, and so on [64].

In this work, the bibliometric analysis supported the mail literature review with the
citation analysis, an indication of research performance and collaboration identification.
Techniques such as co-citation, bibliographic coupling, co-authorship, citation, and key-
word co-occurrence networks were implemented; for more information about adopted
bibliometric analysis principles please refer to [65–68]. For bibliometric network visualiza-
tion, the VOSviewer software was used [64,68–70]. The results of the bibliometric analysis
contributed to the following data, which were explored and incorporated into the findings:

1. A map of affiliations or public organizations which publish more articles than others
in a CZB research field;

2. The top 10 most cited articles;
3. The most contributing authors in the CZB area;
4. The most popular journals for CZB;
5. Citation over time analysis;
6. The co-citation networks of researchers;
7. The bibliographic coupling network of the top 100 authors;
8. A direct citation network;
9. The network of co-occurrences of keywords;
10. The bibliometric coupling network of countries.

4. Data Collection

The Scopus database was selected as a primary source of publications. The data collec-
tion was carried out in a general-to-specific order. The search included all languages and
documents for all years of operation of Scopus (until 2022). The result of a general keyword-
based search was a long-list of 3622 articles. Local climate zoning (LCZ) articles were
excluded from the scope of this review. After final filtering, the specific list of publications
from Scopus was formed with 93 publications. During this stage, two review articles [16,24]
were found, which served as additional sources of publications. Additionally, this review
included a few non-CZB-related articles [71–78]. However, the methods presented there
still influence CZB or can potentially be applied to its purposes. Google search was used to
find possibly valuable publications outside the Scopus database; additionally, five more
articles were found.

After the filtering and selection of candidate sources, the final review list comprised
105 documents. The academic literature published from 1990 onwards was reviewed to
capture the most recent published findings. More than half of the publications in the final
list were published after 2017. Figure 2 depicts the timeline of all papers considered in

211



Buildings 2023, 13, 694

this study. The timeline has an increasing trend, with the highest number of documents
published in recent years (2017, 2021, and 2022). The typology of the final list of sources is
shown in Figure 3.
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During the literature review, the information was gathered, which formed the basis for
further quantitative analysis. All the data are shown in the condensed table (Table 1). In the
following sections, the reader will be provided with information on the climate variables
used for CZB, quickly highlighting their impact on building energy consumption; then,
potential climate data sources and the period for climate observations will be discussed.
In the final part, the essence and characteristics of each CZB method will be addressed
in the order of their popularity, starting with the most frequent. In addition, information
regarding combinations of methods, as well as a discussion of the benefits and drawbacks
associated with each technique, will be provided.
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5. Climate Variables Used for CZB

Several factors can influence building energy consumption: building location and
design, occupant behavior, energy management of the building, climate, and socioeconomic
and legal-related characteristics [17,18]. The issue of the energy demand of buildings is quite
complex; however, speaking of the impact of climate on buildings, it can confidently be said
that with other factors being equal, changes in climate characteristics significantly influence
building energy consumption. A wide range of climate variables, including outdoor air
temperature (AT), solar radiation (SR), relative humidity (RH), degree-days (DDs), wind
(W), etc., impact buildings’ thermal performance [20]. However, specific types of buildings
are influenced by climate variables differently. Climate, for example, does not affect
large venue buildings’ extreme daily heating or cooling energy usage, but for commercial
buildings, daily excessive heating energy consumption is closely connected to maximum
and minimum AT, dry-bulb temperature (DBT), and SR [21]. In contrast, for residential
buildings, only DBT has an impact. The wet-bulb temperature (WBT) is the primary
impacting climatic parameter for the extreme cooling energy consumption of commercial
buildings, which indicates that the combination of AT and RH influences the cooling
energy consumption [21]. For many building types, the DBT significantly impacts hourly
severe heating energy consumption, followed by the WBT. In contrast, cooling energy
consumption is closely connected to the WBT for commercial buildings or has no apparent
relationship to climate for large venue buildings [11,21]. However, the exact mechanism by
which climate influences the amount of energy that buildings consume is a complicated,
contentious, and highly studied topic in the scientific community [11,17,21,36,148–150].

This review found 99 documents with information about the variables used. The list
of the main variables that were identified consists of AT, RH, DDs, SR, precipitation (Pr),
W, typical meteorological year (TMY), altitude (Al), atmospheric pressure (AP), and the
pressure of water vapor (PW). Building energy simulation cases were explicitly indicated
as a TMY since a compilation of meteorological elements was used during the simulation,
not exact variables. In the analysis, TMY was considered as a separate independent
variable. Additionally, one climatic derivative (DDs) and one geographical feature (Al)
were identified as separate variables. To avoid confusion, the variables indicated in the
analysis are, in fact, a set of related (close) variables grouped to simplify the further analysis;
see Table 2.

Ten main variables in CZB processes, and the number of variables used simultaneously,
were revealed (Figure 4). As expected, AT was the most common variable, which was alone
or in combination with other variables used for the CZ in 63 cases out of 99 cases (63.6%). AT
and RH were the most common combination of variables among the examined documents.
To simplify, DBT, WBT, temperature ranges, diurnal, seasonal, and extreme temperatures
were referred to the AT category. RH was the second most popular variable. Out of 99
cases with available data on climate variables in this literature review, 40 cases using RH
for climate classification were found (40.4%). DDs are also common in climate classification
and were found in 30 cases (30.3%) when implemented alone or in combination with other
variables. DD and DH are essentially a derivative of AT; however, these variables were
mentioned separately as independent variables in cases where climate classification was
based on DDs or DHs. Despite the importance of SR for CZB, its use is not so significant; it
was revealed in 25.3% of cases (25 out of 99). In this review, the SR category also combines
global horizontal irradiation (GHI), sunshine duration, and daily clearness index. The use
of Pr as one of the variables was encountered in 25 cases out of 99 (25.3%). This is due to
the use of this variable in the popular KG method [102], which uses monthly AT and Pr for
classification, and due to the frequent use of this variable in hot climate countries, such as
Brazil [101], the Dominican Republic [120], Chile [73], Colombia [151], Mexico [133], and
the Philippines [152]. Wind component as a climate variable is not common in CZB and
was found in 12 cases (12.1%) in combination with other variables. We combined wind
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speed, wind frequency, and wind direction under this category. TMY was found in 15.2%
of cases, and Al correction in 13%.

Table 2. CZB variables definitions.

# Variable Group Name Abbreviations Variables Included

1 AT AT

Dry-bulb temperature

Wet-bulb temperature

Temperature ranges

Seasonal and extreme temperatures

2 Relative humidity RH
Relative humidity

Moisture content

3 Degree-days DDs
Degree-days

Degree-hours

4 Solar radiation SR

Direct solar radiation

Diffuse solar radiation

Global horizontal irradiation (GHI)

Sunshine duration

Daily clearness index

5 Precipitation Pr
Rainfall

Snowfall

6 Wind W

Wind speed

Wind frequency

Wind direction

7 Typical meteorological year TMY Set of meteorological data (TMY, EPW,
RMY, etc.)

8 Altitude Al Altitude

9 Atmospheric pressure AP Atmospheric pressure

10 The pressure of water vapor PW The pressure of water vapor
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Most often, climate classification used two variables at the same time (29.3%). The
usage of only one variable or a combination of three variables was slightly less frequent,
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accounting for 28.3% and 22.2%, respectively. It was infrequent to use more than three
variables simultaneously for CZB (Figure 5). Furthermore, when only one variable is
utilized for zoning, as seen in the first bar of Figure 4, DDs and TMY are the most popular
choices. AT and RH were the most common combination of two variables among the
examined documents, with a significant gap between AT and SR, which was the second
most prevalent combination (Figure 6).
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6. Climate Data Sources

During the course of the review, several climatic data sources became evident. Most
publications use data obtained from national meteorological services (60.0%). Authors also
frequently use web data sources such as the WorldClim repository, EnergyPlus website, or
Global Historical Climate Network Dataset (18.7%). Cases of using databases of various
software were revealed in 13.3%, with the EnergyPlus database, Autodesk Green Building
Studio, and Meteonorm being the most common. Climate models were used in 6.7% of
cases; basically, these are publications related to future climate scenarios [51,77,97,101]
(Figure 7).

227



Buildings 2023, 13, 694Buildings 2023, 13, 694 20 of 50 
 

 
Figure 7. The most common climate data sources. 

The forms in which climate data are used for classification have also been identified. 
Monthly mean values, TMY, daily mean and hourly values are four primary data forms. 
Often, the data undergo some processing and can be significantly changed from the data 
source to the classification itself. However, the forms that provided the core for the clas-
sifications are depicted in Figure 8. 

 
Figure 8. The most prevalent forms of climatic data used to develop the classifications. 

7. Period of Climate Observation 
Of interest is the period of climate observations, namely the monitoring duration and 

the time elapsed from the end of observation to the use of data in the climate classification. 
Climate change makes it preferable to use the data of recent years for accurate CZ [104]. 
There were 71 sources identified with an indication of the period of observations. The 
longest monitoring time of 102 years used for climate classification was found in the article 
by Wan [84]. Several authors used short observation periods of up to 5 years [22,109,122]. 
The average climate monitoring period was 28 years. Figure 9 shows the distribution of 
the observation periods. Figure 10 shows a histogram of the number of years that have 
passed since the last observation date until the document was published. An average of 
8.5 years elapses from the end of monitoring to publication, with a period from 2 to 8 years 
being the most common. Given the quickly changing climatic conditions, which need the 
use of the most appropriate, up-to-the-moment data, it is reasonable that, on average, it 
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The forms in which climate data are used for classification have also been identified.
Monthly mean values, TMY, daily mean and hourly values are four primary data forms.
Often, the data undergo some processing and can be significantly changed from the data
source to the classification itself. However, the forms that provided the core for the
classifications are depicted in Figure 8.
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7. Period of Climate Observation

Of interest is the period of climate observations, namely the monitoring duration and
the time elapsed from the end of observation to the use of data in the climate classification.
Climate change makes it preferable to use the data of recent years for accurate CZ [104].
There were 71 sources identified with an indication of the period of observations. The
longest monitoring time of 102 years used for climate classification was found in the article
by Wan [84]. Several authors used short observation periods of up to 5 years [22,109,122].
The average climate monitoring period was 28 years. Figure 9 shows the distribution of the
observation periods. Figure 10 shows a histogram of the number of years that have passed
since the last observation date until the document was published. An average of 8.5 years
elapses from the end of monitoring to publication, with a period from 2 to 8 years being the
most common. Given the quickly changing climatic conditions, which need the use of the
most appropriate, up-to-the-moment data, it is reasonable that, on average, it takes from
two to eight years between the end of observations and their utilization.
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8. Methods Used for CZB

Indeed, CZB is characterized by a wide variety of applied techniques. Here, a detailed
analysis of the most often used methods, the number of methods utilized simultaneously,
and information about authors working with specific methods will be given.

A contextual framework or a consolidated and logical system based on opinions, ideas,
and values that drive the activities taken by policymakers, researchers, or other users for
CZ is viewed here as a CZ method. Along with “method”, other terms such as “approach,”
“technique,” “strategy,” and “mechanism” will be used to prevent lexical repetition. Based
on previous studies, we classified CZ approaches with specific criteria. The criteria used in
determining each method of CZB in this review are indicated in Table 3. The conventional
CZ techniques list was expanded by including the IJM. The category for cluster analysis
(CA) has been enhanced with additional ML techniques; accordingly, we used the new
MLM term for this domain.

There were 98 sources found with information on applied CZ methods. Figure 11
shows the diversity of CZ approaches, where the twelve most commonly used methods
were identified. MLM, degree-day method (DDM), and buildings energy simulations (BES)
were the three most popular methods among researchers. Table 4 shows different CZB
methods and the researchers working with them. It can be seen that most of the authors
work with several methods. The number of methods used simultaneously is shown in
Figure 12 Often, only one method is used for CZB. Of 98 cases, one approach was used
in 64 cases (65.3%), a combination of two methods was used in 27 cases (27.5%), and the
simultaneous use of three or more approaches was identified in 7.2% of cases (Figure 12).
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In addition, when only one method was used for CZB, as shown in the first bar of Figure 12,
the most prevalent choices were MLM, DDM, BES, and BCM. Next, a quick summary of
the main principles and key aspects of each method will be provided. A more detailed
review of each CZ method will be presented in a separate article on which the authors are
already working.

Table 3. CZ methods definitions.

# Name of a Method Abbreviations Criteria

1 Machine learning methods MLM

Classification is based on clustering
techniques, neural networks, support vector
machines, sensitivity analysis, or principal

component analysis

2 Degree-days/-hours
methods DDM

Classification is based DDs values only. OR
If several variables are used in the

classification, then DDs should be the
primary variable

3 Building energy simulation BES Classification is based on BES results

4 Bioclimatic charts method BCM

Classification is based on Givoni, Lamberts,
Milne, and Olgay charts with the

combination of temperature and humidity
as the main variables

5 Köppen–Geiger method KGM

Classification is followed by the
Köppen–Geiger system and is based on

seasonal precipitation and
temperature pattern

6 Climate severity
index method CSIM

Classification is based on the climate
severity index (a site-specific value that
defines the severity index of a specific
climate) according to Formulas 4 and 5

7

Interval judgment method
(the complex combination
of climate variables based

on the repeatability of
their elements)

IJM
The classification is based on a combination
of different variables with established limits

(threshold) of variables for each zone

8 Frequency distribution
of climate variable FDV Classification is based on the different types

of probability distributions of variable(s)

9 Mahoney method MM Classification is based on Mahoney tables

10 Thornthwaite climate
classification method TCCM Classification is based on Thornthwaite

climate classification

11 Existing building stock
performance method EBSM Classification is based on actual data of

building stock performance

12 Heating or cooling index HCI

Classification is based on heating and
cooling indexes. This index is commonly

used to determine how ambient
temperature, relative humidity, and

radiation affect human comfort

13 Other

Quitt’s climate classification
Roriz method

The World Health Organization (WHO)
classification method

Administrative division
Approximation and interpolation method

(AIM)
Camargo climatic classification

230



Buildings 2023, 13, 694

Table 4. Authors working with different CZB methods.

Abbreviations Cases % First Authors References

MLM 34 34.7%

Aliaga, Alrashed, Anas, Bai,
Benevides, Bhatnagar,

Bienvenido-Huertas, Deng, Erell,
Falquina, Fovell, Lau, Malmgren,

Mazzaferro, Netzel, Pernigotto,
Pineda-Martínez, Praene, Roshan,

Shi, Tükel, Unal, Walsh, Wan, Wang,
Xiong, Yang, Zeleke, Zscheischler

[10,23,25,27,34,
35,39,40,44,46,49,
50,52,53,71,72,74,

75,80,84,87,93–
97,99,100,107,

119,132–134,138]

DDM 25 25.5%

Abebe, Asfaw, Bai, Bawaneh, Briggs,
D’Amico, De Rosa, Elmzughi,

Ghedamsi,
Mazzaferro, Muddu, Nair, Noh,

Pusat, Rakshit, Ramon,

Sánchez de la Flor, Tsikaloudaki,

Verichev, Walsh, Xiong

[9,23,25,27,32,35,
43,46,79,81,85,86,

90,108,110,114,
115,127,136,140,

141,147]

BES 25 25.5%

Asimakopoulos, Bai,
Bienvenido-Huertas, Carpio, Cory,

D’Amico, Danilovich,
Deng, Díaz-López, Kishore,

Mazzaferro, Meng, Nair, Semahi,

Tsikaloudaki, van Schijndeln,
Verichev, Walsh, Wang, Xiong, Zeleke

[6,25,27,32,34,
40–

42,44,46,48,51,53,
79,81,89,104–107,
109,111,136,153]

BCM 16 16.3%

Bodach, Cory, da Casa Martín,
Kishore, Lam, Mahmoud,

Mobolade, Moradchelleh, Navarro,

Rakoto-Joseph, Roriz, Roshan,
Singh

[42,48,49,76,80,
82,91,92,113,117,
131,142,146,154]

KGM 11 11.2%

Alrashed, Aparecido,
Ascencio-Vásquez, Beck,

Mazzaferro, Peel, Pernigotto,
Pineda-Martínez, Sarricolea,

Zscheischler

[46,72,73,77,96,
99–103,133]

CSIM 6 6.1%
Carpio, Diaz-Lopez, Moral,

Verichev

[22,41,47,90,109,
122]

IJM 4 4.0% Bai, Briggs, Ferstl, Hobaica [104,118,140,144]

FDV 4 4.0% Coskun, Felix, Khedari, Kim [88,121,128,130]

MM 3 3.0% Ogunsote, Pawar, Zeleke [53,116,135]

TCCM 2 2.0% Aparecido [101]

EBSM 2 2.0% Gangolells, Hjortling [123,125]

HCI 1 1.0% Wan [84]
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Tsikaloudaki, van Schijndeln, Verichev, Walsh, 

Wang, Xiong, Zeleke 

[6,25,27,32,34,40–
42,44,46,48,51,53,79,81,89,104–

107,109,111,136,153] 

BCM 16 16.3% 
Bodach, Cory, da Casa Martín, Kishore, Lam, 

Mahmoud, Mobolade, Moradchelleh, Navarro, Ra-
koto-Joseph, Roriz, Roshan, Singh 

[42,48,49,76,80,82,91,92,113,117,
131,142,146,154] 

KGM 11 11.2% 
Alrashed, Aparecido, Ascencio-Vásquez, Beck, 

Mazzaferro, Peel, Pernigotto, Pineda-Martínez, Sar-
ricolea, Zscheischler 

[46,72,73,77,96,99–103,133] 

CSIM 6 6.1% Carpio, Diaz-Lopez, Moral, Verichev [22,41,47,90,109,122]  
IJM 4 4.0% Bai, Briggs, Ferstl, Hobaica [104,118,140,144] 
FDV 4 4.0% Coskun, Felix, Khedari, Kim [88,121,128,130] 
MM 3 3.0% Ogunsote, Pawar, Zeleke [53,116,135] 

TCCM 2 2.0% Aparecido [101] 
EBSM 2 2.0% Gangolells, Hjortling [123,125] 
HCI 1 1.0% Wan [84] 

Figure 11. Different methods in CZB.
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Machine learning methods (MLM) denote different types of multivariate data classifi-
cation and segmentation algorithms that can be successfully applied for the CZ of territories
for building energy-efficiency. It can simultaneously involve many climatic and geographic
variables or even be combined with some building properties, avoiding oversimplification
and obtaining more meaningful results [84]. Although the most common type of ML
classification in the development of climate maps is CA, other various ML approaches for
CZB were revealed during this review (neural networks, principal component analysis,
sensitivity analysis, etc.) [39,45,52,53,72,119,133]. Accordingly, we extended this category
and used the new MLM term. Still, among all possible ML methods, CA was the most
frequent technique for climate classification with hierarchical, k-nearest-neighbor, and
k-means clustering.

The study by Fovell et al. [95] is one of the early attempts to adopt MLM for climate
zoning. The U.S. territory was divided into climate zones using principal component
analysis (PCA) and hierarchical clustering (HC) with AT and Pr as the main climate vari-
ables. In total, three different candidate clustering levels (8, 14, and 25) were tested. As
the most effective with a satisfactory level of detail, an option with 14 clusters was chosen.
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Conflicting buffer zones and cluster overlap were found as drawbacks. According to the
authors, it is important to have data points outside of the research area’s boundaries that
were not included in the analysis for a categorization near the study area’s borders to make
the final climate classification more accurate. Stepinski and Netzel [75] attempted to classify
the climate of the entire globe based on a comprehensive clustering approach. This study
included 32 different clustering-based classifications. All methods were then compared
with the KG classification. The authors concluded that using three climate variables (AT, Pr,
and temperature range) provides the best results. About half of the climatic zones detected
by clustering were accurately matched with the KG classification classes; the rest, however,
differed in their climatic characteristics and geolocation. Additionally, the authors pointed
out that the k-means algorithm should be preferred over the HC algorithm in the process
of climate classification. Praene et al. [74] applied HC on principal components and spatial
interpolation using GIS to propose a new CZB of Madagascar. As main climate variables,
RH, daily GHI, and Pr were chosen. Three climate zones that correspond to dry, humid,
and highland environments were derived. The authors also investigated the relationships
between established CZ and the thermal comfort levels of conventional building typologies.
It was demonstrated that some building types can ensure a higher yearly comfort rate
and be the most effective when erected in a specific climate zone. Walsh et al. [23] per-
formed a survey on building energy performance maps of Nicaragua. Three CZ techniques
(DDs, CA, and administrative division) were compared. It was concluded that CA can
provide a more in-depth understanding of CZ than other methods, but for better results, it
needs to take BES into account during the development of climate maps. It was empha-
sized that the appropriate selection of the method plays a central role in CZ for building
energy-efficiency purposes.

Given its primary advantages, MLM provides significant potential to go deeper into
the CZB and acquire more reliable, previously unavailable results. One of the most im-
portant issues is data dimensionality reduction and the proper number of clusters. PCA
can be applied for data dimensionality reduction and elbow method or Hubert index for
solving the number of clusters problem. However, often, MLM is supplemented with other
approaches, such as BES, to generate more accurate results or to evaluate them [23,34,40,44].
It should be noted that although the problem of studying climate and its classification is
location-oriented [155,156], none of the found sources used the principles of spatial analysis
for CZB. Spatial analysis has become a standard in many research areas (such as epidemiol-
ogy, sociology, ecology, and tourism) [157–159], but this has not happened in the field of
CZB yet. The core concepts of geographical dependency and spatial autocorrelation are
founded on The First Law of Geography, which states “everything is related to everything
else, but closer things are more related than distant things” [160]. Therefore, spatial objects
and phenomena should be analyzed based mainly on their locations and relationships. In
this way, the role of space in CZB is emphasized, and the understanding of the working and
representation of space, spatial patterns, and processes is enhanced. In CZ, the recognition
of the spatial dimension is expected to yield different and more meaningful results and
helps to avoid erroneous conclusions [161].

Degree-days methods (DDM) are well-known techniques that have been used for
decades [162]. They indicate the severity of the climate in various locations by documenting
when the external AT falls below or rises above a specified temperature during a given
year, necessitating heating or cooling. This method is generally defined as the sum of
the temperature differences between the outdoor mean temperature over 24 h and a base
temperature daily (with 18 ◦C as the most frequent base temperature value). The base
temperature is arbitrary, but it is commonly described as the outside temperature at which
heating, ventilation, and air-conditioning (HVAC) systems do not have to operate to keep
the building’s internal climate comfortable. According to ASHRAE standard [163], cooling
and heating degree-days (CDD, HDD) are calculated according to Equations:
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HDDt =
Dt

∑
d=1

(
Tb − T

)+
d (1)

CDDt =
Dt

∑
d=1

(
T − Tb

)+
d (2)

where
Tb—base temperature;
+—only positive values are considered;
T—the mean value of the maximum and minimum temperatures in a given day, as

shown in Equation (3):

T =
(Tmax + Tmin)

2
(3)

Other methods for the calculation of HDD and CDD are the mean daily degree-hours
method [164], UKMO approach [162], Hitchin method [165], and Schoenau and Kehrig
technique [166]. It should be emphasized that except for the mean daily degree-hours
method, all other DDs calculation methods are aimed to approximate the true sum of
the daily outside temperature variations. Due to approximate estimations using only the
maximum and minimum values of the day or monthly mean values, those methods create
considerable inaccuracies [167]. Thus, if more detailed weather data, covering the hourly
outdoor dry-bulb temperature of the selected region, is available for more accurate climate
classification, the mean daily degree-hours method [164] is preferred over all others.

Quayle and Diaz [168] and Le Comte and Warren [169] have found that DDs are
significantly connected to electricity, natural gas, and heating consumption. HDD has also
been proven to be a reliable indicator of residential energy use [170,171]. Briggs et al. [140]
were some the first to use DDs for climate classification. The authors proposed a new
climate classification for use in characterizing the performance of energy-efficiency mea-
sures for buildings in the USA. First, according to a table composed by Strahler [172],
humid/dry/marine zones were determined, and further division was carried out based
on DDs, with established intervals for each zone. The authors also compared the new
classification with the existing IECC 90.1-2001 system. According to the authors, the
proposed classification provided a better perspective of climate, with more uniform cli-
mate zones that better characterize U.S. climates. This classification was later included in
ASHRAE Standard 169-2006. Pusat and Ekmekci [85] applied DDM to the CZB of Turkey.
Unlike the Turkish official CZ code, which only considers HDDs, the authors used the
HDD/CDD combination (18 ◦C base temperature). Six main climatic zones were identified
instead of the four of the national code. The authors proposed a reclassification of the
country’s climate from both a heating and cooling point of view. The findings emphasized
the need for the cooling loads consideration in DD climate zone classification. Katerina
Tsikaloudaki et al. [81] presented an approach for defining climatic zones in Europe based
on the number of DDs. The article also concludes that the most realistic classification can
be obtained with the simultaneous use of HDD and CDD. Tükel et al. [50] performed the
climate classification of Turkey in terms of the thermo-economic perspective utilizing the
combination of DDM and MLM. Turkey’s 80 provinces were divided into five zones by
fuzzy c-means clustering technique based on DDs, thermal insulation, main wall com-
ponent, and fuel type. The results showed that 16 out of 80 provinces moved to a new
climatic zone when the suggested CZ was compared with the existing national thermal
zones. The new classification proved that Turkey’s present national CZB is insufficient,
particularly in mild regions with significant cooling demands. Verichev et al. [90] used
a combination of HDD with a climate severity index (CSI) to update the boundaries of
climate zones in the southern regions of Chile, where three climate zones were found. After,
the relative energy consumption of houses was examined for cooling and heating in the
summer and winter seasons. The investigation showed that the energy expenditures for
cooling the same house during the summer may vary by 50% within the boundaries of a
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single thermal zone. The question of whether using only the HDD method is adequate
was brought up by these substantial differences in the theoretical estimation of a building’s
energy consumption. Mazzaferro et al. [46] proposed a new climate zoning of Brazil. The
total number of methods used in this work was seven, the largest in this review. Among
other methods, the technique of enhanced DDs was proposed, where a DBT setpoint of
10 ◦C was used to determine DDs values. The DDs data were then divided into groups
using k-means clustering. There was a total of eight fixed clusters. The authors concluded
that the enhanced DDM presented considerable performance, even though it did not in-
volve building performance data in its application. However, the authors concluded that
the quality of CZ could be significantly improved by using a preliminary assessment of
zoning by building performance data.

The popularity of the DDM for CZB is partly related to its ease of understanding
and close connection with energy use, especially in cold regions [162]. DDM can provide
quality CZ for a range of applications due to its documented relationship to building energy
consumption. However, DDM operates primarily with outside AT alone, ignoring other
key climatic factors that affect a building’s energy consumption. Choosing the correct
base temperature is also crucial, as the incorrect base temperature will lead to inaccurate
DDs [173]. Bioclimatic comfort zones, as described in [80], can be used to determine the
base temperature. The DDM is the second most common method we found in CZB.

Building energy simulation (BES) has shown great potential when applied to CZB [24,25].
BES is a method of determining how a building and its components will behave in real-
world scenarios. This is accomplished by using a mathematical model that simulates
situations in a virtual environment. Within the framework of this review, the term is
understood as the energy consumption of a building in a given climate based on the
heating, cooling, and lighting loads. The climate classification procedure based on BES
consists of generating performance maps showing how a set of chosen indicators, such as
energy consumption or thermal comfort, vary throughout the territory (country or region)
for given archetype buildings, for a typical year of climatic data. These maps are produced
using building performance simulation results. The building performance is then linked to
each climatic zone under study [25]. The idea of using BES for CZB is that the performance
of a building model inside a single climate zone should stay essentially the same. BES is
less common than DDM, but becomes more widely used in CZB applications.

Shaan Cory et al. [42] proved that for better climate classification, data on the weather
and climate of the region are not enough. The authors noticed that sometimes when us-
ing external climate data for classifying climatic zones, buildings of different types could
be assigned to different climatic zones during the thermal simulation within the same
location. An adjustment to the traditional approach to climate classification for build-
ings was proposed. The authors used the climate indicator determined from the results
of simulations, which was simply a three-level definition of climate challenges of build-
ing: heating-dominated, cooling-dominated, or mixed heating- and cooling-dominated.
Thus, the refined classification was made based on the external climate characteristics
together with the reference thermal data of the building. The authors also noted that
buildings in cold regions could not be classified solely by using external climatic conditions.
Walsh et al. [25,32] used BES to validate the CZB produced by other methods and reduce
misclassification. The concept of the Percentage Misclassified Areas (PMA) was introduced,
which is based on the idea that each climatic zone should have its unique climate conditions,
which leads to a unique performance (cooling and heating energy demand) for a particular
type of building. By this, there should be no overlap observed in the building performance
of an identical building type placed in different zones. Results also showed the challenges
of developing CZ to address multiple building types, as each archetype showed particular
sensitivity to climate. Mazzaferro et al. [107] developed a data-driven CZ methodology
to increase the robustness of CZB. In this study, climatic zone validation was performed
by thermal loads of three different-sized office buildings as building performance indica-
tors. An assessment was performed by comparing building thermal load results within
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each climatic zone obtained by clustering climatic variables (DBT, RH, and GHI). It has
been proven that the utilization of BES results, data analysis, and CA methods can greatly
contribute to the development of CZ methodology. In 2020, in the development of their
previous study, the same team carried out work to determine the climatic zones of Brazil
for building energy-efficiency regulations [46]. Climate classification was performed with
known CZ methodologies (ASHRAE 169, Koppen-Geiger, Brazilian regulation method
NBR 15220, Roriz method) and alternative methods (data-driven, enhanced DD, and deci-
sion tree method) supported by building performance results. The authors concluded that
the quality of CZ could be greatly improved by using a preliminary assessment of zoning
by building performance data.

BES is currently regarded as the most accurate method for predicting thermal build-
ing performance and has demonstrated significant promise as a policy tool [174] when
applied to CZ, mainly through parametric analysis. Detailed climatic data and BES,
according to several sources, could aid in the construction of a more robust climatic
categorization [23,46,83,174]. However, there are certain limitations to its use in CZB,
such as the necessity to pre-define a design hypothesis that differs depending on building
type, occupational patterns, and HVAC systems. Furthermore, thorough meteorological
data are required, which are not always available for the locations of interest [41].

Many authors use the BES method to work on the topic of the impact of climate
change on buildings and CZB [89,98,111]. This is partly because simulations can be easily
used to gain insight into the future energy consumption of buildings and, based on that,
analyze the possible future climate zones. The data from future climate models can be
easily represented as future weather files. Different methodologies and software tools can
be applied [175,176]. These files are then used to simulate buildings under future scenarios.

The bioclimatic chart method (BCM) can also be used to change or create new CZ
classifications. The BC analysis usually leads to identifying the possibility of passive design
methods to preserve thermal comfort in outdoor spaces while also contributing to a more
energy-efficient built environment. BC usually depicts the combination of AT and RH at
any given time, so it becomes easier to analyze the climate features of a given location.
This paper includes Givoni [177,178], Lamberts [92], Milne [179], Olgyay [180], and other
psychometric chart methods in the BC category. Early attempts to develop concepts for
bioclimatic building design were made by Olgyay [180]. He conducted a study on the
influence of climate on building design concepts around the world and identified four
major climate groups: cool, temperate, hot and arid, and hot and humid. Human tolerance
ranges were also established from a BC using a combination of RH and DBT. In addition
to the average radiant temperature, wind speed and SR were taken into consideration. A
zone in the middle of a psychrometric chart established the range of conditions people
find comfortable in different situations. Milne and Givoni [179] developed BC based
on typical psychrometric charts frequently used to assess the characteristics of moist air.
Additionally, four main climate categories—hot, warm–temperate, cool–temperate, and
cold—were identified, along with eleven additional sub-climatic categories. The study
of the effects of the environment on occupant comfort and thermal adaptability showed
promising implications for the design of HVAC systems and the enhancement of building
energy-efficiency. Bodach [129] proposed a foundation for creating BC zones for building
design in Nepal. The psychrometric chart was used to identify passive design ideas for
each location using a BC approach. Finally, a summary of building design tactics that are
suited for the summer and winter in each zone was created. According to the authors,
to create more climate-responsive and energy-efficient buildings, planners and architects
can use proposed climate classification to make general judgments at an early design
stage. Additionally, it might help with the creation of proper building energy regulations.
The BCM, however, has some limitations because it only takes two climate variables into
account (AT and RH). Da Casa Martin [113] offered a way for creating a CZB based on
Givoni’s design principles for the Autonomous Community of Galicia (Spain), creating
general zoning between five geographical regions (CZ) with comparable behavior. New

236



Buildings 2023, 13, 694

climate classification could give the designers knowledge of the techniques that can be
employed to establish direct recommendations and different bioclimatic strategies that can
be adopted to obtain more energy-efficient buildings. New climate classification based on
BCM and DB-HE-2013 code were compared to identify their similarities and differences,
finding that each should have its own specific applications.

Even though the primary goal of BCs is to provide comfortable indoor conditions
under thermal comfort requirements, a consequence of adopting BCM is an increase in the
building’s energy-efficiency due to reduced energy demand. Additionally, a significant
correlation is demonstrated between bioclimatic potential and annual building energy con-
sumption [48,83]. Nonetheless, several resources recommend utilizing BCM in conjunction
with BES [42,48,83,181] to produce secure results in terms of climatic zoning.

Köppen–Geiger method (KGM), as was mentioned, is one of the oldest and most
well-established methods. A monthly record of average AT and Pr data is the only need
for determining KG climatic zones. The elevational component can be taken into account
in some circumstances. The KG climate map of the world is constantly updated and
refined [78,102]. Based on a global data set of long-term monthly AT and Pr time series
data, Peel et al. [102] used the KG method to produce a new global climate map. Climate
variables were interpolated for each continent on a 0.1 × 0.1-degree grid. With each
variable being interpolated separately, the updated KG world climate map was produced
utilizing statistics from stations during their complete record period from 1951 to 2000.
Beck et al. [77] published updated global KG climate maps with a 1 km resolution for
current conditions (1980–2016) and predicted future climate change scenarios (2071–2100).
The current map was made using an ensemble of four high-resolution, spatially adjusted
climate maps. Particularly in regions with sharp spatial or elevation gradients, the new
maps offer far more detail and classification accuracy than prior ones. Not having an
unambiguous connection with CZB or energy-efficient CZ, the KGM is still used for these
purposes [99,100,103]. Pernigotto et al. [99,100] discussed the application of the KGM
with CA (HC) to address the issues of climate classification and representative climate
identification. Results were found to be similar to KG, but the proposed climatic categories
were fewer and more homogenous. Overall, KG improved by CA is intended to characterize
building performance under various climatic conditions, support the creation of national
or international energy policies, and give an analytical reference for CZ and the selection of
representative climates.

KGM can hardly be used for precisely characterizing the performance of energy-
efficiency measures for buildings. KGM alone does not allow for the accumulation of
accurate data needed to address the issue of CZB. Multiple sources compared the precision
of a KGM classification to that of a CA (k-means clustering) and BES, revealing that CA
and BES exceed traditional KG classification quality [72,74,75].

The climate severity index method (CSIM) is capable of characterizing climate sever-
ities; accordingly, there is a wide variety of approaches to the calculation of such in-
dices [182–184]. The core concept of CSI is that climate variables can be combined into
a single site-specific value that defines the severity of a specific climate. The data can
be examined like any other meteorological parameter to identify trends, develop sector-
specific applications, and examine climate patterns or individual seasons to put their
severity into context. Speaking of the CSI in this article, we mean the index used in the
practice of Spain [43] and Chile [122], which uses the HDD, CDD, hours of sunshine dura-
tion, and regression coefficients for calculation. Accordingly, the summer climate severity
(SCS) is determined using Equation (4), and winter climate severity (WCS) is defined by
Equation (5).

SCS = a·CDD20jun− sep + b·CDD20jun− sep2 + c (4)

WCS = a·HDD20oct−may + b
n
N

+ c·HDD20oct−may2 + d·
( n

N

)2
+ e (5)

where
CDD20(jun-sep)—the hourly sum of CDD (20 ◦C base temperature) from June to September;
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HDD20(oct-may)—the sum of HDD (20 ◦C base temperature) from October to May;
n—the sum of hours of sunshine duration from October to May;
N—the sum of maximum hours of sunshine duration for October through May;
a, b, c, d, e—the regression coefficients.
In this case, SCS and WCS were produced using absolute data on heating and cooling

energy consumption. The index of relative energy use for cooling and heating buildings
was then connected with the climate-related values of meteorological indicators. Since
CSIM is based on building energy consumption translated into conditional indices, it has a
certain potential and can be applied to CZB. It is easy to establish climatic severity indices
and classify the territory into climate zones using the simple formula, DD, and sunshine
duration. In general, the idea of utilizing a regression model based on a number of the most
crucial CZB characteristics, such as building energy consumption, DD, and SR, appears to
have the potential to be successful. However, it is difficult to adapt the strategy to other
regions outside of Spain because the calculation of the regression coefficients is still not
entirely clear.

Other methods. The climate classification methods found during the literature review
are not limited to the six methods described previously. Less popular techniques are the
IJM [118,144], the frequency distribution of climate variables (FDV) [88,121] the Mahoney
method (MM) [116,135], Thornthwaite climate classification (TCCM) [101], heating or
cooling index (HCIM) [84], Quitt’s climate classification [112], and existing building stock
performance (EBSM) [123,125].

As was previously stated, the issue of CZ has long been studied, initially predomi-
nantly for agricultural purposes and later for building and construction applications. In the
first half of the 20th century, building climatology was more responsible for weather protec-
tion and interior comfort provision rather than energy-efficiency. KGM and IJM, which used
a limited number of basic climate variables (AT and Pr), were then adequate [185]. Indeed,
these fundamental methods were limited in their ability to incorporate a large number of
climatic variables into the analysis and were far from establishing an obvious and under-
standable link between the variables and the energy usage of buildings. Later, during the
1970–1980s, a clear correlation was established between the main climate variables (mostly
AT and its various derivatives) and the energy consumption of buildings [168–171,186–188].
DDs, used alongside or sometimes replacing other climate variables, started to occupy one
of the leading places in CZB. At the same time, work began in the field of bioclimatic archi-
tecture, and BC were introduced [177,179]. In the early 1990s, CA was implemented in CZ
with PCA, hierarchical clustering, and artificial neural networks, which can be considered
as the beginning of a new stage in the development of CZB [95,119]. Over time, CA has
become one of the main methods in the study of CZ along with DDM [84,87,94,96,139].
Later, experiments started on the use of BES for CZB needs, and more MLM were incor-
porated into this field [42,174,189]. Since the 2010s, scientists’ enthusiasm for MLM and
BES has grown considerably. The possibilities of traditional and contemporary methods
were extensively compared. In this way, more recent MLM and BES were interpreted with
older KG, BCM, and DDM [23,25,46,100,101,103,107,122]. Recently, BES and MLM have
shown great potential when applied to CZB. In addition, the significance of using BES to
validate CZB was proved by several publications [23,25,46,79,83,104]. Overall, BES and
MLM methods are simple to implement and have shown to be reliable in defining CZ
by transitioning from a climate-based to a performance-based approach. Additionally, a
combination of approaches yields much better and more robust zoning classification results.
Any combination of DDM, BES, and MLM techniques is likely to be the most powerful,
efficient, and promising, delivering the most consistent results. It is reasonable to claim that
there is now a solid scientific basis for widely applying BES and MLM in official national
CZ codes and regulations. However, the presence of so many strategies indicates that there
is still no consensus about the optimal CZB strategy, emphasizing the importance of further
research work in this field.
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In the next section, we will support the findings of this review with bibliometrics
and bibliographic analysis, which aims to indicate substantially contributing nations,
affiliations, journals, authors, and connections among them. A network of keywords,
articles and overall link strength among publications will be discussed. We will present
the data step by step, most clearly reflecting the performance of research activities and
academic output in the CZB field.

9. Bibliometric Analysis

In this work, 98 (Scopus cited) articles were subjected to bibliometric analysis. To
identify the most significant affiliations or public organizations in a CZB research field and
their geographical location, a map (Figure 13) was formed which indicates the affiliations
in which the researchers are registered. The larger the mark on the map, the greater the
contribution (number of papers published). In addition, a list of affiliations that have three
or more publications in a CZB is shown; those 10 affiliations are marked on the map with
signatures. Among 98 publications, the largest number of publications (six each) belong
to authors from the University of Granada (Spain), Xi’an University of Architecture and
Technology (China), and the Austral University of Chile.
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The publications considered in this analysis had a total of 9696 citations in Scopus.
Excluding two highly cited papers [77,102] concerning KG climate classification, the average
citation per article of the remaining 96 articles is about 35. The top 10 most cited articles
from our list are shown in Table 5. The largest number of articles was published in Energy
Additionally, Buildings, Building and Environment (previously Building Science), and
Energy Conversion and Management (previously Energy Conversion) journals. The list
of the most significant journals is shown in Figure 14. There are eight most-contributing
authors (with four or more papers): Carpio [41,51,83,109,122]; Verichev [22,51,83,109,122];
Walsh [23–25,32,100]; Yang [35,52,71,84,87]; Zamorano [41,51,83,109]; Attia [7,49,80,106];
Cóstola [23–25,32]; and Labaki [23–25,32]. Figure 15 shows the top 20 most contributing
authors (with two or more published papers). Articles were also analyzed by citation
over time. A trend line and articles cited above the trend were determined (Figure 16).
This indicates an increased interest in particular articles [6,7,73,89,94,95,125,190] from the
scientific community.

Table 5. The most-cited publications in the review.

# Authors Title Year Journal Cited
by

Document
Type Reference

1 Peel M.C.
Updated world map of

the Köppen–Geiger
climate classification

2007
Hydrology and
Earth System

Sciences
5580 Article [102]

2 Beck H.E.

Present and future
Köppen–Geiger climate
classification maps at 1

km resolution

2018 Scientific Data 1091 Article [77]

3 Fovell R.G.

Climate zones of the
conterminous United
States defined using

cluster analysis

1993 Journal of
Climate 286 Article [95]

4 Unal Y.
Redefining the climate
zones of Turkey using

cluster analysis
2003

International
Journal of

Climatology
235 Article [94]

5 Wang H.

Impact of climate change
heating and cooling

energy use in buildings in
the United States

2014 Energy and
Buildings 193 Article [89]

6 Attia S.

Overview and future
challenges of nearly zero
energy buildings (nZEB)

design in Southern
Europe

2017 Energy and
Buildings 156 Article [7]

7 Sarricolea P. Climatic regionalisation
of continental Chile 2017 Journal of Maps 121 Article [73]

8 Asimakopoulos
D.A.

Modeling the energy
demand projection of the
building sector in Greece

in the 21st century

2012 Energy and
Buildings 115 Article [6]

9 Nguyen A.T.

An investigation on
climate responsive design

strategies of vernacular
housing in Vietnam

2011 Building and
Environment 88 Article [190]

10 Gangolells M.
Energy mapping of

existing building stock
in Spain

2016
Journal of
Cleaner

Production
79 Article [125]

Since the early days of bibliometric research, the concept of visualizing bibliometric
networks, often known as “science mapping” has gotten a lot of attention. Visualization is
an effective method for analyzing a wide range of bibliometric networks [68]. In the next
section, the results of performed bibliographic analysis will be provided.
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10. Bibliographic Analysis

Co-citation analysis in this review is represented by the co-citation networks of re-
searchers (Figure 17). To better perceive the visualization, the number of its nodes has
been reduced, and the top 36 authors out of 5036 who passed the threshold level with
the minimum number of citations of 15 were used for visualization. Each circle in the
visualization represents an author. The size of a circle reflects the number of citations an
author has received. Authors that are located close to each other in the visualization tend
to be more strongly related, based on co-citations rather than authors/journals that are
located far away from each other. Three clusters of most-cited authors are revealed.

1. Koppen, W.; Rubel, F.; and Kottek, M. are authors whose research topic is Köppen–
Geiger climate classification in the upper left area [78,191–194];

2. Santamouris, M.; Attia, S.; Givoni, B.; and Carlucci, S. are authors that publish articles
on the energy-efficiency of buildings, bioclimatic studies, and urban or local climate
zoning research in the upper right area (green cluster) [7,177,178,195–200];

3. Costola, D.; Labaki, L.C.; Carpio, M.; Verichev, K.; and Yang, L. are directly focused
on climate classification methods for buildings [16,23–25,32,41,51,83,84,90,122].

Additionally, the bibliographic coupling network of the top 100 authors (Figure 18)
was created by analogy with the bibliographic coupling network of journals. Here, the
closer two researchers are located to each other in the visualization, the more strongly they
are related to each other based on bibliographic coupling. In other words, researchers that
are located close to each other tend to cite the same publications. The network shows three
groups of closely related authors:

1. Yang, L. and Walsh, A;
2. Almeida, M., Attia, S., and Roshan, G.;
3. Carpio, M., Verichev, K., and Diaz Lopez, C.

A direct citation network (Figure 19) based on articles that have at least one citation
(90 out of 98) was constructed. We used normalized citations to correct the fact that
older documents have had more time to receive citations than more recent documents.
In VOSviewer the number of citations in a document is normalized by dividing it by
the average number of citations in all publications issued in the same year and used for
the VOSviewer files [70]. Using overlay visualization means that not only can a direct
indication of the relatedness of publications be recognized, but the papers that have a high
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direct citation in this group of documents can be recognized, which indicates high interest
from researchers working at the moment.
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The network of co-occurrences of keywords has also been analyzed (Figure 20). The
main objective here was to obtain a sense of the terms that researchers used and to see
whether there were any new subtopics. Of 2433 keywords, 58 keywords that occurred
more than 10 times met the threshold and were used in the analysis. Keywords were
extracted from the title and abstract of publications. Here, the larger the circle, the more
often a keyword appears in the title, abstract, or keyword list of publications, and the closer
keywords are to each other in the network, the greater the frequency of co-occurrences
of the two terms in one publication. Using overlay visualization, the average publica-
tion year of each keyword can be recognized with a differentiation of colors from purple
for the average publication year around 2012 to yellow for 2018. The top three key-
words were: “buildings”, “energy efficiency”, and “climate change” with 31, 31, and 21
occurrences, respectively.
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Keyword analysis shows that in the area of energy-efficient buildings, the issue of
climate change is becoming quite important. To design energy-efficient and climate-resilient
buildings, it is critical to gain insights into the energy demand across the building’s service
life from the early design stage onwards. Thirteen articles connected with climate change
were found in the studied literature. However, in this article, we limit ourselves to specific
information. As it becomes trendy to incorporate climate change into CZB studies, a more
detailed review of this field may become the topic of our future publications. Here, we
only give information about the number of publications in this review concerning future
climate scenarios (Figure 21) and other details such as predicted period, climate model, and
scenario type (Table 6).
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In addition to the above-discussed map of affiliations or public organizations, the
bibliometric coupling network of countries is shown in Figure 22. However, unlike the
above-discussed map, which is based on the number of publications, Figure 22 is based on
bibliographic coupling information, which is, in general, an overlap in the reference lists of
publications. Here, the larger the number of references two countries have in common, the
stronger the bibliographic coupling relation between the countries. All 46 countries were
mapped. By analogy with the bibliographic coupling network of journals, here, each circle
represents a country. Large circles represent countries that have high normalized citation
weight, and small circles are countries with a low number of citations. Generally, the closer
two countries are placed in the visualization, the more closely they are connected based on
bibliographic coupling. A group of Spain, China, the US, Australia, and Chile has close
relations, with the strongest link between Spain and Chile.
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Table 6. Summary of papers for future climate scenarios.

Reference Country/Region Scenario Predicted
Period Climate Model Name Scenario

Type

[9] Entire
territory of Belgium Current/Future 2070–2098

EC-Earth driven CPM
for the Belgian domain

extended with
land-surface scheme

TERRA_URB

RCP 8.5

[10] Entire
territory of Iran Current/Future 2025, 2050,

and 2075
MAGICC and

SCENGEN

[97] World Current/Future 2081–2100

CCSM
CSIRO-Mk3.6.0
MPI-ESM-MR

GFDL-CM3
GISS-E2-R

IPSL-CM5A-LR
MRI-CGCM3
HadGEM2-ES

RCP8.5

[77] World Current/Future 2071–2100 CMIP5 32 climate
model projections RCP8.5

[103] World Current/Future 2015-2100

“SSP5-8.5” climate
change scenario,

created by the Institute
Pierre Simon Laplace

(IPSL)

SSP5-8.5

[109] Entire
territory of Spain Current/Future 2055

and 2085

RCP 4.5 and
RCP
8.5

[110] Entire
territory of Algeria Current/Future 2040

[111] Entire
territory of Belarus Current/Future

2021–2040,
2041–2060,
2061–2080,

and
2081–2099

92 regional circulation
model (RCM) from

EURO-CORDEX RCM
ensemble

RCP2.6,
RCP4.5, and

RCP8.5

[22] Entire
territory of Spain Current/Future 2055 and 2085 IPCC AR5 RCP2.6 and

RCP8.5

[6] Entire
territory of Greece Current/Future

2041–2050
and

2091–2100

IPCC AR5 12 different
regional climate

models of the
European ENSEMBLES

project

RCP2.6,
RCP4.5, and

RCP8.5

[40] Part of
Spain

(Andalu-
sia)

Current/Future 2050 and 2010
18 climate models

included in the 2007
IPCC report

A2 scenario of
the Special
Report on
Emissions
Scenarios

(SRES)

[89] Entire
territory of

United
States Future

2020,
2050, and

2080
HadCM3

RCP2.6,
RCP4.5, and

RCP8.5

[51] Part of Chile Future 2050–2065 IPCC AR5 RCP2.6 and
RCP8.5

11. Discussion

In this literature review, extensive detailed data were extracted from the available
documents regarding CZB. Publication years and their type, authors, country or region of
study, climate variables used, climate zoning methods used and their combinations, period
of climate observations, number of climate zones, and other pertinent details served as the
foundation for the subsequent analysis. Climate data sources and the period for climate
observations were also highlighted.

For the categorization of CZ variables and CZ methods, detailed criteria were estab-
lished. Ten major variables and the number of variables employed simultaneously for CZB
were found. As anticipated, AT was the most prevalent variable used alone or in combina-
tion with other variables (63.6%). AT and RH were the most often occurring combination of
variables across the articles reviewed. CZB employed two climatic variables simultaneously
in 29.3% of cases. The use of a single variable or a combination of three variables was
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marginally less common, accounting for 28.3% and 22.2% of all cases, respectively. The use
of more than three variables simultaneously for climate categorization was uncommon.
In addition, when only one variable was used for zoning, DDs and TMY were the most
common options. AT and RH were the most prevalent pairing of two variables in CZB.
Typically, national meteorological services were the source of climate data. Less often
used, but still popular, were web databases and software applications such as EnergyPlus,
Autodesk Green Building Studio (GBS), and Meteonorm. Climate models were used in
6.7% of cases, basically for future climate scenarios. It is preferable to use contemporary
climate data (last 20–30 years) for appropriate climatic zoning due to climate change.

CZB is characterized by a wide variety of applied methods and not all of them are
directly related to building energy consumption. The twelve most commonly used methods
were identified. MLM, DDM, and BES were the three most popular approaches. Often,
only one method was used for CZ. One approach was used in 65% of cases, a combination
of two methods was used in 28%, and the simultaneous use of three or more approaches
was identified in 7% of cases. In addition, when only one method was used for CZB, the
most prevalent choices were MLM, DDM, BES, and BCM.

Given its primary advantages, MLM provides significant potential to go deeper into
the CZB and acquire more reliable, previously unavailable results. However, often, MLM is
supplemented with other approaches, such as BES, to generate more accurate results or to
evaluate them.

Due to its well-documented connection to building energy, DDM can offer high-quality
CZ for a variety of applications. However, DDM primarily uses the outside AT and ignores
other significant climatic variables that have an impact on a building’s energy use. It
should be underlined that the mean daily degree-hours technique is favored over all others
for more accurate DDs calculation if more comprehensive meteorological information
encompassing hourly outdoor AT of the chosen location is available.

BES is currently regarded as the most accurate method for predicting thermal building
performance and has demonstrated significant promise as a policy tool when applied
to CZB. Detailed climatic data and BES, according to several sources, could aid in the
construction of a more robust climatic categorization [23,46,83,174].

Multiple methods can be used simultaneously as a strategy to improve CZB or validate
its results. Any combinations based on DDM, BES, and MLM techniques tend to be the
most powerful, efficient, and promising, providing the most reliable results. The main
quality criteria of CZB assume that the energy consumption of one building archetype
within one climatic zone should be nearly identical.

The dynamics of climate change are forcing scientists to predict future climate con-
ditions and adapt buildings accordingly. To ensure the growth of a building stock that is
sustainable and resilient, it is crucial to design and construct buildings today that can take
on the dynamics of the environment during their entire life cycle. Several studies regarding
future climate scenarios in CZB were revealed [37,51,54,97,98,109,176]. In this review, 12%
of publications dealt with future climate zoning for buildings. BES can be easily used to
gain insight into the future energy consumption of buildings and, based on that, analyze
the possible future climate zones.

A bibliometric analysis was performed to support the main part of this review, which
made it possible to evaluate and analyze the performance of research activities in the
CZB field, including evaluating the scientific progress, recognizing the most authoritative
journals, and identifying significant scientific performers. This evaluation and analysis were
performed using bibliometric networks of co-citation, bibliographic coupling, keyword
co-occurrence, and co-authorship techniques.

12. Conclusions

The energy consumption of buildings is affected by environmental or climatic con-
ditions and varies with climate variability. Proper climate zoning is essential for most
building energy-efficiency policies, with great importance in meeting growth targets for
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energy security and reducing GHG emissions. Thus, consideration should be given to
the use of climatic zoning as a tool in the formulation of construction guidelines that
address the energy-efficiency of buildings. Most sectors are implementing stricter energy-
efficiency standards due to concerns over climate change and the diminishing availability
of natural resources; here, CZB should be an essential factor to take into account. The
ability to correctly categorize climates is fundamental to sustainable design, which can
reduce the need for heating and cooling by a significant amount. Defining zones not only
makes it possible to identify and mitigate the adverse impacts of climate on buildings
by specifying basic zonal construction criteria, but also makes it possible to support the
effective utilization of climate resources. Understanding the relationship between energy
conservation and climate conditions in buildings can be beneficial to the design of housing
that is climate-appropriate for a variety of geographical locations.

With this review, we set the goal of understanding at what level of scientific progress
the CZB is now, and whether there have been positive cardinal changes in the study of
climate zoning for buildings. We analyzed scientific publications in the field of CZB which
have already been put into practice or are just being developed. In the last 10 years, there
has been a significant increase in the number of publications on the CZB topic.

Now, climatic zoning approaches vary, and there is no “standard” strategy for CZB,
though several are generally recognized and used. At the current stage, two global climate
zoning systems are used for the needs of buildings and construction. The KG map is
popular among researchers but can be hardly used for characterizing the performance of
energy-efficiency measures for buildings. KG did not allow for the accumulation of accurate
data needed to address the issue of CZB. Multiple sources compared the precision of a KG
classification to that of an MLM and BES, revealing that ML and BES exceed traditional KG
classification quality [72,74,201]. The degree-day-based global map of ASHRAE Standard,
first presented in 2014, remains essentially the only solution providing data on climate
zones for buildings globally. It is worth noting that, based only on degree-days, the
ASHRAE map inherits its shortcomings, such as the use of outside AT and eliminating
other environmental variables that affect a building’s energy consumption. Additionally,
the usage of only seven main zones with rather wide intervals of degree-days can lead
to simplification of zoning. The use of more advanced zoning methods such as MLM or
BES is still limited to the territories of countries and continents [7,50,81,105]. The official
government standards for climate zoning, especially in developing countries, are very often
criticized by the scientific community for not being able to be used with high accuracy
and reliability [2,27,43,47,50,53,104,142]. The introduction of a standard global climate
zoning approach or map for energy-efficient buildings based on methods recognized as
the most effective among scientists could positively influence the problem of energy use in
buildings at the global level. This action currently appears to be reasonably realistic given
the sufficiency and quality of the available climatic data on a global scale.

It was revealed that BES and MLM have shown great potential when applied to climate
zoning. It is reasonable to claim that there is now a solid scientific basis for applying BES
and MLM for climate zoning needs. In addition, the significance of using BES to validate
climatic zoning for buildings was proved by several publications. Overall, BES and MLM
methods are simple to implement and have shown to be reliable in defining climate zones
by transitioning from a climate-based to a performance-based approach. Additionally, a
combination of approaches yields much better and more robust zoning classification results.
It can also be assumed that over the next decade, we might see the gradual introduction of
MLM and BES into the official standards of different countries, which could certainly have
a positive impact on the energy-efficiency of buildings in particular and may also have a
positive impact on the global climate change problem.

It is important to note that uncommon methods such as EBS and FDV can be used
to create new CZ or to amend and enhance existing CZ. The real energy consumption
of buildings in the EBS approach is very useful information that can help to understand
how certain aspects (including climate) affect a building’s final energy consumption. How-
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ever, there are no publications to date that compare these methods to others to assess
their quality.

Although the problem of studying climate and its classification is location-oriented,
none of the found sources use the principles of spatial analysis or did not mention it. Spatial
analysis has become a standard in many research areas (such as epidemiology, sociology,
ecology, and tourism), but this has yet to be applied in the field of CZB. The role of the
spatial aspect in CZB research is underestimated, and the understanding of the working
and representation of space, spatial patterns, and processes is limited. One of the strongest
future improvements in the field is the recognition of the spatial component in CZB, which
has the potential to be favorable and is predicted to produce results that are more accurate
and robust.
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Al Altitude
AP Atmospheric Pressure
ASHRAE The American Society of Heating, Refrigerating, and Air-Conditioning Engineers
AT Air Temperature
BCM Bioclimatic Charts Method
BES Building Energy Simulation
CA Cluster Analysis
CSIM Climate Severity Index Method
CDD Cooling Degree-Day
CDH Cooling Degree-Hour
CZ Climatic Zoning
CZB Climatic Zoning For Buildings
DBT Dry-Bulb Temperature
DDs Degree-Days
DHs Degree-Hours
DDM Degree-Days Methods
EBSM Existing Building Stock Performance Method
FDV A Frequency Distribution Of Climate Variables
GHG Greenhouse Gas
GHI Global Horizontal Irradiation
HCI Heating Or Cooling Index
HC Hierarchical Clustering
HDD Heating Degree-Day
HDH Heating Degree-Hour
HVAC Heating, Ventilation, and Air-Conditioning Systems
IJM Interval Judgment Method
IPCC Intergovernmental Panel on Climate Change
KG Köppen–Geiger
KGM Köppen–Geiger Method
LCZ Local Climate Zoning
ML Machine Learning
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MLM Machine Learning Methods
MM Mahoney Method
PCA Principal Component Analysis
PMA Percentage Misclassified Areas
Pr Precipitation
PW The Pressure of Water Vapor
RCP Representative Concentration Pathway
RH Relative Humidity
SR Solar Radiation
TCCM Thornthwaite Climate Classification Method
TMY Typical Meteorological Year
W Wind
WBT Wet-Bulb Temperature

References
1. Li, D.H.W.; Yang, L.; Lam, J.C. Impact of climate change on energy use in the built environment in different climate zones—A

review. Energy 2012, 42, 103–112. [CrossRef]
2. van Ruijven, B.J.; De Cian, E.; Wing, I.S. Amplification of future energy demand growth due to climate change. Nat. Commun.

2019, 10, 2762. [CrossRef]
3. UN Environment Programme. Global Status Report for Buildings and Construction: Towards a Zero-Emission, Efficient and

Resilient Buildings and Construction Sector, Global Status Report. Available online: https://globalabc.org/sites/default/files/20
22-11/FULL%20REPORT_2022%20Buildings-GSR_1.pdf (accessed on 1 May 2022).

4. IEA. Perspectives for the Clean Energy Transition. The Critical Role of Buildings. 2019. Available online: https://www.iea.org/
reports/the-critical-role-of-buildings (accessed on 1 May 2022).

5. Tootkaboni, M.P.; Ballarini, I.; Corrado, V. Analysing the future energy performance of residential buildings in the most populated
Italian climatic zone: A study of climate change impacts. Energy Rep. 2021, 7, 8548–8560. [CrossRef]

6. Asimakopoulos, D.A.; Santamouris, M.; Farrou, I.; Laskari, M.; Saliari, M.; Zanis, G.; Giannakidis, G.; Tigas, K.; Kapsomenakis, J.;
Douvis, C.; et al. Modelling the energy demand projection of the building sector in Greece in the 21st century. Energy Build. 2012,
49, 488–498. [CrossRef]

7. Attia, S.; Eleftheriou, P.; Xeni, F.; Morlot, R.; Ménézo, C.; Kostopoulos, V.; Betsi, M.; Kalaitzoglou, I.; Pagliano, L.; Cellura, M.; et al.
Overview and future challenges of nearly zero energy buildings (nZEB) design in Southern Europe. Energy Build. 2017, 155,
439–458. [CrossRef]

8. Bell, N.O.; Bilbao, J.I.; Kay, M.; Sproul, A.B. Future climate scenarios and their impact on heating, ventilation and air-conditioning
system design and performance for commercial buildings for 2050. Renew. Sustain. Energy Rev. 2022, 162, 112363. [CrossRef]

9. Ramon, D.; Allacker, K.; De Troyer, F.; Wouters, H.; van Lipzig, N.P.M. Future heating and cooling degree days for Belgium under
a high-end climate change scenario. Energy Build. 2020, 216, 109935. [CrossRef]

10. Roshan, G.; Orosa, J.A.; Nasrabadi, T. Simulation of climate change impact on energy consumption in buildings, case study of
Iran. Energy Policy 2012, 49, 731–739. [CrossRef]

11. Li, L.; Sun, W.; Hu, W.; Sun, Y. Impact of natural and social environmental factors on building energy consumption: Based on
bibliometrics. J. Build. Eng. 2021, 37, 102136. [CrossRef]

12. Santamouris, M. Green commercial buildings save energy. Nat. Sustain. 2018, 1, 613–614. [CrossRef]
13. WHO. Housing and Health Guidelines. 2018. Available online: https://apps.who.int/iris/bitstream/handle/10665/276001/978

9241550376-eng.pdf (accessed on 22 June 2022).
14. IEA. Electricity Market Report. July 2022—Update. Available online: https://www.iea.org/reports/electricity-market-report-

july-2022/executive-summary (accessed on 25 August 2022).
15. Bohne, R.A.; Huang, L.; Lohne, J. A global overview of residential building energy consumption in eight climate zones. Int. J.

Sustain. Build. Technol. Urban Dev. 2016, 7, 38–51. [CrossRef]
16. Verichev, K.; Zamorano, M.; Salazar-Concha, C.; Carpio, M. Analysis of Climate-Oriented Researches in Building. Appl. Sci. 2021,

11, 3251. [CrossRef]
17. De Silva, M.N.; Sandanayake, Y.G. Building energy consumption factors: A literature review and future research agenda. In

World Construction Conference 2012—Global Challenges in Construction Industry; University of Moratuwa: Colombo, Sri Lanka, 2012.
18. Inambao, A.I.F. Review of Factors Affecting Energy Efficiency in Commercial Buildings. Int. J. Mech. Eng. Technol. 2019, 10,

232–244.
19. Torres, M.G.; Pérez-Lombard, L.; Coronel, J.; Maestre, I.; Yan, D. A review on buildings energy information: Trends, end-uses,

fuels and drivers. Energy Rep. 2022, 8, 626–637. [CrossRef]
20. Fathi, A.; El Bakkush, A.; Bondinuba, F.; Harris, D. The Effect of Outdoor Air Temperature on the Thermal Performance of a

Residential Building. J. Multidiscip. Eng. Sci. Technol. 2015, 2, 3159–3240.
21. Li, M.; Shi, J.; Guo, J.; Cao, J.; Niu, J.; Xiong, M. Climate Impacts on Extreme Energy Consumption of Different Types of Buildings.

PLoS ONE 2015, 10, e0124413. [CrossRef]

250



Buildings 2023, 13, 694

22. Díaz-López, C.; Verichev, K.; Holgado-Terriza, J.A.; Zamorano, M. Evolution of climate zones for building in Spain in the face of
climate change. Sustain. Cities Soc. 2021, 74, 103223. [CrossRef]

23. Walsh, A.; Cóstola, D.; Labaki, L.C. Comparison of three climatic zoning methodologies for building energy efficiency applications.
Energy Build. 2017, 146, 111–121. [CrossRef]

24. Walsh, A.; Cóstola, D.; Labaki, L.C. Review of methods for climatic zoning for building energy efficiency programs. Build. Environ.
2017, 112, 337–350. [CrossRef]

25. Walsh, A.; Cóstola, D.; Labaki, L.C. Performance-based validation of climatic zoning for building energy efficiency applications.
Appl. Energy 2018, 212, 416–427. [CrossRef]

26. Butera, F.; Aste, N.; Adhikari, R. Sustainable Building Design for Tropical Climates; United Nations Human Settlements Programme
(UN-Habitat): Nairobi, Kenya, 2015.

27. Xiong, J.; Yao, R.; Grimmond, S.; Zhang, Q.; Li, B. A hierarchical climatic zoning method for energy efficient building design
applied in the region with diverse climate characteristics. Energy Build. 2019, 186, 355–367. [CrossRef]

28. Wang, R.; Lu, S.; Feng, W.; Zhai, X.; Li, X. Sustainable framework for buildings in cold regions of China considering life cycle cost
and environmental impact as well as thermal comfort. Energy Rep. 2020, 6, 3036–3050. [CrossRef]

29. Rahman, M. Impact of Climatic Zones of Bangladesh on Office Building Energy Performance. J. Build. Sustain. 2018, 1, 55–63.
30. Albogami, S.; Boukhanouf, R. Residential building energy performance evaluation for different climate zones. IOP Conf. Ser.

Earth Environ. Sci. 2019, 329, 012026. [CrossRef]
31. Chen, X.; Yang, H. Integrated energy performance optimization of a passively designed high-rise residential building in different

climatic zones of China. Appl. Energy 2018, 215, 145–158. [CrossRef]
32. Walsh, A.; Cóstola, D.; Labaki, L.C. Validation of the climatic zoning defined by ASHRAE standard 169-2013. Energy Policy 2019,

135, 111016. [CrossRef]
33. Khambadkone, N.K.; Jain, R. A bioclimatic analysis tool for investigation of the potential of passive cooling and heating strategies

in a composite Indian climate. Build. Environ. 2017, 123, 469–493. [CrossRef]
34. Wang, R.; Lu, S. A novel method of building climate subdivision oriented by reducing building energy demand. Energy Build.

2020, 216, 109999. [CrossRef]
35. Bai, L.; Yang, L.; Song, B.; Liu, N. A new approach to develop a climate classification for building energy efficiency addressing

Chinese climate characteristics. Energy 2020, 195, 116982. [CrossRef]
36. López-Ochoa, L.M.; Las-Heras-Casas, J.; López-González, L.M.; Olasolo-Alonso, P. Environmental and energy impact of the

EPBD in residential buildings in hot and temperate Mediterranean zones: The case of Spain. Energy 2018, 161, 618–634. [CrossRef]
37. Yang, Y.; Javanroodi, K.; Nik, V.M. Climate change and energy performance of European residential building stocks—A

comprehensive impact assessment using climate big data from the coordinated regional climate downscaling experiment. Appl.
Energy 2021, 298, 117246. [CrossRef]

38. William, M.A.; Suárez-López, M.J.; Soutullo, S.; Fouad, M.M.; Hanafy, A.A. Enviro-economic assessment of buildings decar-
bonization scenarios in hot climates: Mindset toward energy-efficiency. Energy Rep. 2022, 8, 172–181. [CrossRef]

39. Benevides, M.N.; Teixeira, D.B.D.S.; Carlo, J.C. Climatic zoning for energy efficiency applications in buildings based on multivari-
ate statistics: The case of the Brazilian semiarid region. Front. Archit. Res. 2022, 11, 161–177. [CrossRef]

40. Bienvenido-Huertas, D.; Marín-García, D.; Carretero-Ayuso, M.J.; Rodríguez-Jiménez, C.E. Climate classification for new and
restored buildings in Andalusia: Analysing the current regulation and a new approach based on k-means. J. Build. Eng. 2021,
43, 102829. [CrossRef]

41. Carpio, M.; Jódar, J.; Rodíguez, M.L.; Zamorano, M. A proposed method based on approximation and interpolation for
determining climatic zones and its effect on energy demand and CO2 emissions from buildings. Energy Build. 2015, 87, 253–264.
[CrossRef]

42. Cory, S.; Lenoir, A.; Donn, M.; Garde, F. Formulating a building climate classification method. In Proceedings of the 12th
Conference of International Building Performance Simulation Association Building Simulation 2011, BS 2011, Sydney, NSW,
Australia, 14–16 November 2011; pp. 1662–1669.

43. de la Flor, F.J.S.; Domínguez, S.A.; Félix, J.L.M.; Falcón, R.G. Climatic zoning and its application to Spanish building energy
performance regulations. Energy Build. 2008, 40, 1984–1990. [CrossRef]

44. Deng, X.; Tan, Z.; Tan, M.; Chen, W. A clustering-based climatic zoning method for office buildings in China. J. Build. Eng. 2021,
42, 102778. [CrossRef]

45. Jain, K.; Gupta, G.; Verma, K.K.; Agarwal, A. Climatic Classification of India for Building Design Using Data Analytics. Natl.
Acad. Sci. Lett. 2022, 45, 235–239. [CrossRef]

46. Mazzaferro, L.; Machado, R.M.S.; Melo, A.P.; Lamberts, R. Do we need building performance data to propose a climatic zoning
for building energy efficiency regulations? Energy Build. 2020, 225, 110303. [CrossRef]

47. Moral, F.J.; Pulido, E.; Ruíz, A.; López, F. Climatic zoning for the calculation of the thermal demand of buildings in Extremadura
(Spain). Theor. Appl. Climatol. 2017, 129, 881–889. [CrossRef]

48. Kishore, K.N.; Rekha, J. A bioclimatic approach to develop spatial zoning maps for comfort, passive heating and cooling strategies
within a composite zone of India. Build. Environ. 2018, 128, 190–215. [CrossRef]

49. Roshan, G.; Farrokhzad, M.; Attia, S. Climatic clustering analysis for novel atlas mapping and bioclimatic design recommendations.
Indoor Built Environ. 2021, 30, 313–333. [CrossRef]

251



Buildings 2023, 13, 694

50. Tükel, M.; Tunçbilek, E.; Komerska, A.; Keskin, G.A.; Arıcı, M. Reclassification of climatic zones for building thermal regulations
based on thermoeconomic analysis: A case study of Turkey. Energy Build. 2021, 246, 111121. [CrossRef]

51. Verichev, K.; Zamorano, M.; Carpio, M. Effects of climate change on variations in climatic zones and heating energy consumption
of residential buildings in the southern Chile. Energy Build. 2020, 215, 109874. [CrossRef]

52. Yang, L.; Lyu, K.; Li, H.; Liu, Y. Building climate zoning in China using supervised classification-based machine learning. Build.
Environ. 2020, 171, 106663. [CrossRef]

53. Zeleke, B.; Kumar, M.; Rajasekar, E. A Novel Building Performance Based Climate Zoning for Ethiopia. Front. Sustain. Cities 2022,
4, 3. [CrossRef]

54. Andric, I.; Al-Ghamdi, S.G. Climate change implications for environmental performance of residential building energy use: The
case of Qatar. Energy Rep. 2020, 6, 587–592. [CrossRef]

55. Awadh, O. Sustainability and green building rating systems: LEED, BREEAM, GSAS and Estidama critical analysis. J. Build. Eng.
2017, 11, 25–29. [CrossRef]

56. Rezaallah, A.; Bolognesi, C.; Khoraskani, R.A. LEED and BREEAM; Comparison between policies, assessment criteria and
calculation methods. In Proceedings of the 1st International Conference on Building Sustainability Assessment (BSA 2012), Porto,
Portugal, 23–25 May 2012.

57. Sanderson, M. The Classification of Climates from Pythagoras to Koeppen. Bull. Am. Meteorol. Soc. 1999, 80, 669–673. [CrossRef]
58. Oliver, J. The history, status and future of climatic classification. Phys. Geogr. 2013, 12, 231–251. [CrossRef]
59. Robinson, A.H.; Wallis, H.M. Humboldt’s Map of Isothermal Lines: A Milestone in Thematic Cartography. Cartogr. J. 1967, 4,

119–123. [CrossRef]
60. Construction Committee of the Russian Soviet Federative Socialist Republic. Rules and Regulations for the Development of Populated

Areas, Design and Construction of Buildings and Structures; State Technical Publishing House: Moscow, Russia, 1930.
61. National Building Code: 1941; National Research Council of Canada: Ottawa, ON, Canada, 1941.
62. American Society of Heating, Engineers. ASHRAE Standard 90-75: Energy Conservation in New Building Design; American Society

of Heating, Refrigerating, and Air-Conditioning Engineers, Incorporated. 1975. Available online: https://www.ojp.gov/ncjrs/
virtual-library/abstracts/energy-conservation-new-building-design-impact-assessment-ashrae (accessed on 20 July 2022).

63. Laustsen, J. Energy Efficiency Requirements in Building Codes: Policies for New Buildings; International Energy Agency (IEA): Paris,
France, 2008.

64. Moral-Munoz, J.A.; López-Herrera, A.G.; Herrera-Viedma, E.; Cobo, M.J. Science Mapping Analysis Software Tools: A Review.
In Springer Handbook of Science and Technology Indicators; Glänzel, W., Moed, H.F., Schmoch, U., Thelwall, M., Eds.; Springer
International Publishing: Cham, Switzerland, 2019; pp. 159–185.

65. Small, H.G. Co-citation in the scientific literature: A new measure of the relationship between two documents. J. Am. Soc. Inf. Sci.
1973, 24, 265–269. [CrossRef]

66. Kessler, M.M. Bibliographic coupling between scientific papers. Am. Doc. 1963, 14, 10–25. [CrossRef]
67. Glänzel, W. National characteristics in international scientific co-authorship relations. Scientometrics 2001, 51, 69–115. [CrossRef]
68. van Eck, N.J.; Waltman, L. Visualizing Bibliometric Networks. In Measuring Scholarly Impact: Methods and Practice; Ding, Y.,

Rousseau, R., Wolfram, D., Eds.; Springer International Publishing: Cham, Switzerland, 2014; pp. 285–320.
69. Selek, B.; Tuncok, I.K.; Selek, Z. Changes in climate zones across Turkey. J. Water Clim. Chang. 2018, 9, 178–195. [CrossRef]
70. van Eck, N.J.; Waltman, L.R. VOS Viewer: A Computer Program for Bibliometric Mapping; Research Paper, 01/01; Erasmus Research

Institute of Management (ERIM), ERIM Is the Joint Research Institute of the Rotterdam School of Management; Erasmus
University and the Erasmus School of Economics (ESE) at Erasmus Uni: Rotterdam, The Netherlands, 2009.

71. Shi, J.; Yang, L. A climate classification of China through k-nearest-neighbor and sparse subspace representation. J. Clim. 2020, 33,
243–262. [CrossRef]

72. Zscheischler, J.; Mahecha, M.D.; Harmeling, S. Climate classifications: The value of unsupervised clustering. In Proceedings of
the 12th Annual International Conference on Computational Science, ICCS 2012, Omaha, NB, USA, 4–6 June 2012; pp. 897–906.

73. Sarricolea, P.; Herrera-Ossandon, M.; Meseguer-Ruiz, Ó. Climatic regionalisation of continental Chile. J. Maps 2017, 13, 66–73.
[CrossRef]

74. Praene, J.P.; Malet-Damour, B.; Radanielina, M.H.; Fontaine, L.; Rivière, G. GIS-based approach to identify climatic zoning: A
hierarchical clustering on principal component analysis. Build. Environ. 2019, 164, 106330. [CrossRef]

75. Netzel, P.; Stepinski, T. On using a clustering approach for global climate classification. J. Clim. 2016, 29, 3387–3401. [CrossRef]
76. Mahmoud, A.H.A. An analysis of bioclimatic zones and implications for design of outdoor built environments in Egypt. Build.

Environ. 2011, 46, 605–620. [CrossRef]
77. Beck, H.E.; Zimmermann, N.E.; McVicar, T.R.; Vergopolan, N.; Berg, A.; Wood, E.F. Present and future köppen-geiger climate

classification maps at 1-km resolution. Sci. Data 2018, 5, 180214. [CrossRef]
78. Kottek, M.; Grieser, J.; Beck, C.; Rudolf, B.; Rubel, F. World Map of the Köppen-Geiger Climate Classification Updated. Meteorol. Z.

2006, 15, 259–263. [CrossRef]
79. D’Amico, A.; Ciulla, G.; Panno, D.; Ferrari, S. Building energy demand assessment through heating degree days: The importance

of a climatic dataset. Appl. Energy 2019, 242, 1285–1306. [CrossRef]
80. Roshan, G.R.; Farrokhzad, M.; Attia, S. Defining thermal comfort boundaries for heating and cooling demand estimation in Iran’s

urban settlements. Build. Environ. 2017, 121, 168–189. [CrossRef]

252



Buildings 2023, 13, 694

81. Tsikaloudaki, K.; Laskos, K.; Bikas, D. On the establishment of climatic zones in Europe with regard to the energy performance of
buildings. Energies 2012, 5, 32–44. [CrossRef]

82. Rakoto-Joseph, O.; Garde, F.; David, M.; Adelard, L.; Randriamanantany, Z.A. Development of climatic zones and passive solar
design in Madagascar. Energy Convers. Manag. 2009, 50, 1004–1010. [CrossRef]

83. Verichev, K.; Zamorano, M.; Carpio, M. Assessing the applicability of various climatic zoning methods for building construction:
Case study from the extreme southern part of Chile. Build. Environ. 2019, 160, 106165. [CrossRef]

84. Wan, K.K.W.; Li, D.H.W.; Yang, L.; Lama, J.C. Climate classifications and building energy use implications in China. Energy Build.
2010, 42, 1463–1471. [CrossRef]

85. Pusat, S.; Ekmekci, I. A study on degree-day regions of Turkey. Energy Effic. 2016, 9, 525–532. [CrossRef]
86. Bawaneh, K.; Overcash, M.; Twomey, J. Climate zones and the influence on industrial nonprocess energy consumption. J. Renew.

Sustain. Energy 2011, 3, 063113. [CrossRef]
87. Lau, C.C.S.; Lam, J.C.; Yang, L. Climate classification and passive solar design implications in China. Energy Convers. Manag.

2007, 48, 2006–2015. [CrossRef]
88. Khedari, J.; Sangprajak, A.; Hirunlabh, J. Thailand climatic zones. Renew. Energy 2002, 25, 267–280. [CrossRef]
89. Wang, H.; Chen, Q. Impact of climate change heating and cooling energy use in buildings in the United States. Energy Build. 2014,

82, 428–436. [CrossRef]
90. Verichev, K.; Salimova, A.; Carpio, M. Thermal and climatic zoning for construction in the southern part of Chile. Adv. Sci. Res.

2018, 15, 63–69. [CrossRef]
91. Singh, M.K.; Mahapatra, S.; Atreya, S.K. Development of bio-climatic zones in north-east India. Energy Build. 2007, 39, 1250–1257.

[CrossRef]
92. Lamberts, R.; Roriz, M.; Ghisi, E. Bioclimatic zoning of Brazil: A proposal based on the givoni and mohoney methods. In

Proceedings of the Sustaining the Future: Energy, Ecology, Architecture: Plea ′99—The 16th International Conference Plea
(Passive & Low Energy Architecture), Brisbane, Australia, 22–24 September 1999.

93. Erell, E.; Portnov, B.; Etzion, Y. Mapping the potential for climate-conscious design of buildings. Build. Environ. 2003, 38, 271–281.
[CrossRef]

94. Unal, Y.; Kindap, T.; Karaca, M. Redefining the climate zones of Turkey using cluster analysis. Int. J. Climatol. 2003, 23, 1045–1055.
[CrossRef]

95. Fovell, R.G.; Fovell, M.Y.C. Climate zones of the conterminous United States defined using cluster analysis. J. Clim. 1993, 6,
2103–2135. [CrossRef]

96. Alrashed, F.; Asif, M. Climatic Classifications of Saudi Arabia for Building Energy Modelling. In Proceedings of the 7th
International Conference on Applied Energy, ICAE 2015, Abu Dhabi, United Arab Emirates, 28–31 March 2015; pp. 1425–1430.

97. Falquina, R.; Gallardo, C. Development and application of a technique for projecting novel and disappearing climates using
cluster analysis. Atmos. Res. 2017, 197, 224–231. [CrossRef]

98. Chen, Y.; Li, M.; Cao, J.; Cheng, S.; Zhang, R. Effect of climate zone change on energy consumption of office and residential
buildings in China. Theor. Appl. Climatol. 2021, 144, 353–361. [CrossRef]

99. Pernigotto, G.; Gasparella, A. Classification of European Climates for Building Energy Simulation Analyses. In Proceedings of
the International Conference on High Performance, Tokyo, Japan, 28–31 January 2018.

100. Pernigotto, G.; Walsh, A.; Gasparella, A.; Hensen, J.L.M. Clustering of European climates and representative climate identification
for building energy simulation analyses. In Proceedings of the 16th International Conference of the International Building
Performance Simulation Association, Building Simulation, Rome, Italy, 2–4 September 2019; Volume 2019, pp. 4833–4840.

101. Aparecido, L.E.O.; Rolim, G.S.; Richetti, J.; de Souza, P.S.; Johann, J.A. Köppen, Thornthwaite and Camargo climate classifications
for climatic zoning in the State of Paraná, Brazil. Cienc. Agrotecnol. 2016, 40, 405–417. [CrossRef]

102. Peel, M.C.; Finlayson, B.L.; McMahon, T.A. Updated world map of the Köppen-Geiger climate classification. Hydrol. Earth Syst.
Sci. 2007, 11, 1633–1644. [CrossRef]
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