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Special Issue on Comprehensive Research in Earthquake
Forecasting and Seismic Hazard Assessment

Alexey Zavyalov 1,* and Eleftheria Papadimitriou 2,*

1 Schmidt Institute of Physics of the Earth, Russian Academy of Sciences, Bol’Shaya Gruzinskaya Str., 10,
Bldg. 1, Moscow 123242, Russia

2 Geophysics Department, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece
* Correspondence: zavyalov@ifz.ru (A.Z.); ritsa@geo.auth.gr (E.P.)

Dear Colleagues,
Despite some success, the issue of earthquake forecasting has yet to be resolved.

There are occasional discussions within the scientific community about the principal feasi-
bility of earthquake forecasting, particularly in the short-term aspect. However, the bulk of
these discussions were set in the Resolution of the General Assembly of the International
Association of Seismology and Physics of the Earth’s Interior (IASPEI) in 2009 in Cape
Town: “Resolution 4: Earthquake Forecasting and Predictability Studies—IASPEI RECOG-
NIZING the opportunities provided by recent developments in earthquake science and
technology RECOMMENDS that research on forecasting and predictability of earthquakes,
and the validation and comparative testing of prediction methods be supported”.

However, it is not sufficient to precisely predict a future strong earthquake. It is nec-
essary to make a correct, scientifically based assessment of the level of seismic hazard
and the intensity of seismic shocks to be expected in a particular region, city and settle-
ment. What should the administration of a megapolis do when it receives information
about the likelihood of a strong earthquake? The problems of earthquake forecasting and
seismic hazard assessment are, therefore, closely related to the problems of high-quality
anti-seismic constructions.

More than 13 years have passed since the adoption of the IASPEI Resolution. New
earthquakes have occurred. Their study increased our knowledge regarding the physics
of the seismic process, the physics of earthquake preparation processes and the search
for earthquake precursors. The new data obtained became the basis for the development
of new models of the behaviour of the ground under the influence of seismic waves and
provided initial information for the development and parameterization of earthquake
occurrence zone models and ground motion prediction equations.

More than one and a half years have passed since the announcement of the Special Is-
sue “Comprehensive Research in Earthquake Forecasting and Seismic Hazard Assessment”
in the MDPI Journal of Applied Sciences. We invited representatives of the seismological
community to present their results on these topics, to show the current view of the state
of the problem, what has been achieved in the field of earthquake forecasting and seismic
hazard assessment, what needs to be done next and in which direction to move forward.
We expected to discuss the results and directions of further research on the physics of the
seismic process—from experiments under laboratory conditions to rock bursts in mines and
earthquakes in seismically active regions at the stage of preparation for strong earthquakes.

As a result, 14 articles were published in the Special Issue, with authors representing
different thematic areas and working in different institutions and organisations in Russia,
Greece, Italy, Colombia, New Zealand, China, Argentina and Japan. The total number
of authors was around 50. Thus, we managed to attract a sufficiently wide range of
representatives of the scientific geophysical community to participate in this Special Issue.
In this sense, our hopes and assumptions were fulfilled. In addition, this Special Issue is
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fully in line with Resolution 3 “Sharing Geophysical Data across Borders” adopted at the
28th IUGG General Assembly in Berlin on 18 July 2023.

All published articles can be roughly divided into three unequal groups in terms of
the number of articles presented. The first group includes theoretical and methodological
articles [1,2]. The second group includes articles confirming one or another model of
seismicity behaviour in anticipation of a strong earthquake [3–5]. Finally, the third and most
numerous group of articles consists of those analysing the results of long-term observations
of the behaviour of various geophysical fields (seismic noise [6], seismicity [7–9], magneto-
telluric field [10,11], deformation field [12], infrared radiation [13], vertical electric field
in the atmosphere [14]) before strong earthquakes. We are confident that each of these
articles will find an interested reader, and the whole collection will deserve the attention
of representatives of the scientific community dealing with the problem of earthquake
forecasting and the search for their precursors.

Acknowledgments: We are grateful to all the contributors who made this Special Issue, “Compre-
hensive Research in Earthquake Forecasting and Seismic Hazard Assessment”, a success. We thank
and congratulate all the authors for submitting their papers. Our sincere gratitude is also extended to
all the reviewers for their efforts and time spent in helping the authors to improve their papers. We
would like to express our gratitude to the Editorial Team of Applied Sciences for their effective and
tireless editorial support for the success of this Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.
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On the Omori Law in the Physics of Earthquakes

Alexey Zavyalov 1,*, Oleg Zotov 1,2, Anatol Guglielmi 1 and Boris Klain 2

1 Schmidt Institute of Physics of the Earth, Russian Academy of Sciences, Bol’shaya Gruzinskaya Str., 10, bld. 1,
123242 Moscow, Russia

2 Borok Geophysical Observatory of Schmidt Institute of Physics of the Earth, Russian Academy of Sciences,
Nekouzsky District, Yaroslavl Region, 152742 Borok, Russia

* Correspondence: zavyalov@ifz.ru

Abstract: This paper proposes phenomenological equations that describe various aspects of aftershock
evolution: elementary master equation, logistic equation, stochastic equation, and nonlinear diffusion
equation. The elementary master equation is a first-order differential equation with a quadratic term.
It is completely equivalent to Omori’s law. The equation allows us to introduce the idea of proper time
of earthquake source “cooling down” after the main shock. Using the elementary master equation, one
can pose and solve an inverse problem, the purpose of which is to measure the deactivation coefficient
of an earthquake source. It has been found for the first time that the deactivation coefficient decreases
with increasing magnitude of the main shock. The logistic equation is used to construct a phase
portrait of a dynamical system simulating the evolution of aftershocks. The stochastic equation can
be used to model fluctuation phenomena, and the nonlinear diffusion equation provides a framework
for understanding the spatiotemporal distribution of aftershocks. Earthquake triads, which are a
natural trinity of foreshocks, main shock, and aftershocks, are considered. Examples of the classical
triad, the mirror triad, the symmetrical triad, as well as the Grande Terremoto Solitario, which can be
considered as an anomalous symmetrical triad, are given. Prospects for further development of the
phenomenology of earthquakes are outlined.

Keywords: earthquake; source deactivation; logistic equation; nonlinear diffusion equation; Omori
epoch; round-the-world echo; mirror triad

1. Introduction

Omori Law [1] describes the evolution of the aftershocks of a strong earthquake.
Established at the end of the century before last, the law is characterized by the beauty
of its form, quite definite clarity, as a result of which it still attracts considerable attention
from the geophysical community (e.g., see [2–4]).

Initially, Omori law, which can be called hyperbolic, was formulated as follows:

n(t) = k/(c + t). (1)

Here n is the frequency of aftershocks [1]. Formula (1) is one-parameter since the
parameter c is free and is completely determined by an arbitrary choice of the time origin.
In contrast to the aspirations of Hirano [5] and Utsu [6], who introduced a two-parameter
modification of Formula (1) into widespread use, we came to the conclusion that it is
reasonable to put the differential equation of evolution into the basis of the phenomeno-
logical theory of aftershocks [7–9]. Guided by this consideration, in recent years we have
accumulated considerable experience in the study of the evolution of aftershocks.

The purpose of this paper is to summarize our results. The main attention is focused
on the phenomenological theory of aftershocks. The paper indicates successful examples of
the use of theory in the analysis of experimental material. We also paid some attention to
the presentation of our position on controversial issues of a methodological nature. For

Appl. Sci. 2022, 12, 9965. https://doi.org/10.3390/app12199965 https://www.mdpi.com/journal/applsci
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example, in the literature there are erroneous statements about the deep physical content of
the parameter c in Formula (1).

Another misconception is associated with the idea that the two-parameter Hirano–
Utsu formula is preferable to the one-parameter Omori formula. As an argument, it
is argued that the presence of two parameters facilitates the approximation of observa-
tion data. On the contrary, we consider the presence of only one physical parameter in
Formula (1) as an important sign of the fundamental nature of the Omori law.

2. Elementary Master Equation

The differential approach to modeling aftershocks opens up a wide scope for searches.
From the richest set of differential equations available here, we take the simplest implemen-
tation of our idea, namely the truncated Bernoulli equation:

dn/dt + σn2 = 0, (2)

Here σ is the so-called deactivation coefficient of the earthquake source, “cooling
down” after the main shock [7–9]. Elementary master Equation (2) is useful in making the
law of evolution simpler and easier to understand. It expresses the essence of the Omori
hyperbolic law (1) that everyone understands. Moreover, it will serve as an initial basis for
interesting generalizations (see below Sections 3–5).

Equation (2) contains only one phenomenological parameter σ. It is easy to make
sure that both formulations of the law, (1) and (2), are completely equivalent to each other
for σ = const. However, firstly, in contrast to (1), Formula (2) makes it possible to take
into account the nonstationarity of the geological medium in the source, which undergoes
a complex relaxation process after the discontinuity has formed during the main shock.
The second advantage of Formula (2) is no less important. We can seek and find natural
generalizations of the differential law of evolution of aftershocks, which opens up new,
sometimes unexpected, approaches to processing and analyzing experimental data.

Concluding this section of the paper, let us show how easy it is to take into account
nonstationarity when formulating the Omori law in the form of the evolution Equation (2).
For this, it is sufficient to assume that the deactivation factor depends on time. Let us
rewrite Omori’s law in the most compact form:

dn/dτ + n2 = 0, (3)

where τ =
∫ t

0 σ(t′)dt′. The general solution to Equation (3) is

n(τ) = n0/(1 + n0τ), (4)

It is seen that solution (4) retains the hyperbolic structure of the law, which was
originally established thanks to Omori’s discernment. The difference between (4) and
(1) is only that time in the source, figuratively speaking, flows unevenly. For σ = const,
(4) coincides with (1) up to notation. Thus, Equation (2) and its solution (4), in a certain
sense, complete Omori’s plan, as well as what Hirano and Utsu were striving for in their
attempt to improve the law using a two-parameter modification of Formula (1).

3. Logistic Equation

Faraoni [10] considered the possibility of representing the Omori law, written in the
form (2), as the Euler–Lagrange equation. The Lagrangian formulation of Omori law
is interesting in many ways. In particular, it provides a basis for searching for possible
generalizations of the law [11]. But the search for a suitable Lagrangian is not the only
way to derive the evolution equation. One can proceed, for example, from a fairly general
integro-differential equation:

dn
dt

=
∫ ∞

0
K
(
t − t′

)·F[n
(
t′
)]·dt′. (5)

4
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If we put F(n) = −σn2, then, when choosing the trivial kernel K(t − t′) = δ(t − t′)
from (5) follows the Omori law in the form (2).

Derivation of (2) from (5) is useful in the sense that a natural generalization of the
Omori law is suggested to us. The need for generalization is dictated by the following
consideration. It follows from (2) that limn(t) = 0 for t → ∞ . Meanwhile, experience
shows that the flow of aftershocks ends with a transition to a certain background seismicity
of the source. It is desirable for us to take this circumstance into account by using minimal
changes in the form of the classical Omori law. It turns out that for this it is enough to take
into account the linear term in the formula F(n): F(n) = γn − σn2. Here γ is the second
phenomenological parameter of our theory. As a result, we get the master equation in the
following form:

dn
dt

= n(γ − σn). (6)

This is the logistic equation of Verhulst [12], well known in biology, chemistry, and
sociology. It turns out to be useful in the physics of earthquakes [9,11].

We divide the family of solutions to logistic Equation (6) into two classes. The first
class includes growing, and the second, falling functions of time. The separation princi-
ple is easiest to show in the phase portrait shown in Figure 1, where we have used the
dimensionless quantities

X =
n

nmax
, P =

n∞

γnmax
·dX
dT

, T = γt (7)

instead of the original quantities. Here n∞ = γ/σ.

Figure 1. Phase portrait on the phase plane of Equation (6). The red, green, and blue phase trajectories
are plotted at X∞ = 0, 0.5 and 1, respectively (see text).

Faraoni [10] proposed the introduction of the phase plane of the dynamic system
simulating the evolution of aftershocks according to the Omori law (2). The corresponding
phase portrait is shown in Figure 1 with the red line. The point (0,0) corresponds to the
equilibrium state. The representative point moves from bottom to top along the phase

5
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trajectory with deceleration. The portrait consists of one phase trajectory that starts at
point (1,−1) and ends at point (0,0).

However, we are interested in the family of phase trajectories for Equation (6), con-
structed for different values of the parameter X∞ = n∞/nmax. The red, green, and blue
trajectories in Figure 1 are plotted with X∞ values of 0, 0.5, and 1, respectively. Equilibrium
point (0,0) is stable at X∞ = 0 and unstable at X∞ > 0. Equilibrium point (X∞, 0) is stable
at any values of parameter X∞ > 0. It can be shown that the velocity of motion of the
imaging point along the phase trajectory asymptotically tends to zero with approaching
(X∞, 0). The segment of the trajectory located above the horizontal axis corresponds to the
Verhulst logistic curve, widely known in biology, chemistry, sociology, and other sciences.
The segment located below the horizontal axis corresponds to the evolution of aftershocks
(Figure 2).

Figure 2. Logistic curve (on left) and aftershocks curve (on right) (second branch of logistic equation)
at X∞ = 0.2. Dimensionless time T = γt is plotted along the horizontal axis.

The choice between the logistic and aftershock branches is made when setting the
Cauchy problem for Equation (6). Evolution proceeds along the aftershock branch if the
initial condition satisfies the inequality n(0) = n0 > n∞, where n∞ = γ/σ. Thus, in
the physics of aftershocks, when setting the Cauchy problem, one should set the initial
conditions under the additional constraint n0 > n∞. Moreover, it is reasonable to use
the strong inequality n0 � n∞ = γ/σ. Indeed, for t → ∞ , the frequency of aftershocks
asymptotically approaches from above to the background (equilibrium) value n∞. Experi-
ence shows that as a rule n0 � n∞ after a strong earthquake. The analysis of Equation (6)
under the condition n0 � n∞ indicates that at the first stages of evolution, the frequency of
aftershocks decreases with time in accordance with the classical Omori Formula (1). Let
us take a closer look at this important circumstance, since the existence of the aftershock
branch is not so widely known.

The aftershock branch is entirely located above the saturation level n∞ and is a mono-
tonically decreasing function of time. When t → +∞ it tends asymptotically from above
the saturation level (see the right panel in Figure 2). When setting the Cauchy problem in
the physics of aftershocks, the initial condition should be asked the restriction n0 � n∞.

Let us show that the decrease in the frequency of aftershocks with time at the first
stage of evolution occurs according to the Omori hyperbola (1). It is natural to call this
stage of evolution the Omori epoch.
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Let us introduce the notation

t∞ =
1
γ

ln(1 − n∞

n0
), (8)

and write the solution of evolution Equation (6) in the following form:

n(t) = n∞{1 − exp[γ(t∞ − t)]}−1. (9)

In the Omori epoch t∞ < t � 1/γ and, respectively,

n(t) = 1/σ(t − t∞). (10)

Formula (10) coincides with the classical Omori Formula (1) up to notation.
Observational experience indirectly testifies to the plausibility of our logistic model. It

is known, for example, that over time the frequency n tends not to zero, as follows from the
Omori law, but to some equilibrium value n∞. Further, some combination of the logistic
and aftershock branches makes it possible to propose a scenario for the occurrence of an
earthquake swarm (see details in [11]).

4. Stochastic Equation

Changing variables in a differential equation is often a powerful tool for finding
solutions to it. We already know the solutions for the Omori Equation (2) and the logistic
Equation (6). Nevertheless, we will still change the variable n(t) in order to linearize both
of these equations. This will make it easier for us to search for a stochastic generalization of
the equation for the evolution of aftershocks.

The following replacement will help us transform nonlinear Equations (2) and (6) into
linear ones [3]:

n(t) → g(t) = 1/n(t). (11)

Omori Equation (2) takes on an extremely simple form:

.
g = σ. (12)

Here the dot above the symbol means time differentiation. Logistic Equation (6)
becomes a first-order linear differential equation:

.
g + γg = σ. (13)

Generally speaking, this circumstance is quite interesting in itself, but we use it
precisely to make the stochastic generalization of the evolution equation the simplest
possible way. Namely, let us imagine that the deactivation coefficient experiences small
fluctuations. This assumption is formalized as follows: σ → σ + ξ(t) , where ξ(t) is a
random function of time, and max|ξ| � σ. As a result, we have

.
g + γg = σ + ξ(t). (14)

Let us formally solve the Equation (14):

g(t) = g∞ + (g0 − g∞) exp(−γt) +
∫ t

0
ξ(t1) exp[γ(t1 − t)]dt1. (15)

Here g∞ = σ/γ, g0 = g(0).
Our second assumption is that ξ(t) is the Langevin source, i.e., delta-correlated random

function with zero mean

ξ(t) = 0, ξ(t)ξ(t1) = Nδ(t − t1), (16)
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where the line at the top means averaging.
Now Equation (14) should be considered as the Langevin stochastic equation (e.g., see [13],

where the Langevin equation is studied in detail). The phenomenological parameter N is
determined by the intensity of noise affecting our dynamic system.

5. Nonlinear Diffusion Equation

If we ask ourselves how to describe the evolution of aftershocks not only in time,
but also in space–time, then this immediately puts us in a difficult position. On the one
hand, a number of methods are known for modeling space–time distributions, but on
the other hand, in our case, there is a strong limitation, which consists in the fact that
when averaging over the epicentral zone, we want to obtain the Omori law in the form (2),
or in the form (6). Fortunately for us, it turns out here that we can use the well-known
Kolmogorov–Petrovsky–Piskunov equation (abbreviated KPP), which describes nonlinear
diffusion [14]. It is convenient for us to represent it in the following form:

∂n
∂t

= n(γ − σn) + D
∂2n
∂x2 , (17)

where n(x,t) is the spatio-temporal distribution of aftershocks, the x axis is directed along
the earth’s surface (for simplicity, we limited ourselves to a one-dimensional model), and
D is a new phenomenological parameter (diffusion coefficient). At D = 0, (17) turns into
the logistic equation of the evolution of aftershocks (6), and under the additional condition
γ = 0 into Omori law (2).

It is useful to derive (17) from the integro-differential equation

∂n
∂t

= Φ(n) +
∞∫

−∞

K(x − y)·n(y, t)·dy. (18)

Here Φ(n) is some kind of functional. This will make it possible to express the param-
eters γ and D in terms of the kernel K(x − y). Indeed, suppose that K(x − y) = K(y − x),
i.e., the core is symmetrical. If K → 0 for |x − y| → ∞ , then expanding n(x − z, t) into a
Taylor series in powers of x, we obtain

∂n
∂t

= γn + Φ(n) + D
∂2n
∂x2 + . . . (19)

where
γ =

∫ ∞

−∞
K(z)dz, D =

1
2

∫ ∞

−∞
z2K(z)dz, (20)

and z = x − y (e.g., see [11,15,16]). Let us Φ(n) = −σn2, and confine the first two terms in the
series. In this approximation we obtain Equation (17) from which after phenomenological
reduction follows the Omori law in the form (2).

When constructing a phenomenological theory of aftershocks, there is one most
important condition, only one, but absolutely necessary: the phenomenological coefficients,
whatever meaning we put into them, we must be able to measure experimentally, since they
cannot be calculated on the basis of a more fundamental theory—because we simply do
not have such a theory. In Section 6.1 we show how the deactivation factor we introduced
in Section 2 is estimated. In the current section, we have significantly complicated the
theory and introduced the diffusion coefficient D. We want to briefly describe the result of
observing aftershocks, which actually led us to master equation (17), and then indicate how,
at least in principle, the parameter D can be estimated experimentally. (In this regard, it is
appropriate to mention the recent interesting work [17]. It provides additional arguments
in favor of the idea of the applicability of the KPP equation for modeling aftershocks).

The study of aftershocks in space and time led us to the idea of using the KPP equation
as the master equation. The main step forward in the study of the space–time distribution
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was the discovery that, apparently, at least some of the aftershocks tend to propagate
like waves with a speed much lower than the speed of seismic waves [8,18]. The rate of
propagation varies widely from case to case. It is roughly a few kilometers per hour. This
value is three orders of magnitude less than the velocities of elastic waves in the crust,
which suggests the propagation of a nonlinear diffusion wave excited by the main shock.

Equation (17) has self-similar solutions in the form of a traveling wave
n(x, t) = n(x ± Ut) [14,19]. It is this circumstance that played a role in our choice of
the KPP equation as the master equation. The estimation of the wave propagation velocity
can be performed by analyzing the dimensions of the coefficients of the master equation:
U ∼ √

γD. Knowing the propagation velocity U, and estimating the parameter γ accord-
ing to the formula γ = n∞σ, we can give an oriented estimate of the diffusion coefficient
D = U2/γ.

6. Discussion

We have outlined a phenomenological basis, united by the general idea of a differential
approach, to describing and understanding the dynamics of aftershocks. Starting with an
elementary nonlinear differential Equation (2), completely equivalent to the Omori law in
its classical expression (1) at σ = const, we tried to use minimal modifications in order to
go first to the logistic equation (6), then to the stochastic Equation (14), and, finally, to the
nonlinear diffusion Equation (17). Perhaps it would be useful to note that we explicitly
used the methodological principle of Descartes, the essence of which is that one should go
from simple to complex, using clear and precise modifications of the theoretical description
of the problem under study.

Taken together, four phenomenological master equations, united by a common idea,
make it possible to comprehend a fairly wide range of properties and patterns of aftershocks
found experimentally. Moreover, phenomenological theory allows certain predictions to
be made that can be verified experimentally. Let us illustrate what has been said with a
number of examples.

6.1. Inverse Problem

The inverse problem of the physics of earthquake source is to determine the phe-
nomenological coefficients from the observation data of aftershocks. Omori law in the
form (2) makes it possible to formulate and solve the problem of determining the deac-
tivation coefficient σ from the observation data of the frequency of aftershocks n. The
auxiliary value g, which we introduced in Section 3, is conveniently written in the form of
g = (n0 − n)/nn0. It is easy to see that

σ =
d
dt
〈g〉. (21)

Here, the angle brackets denote the regularization of the function g(t) calculated from
observation n(t). Regularization is reduced in this case to the smoothing procedure.

Our experience indicates that the deactivation coefficient σ undergoes complex vari-
ations over time [8,20]. However (and this seems to us extremely important) at the first
stages of evolution σ = const. The time interval during which σ = const, we called the Omori
epoch. In the Omori epoch, the classical Omori law is fulfilled (1), according to which
the frequency of aftershocks hyperbolically decreases over time. In our experience, the
duration of the Omori epoch varies from case to case from a few days to two or three
months. We noticed a tendency for the duration of the Omori epoch to increase with the
increase in the magnitude of the main shock.

An interesting prediction follows from the existence of the Omori epoch, which
has been reliably confirmed by experience [21]. Namely, the question of dependence of
the deactivation factor on the magnitude of main shock is analyzed theoretically and
experimentally. A monotonic decrease in the deactivation factor with an increase in the
magnitude of the main shock, M0, has been reliably established. Figure 3 shows the result
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of measurements of σ at different values of M0. To measure the deactivation factor, we used
the USGS/NEIC earthquake catalog and the technique developed during the compilation
of the Atlas of Aftershocks [20]. We see that, on average, σ decreases monotonically with
the increase in M0. The dependence σ(M0) is approximated by the formula

σ = A − BM0, (22)

where A= 0.64, B = 0.07 with a sufficiently high coefficient of determination R2 = 0.82. Thus,
the theoretical inequality dσ/dM0 is reliably confirmed by direct measurements. We have
a wonderful harmony between theory and experiment.

Figure 3. Dependence of the deactivation factor of the earthquake source on the magnitude of the
main shock. Other explanations see in the text below.

It is quite clear that the question of how best to formulate the Omori law, in the form (1)
or (2), could only be solved by observation and experience. Equation (2) turned out to
be more effective, since it made it possible to introduce a simple and useful concept of
deactivation of the source, to pose the inverse problem of the source, and to reveal the
existence of the Omori epoch. In addition to this, we have shown that with the help of (2)
one can make a meaningful statement about the deactivation coefficient and, moreover,
check this statement experimentally.

Finally, the question of whether it is not better to use the one-parameter Formula (2)
for modeling aftershocks than the two-parameter Hirano–Utsu formula n = k/(c + t)p [2]
deserves discussion. We give preference to Formula (2), since the inverse problem solved
on its basis indicates the existence of the Omori epoch [8,9]. The Hirano–Utsu formula is
unacceptable, since it contradicts the existence of the Omori epoch at p 
= 1, and at p = 1 it
coincides with the Omori Formula (1).

Perhaps it would be appropriate to draw a distant historical analogy here. According
to the law of gravitation, the interaction potential ϕ ∝ 1/r leads to the ellipticity of the
planetary orbit. The deviation from ellipticity, for example, of the orbit of Mercury, could
in no way serve as a reason for choosing the interaction, say, in the form ∝ 1/rp. Another
understanding of the deviation of orbit from strictly elliptical had to be looked for, and it
was found within the framework of general relativity. Perhaps, finding themselves in a
similar situation, Hirano and Utsu should not have immediately abandoned the excellent
Omori law, but should have looked for other explanations for the deviation of the real flow
of aftershocks from strict hyperbolicity.
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6.2. Triggers

Deviations from the classical Omori law (1) are caused not only by the nonstationarity
of the parameters of the geological environment in the source, which we have expressed in
the form of a possible dependence of the deactivation factor on time. Deviations can occur
under the influence of so-called triggers, i.e., relatively small disturbances of geophysical
fields of endogenous or exogenous origin.

We point here to two endogenous triggers that we have recently discovered. Both are
aroused on the main shock. One of them has the form of a round-the-world seismic echo,
and the second represents free elastic oscillations of the Earth as a whole, excited by the
main shock. We have described both triggers in detail in a number of papers, so we will
restrict ourselves here to references [22–26].

Let us dwell on exogenous triggers in more detail. For a long time, the cosmic effects
on seismicity have been widely discussed, but there is still no agreement in the geophysical
community on the effectiveness of such impacts. The controversy about the influence of
geomagnetic storms on the global activity of earthquakes arises especially often (see, for
example, [27–30]). The question is really difficult. On the one hand, observations indicate a
correlation between seismicity and geomagnetic storms and a complex of electromagnetic
phenomena associated with them (see papers [31–37] and the literature cited therein). On
the other hand, the mechanism of the impact of geomagnetic storms on rocks, leading to
modulation of seismicity, is not entirely clear. In this regard, the idea of the magnetoplastic-
ity of rocks [32,33] seems to us very encouraging, but a discussion of this deep idea would
lead us far astray.

A wide class of exogenous triggers of anthropogenic origin is known. We will restrict
ourselves here to an indication of the weekend effect discovered in [38], and the so-called Big
Ben effect, or the effect of hour markers [39,40]. Both effects pose a difficult question for the
researcher about the global impact of the industrial activity of mankind on the lithosphere.

6.3. Triads

Apparently, the idea of a peculiar trinity of foreshocks, main shock, and aftershocks
in a sequence of tectonic earthquakes [41–43] was formed in seismology not without the
influence of mathematics, in which a binary relation between elements of a set can give
rise to a trichotomic relation. The trinity of foreshocks, main shock, and aftershocks was
proposed to be called the classical triad [44]. The magnitude of the main shock M0 is always
greater than the maximum magnitudes of foreshocks and aftershocks. The classical triad
satisfies the inequalities

M− < M+, (23)

and
N− < N+. (24)

Here M−(M+) and N−(N+) are the maximum magnitude and the number of fore-
shocks (aftershocks), respectively.

Quite often N− = 0, i.e., foreshocks are absent even before rather strong earthquakes.
Figure 4 illustrates this situation (the database and the plotting method will be described in
detail below). With regard to aftershocks, there is a stable opinion that after a sufficiently
strong earthquake, repeated tremors are always observed, i.e., N+ 
= 0.

In this section, we want to present rare but extremely interesting types of anomalous
triad, for which inequalities that are directly opposite to inequalities (23) and (24) hold [45].
These are the so-called mirror triads, for which M− > M+, N− > N+ and symmetric triads,
for which N− = N+. Moreover, N+ = 0 in a significant part of the mirror triads.

Mirror triads. Extensive literature is devoted to the experimental study of the classical
triads. We point here to work [21], since in the study of anomalous triads we used a
database and general methods of analysis similar to those used here in the study of classical
triads (see also [9]).
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Figure 4. Generalized picture of a shortened classical triad. Zero moment of time corresponds to the
moment of the main shock.

We used data on earthquakes that occurred on Earth from 1973 to 2019 and were
registered in the world USGS/NEIC catalog of earthquakes (https://earthquake.usgs.gov;
last accessed on 30 April 2022). There were found N0 = 2508 main shocks with a magnitude
of M0 ≥ 6 and a hypocenter depth not exceeding 250 km. For each main shock, a circular
epicentral zone was determined by the formula lgL = 0.43M0 − 1.27, where the radius
of the zone L is expressed in kilometers [46]. According to our definition, the classical
triad is formed by earthquakes, which occurred in the epicentral zone in the interval of
±24 h relative to the moment of the main shock, provided that the inequalities (23), (24) are
satisfied. The total number of earthquakes was distributed among the members of the triad
in the following way: N− = 1105, N0 = 2398, N+ = 31865. Note that here and below N0 is
the number of main shocks. Figure 4 is based on truncated triads, in which there are no
foreshocks. The graph was constructed by the method of overlapping epochs, and the main
shock of the earthquake was used as a benchmark. For truncated triads, the distribution
looks like this: N− = 0, N0 = 2066, N+ = 21422. The distribution at N− 
= 0: N− = 1105,
N0 = 332, N+ = 10443. We see that in the presence of foreshocks, the activity of aftershocks
is higher than in the absence of foreshocks and the number of truncated triads significantly
exceeds the number of complete ones.

In the course of studying classical triads, the idea arose to make a selection of observa-
tional data by replacing inequalities (23), (24) with the opposite ones. As a result, it was
possible to find the mirror triads. Figure 5 shows the truncated mirror triads: N− = 237,
N0 = 156, N+ = 0. If N+ 
= 0, then N− = 1375, N0 = 104, N+ = 755.

Figure 5. Generalized view of truncated mirror triads. Zero moment of time corresponds to the
moment of the main shock. The red line is obtained by averaging over a sliding window of 20 min,
with the step 1 min.
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We see that mirror triads are relatively rare phenomenon. They appear about an order
of magnitude less frequently than classical triads. To make the picture of mirror triads
more visual, we will show Figure 6. It shows mirror triads in the range of main shocks
magnitude 5 ≤ M0 < 6. Here N− = 4189, N0 = 2430, N+ = 201.

Figure 6. Time distribution of foreshocks and aftershocks of mirror triads in the range of magnitudes
of the main shocks 5 ≤ M0 < 6.

GTS. So, we found that there is a rare but rather interesting subclass of tectonic
earthquakes, in which the number of aftershocks in the interval of 24 h after the main shock
is significantly less than the number of foreshocks in the same interval before the main
shock. In many cases, there are no aftershocks at all. We asked the question: Are there
earthquakes with magnitudes M0 ≥ 6, neither before nor after which there are neither
foreshocks nor aftershocks? The search result was amazing. We have discovered a wide
variety of this kind of earthquake and named it Grande terremoto solitario (Italian), or GTS
for short [47]. In Figure 7, we see that the number of GTS (2460) is approximately equal to
the number of classical triads (2398).

Figure 7. Solitary earthquakes with magnitudes M0 ≥ 6.

GTS arise spontaneously under very calm seismic conditions and are not accompanied
by aftershocks. This suggests an analogy between the GTS and the so-called “Rogue
waves” (or “Freak waves”)—isolated giant waves that occasionally emerge on a relatively
quiet ocean surface (e.g., see [48]). This analogy may prove to be quite profound, since
the spontaneous occurrence of pulses with anomalously high amplitudes is a common
property of the nonlinear evolution of dynamic systems [49].
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For completeness, we also present the data for the symmetric triads in which M0 ≥ 6
and N+ = N−: N− = 186, N0 = 121, N+ = 186. It is interesting to note that, formally, GTS
can be related to a variety of symmetric triads, since for them N+ = N− = 0.

Activation factor. Figures 5 and 6 shows that foreshocks in the mirror triad appear
to have a temporal distribution similar to the Omori distribution for aftershocks in the
classical triad. Let us dwell on this in more detail. We represent the classical Omori law [1]
in the simplest differential form

.
g = σ+. (25)

Here g = 1/n, n(t) is the frequency of aftershocks, t > 0, the dot above the symbol
means time differentiation, σ+ is the so-called deactivation factor of the earthquake source,
“cooling down” after the main shock (see [3,8,21]). Suppose that for foreshocks of the mirror
triad, the evolution law (25) is fulfilled with the replacement of σ+ by σ−. It is natural to
call the σ− value the activation factor.

In this paper, we will limit ourselves to presenting the interesting Figure 8. It shows
the generalized evolution of foreshocks and aftershocks in symmetric triads satisfying the
condition 5 ≤ M0 < 6. Here N− = 1050, N0 = 742, N+ = 1050. The top panel shows an
amazing mirror image. In the bottom panel, we have shown the variations of the σ− and
σ+ functions as the first step towards studying the activation and deactivation coefficients
of an earthquake source in mirror triads. (For the procedure for calculating σ±, see [8]).

Figure 8. Time dependence of the properties of symmetric triads. From top to bottom: earthquake
frequency, activation (blue), and deactivation (red) factors.

Origin of mirror triads. In conclusion of this section, we would like, with all the
necessary reservations, to express a careful judgment on the question of the origin of
mirror triads. Let us assume that a system of faults in a certain volume of rocks is under the
influence of a slowly growing total shear stress τ. Threshold tension τ∗ at which destruction
occurs, i.e., the sides of the fault shift and a rupture occurs, generally speaking, is the lower,
the larger the linear dimensions of the fault l:

τ∗ = Cl−m. (26)
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Here C is the dimensional coefficient of proportionality, depending on the properties
of rocks in the selected volume, m > 0. Then, the largest fault reaches the threshold
first. Its destruction is manifested in the form of the main shock of an earthquake with a
magnitude M0.

If the C parameter is uniformly distributed over the source volume, then foreshocks
do not arise. Aftershocks appear due to the fact that after the main shock, the general
external stress is partially removed, and the remaining stress is redistributed in a complex
way throughout the volume. The local over-tensions arise, in such a way that smaller faults
than the one that generated the main shock can be activated and give repeated tremors.
This is how we can imagine the emergence of a shortened classical triad.

In some cases, the specific distribution of faults in terms of l and the distribution of
local stresses may turn out to be such that not a single aftershock occurs. It is possible that
such a situation occurs when the GTS is excited.

The appearance of the mirror triad can be understood if we assume that the parameter
C is not uniformly distributed over the volume, or rather, that there is a strong scatter in the
C(l) values. Then a situation is possible when, before the largest fault is destroyed, smaller
faults are activated, and foreshocks appear. A triad of tectonic earthquakes will appear.
Whether it will be classical or mirror-like depends on the distribution of faults by the value
of l, on the dispersion of the C(l) coefficient, and on the mosaic of local stresses that arose
after the main shock.

As a summary, we point out that classical (normal) triads make up approximately 85%
of all triads. Anomalous triads account for 15%, with mirrored, 10% and symmetrical, 5%.
In this calculation, we excluded the GTS, which seem to form a special set of earthquakes.
In the class of tectonic earthquakes, we found a subclass of the so-called mirror triads. A
specific property of mirror triads is that, in contrast to classical triads, in which the number
of aftershocks is greater than the number of foreshocks, in mirror triads the number of
aftershocks is less than the number of foreshocks in the interval 24 h before and 24 h after
the main shock. In many cases, there are no aftershocks at all. In addition to this, strong
solitary earthquakes were discovered, which are not preceded by foreshocks, and after
which there are no aftershocks.

The mirror triads, these ghosts of the classical triads, are not only curious in themselves,
but can most decisively influence our understanding of the alternative possibilities of the
dynamics of lithosphere, leading to catastrophic earthquakes. In particular, we face a
fundamental problem, the essence of which is to find the physical and geotectonic reasons
for the apparent predominance of truncated classical triads in the seismic activity of
the Earth.

Concluding the discussion, we want to make a judgment, perhaps controversial, that
Omori’s law, like no other, gives us the opportunity to realize the uncertainty, incomplete-
ness, and, in a certain sense, immaturity of the physics of earthquakes. So far, it is still
possible and, in reality, there is a wide range of opinions on the unresolved issues of the
Earth’s seismicity. So far, everyone, in accordance with their idea of the nature of cognition,
can see in the Omori law either an empirical formula convenient for approximating obser-
vations, or an indication of the deep physical meaning of hyperbolicity in the frequency of
aftershocks after a strong earthquake.

7. Conclusions

We will deviate from tradition and, instead of simply listing the results of the work
(which is still far from complete), we will briefly present some prospects of the research
that we propose to carry out in the near future. The study will be devoted to the geometro-
dynamics of a tectonic earthquake source. We proceed from the fact that in the study of
earthquakes some geometrically visual representations and considerations are necessary,
and that analytics alone is insufficient. Representing the source as the interior of the convex
hull of a point manifold of aftershocks, we have outlined a program whose purpose is to
reduce the mosaic of very complex, intricate realities of the evolving source to geometric
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objects. An interesting object is the space–time trajectory of the shell’s center of gravity. The
curvature of the envelope surface of the epicenters in dynamics and other geometrically
visual images can also turn out to be quite interesting. As conceived, the geometrodynamics
will become a source of new ideas for the development of the phenomenological theory
of earthquakes.

However, let us return to the work presented by us and try to make some summary of
all the results. The general conclusion is as follows: the methodological approach based
on differential equations of evolution opens up new possibilities for the analysis of experi-
mental material. The phenomenological equations of evolution proposed by us allows for
the posing of inverse problems of the source physics and makes it possible to formulate
unexpected questions regarding the dynamics of earthquakes. The phenomenological
theory, a sketch of which we have given here, not only enriches the system of ideas about
the source, but, we hope, indicates the possibility of searching for approaches to solving
problems of a fundamental nature.

We are fully aware of the fact that neither the totality of facts, even if it is represented
by a set of empirical formulas, nor a logically consistent phenomenological theory, by itself,
lead us to a deep penetration into the essence of earthquakes. A deep understanding would
be much more facilitated by a theory based on the fundamental laws of physics, taking
into account the characteristics of the geological environment. Theoretical constructions
of this kind are known, but for a completely understandable reason they refer only to
individual aspects of the phenomenon, and not to the phenomenon as a whole. Under
these conditions, it is reasonable and natural to consistently continue the development
of the phenomenological theory of earthquakes, the foundations of which were laid by
Fusakichi Omori.
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Abstract: Strain rates have been included in multiplicative hybrid modelling of the long-term spatial
distribution of earthquakes in New Zealand (NZ) since 2017. Previous modelling has shown a strain
rate model to be the most informative input to explain earthquake locations over a fitting period from
1987 to 2006 and a testing period from 2012 to 2015. In the present study, three different shear strain
rate models have been included separately as covariates in NZ multiplicative hybrid models, along
with other covariates based on known fault locations, their associated slip rates, and proximity to
the plate interface. Although the strain rate models differ in their details, there are similarities in
their contributions to the performance of hybrid models in terms of information gain per earthquake
(IGPE). The inclusion of each strain rate model improves the performance of hybrid models during
the previously adopted fitting and testing periods. However, the hybrid models, including strain
rates, perform poorly in a reverse testing period from 1951 to 1986. Molchan error diagrams show
that the correlations of the strain rate models with earthquake locations are lower over the reverse
testing period than from 1987 onwards. Smoothed scatter plots of the strain rate covariates associated
with target earthquakes versus time confirm the relatively low correlations before 1987. Moreover,
these analyses show that other covariates of the multiplicative models, such as proximity to the plate
interface and proximity to mapped faults, were better correlated with earthquake locations prior to
1987. These results suggest that strain rate models based on only a few decades of available geodetic
data from a limited network of GNSS stations may not be good indicators of where earthquakes occur
over a long time frame.

Keywords: earthquake forecasting; strain rates; multiplicative hybrid models; reverse testing;
spatial distribution

1. Introduction

Estimation of the long-term spatial distribution of earthquakes is an essential compo-
nent of Probabilistic Seismic Hazard Analysis (PSHA). In the traditional approach to PSHA,
the estimation is based mainly on the combined information from studies of the long-term
slip rates and rupture histories of mapped faults and spatial smoothing of the locations of
past earthquakes. However, other emerging data streams, including geodetic observations
from the global navigation satellite system (GNSS) and derived strain-rate models, seem to
offer promise for improving the estimation [1–5]. In a revision of the New Zealand (NZ)
National Seismic Hazard Model (NZNSHM) currently being undertaken, we are interested
in assessing the relative value of different available data inputs, including information from
fault studies, tectonics, the earthquake catalogue, and strain rate models, for estimating the
long-term spatial distribution of earthquakes. In particular, we are interested in assessing
how strongly strain rate estimates based on a few decades of geodetic data should be
weighted when estimating the long-term spatial distribution of earthquakes.

A multiplicative hybrid modelling framework [6] was developed to optimally combine
a set of spatially gridded forecasts submitted to the five-year regional earthquake likelihood
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models (RELM) experiment in California [7,8]. It was found that, although one best model
strongly outperformed all others individually [9], it was possible to find several hybrid
models that could outperform the best individual model over the 5-year period of the
experiment. Such hybrid models were formed from pairs of models, including the best
model as the baseline.

Multiplicative hybrid modelling has since been used to combine gridded information
from fault, earthquake, and strain rate covariates in NZ [10,11] with a simple Stationary Uni-
form Poisson (SUP) baseline earthquake likelihood model. When hybrids only of fault- and
earthquake-based variables were considered, any hybrid model that included one particu-
lar covariate called “Proximity to Mapped Faults” (PMF) outperformed all hybrids without
PMF in both a 20-year fitting period and an independent testing period [10]. The PMF
covariate was derived from the locations of NZ mapped faults and their estimated slip rates.
Subsequently, Rhoades et al. [11] used models for maximum shear, rotational and dilatational
strain rates by Beavan [12], based on GNSS data from 1996–2011, as additional covariates.
They found that any hybrid including shear strain rate (BSS) outperformed all hybrids not
including BSS in both the 20-year fitting period and an independent testing period.

In the present study, we restrict our attention to (maximum) shear strain rate models.
In addition to BSS, we consider the global shear strain rate model of Kreemer et al. [13]
based on GNSS data over the period 1996–2013 (GSS) and an updated NZ strain rate
model by Haines and Wallace [14] based on GNSS data from 1995–2013 (HWS). We analyse
the performance of multiplicative hybrids during the fitting and testing periods used by
Rhoades et al. [11] with GSS and HWS as alternative strain rate covariates. We then examine
the stability of the multiplicative modelling results by testing them against earthquakes
from 1951 to 1986. Furthermore, we evaluate the strain rate and other covariates as
earthquake predictors using Molchan error diagrams. We also produce smoothed scatter
plots of covariate values corresponding to targeted earthquakes against time from 1951 to
2020. These results are relevant to the question of how useful strain rate estimates are for
the assessment of long-term seismic hazards.

2. Method and Data

2.1. Multiplicative Hybrid Model

We follow the method used by Rhoades et al. in [6,10,11] to produce hybrid earthquake
likelihood models from a baseline model and a set of covariates. As in [10,11], the stationary
uniform Poisson (SUP) model is used as the baseline model, and subsets of the available
spatially varying covariates are assimilated into it to form a range of hybrid models.

The hybrid and baseline models are regional earthquake likelihood models [8] defined
by a set of expected numbers of earthquakes {λ(j,k)} in cells of location, indexed by j, and
magnitude, indexed by k, where j = 1, . . . , nj, and k = 1, . . . , nk. The baseline model is
denoted by {λ0(j,k)}, and the hybrid model by {λH(j,k)}. The ni covariates take values in the
location cells only and are denoted by {ρi(j), j = 1, . . . , nj; i = 1, . . . , ni}. The covariates may
be real-valued or categorical (e.g., binary) variables. The multiplicative hybrid model is of
the form

λH(j, k) = λ0(j, k) exp(a)Πni
i=1 fi[ρi(j)]. (1)

Here, a is a normalising parameter that ensures the total expected numbers of earth-
quakes in the hybrid model match with the actual number in the catalogue to which it is
fitted. The function fi converts a cell value of the ith covariate into a multiplier to be applied
to the corresponding cells of the baseline model. For a real-valued covariate, the multiplier
fi is a non-negative, monotone, non-decreasing and nonlinear function of the form

fi[ρ] = exp(bi[ln(1 + ρ)]ci ), (bi ≥ 0; ci ≥ 0). (2)
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It thus preserves the ordering of values in cells but not the ratio of values between
cells. For a binary covariate, where ρ(j) takes only the values 0 and 1, fi is of the form

fi[ρ] = exp(diρ), (3)

where adjustable parameters di are allowed to take positive or negative values.
The adjustable parameters in the hybrid model are the normalising parameter a, the

shape parameters bi and ci for each real-valued covariate, and di for each binary covariate.
In fitting a hybrid, the parameters are chosen to optimize the log-likelihood, ln L, of the
target earthquakes, given by Rhoades et al. [15] as

ln L =
N
Σ

n=1
ln λH(jn, kn)− N̂H , (4)

in which the target earthquakes occur in cells {(jn, kn), n = 1, · · · , N}, and N̂H denotes the
total expected number of target earthquakes, i.e.,

N̂H = Σ
nj
j=1Σnk

k=1λH(j, k). (5)

Following Rhoades et al. [6], the corrected information gain per earthquake (IGPEc) of
a fitted hybrid model {λH(j,k)} over the baseline model {λ0(j,k)} is calculated using

IGPEc =
−Δ
2N

, (6)

in which Δ is the change in the corrected Akaike Information Criterion (AICc) between the
hybrid model and the baseline model. AICc is defined by

AICc = −2 ln L + 2p +
p + 1

N − p − 1
, (7)

in which p is the number of fitted parameters in the hybrid model, and N is the number of
target earthquakes [16].

Confidence limits on IGPEc are estimated using an adaptation of the T-test [15] for
comparing one earthquake likelihood model to another based on independent data, as
described by Rhoades et al. [6].

For testing of the fitted models on independent data, in which there are no adjustable
parameters, the information gain per earthquake (IGPE) is simply the change in log-
likelihood between the hybrid and baseline models divided by the number of target
earthquakes, and the T-test given in [15] applies.

The covariates are defined on the NZ Collaboratory for the Study of Earthquake
Predictability (CSEP) testing grid of 0.1-degree rectangular cells [17]. The covariates used
in this study are strain rates (BSS, GSS, and HWS), Proximity to the Plate Interface (PPI),
Proximity to Mapped Faults (PMF), and Fault in cell (FLT). We have provided details of
strain rate covariates in Appendix A. The non-strain-rate covariates are slightly modified
compared to those used by Rhoades et al. [10]. We have provided information on these
modifications in Appendix B. It is not meant to include the smoothed seismicity covariates
from Rhoades et al. [10] because they were fitted to the earthquakes prior to 1986 that are
now used for reverse testing. Figure 1 displays the spatial distributions of the non-strain-
rate covariates.
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Figure 1. Spatial distributions of the modified (a) Proximity to plate interface (PPI) and (b) Proximity
to mapped faults (PMF) covariates (log of grid cell values). The colour scale shows the logarithm of
the relative rate. (c) Spatial distribution of updated Fault in cell (FLT) binary covariate using all faults
from the New Zealand Community Fault Model [18].

The strain rate covariates (BSS, GSS, and HWS) are included separately in hybrid
models as single covariates and with all possible combinations of the other (non-strain-rate)
covariates. Hybrid models are fitted to the period 1987–2006, with forward testing over the
period 2012–2015 and reverse testing over the period 1951–1986. The spatial distributions
of the strain rate covariates are shown in Figure 2.

Figure 2. Spatial distribution of (a) GSS (1996–2013), (b) BSS (1996–2011), and (c) HWS (1995–2013)
strain rate models in the New Zealand CSEP testing region. The colour scale shows the logarithm of
the relative rate.

2.2. Molchan Error Diagram

We obtain Molchan error diagrams [19,20] for all covariates at different time inter-
vals. Molchan error diagrams are equivalent to Receiver Operating Characteristic curves,
which have been widely used in other contexts [21,22]. They can be used to investigate
the correlation between a spatially distributed covariate and the spatial distribution of
target earthquakes.

The error diagram is based on the concept of an alarm being declared wherever a
covariate exceeds a certain threshold. As the threshold is decreased, the proportion of
space occupied by alarms increases, and the proportion of target earthquakes outside of
the alarm space (i.e., the proportion of “unpredicted earthquakes”) decreases. In the error
diagram, the proportion of unpredicted earthquakes is plotted against the proportion of
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space occupied by alarms, but the threshold for declaring an alarm is not shown. The error
diagram is, therefore, a monotone decreasing curve.

For an ideal predictor, all target earthquakes are predicted by an alarm occupying
almost zero area. The error diagram curve then consists of the line segments joining the
point (0,1) to (0,0) and the point (0,0) to (1,0). For a totally uninformative predictor, the
proportion of space occupied would be the same as the proportion of predicted earthquakes.
The error diagram curve would then be the diagonal line joining (1,0) to (0,1).

The area above the error diagram curve within the unit box is called the Area Skill
Score (ASS) [23]. The ASS is a rough measure of the overall potential the covariate has for
predicting the locations of target earthquakes. An ideal predictor has an ASS of 1, and a
totally uninformative predictor has an ASS of 0.5.

If a covariate is better correlated with the locations of target earthquakes during one
time period than another, then the error diagram will vary with time accordingly. Therefore,
we plot and compare error diagrams for different periods.

2.3. Scatter Plot of Covariates for the Target Earthquakes

We have investigated gradual changes over time in the correlation of a covariate with
earthquake locations using a simple scatter plot. The scatter plot displays values of a covariate
in cells corresponding to target earthquakes versus time. Trends in these values, whether
decreasing or increasing, are revealed by a smoothed local regression fit to the data.

2.4. Data

The target earthquakes in this study are events from 1951 to 2020 with a hypocen-
tral depth between 0 and 40 km and a magnitude greater than 4.95 (GeoNet preferred
magnitude) within the CSEP testing region [17]. The events of interest were extracted
from the GeoNet catalogue of NZ earthquakes (www.geonet.org.nz; last accessed on
1 July 2022). Magnitudes assigned by GeoNet are mostly local magnitudes, but moment
magnitudes are preferred for larger events. The catalogue is consistent with that used
by Rhoades et al. [10,11] within the fitting and testing periods of those studies.

3. Results

3.1. Hybrid Models

IGPE estimates and 95% confidence intervals of the hybrid models with BSS for the
fitting period (1987–2006), forward testing period (2012–2015), and reverse testing period
(1951–1986) are presented in Figure 3. Corresponding results with GSS and HWS are
presented in Figures 4 and 5, respectively. The IGPEs are relative to the SUP baseline model.
To compare the IGPEs of two hybrid models, one needs to obtain the differences between
their log-likelihoods for the target earthquakes and perform a T-test on those differences.
In this study, we have only presented T-tests for comparing each hybrid model to the
baseline model.

The combination of covariates contributing to each hybrid is indicated by a model
number composite. This composite combines the baseline model identifier with those of
the selected covariates: “1” for SUP, “2” for PPI, “3” for PMF, “4” for FLT, and “5” for strain
rate covariate (BSS, GSS, or HWS). Table 1 contains the name, acronym, and identifier for
the baseline model and covariates. For example, the composite “123” represents a hybrid
with SUP as baseline and PPI and PMF as covariates.
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Table 1. Name, acronym, and identifier for the baseline model and covariates.

Covariate or Model Name Acronym Identifier

Stationary uniform Poisson baseline model SUP “1”
Proximity to plate interface covariate PPI “2”
Proximity to mapped faults covariate PMF “3”

Fault in cell covariate (binary) FLT “4”
Beavan shear strain rate covariate BSS “5”
Global shear strain rate covariate GSS “5”

Haines and Wallace shear strain rate covariate HWS “5”

Figure 3. Information gain per earthquake (IGPE) of hybrid models relative to SUP baseline model
with the Beavan shear strain rate (BSS) covariate. The combination of covariates contributing to each
hybrid is indicated by the model number, which is a composite of the numbers corresponding to
the baseline model and selected covariates, as follows: 1-SUP; 2-PPI; 3-PMF; 4-FLT; 5-BSS. (a) Fitting
period (1987–2006); (b) Forward testing period (2012–2015); (c) Reverse testing period (1951–1986).
Error bars are 95% confidence intervals.

 

Figure 4. Information gain per earthquake (IGPE) of hybrid models relative to SUP baseline model
with the GSS strain rate covariate. The combination of covariates contributing to each hybrid is
indicated by the model number, which is a composite of the numbers corresponding to the baseline
model and selected covariates, as follows: 1-SUP; 2-PPI; 3-PMF; 4-FLT; 5-GSS. (a) Fitting period
(1987–2006); (b) Forward testing period (2012–2015); (c) Reverse testing period (1951–1986). Error
bars are 95% confidence intervals.
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Figure 5. Information gain per earthquake of hybrid models relative to SUP baseline model with the
HWS strain rate covariate. The combination of covariates contributing to each hybrid is indicated by
the model number, which is a composite of the numbers corresponding to the baseline model and
selected covariates, as follows: 1-SUP; 2-PPI; 3-PMF; 4-FLT; 5-HWS. (a) Fitting period (1987–2006);
(b) Forward testing period (2012–2015); (c) Reverse testing period (1951–1986). Error bars are 95%
confidence intervals.

Results for the fitting and forward testing period with the BSS covariate were previ-
ously reported by Rhoades et al. [11] and showed that the IGPE was higher for all hybrid
models including BSS than for all models not including BSS. Here, with modified non-strain-
rate covariates for the fitting period (Figure 3a), all hybrids including BSS (composites
containing “5”) have IGPE > 1.1. The largest IGPE is 1.48 for “1345”. On the other hand, all
hybrids excluding BSS have IGPE < 1.1. For these, the largest IGPE is 1.00 for “134”.

When the BSS covariate is replaced by either GSS (Figure 4a) or HWS (Figure 5a),
the results for the fitting period are different. With BSS, “15” (SUP + BSS) has the largest
IGPE amongst all the simple hybrids. However, with GSS and HWS, “13” (SUP + PMF)
outperforms “15”. However, similar to BSS, the largest IGPE values for GSS and HWS are
obtained for “1345” (1.08 and 1.01, respectively).

For the forward testing period, the hybrids again perform differently with different
strain rate covariates. With BSS (Figure 3b), the hybrids including strain rates are not as
dominant as in Rhoades et al. [11], due to the revision of the non-strain-rate covariates
(Appendix B). Hybrid “13” performs almost as well as “15”, i.e., the IGPEs of both hybrids
are similar. With GSS (Figure 4b), “13” performs much better than “15”. With HWS,
“15” outperforms “13” and all other simple hybrids. Moreover, all hybrid models including
HWS outperform most hybrids without HWS except “123”.

Hybrids with HWS perform not quite as well as those with BSS in the fitting pe-
riod (Figures 4a and 5a) but better than those with BSS in the forward testing period
(Figures 4b and 5b). Larger IGPEs in the forward testing period may be due to a partial
overlap between this period (2012–2015) and the time range of GNSS data used to derive
HWS (1995–2013). Hybrids with GSS perform not as well in either the fitting or forward
testing period as their counterparts with BSS and HWS (Figure 4a, Figure 5a, and Figure 6a,
and Figure 4b, Figure 5b, and Figure 6b, respectively).
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Figure 6. Molchan error diagrams for covariates (a) HWS, (b) BSS, (c) GSS, (d) PPI, (e) PMF, and
(f) FLT, and target earthquakes in the forward test period 2012–2015.

Hybrids with BSS perform poorly in the reverse testing period 1951–1986 (Figure 3c)
and even worse than those without BSS, including the SUP baseline (since their IGPEs
are negative). For all models without BSS, IGPE is mostly lower than in the fitting and
forward testing periods. The largest IGPE for the reverse testing period was 0.27, obtained
by hybrid “12”, and is only half of the corresponding IGPE for the fitting period.

With GSS, the IGPE of the “15” hybrid is again negative in the reverse testing period,
as are the IGPEs for “12345” and “1345”. With HWS, the “15” hybrid has a small positive
IGPE of 0.03 for the reverse testing period, and all the hybrids have small positive IGPE
values (Figure 5c). Thus, hybrid models with HWS perform slightly better than the corre-
sponding models with BSS or GSS in the reverse testing period (c.f. Figures 3c, 4c and 5c).
However, overall, the performance of hybrids including strain rates is poor in the reverse
testing period.

3.2. Error Diagrams

A hybrid model can perform poorly in an independent testing period either because
the covariates that contribute to it are not well correlated with earthquake locations or
because the model is overfitted to a training period in which the covariates are better corre-
lated with earthquake locations than in the testing period. Molchan error diagrams give an
indication of the correlation between covariates and earthquake locations in different time
periods independent of any model fitting. For the error diagram analysis, we have split the
36-year reverse testing period into three separate 12-year periods.

In the forward testing period 2012–2015, the non-strain-rate covariates PPI and PMF
and strain covariates BSS and HWS are well-correlated with the locations of target earth-
quakes, as shown by the error diagrams deviating far below the diagonal (Figure 6). The
ASS for each of these covariates is rather high, between 0.85 and 0.88. HWS has the highest
ASS of 0.88. Again, this may be due to the partial overlap between the forward testing
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period and the time range of GNSS data used to derive HWS. In contrast, GSS and FLT have
smaller ASS values of 0.78 and 0.72, respectively, which implies they are not as strongly
correlated with the locations of target earthquakes. This is reflected in the error diagrams
not reaching as far below the diagonal as those of the other covariates.

The correlation between the covariates and target earthquake locations varies appre-
ciably over time (Figure 7). The strain rate covariates, especially BSS, show this variation
more than the other covariates. Figure 7 compares error diagrams and ASS values for each
covariate in five selected time periods—1951–1962; 1963–1974; 1975–1986; 1987–2006; and
2012–2015.

 

Figure 7. Molchan error diagrams for the covariates during different time intervals. (a) HWS; (b) PMF;
(c) BSS; (d) PPI; (e) GSS; (f) FLT.
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The range of variations in ASS values for a single covariate is an indicator of how widely
the correlation varies between time periods. For the PMF covariate (Figure 7a), the correlation
is equally high during fitting and forward testing periods (ASS1987–2006 = ASS2012–2015 = 0.85)
and lowest during 1951–1962 (ASS1951–1962 = 0.72). For the PPI covariate (Figure 7b), the
correlation with earthquake locations is highest during 2012–2015 (ASS2012–2015 = 0.84)
and lowest during 1963–1974 (ASS1963–1974 = 0.70). For the FLT covariate (Figure 7c), the
correlation is highest during the forward testing period (ASS2012–2015 = 0.72) and lowest
during 1975–2006 (ASS1975–1986 = 0.56 , ASS1987–2006 = 0.57). For the HWS covariate
(Figure 7d), the correlation is highest during 2012–2015 (ASS2012–2015 = 0.88) and lowest during
1963–1974 (ASS1963–1974 = 0.68). For the BSS covariate (Figure 7e), the correlation is highest
during 2012–2015 (ASS1987–2006 = 0.87) and lowest during 1963–1974 (ASS1963–1974 = 0.65). For
the GSS covariate (Figure 7f), the correlation is highest during 1987–2006 (ASS1987–2006 = 0.81)
and lowest during 1951–1962 (ASS1951–1962 = 0.60). The low ASS can be explained by the
fact that many of the target events in 1951–1962 were located where GSS had a value of
zero (Figure 8).

Figure 8. Spatial distribution of GSS and target earthquakes during 1951–1962.

The variation of ASS values with time period is plotted for each covariate in Figure 9.
No covariate has a consistently higher ASS than the other covariates across all time periods.
As can be seen, the highest ASS among the covariates in 1951–1962 is that of PPI, in
1963–1974 that of PMF, in 1975–1986 that of GSS, in 1987–2006 that of BSS, and in 2012–2015
that of HWS. At the other end of the scale, the FLT covariate has the lowest ASS value in all
time periods except 1963–1974, in which it shares the lowest value with BSS. Among the
strain rate covariates, the highest ASS value is that of the HWS from 1951 to 1962 and 2012
to 2015, GSS from 1963 to 1974 and 1975 to 1986, and BSS from 1987 to 2006. Figure 9 also
shows that the HWS covariate has a higher ASS value than BSS in all time periods except
1987–2006—the fitting period for the multiplicative models.

3.3. Smoothed Scatter Plots

To give a better insight into changes over time in the correlation of covariates with
earthquake locations, we plotted the covariate values for the cells corresponding to target
earthquakes versus time over the period 1951–2020. We then fitted a trend curve using
locally weighted scatter plot smoothing (lowess) based on Cleveland’s method in [24]. We
observed clear trends in the strain rate covariate values corresponding to target earthquake
locations over the period 1951–2020, as shown by Figure 10.
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Figure 9. Area Skill Score (ASS) of Molchan error diagram for covariates over different times.

 

Figure 10. Smoothed scatter plots of (a) GSS, (b) BSS, and (c) HWS strain rate covariates for targeted
earthquakes against time from 1951 to 2020.
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The trend is stronger for BSS and HWS than for GSS. However, for all three covariates,
the smoothed trend line starts from its lowest level in 1951, rises gradually to a peak in
1999, and then tails off somewhat through to 2020. However, the HWS curve also tails
off less than the others. These results confirm and elaborate on the trends over time
that was observed in Figures 8 and 10. The HWS model was extracted from the longest
period of recordings (1995–2013) and a larger number of GNSS stations compared with the
GSS and BSS models. In addition, unlike BSS and GSS that were both based on an older
method of Haines and Holt [25–27], the HWS model was derived using the novel VDOHS
technique [14]. Such differences could explain the differences observed in the smoothed
scatter plots versus time.

We observed that FLT was the only covariate to show a clear trend with the magnitude
of target earthquakes. Figure 11 plots the FLT values versus the magnitudes of the target
earthquakes from 1951 to 2020. The locally weighted smoothed curve, shown by the solid
black line, reveals an increasing trend with magnitude. This may not necessarily imply that
future large earthquakes are more likely to occur on known faults than smaller earthquakes.
It may instead reflect the fact that large earthquakes cause surface ruptures more frequently
than small ones; consequently, new ruptures over the past 70 years have revealed the
associated faults and allowed them to be mapped.

Figure 11. Fault covariate values for targeted earthquakes against magnitude, 1951–2020. The solid
black line shows the smoothed scatter plot. The blue triangles depict the values of the FLT covariate
for each target earthquake.

4. Discussion

The low information gain of hybrid models including strain rate covariates in reverse
testing is consistent with the relatively low ASS values of the strain rate covariates and low
strain rate values associated with target earthquakes from 1951 to 1986. The ASS values of
the strain rate covariates in the reverse testing period are not only lower than in the fitting
period but are also lower than the ASS values of the PPI and PMF covariates during the
reverse testing period (Figures 7 and 8). The contrast of ASS values between the fitting and
reverse testing periods is particularly strong for BSS. This explains the negative IGPEs for
hybrids with BSS in the reverse testing period (Figure 3c).

Similarly, the large IGPE for hybrids with HWS in forward testing is consistent with
the high ASS for HWS in 2012–2015 and with the slow tailing off between 2010 and 2020
of the trend in HWS associated with target earthquakes. Evidently, if the forward testing
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period were extended through to 2020, hybrids including HWS would have continued to
perform well.

Differences between the three present strain rate models can be attributed to the
differences in the geodetic datasets on which they were based and the evolving techniques
for estimating strain rates from the geodetic data. The most recently developed of the three
models is the HWS model, which was published in 2020. HWS was derived from the most
complete data and up-to-date techniques and showed the best correlation with the locations
of the most recent earthquakes (Figure 7). However, all three strain rate models exhibit a
disappointingly low correlation with the locations of earthquakes from 1951 to 1986.

The implicit assumption behind the fitting of hybrid models to estimate long-term
earthquake rates is that the correlation between the covariates and the locations of target
earthquakes is stable over time. Alternatively, if not stable over time, the correlation during
the fitting period should be indicative of the long-term correlation. The correlations for PPI
and PMF appear to be more stable over time than those for the strain rate covariates, based
on the ASS variations. PPI and PMF represent features that are expected to affect earthquake
occurrence over a long time frame. The greater instability of the correlation for strain rate
covariates may be attributed to the short-term non-stationarity of earthquake occurrence.
The strain rate covariates are most highly correlated with earthquake occurrence within the
time period of the data on which they are based or within a few years after (Figure 7).

Without a dense GNSS network and extensive historical and paleo-seismicity records, it
is not possible to pinpoint temporal and spatial variations of strain rates. Recently, Iezzi et al.
obtained high temporal histories of slip rates for three parallel normal faults in central Greece
with progressive clusters using in situ 36Cl cosmogenic dating [28]. They also had access to
associated GNSS recordings of a dense network. They compared regional decadal geodetic
strain rates with strain rates derived from slip-rate pulses over a few thousand years on
each fault. They found that strain builds up across a fault system over thousands of years,
but not all individual faults actively slip at the same time. They discussed how the available
geodetic data alone was not capable of pinpointing the switchover of slip from one fault
to another over time. In comparison, New Zealand has neither a dense GNSS network
nor a comparable record of fault slip histories. The density of GNSS stations has been
progressively improving but is still sparse in some parts and limited to onshore regions [14].
Obviously, this affects the accuracy of the strain rate models in NZ offshore regions, where
many of the earthquakes occur.

Given the low earthquake location–strain rate correlations in the reverse testing period
here, it is expected that there will be future periods during which such correlations are
similarly low.

In fitting hybrid models for estimating long-term seismicity rates, it seems best to use
the longest possible fitting period subject to earthquake catalogue quality considerations.
The NZ catalogue covers about 180 years of historical and instrumental records. With
the improvement of the NZ seismographic network, the magnitude of completeness has
lowered to 5.0 for the recent 70 years of the GeoNet catalogue. Such a level of magnitude
completeness fulfils the magnitude threshold of 4.95 applied to the target earthquakes
for this study. However, we cannot be confident that a 70-year period, or any other fixed
period, is long enough to represent the long-term spatial distribution of earthquakes. The
main purpose of the hybrid fitting is to realistically weight the information offered by the
available covariates, none of which depend directly on the catalogue. Here we showed that
it would be unwise to base this weighting on a 20-year subset of the available catalogue.
Performing tests with the 180-year catalogue could potentially help us to understand how
adequate a 70-year catalogue is for fitting such hybrid models.

The robustness of our results against time-varying errors in earthquake locations could
be questioned. However, since the strain rate models and all other covariates were defined
on a rather coarse grid of 0.1 × 0.1-degree cells, they naturally can accommodate location er-
rors without having much effect on the correlation with earthquake locations. We examined
the robustness of the correlations between all covariates and target earthquake locations by
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introducing synthetic location errors within the range reported by Bondár et al. [29] to be
the most probable values for the ISC-GEM catalogue. The location errors were added to
the epicentres of target events from 1987 onwards. We tested the hypothesis that events
prior to 1987 had larger location errors due to the seismograph network’s sparsity, and
that could be the reason for low correlations between the covariates and target earthquake
locations. However, this hypothesis was rejected; despite the added location errors for all
the covariates, the main features of the smoothed curves were preserved.

5. Conclusions

We analysed the performance of multiplicative hybrid models in forward and reverse
testing periods. To complement the performance analysis, we also obtained Molchan
error diagrams and smoothed scatter plots of strain rate covariates versus time. All the
analyses reveal strong variability over time in the correlation of strain rates with earthquake
locations. These results suggest that strain rate models based on the available geodetic
data for only a few decades may not be good indicators of where earthquakes occur over a
long time frame. Therefore, the longest available high-quality earthquake catalogue should
be used in constructing hybrid models to estimate long-term earthquake rates for seismic
hazard analysis.
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Appendix A

Appendix A.1 Strain Rate Covariates

Beavan and Haines [30] utilized GNSS data from 9 geodetic networks across NZ, com-
prising 362 GNSS stations. They calculated continuous horizontal velocity and associated
strain rate fields at the Earth’s surface in NZ between 1991 and 1998. They adopted the
method proposed by Haines et al. [26], which enhanced NZ’s known deformations and
discovered new features in both the North and South Islands.

John Beavan (1950–2012) directed most of the GNSS data acquisition in NZ [14]. His
last shear strain rate model of NZ was based on survey-mode GNSS data collected in
NZ between January 1996 and February 2011. This model was based on the method of
Beavan and Haines [30] and was submitted to Land Information New Zealand (LINZ) to
be used in updating the geodetic and cadastral systems following the 4 September 2010
Darfield earthquake. This was the shear strain rate (BSS) used by Rhoades et al. [11].
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The Global Strain Rate Model (GSRM v.2.1) of Kreemer et al. [13] is an improved
version of the GSRM-1 Kreemer et al. model in [2] with a larger input dataset and improved
spatial resolution. The maximum shear strain rate from GSRM v.2.1 is referred to here as the
GSS model. Like the BSS model, the GSS model was obtained using the Haines and Holt
method [25,27,30] to model the strain rate field. GSS is derived from worldwide GNSS data
between 1 January 1996 and 31 December 2013, including velocities from 233 published
and unpublished regionally focused studies. Table A1 lists the NZ-focused studies used
in the GNSS compilation of the GSS model [13]. Apart from in the southeast South Island
region, the GSS model uses less up-to-date data than the BSS model.

The NZ strain rate model of Haines and Wallace [14] was produced from GNSS inter-
seismic velocities at 918 stations between 1995 and 2013 [31]. This model was based on
the novel method of Haines et al. [32]. They used a physics-based approach to invert the
GNSS displacement fields for Vertical Derivatives of Horizontal Stress (VDoHS) rates. This
method uses constraints from linear elasticity in place of artificial smoothing. This is to
ensure physical plausibility, higher resolution, and an improved signal-to-noise ratio com-
pared to the commonly used methods of Haines and Holt [25] and Beavan and Haines [30].
The one modification made to the published Haines and Wallace model of [14] is one
implemented by the NSHM Geodesy Working Group: a sill model of rapid magmatic
contraction in the Taupo Volcanic Zone (TVZ) was removed from the GNSS velocities, and
then the velocities were re-inverted using the Haines et al. [32] method [31]. The maximum
shear strain rate from this modified model is the scalar quantity that we use in our hybrid
modelling and is henceforth referred to as HWS [33].

Table A1. Data from NZ GNSS campaigns used in constructing the GSS rate model.

Reference Region

Beavan et al. (1999) [34] Central Southern Alps, NZ, Alpine Fault
Beavan and Haines (2001) [30] NZ
Darby and Beavan (2001) [35] Southernmost North Island, NZ

Denys et al. (2014) [36] Southeast South Island, NZ

Appendix B

Appendix B.1 Proximity to the Plate Interface (PPI)

A PPI covariate was initially introduced by Rhoades et al. [10]. Here we use a modified
version of PPI that differs in some minor details ([33]; Figure 1a). PPI is based on the notion
of proximity to the plate interface. A map of the interface between the Australian and
Pacific plates in the Hikurangi subduction zone [37] is used to define the North Island
plate boundary. South of the Hikurangi subduction zone, the plate boundary is defined
by the Hope Fault, the Alpine Fault, and the Fiordland subduction interface, as given in
the 2010 NZNSHM fault model [38]. In estimating the proximity of a cell to the interface,
no allowance is made for the possibility of different slip rates on different patches of the
plate boundary. The plate boundary is represented by a set of nI points on the interface at
approximately 1 km spacing, and a cell is represented by a set of nc points at its middle
latitude and longitude coordinates with depths from 1 to 39 km at a spacing of 2 km. The
PPI covariate ρ(j) in the jth grid cell is defined by

ρ(j) =
1
nc

nc
Σ

l=1
h(j, l), (A1a)

where h(i,l) is an index of the proximity of the lth point in the jth cell to ith point on
the interface:

h(j, l) =
1

[d2
I + min(Δ(i, l)2)i=1,...,nI

]3/2 , (A1b)
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where Δ(i,l) is the distance in km from [xI(i), yI(i), zI(i)] to
[
xj(l), yj(l), zj(l)

]
and dI is a

constant smoothing distance, taken as 10 km.

Appendix B.2 Proximity to Mapped Faults (PMF)

The concept of proximity to mapped faults was initially introduced by Rhoades and
Stirling [39]. It takes account of the distance from the jth cell to all fault elements and their
associated slip rates, assumed uniform on each fault segment. As in [39], each fault plane is
divided into numerous point sources closely spaced at intervals of 1 km. Thus the set of
fault segment planes and associated slip rates is expanded into a much larger set of point
sources, at longitude, latitude, and depth coordinates [xF(i), yF(i), zF(i)], i = 1, · · · , nF, and
with associated slip rates ri, i = 1, · · · , nF. Similarly, a cell with dimensions of 0.1 degrees
in latitude and longitude and 40 km in depth is expanded into a representative set of points
within it

[
xj(l), yj(l), zj(l)

]
, l = 1, · · · , nc on a cuboidal grid spaced at 0.033 degrees in

latitude and longitude and 5 km in depth. Following [10], the PMF covariate ρ(j) in the jth
grid cell is defined by

ρ(j) =
1

ncn f

n f

Σ
i=1

nc
Σ

l=1
h(i, l), (A2)

where h(i,l) is an index of the proximity of the lth point in the jth cell to slip on the ith fault
point source:

h(i, l) =
ri

[d2
F + Δ(i, l)2]

3
2

, (A3)

where ri is the slip rate in mm/yr, Δ(i,l) is the distance in km from [xF(i), yF(i), zF(i)] to[
xj(l), yj(l), zj(l)

]
, and dF is a constant smoothing distance. The value of ρ(j) is, therefore,

high for cells near to, or intersected by, mapped faults and low far away from mapped
faults. Further, ρ(j) is greater when the slip rates of nearby mapped faults are greater.

Here we used a modified version [33]. In the modified PMF fault, sources are planes
rather than linear traces and distances are measured in three dimensions rather than two.
Rhoades and Stirling [39] found an optimal smoothing distance of 1.0 km for a PMF model
defined in continuous space. Rhoades et al. used a smoothing distance of 2.5 km, but
their PMF has since been found to have small-scale variations between adjacent cells due
to the smoothing distance being too small [10]. Here we use a larger smoothing distance
of dF = 10 km, so that the denominators in Equation (5) are not overly sensitive to the
exact positions of points on the fault surfaces and within the cells. The PMF covariate used
here (Figure 1b) also uses updated fault information from the New Zealand Community
Fault Model [18].

Appendix B.3 Fault in Cell (FLT)

The fault in cell (FLT) covariate [10] is defined to have the value 1 if a fault intersects
the cell anywhere between the surface and a depth of 40 km, given the surface trace of the
fault, its dip angle and estimated width. Otherwise, it takes the value 0. The FLT covariate
is shown in Figure 1c [33] and has been updated using all faults from the New Zealand
Community Fault Model [18].
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Abstract: The Gulf of Corinth (Central Greece) is one of the most rapidly extending rifts worldwide,
with its western part being the most seismically active, hosting numerous strong (M ≥ 6.0) earth-
quakes that have caused significant damage. The main objective of this study was the evaluation of
seismic hazard through a probabilistic and stochastic methodology. The implementation of three seis-
motectonic models in the form of area source zones via a logic tree framework revealed the expected
level of peak ground acceleration and velocity for return periods of 475 and 950 years. Moreover,
PGA values were obtained through the stochastic simulation of strong ground motion by adopting
worst-case seismic scenarios of potential earthquake occurrences for known active faults in the area.
Site-specific analysis of the most populated urban areas (Patras, Aigion, Nafpaktos) was performed
by constructing uniform hazard spectra in terms of spectral acceleration. The relative contribution
of each selected fault segment to the seismic hazard characterizing each site was evaluated through
response spectra obtained for the adopted scenarios. Almost all parts of the study area were found
to exceed the reference value proposed by the current Greek National Building Code; however, the
three urban areas are covered by the Eurocode 8 regulations.

Keywords: PGA; PGV; return period; PSHA; stochastic seismic hazard assessment

1. Introduction

The Gulf of Corinth, located in Central Greece, is a continental rift with an extension
rate of 6–16 mm/yr [1], one of the highest values known worldwide for this type of tectonic
structure. Its main axis is aligned in an approximately E–W direction, flanked by major
normal faults at its southern and northern shoulders. Major earthquakes (Mw ≥ 6.0) have
occurred in the past, both at the eastern [2] and western parts of the gulf. However, the
Western Gulf of Corinth (WGoC) is the most active in terms of observed microseismic-
ity [3,4], as it exhibits a higher extension rate—i.e., ~10.8 mm/yr near Aigion—than its
eastern counterpart (~5.5 mm/yr) [5]. This has led to the WGoC being studied extensively
during past decades, and it is closely monitored by the Corinth Rift Laboratory (CRL)
local seismological network [6]. The CRL has also obtained the status of an international
EPOS Near Fault Observatory (NFO), providing high-resolution multidisciplinary data
and products [7–9].

The WGoC is bordered by major north-dipping normal faults in the south, with
measured dipping angles on the surface ranging from 50◦ (e.g., Psathopyrgos fault [10]) to
~60◦ (e.g., Aigion fault [11]) and up to 65–70◦ (e.g., Lakka fault [12]), with average slip rates
in the Late Quaternary of the order of 2.4–5.0 mm/yr for the Aigion and East and West
Helike faults and 2.0–3.5mm/yr for the Psathopyrgos fault [10]. On the northern coast,
steep south-dipping antithetic normal faults have been mapped, such as the Marathias fault,
dipping at 55◦ [13], and the Trizonia fault, dipping at 64–72◦, the latter with an average
slip rate of 0.36–0.44 mm/yr over the last ~130 ka [14]. Offshore E–W-trending normal
faults, along with smaller structures, oblique to the main axis of the rift with significant
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strike-slip components, have also been documented [10,14,15]. Average slip rates during
the Quaternary for major offshore faults in the WGoC—i.e., the North and South Eratini
and West and East Channel faults—are estimated to be between 0.4 mm/yr and over
1.4 mm/yr [10].

Seismicity in the WGoC is mainly concentrated at focal depths between 5 and 10 km [6],
with the vast majority of fault plane solutions indicating dominant E–W normal faulting [4,16].
However, oblique-normal slip has also been reported, usually related to seismic swarms [7,17]
or to the activation of older structures [18]; i.e., the External Hellenides, which crosscut
the gulf in a roughly N–S direction. Although such faults are not optimally oriented
to the regional crustal stress field [19], slip can be facilitated by the intrusion of high
pore-pressure fluids in the fault network, which play a significant role in the evolution of
swarms in the area [20,21]. Towards the western edge of the rift, the crustal stress field
changes [19], favoring a dextral strike-slip regime along the SW–NE-trending Rion–Patras
fault. The relocated seismicity presented in Figure 1 shows that the bulk of activity mainly
occurs along the rift axis, between Trizonia Island and Aigion, with hypocenters deepening
towards the north, developing a north-dipping low-angle detachment zone in which the
major faults of the WGoC are rooting [22]. Several earthquakes have been located at
intermediate depths of 50–60 km, with resolved focal mechanisms representing reverse
faulting (Figure 1). These are indicative of seismic activity related to the oceanic slab at
the northwestern end of the Hellenic subduction zone [23], with ascending fluids due to
its dehydration possibly playing a role in the triggering of earthquake swarms at shallow
depths [22,24].

 
Figure 1. Seismotectonic map of the western Gulf of Corinth (WGoC). Solid circles and stars (for
Mw ≥ 5.0) denote earthquakes with Mw ≥ 4.0 from the 1900–2009 catalogue of Makropoulos et al. [25],
extended in this study up to 2019, with symbol size proportional to the magnitude (Mw) and color
according to the focal depth. Selected microseismicity, presented with small, hollow, red circles,
is adopted from the 2000–2015 relocated catalogue of Duverger et al. [3]. Focal mechanisms of
significant events, presented as beachballs, are adopted from [26–32], as well as the databases of the
NKUA, NOA, CMT, and ISC. Blue squares mark the macroseismic epicenters of historical earthquakes
(1000–1899) acquired from the SHEEC database [33]. Fault lines are after [10,14,34,35]. Faults marked
with red labels were used for the stochastic seismic hazard modeling in this study.
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Despite the constant presence of microseismicity, certain parts of major faults in the
WGoC appear to be locked, accumulating stress that is released in major events. The last
destructive earthquake in the area was the 15 June 1995 Ms = 6.2 event, which severely dam-
aged the town of Aigion [29]. The source of this earthquake was a north-dipping, low-angle
(33◦) normal fault, with more recent data excluding its association with the East Helike
fault [22]. The rupture surface of the 1995 event appears to be locked, with the observed
microseismicity stopping abruptly at the eastern end of the study area (Figure 1). Other
major earthquakes have also occurred in the past at the eastern end of the WGoC, with epi-
centers towards the northern coasts. Significant earthquakes have struck the WGoC in the
historical era (i.e., before 1900). One of the more notable was the 373 BCE earthquake, with
an estimated minimum magnitude of M = 6.6 [36], which caused a tsunami that destroyed
the ancient city of Helike [37]. An earthquake of similar macroseismic characteristics struck
the same area on 26 December 1861 (Mw = 6.5 according to Boiselet [38]), triggering a
tsunami and causing a strip of plain to submerge under the sea [37]. Both earthquakes
are attributed to the north-dipping Helike normal fault, most likely its eastern branch [22].
Recently, the contemporary town of Helike was in the epicentral area of a swarm that
started in May 2013, persisting for several months and involving a few earthquakes with
magnitudes ranging from 3.3 to 3.7, but which was attributed to activity near the root of
Pirgaki fault [17,39]. Other historical earthquakes that struck the town of Aigion occurred
in 1748, 1817, and 1888, with estimated magnitudes of 6.3–6.6 [33]. The area of Patras
was affected by historical earthquakes in 1785, 1804, and 1806, with magnitudes between
6.1 and 6.4, while the town of Nafpaktos was struck by earthquakes in 1462, 1703, 1714,
1756, and 1831, with magnitudes in the range from 5.9 to 6.5 [33]. In the instrumental
era (1900 to today), before the 15 June 1995 earthquake, the previous major event with a
magnitude ~6 occurred in the WGoC on 30 May 1909, while intermediate-depth events
with magnitudes of 6.4 and 5.9 occurred in 1965 and 1993, respectively; the epicenters of
these events were located at the eastern end of the study area.

Although no Mw ≥ 6.0 earthquake has struck the WGoC since 1995, moderate magni-
tude events (Mw ≈ 5) have occurred in recent years. On 14 July 1993, an Mw = 5.5 event
with a strike-slip focal mechanism [30,40] struck near Patras, causing considerable damage.
Although the locally mapped structures trend SW–NE, it has been suggested, based on the
aftershock distribution, that the earthquake ruptured a NW–SE sinistral-slip fault [41]. A
notable case is the earthquake doublet of January 2010 near Efpalio, with an Mw = 5.3 event
being followed by an Mw = 5.2 four days later, both related to blind E–W-trending normal
faults [32,42,43]. This activity likely played a role in the triggering of another Mw = 5.1
earthquake on 7 August 2011 to the west, near Nafpaktos, characterized by a similar nor-
mal faulting style. Later, in 2013–2014, the WGoC presented strong signs of microseismic
activity, with an earthquake swarm initiating in September 2013 at the offshore region
between Nafpaktos and Psathopyrgos that slowly migrated eastwards, triggering earth-
quake clusters and culminating in an Mw = 5.0 event, offshore of Aigion, on 7 November
2014 [21,44]. A second seismic swarm excitation, characterized by bilateral spatiotemporal
migration in the offshore area between Nafpaktos and Psathopyrgos, involved an Mw = 4.9
earthquake on 21 September 2014, activating a patch related to the westernmost edge of
the Psathopyrgos fault, near its junction with the Rion–Patras fault zone [3]. The most
recent significant activity in the WGoC was the 2020–2021 seismic sequence [7,45,46], which
started on 23 December 2020 with a moderate event near Marathias and evolved in three
stages, first triggering earthquake clusters towards Trizonia Island involving some strike-
slip events and later producing an Mw = 5.3 earthquake offshore of Psathopyrgos that
exhibited peculiarities in terms of its complicated rupture characteristics [47].

In this study, we reassess the seismic hazard in the WGoC utilizing a well-established
methodology and incorporating recent data. The term “seismic hazard” describes the
expected ground motion level for potential earthquake occurrences within a study area.
The methodologies used to evaluate seismic hazard are grouped into two major categories:
probabilistic and scenario-based. The first exploits data from historical and instrumental
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earthquake catalogues and integrates a seismotectonic model for its application. Subse-
quently, given an earthquake occurrence model, results for the maximum expected ground
motion for selected return periods are generated. The second methodology is based on
individual earthquake scenarios, with which synthetic waveforms are produced and an-
alyzed. Strong ground motion may be a catalyst for other secondary hazards, the most
important of which are rock falls, landslides, and liquefaction phenomena. Therefore, the
visualization of the spatial distribution of peak ground motion parameters can be of great
importance for scientists and decision makers. The advantage that the study area offers is
the wealth of earthquake data. The latter is critical because seismic hazard can be assessed
without adopting algorithms that cope with this difficulty, such as the one proposed by
Meirova et al. [48]. A plethora of seismic hazard studies have been conducted for the Greek
territory, either as a whole or for specific areas, such as [49–58]. The applied methods for
the assessment of seismic hazard are described in detail in Section 2.

Patras, the third largest city in Greece and one of its largest harbors, is situated at
the western edge of the study area, on the southeastern shores of the Patras Gulf. The
nearby town of Rion hosts important infrastructure, such as the University of Patras
and the University General Hospital of Patras, while the Rion–Antirrion bridge connects
Peloponnese with Central Greece. Other important towns on the shores of the WGoC
include Aigion and Nafpaktos. As the seismic risk strongly depends on the exposure
to seismically prone areas, the aforementioned city, towns, and infrastructure may suffer
increased economic losses from potentially destructive earthquakes, both in terms of human
lives and structural damage. As a consequence, the proper assessment of seismic hazard in
the WGoC area, both probabilistic and with specific earthquake scenarios, is required for
the subsequent estimation of seismic risk and consideration of means for its mitigation.

2. Materials and Methods

Seismic hazard in the study area was evaluated using two approaches: (a) a Probabilis-
tic Seismic Hazard Assessment (PSHA) and (b) a stochastic approach to worst-case seismic
scenarios for known active faults. PSHA remains the primary framework for assessing
seismic hazard and is based on prior knowledge of seismicity at a given place. On the other
hand, during past decades, finite-fault stochastic ground motion simulations have been
proven to be a powerful tool to reliably estimate strong ground motion parameters, such as
the Peak Ground Acceleration (PGA) and Peak Ground Velocity (PGV). The combination of
these methodologies can provide a holistic evaluation of seismic hazard, which in turn can
contribute significantly to the assessment of seismic risk and its mitigation at a given area.

2.1. PSHA

Concerning PSHA, the approach proposed by Cornell and McGuire [59,60] was fol-
lowed, utilizing the instrumental earthquake catalogue from Makropoulos et al. [25]. Given
that this catalogue ends in 2009, it was deemed necessary to extend the period up to 2019
in a homogenous manner, meaning that only reviewed events from the International Seis-
mological Centre (ISC) earthquake catalogue were taken into consideration. Therefore, we
refrained from expanding the database for post-2019 events in order to retain homogeneity.
It should be noted that only few Mw ≥ 4 magnitude earthquakes have been recorded in the
study area since 2019, the largest being the Mw = 5.3 earthquake of 17 February 2021 [7,47].
Thus, we considered that the annual rate of exceedance of the magnitude of completeness
would not be altered significantly and would not impact the results of PSHA. According
to the Cornell–McGuire approach to PSHA, the results follow a normal distribution, be-
ing essentially time-independent. Given that there are both aftershocks and foreshocks
included in the utilized earthquake catalogue, a declustering procedure was conducted to
retain only the mainshocks. However, it must be noted that ground motion exceedances
can be caused randomly by any earthquake occurrence and a significant amount of data
could be omitted by applying a declustering procedure. This would have an impact on the
obtained results because annual rates of exceedance for the magnitude of completeness

40



Appl. Sci. 2022, 12, 11152

would be lower, resulting to the underestimation of the maximum expected ground motion
parameters [58,61]. The latter is strengthening the implementation of a non–declustered
earth-quake catalogue in a Poissonian process, as ground motion at a site caused either by
foreshocks or aftershocks may exceed a certain level [61].

Three seismotectonic models were considered herein; namely, the Euro-Mediterranean
Seismic Hazard Model 2013 (ESHM13) [62,63], the updated Euro-Mediterranean Seismic
Hazard Model 2020 (ESHM20) [64], and the model from Vamvakaris et al. [65] proposed for
the Greek territory. The boundaries of the Area Source Zones are selected to include areas
with similar seismological and tectonic characteristics, avoiding dividing fault systems,
whenever possible. Each model divides the study area into polygons with common seismo-
tectonic characteristics (Area Source Zones, ASZ). Individual faults were not implemented
in the PSHA, as a significant part of the total seismicity of the WGoC is related to offshore
faults for which certain characteristics are not known; i.e., mean slip rates. The decision
to employ more than one seismotectonic model was made in order to acquire differently
parameterized earthquake occurrence models so that the epistemic uncertainties would be
reduced in a qualitative manner.

The Modified Gutenberg–Richter (MG-R) earthquake occurrence model was applied
to characterize the seismic potential of every area source zone for each seismotectonic
model [66]. The MG-R was parameterized by importing the following seismicity data
for each zone: (a) the b-value, (b) the threshold magnitude (M0; also considered as the
magnitude of completeness (Mc)), (c) the average annual exceedance rate of Mc (λ(Mc)), and
(d) the maximum expected magnitude (Mu). The Mc and b-values were estimated for each
zone using the maximum curvature (MAXC) method from Wiemer and Wyss [67] and the
maximum likelihood function from Aki [68], respectively, with ZMAP software [69]. This
method has been proved to be stable, even in cases when a small number of earthquakes
within each zone are used [70,71]. The λ(Mc) was calculated through the analysis of the
earthquake catalogue and Mu was estimated via the Robson–Whitlock–Cooke (R-W-C)
procedure [72,73]. Regarding the geometry data, the depth of each seismic zone was
estimated through depth histograms constructed using the focal depths reported in the
earthquake catalogue. It must be noted that ESHM13, ESHM20 and VAM16 provide values
concerning the aforementioned parameters, each using a different earthquake catalogue.
However, in the present study the b-value, Mc, λ(Mc) and Mu were recomputed for each
ASZ, im-plementing the updated earthquake catalogue of Makropoulos et al. [25] to retain
ho-mogeneity regarding the seismicity and geometry data. Consequently, only the ASZ
were adopted from the three zonation models. The computed seismicity and geometry
data are depicted in Table S1.

Ground Motion Prediction Equations (GMPEs) proposed for the Greek territory were
adopted for the calculation of the maximum expected ground motion in terms of peak ground
acceleration and velocity (PGA, PGV). In particular, for PGA, the GMPEs from [74–78] were
employed. Sakkas [77] has not proposed a GMPE for PGV estimation. Furthermore, the
model from Skarlatoudis et al. [75] was replaced with an upgraded GMPE for PGV, which
was taken into account. As area source zones were herein adopted, it was only feasible
to use epicentral distances. As a result, more recent GMPEs [79] that utilize different
distance metrics were not considered. In addition to PGA and PGV, Spectral acceleration
(Sa) values for different periods (T) were calculated for the three most important urban
areas of the WGoC—namely, Patras, Nafpaktos, and Aigion—using the GMPE from Danciu
and Tselentis [76]. All GMPEs (except for the one from Margaris et al. [74]) include a term
related to the type of focal mechanism, taking a value of 0 or 1 for normal and strike-
slip/thrust ruptures, respectively. As a seismic zone could potentially include any type
of focal mechanism, it was deemed necessary to compute their respective participation
rates. Thus, each GMPE was calibrated with the exact percentage of focal mechanism
types in each zone, generating weight-specific GMPEs (hereafter, w-sGMPEs). The final
results (PGA, PGV for return periods of 475 and 950 years, and Sa for a return period of 475
years) were computed via an equal-weighted logic tree, where each secondary branch was
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a w-sGMPE (except [74]) and each primary branch was a different seismotectonic model
(Figure 2). The reason for assigning equal weights to the primary branches was that none
of the three zonation models outweighs the others. There are uncertainties that would be
increased if a higher weighting factor would be assigned to the ASZ of ESHM13, ESHM20
or VAM16. For example, there are zones including both the western and eastern Gulf of
Corinth in ESHM13 and ESHM20 (zones 13 and 1 in Figures S1a and S1b, respectively).
In addition, certain small zones of the VAM16 model (zones 5, 13 in Figure S1c), result in
an insufficient number of earthquakes, not adequate to reliably compute the seismicity
parameters. The software used for PSHA was R-CRISIS and, specifically, its newest version
(V20.0) [66].

Figure 2. The logic tree constructed to calculate PGA, PGV, and Sa. All branches have the same weight-
ing coefficient. Results were generated for return periods of 475 and 950 years for both PGA and PGV
and 475 years for Sa. Abbreviations: VAM16: Vamvakaris et al. [65], CHO18: Chousianitis et al. [78],
SAK16: Sakkas [77], DAT07: Danciu and Tselentis [76], SKA07: Skarlatoudis et al. [75], SKA03:
Skarlatoudis et al. [75], MAR02: Margaris et al. [74].

2.2. Seismic Scenarios

We compiled a set of seismic scenarios to assess the seismic hazard in the broader
WGoC area in terms of maximum expected strong ground motion from specific seismic
sources. These scenarios were generated through stochastic simulations for a predicted
maximum magnitude (Mmax) for well-studied known faults in the area. Simulations were
performed using a stochastic finite-fault model based on a dynamic corner frequency ap-
proach with the EXSIM code [80,81]. The modeling strategy was based upon the discretiza-
tion of the earthquake fault plane into smaller subfaults, each of which was considered as a
potential earthquake source. The point-source stochastic method [82] was employed to gen-
erate synthetic time series for each subfault. The summation of the individual contributions
of each subfault, along with a suitable time delay, led to the final ground motion parameters
at the sites of interest. This approach has been widely implemented worldwide [83], as
well as in Greece [84–88].

The anticipated strong ground motion at a given site is a result of a complex physical
process that includes the relative contribution of source, path, and local site effects. Source
effects describe the characteristics of the accumulated strain release from the fault, which,
when released, results in the generation of an earthquake. These include, among others,
the source dimensions (length, width), the moment magnitude (Mw), the slip distribution
for the causative fault, and the stress parameter (Δσ). After the earthquake nucleation
and rupture, seismic waves travel through the Earth’s crust; therefore, path properties
must also be taken into account. Their propagation is most strongly affected by two path
parameters; i.e., the geometrical spreading and the anelastic attenuation, which is controlled
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by the quality factor (Q). Ultimately, the local site properties play an important role in the
resulting surface ground motions, given that the impact of the shallower layers may lead to
significant amplification of the seismic waves. These effects are treated by the EXSIM code
using the kappa (κ0) parameter [89] and user-defined soil amplification factors.

As a first step to obtain high-resolution model parameters for the desired earthquake
scenarios, we performed a stochastic simulation of the most recent strong (Mw ≥ 6.0)
earthquake in the study area; namely, the 1995 Aigion MS = 6.2 (Mw = 6.5 according to
the Global Centroid Moment Tensor (CMT) project) mainshock [29]. Modeling of past
earthquakes in the study area can significantly help in constraining the path and site
components of strong ground motion through comparison with GMPEs, as well as with
real strong motion data. In the case of the Aigion 1995 mainshock, 17 recordings from
seismic stations up to an epicentral distance of 140 km are available, allowing the calibration
of the synthetic results through an iterative procedure to achieve the best fit. The final model
parameters are summarized in Table 1. The causative fault’s dimensions and geometry
(strike and dip) were adopted following [29] and the upper edge of the fault plane was set
according to the model from Console et al. [90], which is in compliance with the geometry
of the seismogenic layer of the study area. The slip distribution onto the fault plane was
modeled through a random slip pattern, given that detailed finite-fault slip inversions are
not available for this case. This approach has been also followed by other authors for this
mainshock [86,88]. Finite-fault discretization into smaller subfaults was performed using
the empirical relationship proposed by Beresnev and Atkinson [91] (Equation (1)):

logΔl = 0.4M − 2, (1)

where Δl is the length of each subfault and M is the moment magnitude of the mainshock.
The Δσ is a parameter closely related to the actual stress drop and slip velocity due to

an earthquake occurrence, but it does not include the natural context of stress drop [92]. It is
generally considered to weakly scale with moment magnitude, but in a more regional extent
their interconnection appears to be more profound [93]. It was determined by employing
an iterative procedure, comparing the synthetic ground motions with recorded ones, as
well as with estimated peak values from well-established GMPEs [94,95] appropriate for
the study area. The Δσ value of 56 bars, which is routinely used as a mean value for
earthquakes in Greece [96,97], was used initially and, afterwards, various other values
were tested to find the best fit. Ultimately, Δσ = 30 bars was deemed appropriate and was
adopted in the simulations. This deviation from the mean value was foreseen, given that
low stress drop has been documented for this earthquake [98], as well as for the study area,
especially in comparison with the eastern part of the gulf where stress drop values appear
to be larger [99]. Regarding the path effects, the geometrical spreading model, as described
by Atkinson [100], was adopted, which divides the slope of the attenuation relation in three
distance intervals (<70 km, 70–130 km, and >130 km), reflecting the dominant type of wave in
the seismic signal. The anelastic attenuation, on the other hand, is described by the quality
factor proposed by Hatzidimitriou [101] for the broader Aegean region (Equation (2)):

Q(f) = 100f0.8, (2)

Lastly, to account for the local site conditions for synthetic ground motions, the average
κ0 value of 0.044 for class C (NEHRP) sites in Greece [102] was adopted, along with the
corresponding amplification factors. The selection of class C soil characterization was
based on local soil data (e.g., Vs30 profiles) for the major cities in the area and geology data
from the locations of the available seismic stations. In order to calibrate and validate our
results, the GMPEs of A14 and B14 were employed. Both were derived using strong motion
datasets from Italy, Greece, and Turkey.

After validating the basic stochastic simulation parameters for the study area, three
well-studied seismogenic faults (Psathopyrgos Fault (PT); Helike Fault (HF); Trizonia Fault
(TF)) were selected to assess the worst-case earthquake scenarios (Table 2, Figure 1). Given
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the limited extent of the area under study and the consistency in the seismotectonic regime,
we assumed that path and local site effects were properly constrained from the Aigion 1995
simulations. It was, therefore, only necessary to define the seismic source parameters and,
particularly, the fault dimensions and geometry, as well as the Mmax. Fault characteristics
were adopted from various studies (see Table 2 caption) and the Mmax was calculated
following the approach described by Kourouklas et al. [103], which is a slightly different
version of the method proposed by Pace et al. [104]. The adopted approach combined
various scaling relationships between magnitude and rupture length with the maximum
observed magnitude obtained from historical data. The finally adopted Mmax (Table 2) was
weighted and acquired through the combination of all relative Mmax values, along with
their standard deviations. In our assessment, the scaling laws from [105–108] were used.

Table 1. Modeling parameters used for the stochastic ground motion simulation of the Mw = 6.5
Aigion 1995 mainshock performed with the EXSIM code.

Parameter Value References

Strike 277◦

[29,90]

Dip 33◦

Burial depth 5 km

Fault dimensions (Length × Width) 15 km × 9 km

Mw 6.5

Stress parameter (Δσ) 30 bars This study

Kappa parameter (κ0) 0.044 [102]

Quality factor 100f0.8 [101]

Geometrical spreading as a factor of distance (Rn)
N = −1.0, R < 70 km

n = 0.0, 70 km ≤ R < 130 km
n = −0.5, R ≥ 130 km

[100]

Site amplification Empirical amplification factors from Klimis et al. [102]

Table 2. Stochastic modeling source parameters for the three selected seismic scenarios. Fault
orientation and dimensions were adopted from various sources [6,38,90]. Associated past strong
events were adopted from Boiselet [38].

Source Parameters
Psathopyrgos Fault

(PF)
Helike Fault

(HF)
Trizonia Fault

(TF)

Strike 270◦ 281◦ 95◦

Dip 40◦ 34◦ 65◦

Dimensions (length × width) 16 km × 8 km 22 km × 12.5 km 10.5 km × 8.5 km

Mmax 6.3 ± 0.3 6.4 ± 0.3 6.0 ± 0.4

Associated strong events

1462 (Mw = 6.4)
1703 (Mw = 6.1)
1714 (Mw = 6.1)
1756 (Mw = 5.9)

373 B.C.E.
(Mw ≈ 6.6)

61 C.E. (Mw = 6.3)
1758 (Mw = 5.9)
1817 (Mw = 6.4)
1861 (Mw = 6.5)
1888 (Mw = 6.3)

23 C.E. (Mw = 6.3)

Furthermore, the definition of the hypocenter position and the slip distribution onto
the fault plane is a crucial step in stochastic simulations. For the purposes of the present
study, we divided each fault segment into subfaults using Equation (1), and the hypocenter
position was placed randomly among them (minimum of 10 iterations). Different slip
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rupture patterns (minimum of 5 iterations) were examined, applying random slip weights
to each subfault.

3. Results

3.1. PSHA

The spatial distribution of the PGA, computed via the logic tree approach (Figure 2) for
a return period of 475 years, is illustrated in Figure 3a. The highest values were identified
in close proximity to the coastline, near the towns of Nafpaktos and Aigion. The PGA
decreased towards the north and reached its minimum of about 250 cm/s2 at the NE edge
of the study area. A maximum of ~325 cm/s2 was obtained approximately 5 km SSE of
Aigion. The difference between the highest and the lowest values was 75 cm/s2, which
indicates that their variation was low to intermediate. The spatial distribution pattern of
the PGA for a return period of 950 years was nearly identical (Figure 3b). A maximum
of ~400 cm/s2 was found SSE of Aigion, meaning that there was an increase of 75 cm/s2

compared to RP = 475 yr. The lowest value was about 300 cm/s2, increased by 50 cm/s2

from the respective value obtained for the return period of 475 years.

 
Figure 3. Spatial distribution of PGA values for a return period (RP) of (a) 475 yr and (b) 950 yr.

Regarding the seismic hazard intensity measure of the PGV, the spatial distribution
was similar to the PGA for a return period of 475 years (Figure 4a). A maximum of
~18.5 cm/s was found toward the southern edge of Aigion, where the highest PGA was
also determined. The lowest value persistently remained at the NE end of the study area,
with an approximate PGV of 14 cm/s. In Nafpaktos, the PGVs were lower than in Aigion
but higher than in Patras. The variation in the values was small, as the difference between
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the highest and lowest PGV was only 4 cm/s. In Figure 4b, the spatial distribution of PGVs
for a return period of 950 years is depicted. The highest PGV was about 24 cm/s, south of
Aigion, and the lowest was 18 cm/s at the NE tip. The increase between PGVs for the two
return periods was only 5 cm/s for the highest and 4 cm/s for the lowest values.

 
Figure 4. Spatial distribution of PGV values for (a) RP = 475 yr and (b) RP = 950 yr.

Hazard curves were also generated for the three main WGoC city and towns; namely,
Patras, Nafpaktos, and Aigion (Figure 5a). PGA values were calculated for a range of
exceedance probabilities in 50 years to observe the increase rate for the PGA as a function
of the return period. The hazard curves were proximal to each other, indicating that the
level of seismic hazard was similar among the three sites. Patras presented a slightly
lower PGA than Nafpaktos and Aigion. It could not be determined whether Aigion or
Nafpaktos exhibited higher seismic hazard, as the PGAs were almost identical between the
two cities. It is worth noting that the value of 1000 cm/s2 was exceeded only for very small
probabilities of exceedance, which implies that such extreme ground motions are unlikely
to be reached. The last output of the PSHA calculations was the computation of Spectral
acceleration (Sa) values for periods ranging from 0.1 s to 2.0 s in the three aforementioned
sites in order to construct uniform hazard spectra (Figure 5b). The Sa curves for Patras,
Nafpaktos, and Aigion were very similar to each other throughout all periods. This was
reasonable in light of the close geographical distance among them. As illustrated in both
PGA and PGV maps, the city and the two towns were adjacent to regions of comparable
maximum expected ground motions. The maximum of the three spectra was about 500
cm/s2 at a period of 0.25 s. The curves seemed to be nearly identical for periods above
0.9 s. Thus, at high periods, there was almost no difference between the three sites. Minor
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deviations were detected in the period range [0.3, 0.5] s, for which Nafpaktos seemed to
have slightly lower Sa values than Patras and Aigion. The elastic design spectra proposed
by the Current National Building Code (EAK2003) [109] and Eurocode 8 (Ec8) [110] were
also plotted to investigate their relation with our results. The seismicity was defined as
high (type I) and the soil as bedrock (type A) to match the input data of the herein proposed
model. The Ec8 spectrum overlay the spectra of the three urban areas for all periods, while
that of EAK2003 covered the spectra for the period range [1.4, 2.0] s.

Figure 5. Hazard curves in terms of (a) PGA for Aigion, Nafpaktos, and Patras and (b) UHS for the
aforementioned sites, alongside the Ec8 and EAK2003 response spectra. The red rectangle indicates
the range of eigenperiods of most buildings in the study area.

3.2. Seismic Scenarios
3.2.1. Validation of the Aigion 1995 Mainshock Simulation

In order to assess the ground motion variability caused by the Aigion 1995 mainshock,
PGA values were computed on a grid enclosing the area under study, with nodes at a
spacing of 0.03◦ in latitude and longitude. The spatial distribution of synthetic PGA values
is depicted in Figure 6a, along with the surface projection of the activated fault [29] and
the available recorded PGA. The highest values estimated onshore exceeded 500 cm/s2,
whereas in the city of Aigion, where the highest observed PGA was reported, they were
close to 300 cm/s2. The spatial distribution of simulated values was similar to those
presented in other studies [88,111], despite using diverse input parameters. The validation
of the final parameters used in the simulation is shown in Figure 6b, where simulated PGA
values are plotted against those derived from the selected GMPEs and the recorded ones
as a function of Joyner and Boore distances (Rjb). The functional form of the GMPEs used
corresponded to a normal faulting style and type C (NEHRP) soil condition. As shown in
Figure 6b, the PGAs obtained from EXSIM were in good agreement with the GMPE curves
throughout the entire Rjb range, except for the points that lay very close to the surface
projection of the fault plane (Rjb ≤ 2–3 km). This was, however, anticipated, given that
GMPEs are generally not fully capable of reliably reproducing the ground motion in very
short distances due to the limited availability of near-fault strong motion datasets, which
affects their formulation. Moreover, directivity effects may have a strong influence on
near-fault ground motion that is not fully captured by the GMPEs used. In this case, for
example, the high PGA value recorded in Aigion (AIGA; Figure 6b) has been attributed to
forward rupture directivity, in addition to local soil and topographic characteristics [29,111].
Nevertheless, the overall PGA variability lay inside the ±1σ range for both GMPEs in the
entire Rjb range. Regarding the attenuation pattern, PGAs prescribed by the A14 and B14
models appeared to decay slightly faster than the simulated ones; however, taking into
account the fact that the same finding also applied to the recorded ones (red triangles;
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Figure 6b), this highlights the importance of retrieving region-specific parameters that can
be incorporated into GMPEs. The finally adopted synthetic PGA values were obtained
based on the desire to achieve the right balance between keeping the lowest misfit among
synthetic, GMPE-derived, and real values. Consequently, as shown in Figure 6b, our
simulations were capable of reproducing the PGAs recorded from the two closest stations
(AIGA, AMIA) more closely than the GMPEs, whereas at larger distances the general trend
of the recorded PGAs (which presented a relatively high variability in certain cases) was
captured by both GMPEs and synthetic values.

 

Figure 6. (a) Spatial distribution of simulated PGA values (cm/s2) calculated with the EXSIM code
for the case of the Aigion 1995 mainshock. (b) Comparison between the recorded (red triangles),
GMPE-derived (lines), and simulated (crosses) PGAs, plotted as a function of the Joyner and Boore
distance (Rjb). The simulated values on the surface projection of the fault plane (Rjb = 0) were assigned
a very small positive Rjb value (~0.01 km) to make them visible on the logarithmic axis.

3.2.2. Spatial Distribution of Simulated PGA for Selected Faults and Site-Specific Analysis

In the finite-fault stochastic scenarios of the present study, a worst-case seismic scenario
was adopted in contrast to the PSHA, where peak ground motion parameters were obtained
from a large number of possible earthquakes with a certain probability of exceedance.
Figure 7 presents the spatial distribution of the simulated PGA values generated by the
three selected faults (Table 2). The color scales retain a common, fixed range of PGA values
to enable a comparison between each scenario. Simulated acceleration time series for Patras,
Nafpaktos, and Aigion are also illustrated along with the resulting PGA values.

In all cases, the maximum PGAs, located at the surface projection of the faults or
nearby, appeared to be relatively close, ranging from approximately 350 to 450 cm/s2. The
HF may have had larger dimensions among the three cases, but PF produced the highest
acceleration values onshore (Figure 7a), even though it was assigned a slightly lower Mmax
(6.3) than HF (6.4; Table 2).

Similar to the PSHA framework, hazard response spectra for Aigion, Nafpaktos, and
Patras for hypothetical future earthquakes originating from the selected faults (PF, HF, TF)
were constructed for 5% damping (Figure 8). In this case, however, it became plausible
to gain insight into which seismic sources are more capable of causing damage to each
urban area. In all cases, the response spectra of simulated ground motions exhibited a spike
behavior at short periods of [0.1–0.3] s, followed by a relatively sharp decline. As shown in
Figure 8a, the town of Aigion is mostly threatened by HF and TF, whereas PF poses the
greatest threat to Nafpaktos and Patras. The city of Patras (Figure 8b) is exposed to a lower
level of seismic hazard compared to the other cases when taking into account the major
active faults of the WGoC. Maximum Sa values exceeded 300 cm/s2 for a hypothetical
rupture of PF, whereas HF produced the lowest expected values (approximately half of
the corresponding ones for PF). Moreover, the town of Nafpaktos, located in between the
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aforementioned sites, is highly susceptible to high levels of seismic hazard due to the PF,
with maximum expected Sa values approaching almost 900 cm/s2. TF and HF, which are
located quite far from the town, do not pose significant hazards, given that the predicted
maximum Sa values were within the ranges appointed by the National Building Code [109].

 
Figure 7. Spatial distribution of simulated PGA values (cm/s2) calculated with the EXSIM code for
the cases of the (a) Psathopyrgos, (b) Helike, and (c) Trizonia Faults. Synthetic acceleration time series
for Patras, Nafpaktos, and Aigion are also displayed along with the maximum obtained values.
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Figure 8. Response spectra of the selected earthquake scenarios for (a) Aigion, (b) Patras,
and (c) Nafpaktos corresponding to 5% damping. TF: Trizonia Fault, HF: Helike Fault, PF:
Psathopyrgos Fault.

4. Discussion

The high seismicity of the study area, both onshore and offshore, is due to the high
average extension rate of the tectonic rift [5]. It is expressed through both large earthquakes
and seismic swarms [7,17,20,39,112–114], which confirm the great importance of seismic
hazard assessment as a means to quantify anticipated levels of ground shaking.

When performing PSHA, there are two types of uncertainties, i.e., aleatory uncertainty
and epistemic uncertainty [115]. The first one accounts for random variations in PGA, PGV
and Sa values due to the implementation of a GMPE, whereas the second one accounts
for the accuracy of the values [115]. Epistemic uncertainty is usually handled by the
incorporation of a logic tree approach to account for the implementa-tion of more than one
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GMPE [115–117]. This is the procedure followed in the present study, given that by taking
into account alternative models the uncertainties can be reduced [115].

The PGA results for a return period of 475 years, obtained through the Cornell–
McGuire approach, can be directly compared with the reference value proposed by the
current Greek Building Code [109]. EAK2003 divides Greece into three zones and defines
the maximum expected ground acceleration for a return period of 475 years. The Western
Gulf of Corinth is within zone II, with a reference value of 0.24 g (~240 cm/s2). However, in
the herein proposed model, the entire study area exceeded 240 cm/s2. The computed PGA
results in the northeastern part of the area were close to the EAK provisions, even though
they still slightly exceeded them. The highest value was about 325 cm/s2, surpassing
EAK2003 by 74%. The calculated PGA for a return period of 950 years can be utilized for
the construction of buildings of greater importance, such as schools and medical centers.
The spatial patterns of PGA and PGV for both return periods were similar; i.e., the highest
values were found close to the Gulf, where seismicity is higher, whereas the lowest values
were onshore, far from the coastline.

A comparison of the PGA results obtained to those of Banitsiotou et al. [49] and
Tselentis et al. [54] was attempted, both of which are for the whole Greek territory.
Banitsiotou et al.’s [49] computed PGA values were for certain cities, one of them being
Patras, which was assigned a PGA of 0.26 g for a return period of 475 years. In this study,
the corresponding PGA was ≈300 cm/s2, which is slightly higher. Tselentis et al. [54]
computed PGA and PGV for the same return period for Greece. PGA values varied
between 0.40 g and 0.50 g close to Patras and Nafpaktos and between 0.50 g and 0.60 g
close to Aigion. Concerning PGV, Tselentis et al. [54] proposed values in the broad range
of [20.0–105.0] cm/s. In the present study, PGA and PGV values were in the range of
[0.25–0.33] g and [15.0–18.5] cm/s, respectively. The existing deviations can be attributed to
the different seismic and geometry data used in each case.

Hazard curves were constructed for the most populated sites of the study area, the
city of Patras and the towns of Nafpaktos and Aigion. All three are located close to the
coastline and are characterized by high expected ground motion values. The distances
between them are relatively small and they belong in the same or neighboring (according
to the model) area source zones, parameterized with similar geometry and seismicity data.
For this reason, their corresponding hazard curves were quite close to each other, whereas
strong ground motions (>1 g) occurred only at low exceedance probabilities.

Uniform hazard spectra were obtained by adopting the GMPE from Danciu and
Tselentis [76]. The final results were derived using the same logic tree but without the
minor branches, as they were replaced with this GMPE. However, the adopted model was,
again, parameterized to take into account all types of focal mechanisms for each zone. The
values for the spectral acceleration were almost the same for all three cases, as was also
observed in the hazard curves. Differences from the elastic design spectra of EAK2003 [109]
and Ec8 [110] were evident. The fundamental periods of interest had ranges of [0.1, 0.5] s
(Figure 5) for the majority of buildings in Greece. In this range of values, the spectra for
Patras, Nafpaktos, and Aigion significantly surpassed EAK2003. However, they were fully
overlaid by the design spectra from Ec8. Moreover, given that the probability of exceeding
the respective Sa value was equal for all periods, and since all future earthquake events
were taken into account, it is reasonable that higher values were computed. Hence, it is
suggested that the Ec8 regulations should be respected for the majority of buildings in the
study area.

In addition to the traditional PSHA approach, finite-fault stochastic simulations were
performed by generating earthquake scenarios for a predicted maximum magnitude (Mmax),
calculated by taking into account past seismicity and fault data. The three modeled active
faults were the Psathopyrgos, Helike, and Trizonia Faults. Final results were obtained by
testing both random earthquake nucleation points and co-seismic slip distribution on the
surface. Prior to the computations, stochastic modeling parameters regarding the path
and local site effects were calibrated by performing strong ground motion simulation of
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the largest recent event; namely, the Aigion earthquake that struck the study area in 1995.
Comparison with real strong motion data and GMPEs proved that this methodology is
reliable for the reproduction of the ground motion, regardless of the uncertainties that
are involved, which can be ascribed mainly to source complexity and local site condition
variability. As a result, this methodology can be treated as a powerful tool for the simulation
of the expected strong ground motion of future strong earthquakes, especially for cases
where recordings are sparse or not available. It, therefore, provides a unique opportunity
to comprehensively evaluate seismic hazard with the synergy between PSHA outcomes
and specific scenarios.

Site-specific analysis at the three selected sites was performed through a comparison
between response spectra for each seismic scenario. Sa values constitute a good indicator of
seismic loading for a variety of structures, as they describe the absolute maximum response
of a single degree-of-freedom oscillator to an enforced ground motion. The mean response
spectra exceeded the current EAK2003 in some cases, as in Nafpaktos for the hypothetical
rupture of the Psathopyrgos Fault. The city of Patras was revealed to be the site less exposed
to seismic hazard among those examined for the selected scenarios. However, it should be
noted that other faults outside the WGoC may be more dangerous for Patras, such as the
Rion–Patras fault zone (Figure 1); the local NW–SE sinistral-slip fault, which was related to
the 1993 earthquake [41]; or even the Andravida fault, further southwest, which has caused
strong earthquakes in the past [118]. The latter two faults were not taken into account, as
the present study assessed seismic hazard in the WGoC area.

Overall, the PGA variability obtained from the specific fault scenarios lay inside the
PGA values calculated through the PSHA. Figure 3a,b indicate that the western part of
the study area exhibited a similar level of seismic hazard under the PSHA evaluation.
The expected peak ground motions in this part, however, were considerably affected by
the nearby seismic sources to the west (the Ionian Islands and the westernmost end of
the Hellenic Arc), which are among the most active and productive in terms of seismic
potential [119]. PSHA provided valuable information reflecting the combined effects of all
potential seismic sources, making it possible to assess seismic hazard in terms of statistical
likelihood of occurrence. On the other hand, the employment of seismic scenarios made
it possible to acquire more realistic results concerning specific strong events through the
definition of local site effects and path properties but without taking into account the time
frame of occurrence.

5. Conclusions

A holistic seismic hazard assessment, including both probabilistic and scenario-based
methods, was conducted for the highly active Western Gulf of Corinth area in Central
Greece. Initially, seismic hazard was evaluated using a probabilistic approach, taking into
account all the Mw ≥ 4.0 earthquakes recorded during 1900–2019, in order to determine
values for PGA, PGV, and Sa in a dense grid. For this purpose, the Cornell–McGuire method
was utilized. Aiming to incorporate a multitude of seismotectonic models in order to
qualitatively cope with epistemic uncertainties, three models—namely, ESHM13, ESHM20,
and VAM16—were considered, and GMPEs were introduced for each zone. The PGA and
PGV results were obtained through an equal-weight logic tree approach in which each
major branch was a seismotectonic model and each minor branch was a modified GMPE.
The logic tree procedure incorporated with the five GMPEs that were developed using
Greek data qualitatively reduced epistemic uncertainties, which simple PSHA approaches
may carry. In addition, PGA values were computed for the most populated urban areas
(Patras, Nafpaktos, and Aigion) for various exceedance probabilities in 50 years.

The results obtained herein highlight the great significance of seismic hazard as-
sessment using a combined approach that takes into account not only the evaluation of
ground parameters in terms of probabilities of occurrence in a given time frame but also
the anticipated effects of deterministic worst-case scenarios. Future work could include
disaggregation of PSHA results so that the parameter pair of magnitude and epicentral
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distance that contributes most to seismic hazard can be identified. In this way, scenarios
could be generated based on this result. Furthermore, a study of the Peak Ground Rota-
tional Acceleration (PGRA) and Velocity (PGRV) values could be undertaken, as it has been
proven that their results provide aid for engineering purposes [58,77,120]. In addition, the
incorporation of a comprehensive microzonation scheme could provide valuable insight
into the impact of future strong earthquakes on the major cities of the study area by identi-
fying the possible amplification trends with respect to the structural response. Lastly, the
results of the present seismic hazard study can be exploited in the future to assess seismic
risk at urban centers in the WGoC area after incorporating structural vulnerability data.
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Abstract: Greece is one of Europe’s most seismically active areas. Seismic activity in Greece has
been characterized by a series of strong earthquakes with magnitudes up to Mw = 7.0 over the
last five years. In this article we focus on these strong events, namely the Mw6.0 Arkalochori
(27 September 2021), the Mw6.3 Elassona (3 March 2021), the Mw7.0 Samos (30 October 2020), the
Mw5.1 Parnitha (19 July 2019), the Mw6.6 Zakynthos (25 October 2018), the Mw6.5 Kos (20 July
2017) and the Mw6.1 Mytilene (12 June 2017) earthquakes. Based on the probability distributions of
interevent times between the successive aftershock events, we investigate the temporal evolution
of their aftershock sequences. We use a statistical mechanics model developed in the framework of
Non-Extensive Statistical Physics (NESP) to approach the observed distributions. NESP provides
a strictly necessary generalization of Boltzmann–Gibbs statistical mechanics for complex systems
with memory effects, (multi)fractal geometries, and long-range interactions. We show how the NESP
applicable to the temporal evolution of recent aftershock sequences in Greece, as well as the existence
of a crossover behavior from power-law (q 
= 1) to exponential (q = 1) scaling for longer interevent
times. The observed behavior is further discussed in terms of superstatistics. In this way a stochastic
mechanism with memory effects that can produce the observed scaling behavior is demonstrated. To
conclude, seismic activity in Greece presents a series of significant earthquakes over the last five years.
We focus on strong earthquakes, and we study the temporal evolution of aftershock sequences of
them using a statistical mechanics model. The non-extensive parameter q related with the interevent
times distribution varies between 1.62 and 1.71, which suggests a system with about one degree
of freedom.

Keywords: aftershocks sequences; Tsallis entropy; interevent times; power-law scaling; complexity;
Greek seismicity

1. Introduction

Due to the fact that a strong mainshock immediately after its occurrence can induce
a high number of aftershocks in the broader epicentral area, aftershock sequences are
typically regarded as an important component of the earthquake occurrence. Following
the mainshock, many aftershocks typically occur in and around the fault rupture regions.
In the larger framework of seismic activity analysis research, understanding the tempo-
ral characteristics of these earthquake sequences is a crucial first step. Time-correlated
structures that determine the time series of observed earthquakes can provide usable data
about the dynamic features of earthquake activities and the associated geodynamic mecha-
nisms [1]. In this paper, we investigate the temporal properties of seven recent aftershock
sequences that occurred in Greece between 2017 and 2021. Greece is located at the limits
of contact and convergence of the Eurasian and African plates, which gives rise to intense
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geodynamic processes and seismicity, with several large magnitude events reported in both
historic and modern times [2]. In terms of seismic energy release, Greece is ranked first
in the Mediterranean and Europe, and sixth in the world [3]. This high seismic activity is
commonly linked to the following geotectonic features: (a) the continental convergence,
which consists of the oceanic component of the North African plate subduction beneath the
European plate. Due to the accretion of African plate sediments beneath the underlying
Aegean plate, this movement was coupled with severe crustal shortening and an uplift
rate of a few millimeters per year throughout the Hellenic Arc, (b) the rollback of the
subducting African slab causes high-rate extension in the back-arc area and last (c) the most
prominent tectonic feature of the North Aegean Sea, the North Aegean Trough (NAT) and
the Cephalonia Transform Zone (CTFZ) [4].

Based on the recent earthquake activity over the last four years, this area of Greece
is characterized by strong earthquakes. More specifically, we focus on the recent strong
earthquakes such as that of Mw6.0 Arkalochori (27 September 2021), the Mw6.3 Elassona
(3 March 2021), the Mw7.0 Samos (30 October 2020), the Mw5.1 Parnitha (19 July 2019),
the Mw6.6 Zakynthos (25 October 2018), the Mw6.5 Kos (20 July 2017) and the Mw6.1
Mytilene (12 June 2017) earthquakes. These events generated intense and prolonged
aftershock sequences.

Herein, we study the temporal properties of these aftershock sequences that occurred
in the area of Greece, with particular emphasis on the probability distribution of the
interevent times T between successive aftershocks, in view of the ideas of non-extensive
statistical physics [5,6]. The Non-Extended Statistical Physics (NESP) is a generalization of
Boltzmann–Gibbs (BG) statistical physics and is used to estimate the probability distribution
of T and to determine its non-additive entropic parameter q [7], which is estimated to vary
in the range 1.62–1.71. In all analyzed aftershock sequences, we recognize a crossover
behavior from power-law (q 
= 1) to exponential (q = 1) scaling for larger interevent times.

2. Principles of Non-Extensive Statistical Physics

In this work, we use a generalized formulation of Boltzmann–Gibbs (BG) statistical
physics, termed non-extensive statistical physics (NESP) [8–12], to investigate the distribu-
tion of the interevent times between the successive aftershocks. The fundamental benefit
of NESP, is that it takes into account correlations on all length scales between system
elements, resulting in asymptotic power-law behavior. NESP has been used in a wide
variety of fields such as non-linear dynamical systems, including aftershock sequences [13],
seismicity [5–7,14–16], natural hazards [17], and complexity in volcanic areas [12], among
others [8]. Such characteristics can be described in fracture-related phenomena. Non-
extensive statistical physics is concerned with precisely such phenomena.

Initially, NESP begins by defining entropy by Tsallis [18]. This entropic functional
is appropriate for characterizing complex systems with finite degrees of freedom, self-
organized critically, and non-Markovian characteristics with long-range memory, properties
as that commonly occur in geosciences [5,19–21]. The present application of Tsallis entropy
introduces the variable of T (i.e., the interevent times) between two successive aftershocks,
where p(T) dT indicates the number of the parameter between T and T+dT. An earthquake
complex system, in a non-equilibrium state, can be described by an entropic functional Sq
introduced by Tsallis [18]

Sq = kB
1 − ∑i pq(Ti)

q − 1
(1)

where kB is Boltzmann’s constant, p(T) is the probability distribution of interevent times
T and the index q expresses the degree of non-additivity of the system. The index q may
violate the additivity principle of classical BG entropy [8,18]. In [18] it was demonstrated
that in the limit of q→1, the non-extensive entropy Sq recovers the Boltzmann–Gibbs
(BG) one.
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In earth sciences, the cumulative distribution function is traditionally used in the
framework of NESP [20,21]. This expression is derived by maximizing Sq while imposing
appropriate constraints and employing the Lagrange multipliers method, yielding to [8]:

p(T) =

[
1 − (1 − q)

(
T
Tq

)] 1
1−q

Zq
=

1
Zq

expq

(
− T

Tq

)
(2)

whith Zq the so-called q-partition function

Zq =
∫ ∞

0
expq

(−T/Tq
)
dT, (3)

and Tq denotes the generalized scaled interevent time. With respect to Equation (2) q-
exponential function appears, defined as [8]

expq(X) = [1 + (1 − q)X]
1

1−q , (4)

for 1 + (1 − q)X ≥ 0, while in other cases expq(X) = 0.
Equation (2) is further used to estimate the cumulative distribution function (CDF) of

the interevent times:

P(> T) =
N(> T)

N0
, (5)

with N(>T), is the number of the interevent times with value greater than T and N0 their
total number [22,23]. By using Equation (2), P(>T) equals to Equation (6) which has the
form of a q-exponential function, hereafter calles Q-exponential one:

P(> T) = expQ(−T/T∗), (6)

with:
T∗ = TqQ (7)

q = 2 −
(

1
Q

)
(8)

The Q-logarithmic function is the inverse function of the Q-exponential and it is
defined as:

lnQP(> T) =
P(> T)1−Q − 1

1 − Q
, (9)

Equation (9) demonstrates that the Q-logarithm [8,24] of CDF of interevent times, is
linearly scaled with T with an expression:

lnQP(> T) = − T
T∗ , (10)

with slope 1/T∗ [14].
According to the different values that the parameter q can take, three particular cases

arise. More specifically, in the limit q→1, the q-exponential leads to the ordinary exponential
function. For q > 1, the q-exponential function exhibits an asymptotic power-law behavior
with slope −1/(q−1), whereas for 0 < q < 1, the q-exponential function presents a cut-off [22].

The Tsallis entropy Sq (with q 
= 1) is non-additive, whereas the BG entropy is additive,
which means that in the merged system’s (A + B), BG entropy is equal to the sum of the
constituent BG entropies of the systems A and B respectively [19,24–27]. In NESP approach,
in the case where A and B are probabilistically independent, we have [19]:

Sq(A + B) = Sq(A) + Sq(B) +
(q − 1)

kB
Sq(A)Sq(B), (11)
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When q = 1, the Tsallis entropy Sq coincides with the BG one. Despite having
several characteristics in common, such as non-negativity, expansibility, and concavity,
Sq and SBG differ significantly from one another. Particularly, there are three types of addi-
tivity: q < 1 represents super-additivity, q > 1 represents sub-additivity and the right-hand
side of Equation (11) vanishes at q = 1, leading to additivity features [7,8].

3. Data Analysis and Results

In this paragraph, we present the findings based on the previously described method-
ology. The study is focused on the scaling properties of the aftershock sequences’ temporal
evolution, for the seven strong shallow earthquakes that took place over the previous five
years in Greece (Table 1). The epicenters and focal mechanisms of these strong events are
illustrated in Figure 1, with event numbers corresponding to the ones dictated in Table 1.

Table 1. Results of all analyzed aftershock sequences, where Mc is the completeness magnitude of
the catalogue used, q is the Tsallis entropic parameter of the interevent time distribution, Tq denotes
the generalized scaled interevent time, and Tc is the cross-over point at which the transition from
Tsallis to BG statistical mechanics occurs.

Event No. Date
Time

(G.M.T.)
Lat.
(◦N)

Long.
(◦E)

Depth
(km)

Mw Mc Database
No. of

Aftershocks
Duration
(Days)

q Tq (s) Tc (s)

1. Arkalochori 27/09/21 06:17:21 35.15 25.27 10 6.0 2.5 H.U.S.N. 700 95 1.62 774 7.8 × 103

2. Elassona 03/03/21 10:16:08 39.73 22.22 10 6.3 2.5 A.U.TH. 676 33 1.62 231 4.6 × 103

3. Samos 30/10/20 11:51:25 37.91 26.84 10 7.0 2.5 E.M.S.C. 1158 64 1.63 220 9.8 × 103

4. Parnitha 19/07/19 11:13:15 38.13 23.53 14.97 5.1 1.0 S.L.-N.K.U.A. 436 400 1.71 942 175 × 103

5. Zakynthos 25/10/18 22:54:50 37.35 20.49 13 6.6 2.1 H.U.S.N 1668 366 1.68 1629 5.6 × 103

6. Kos 20/07/17 22:31:10 36.97 27.41 7.1 6.5 1.6 K.O.E.R.I. 6492 530 1.63 201 15 × 103

7. Mytilene 12/06/17 12:28:37 38.85 26.31 9 6.3 2.0 E.M.S.C. 1610 365 1.68 418 11 × 103

Figure 1. Geographical distribution of the seven studied mainshocks. The index numbers depicted
in this figure correspond to the event indices given in Table 1. The colors and sizes of the focal
mechanisms (beachballs) are related to the depth and the magnitude of each event. The faults are
visualized according to the GEM database [28].
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For the purpose of the definition of the aftershock zone, an elliptical region was initially
picked for every main shock based on the distribution of its aftershocks and consequently
the catalogue for each aftershock sequence was obtained. In order to test the stability of our
results, we examined creating catalogues of earthquakes with 20% greater major axes of
the ellipse. Considering the spatial distribution of aftershocks, small changes do not affect
the parameter estimations that we will consider below, since the majority of the aftershock
events included in the elliptic area first selected. Subsequently, the catalogue was updated
to include all earthquake event occurrences inside this zone and for a period of two to
four months after the main shock (see Table 1). Following the creation of the catalogues,
we estimated the magnitude of completeness (Mc) for each aftershock sequence using the
frequency–magnitude distribution [29,30]. It is worth noting that aftershock sequences can
be depicted in terms of the modified parameters of the Gutenberg–Richter law [31,32].

The locations of the seven shallow mainshocks are illustrated in Figure 1. The earth-
quake numbers are presented chronologically from most recent to oldest in the event
indexes. Along with the entropic parameters q and Tc, which represent the transition point
from the non-additive to additive range in every aftershock series, the parameters of each
mainshock and its aftershock sequence are summarized in Table 1.

Next, the interevent time distribution is calculated for each aftershock sequence, and
a Q-exponential function fitting up to a value Tc, yielding to the Q and q parameters,
respectivelly. In all cases that we study, we observe a deviation from the Q-exponential
function for high values of time T, with T > Tc. Additionally, using the estimated Q
value from the prior analysis, the Q-logarithmic function of P(>T) as a function of T is
constructed. The range of interevent times, provided by Equation (12), where lnQP(>T) vs.
T is a straight line, is then specified along with its correlation coefficient. The transition
from NESP to BG statistical physics is indicated by the deviation from linearity at Tc. This
demonstrates that in the immediate aftermath of the mainshock, the system is controlled
by NESP, whereas as the aftershock sequence develops at T > Tc, the system is controlled
by BG statistical mechanics.

Figure 2 presents a flowchart of the process behind the non-extensive statistical physics
flowchart implemented in the present work.

Figure 2. This flowchart summarizes the process behind the non-extensive statistical physics model
implemented in the present work.

3.1. The Arkalochori Aftershock Sequence

In this section, we investigate the space–time distribution of the main event’s after-
shock sequence, which struck the Greek island of Crete at a depth of about 10 km on
27 September 2021 [33,34] The earthquake’s epicenter was located southeast of Herak-
lion. The mainshock had a magnitude Mw6.0. Based on a detailed examination of the
aftershock sequence, as located by the Hellenic Unified Seismological Network (HUSN)
station network (http://www.gein.noa.gr/en/networks/husn, accessed on 27 September
2022), the aftershock area encompasses the region between longitudes 25.17◦ E–25.40◦ E
and latitudes 35.03◦ N–35.24◦ N. The aftershocks’ catalogue includes events characterized
by magnitudes 2.5 ≤ Mw ≤ 5.8, with a completeness magnitude of Mc = 2.5. Accord-
ing to different networks and catalogues, Mc-value varies systematically in space and
time. However, we should be cautious because commonly this value may lead to inac-
curate estimations in statistical analyses due to it being higher in the early part of an
earthquake sequence.

We study the probability distribution of interevent times in the aftershock series of the
Arkalochori, 2021 event using the NESP framework, as described previously. This approach

63



Appl. Sci. 2023, 13, 1995

results from the generalized expression of entropy (Equation (1)), which is characteristic
for complex systems with finite degrees of freedom and long-range memory [5,8,22].

Figure 3a shows a typical Q-exponential pattern in the log–log plot of the cumulative
distribution function (CDF), P(>T) = N(>T)/N0 of aftershocks’ interevent times. Figure 3a
shows that for values of T greater than a critical interevent time Tc (i.e., when T > Tc), there
is a divergence from the Q-exponential function. Furthermore, fitting the Q-exponential to
the instances up to a value near to Tc yields q = 1.62, as shown by Equations (7) and (8).

 
(a) (b) 

 
(c) 

Figure 3. (a) The interevent times CDF of the 2021 Mw6.0 Arkalochori earthquake, for the aftershocks
with M > Mc. The scarlet solid line is the Q-exponential operation with q = 1.62. The change of colors
indicates the crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The
lnQP(>T) as a function of interevent times T, where the scarlet line presents the fitting with q = 1.62
and correlation coefficient 0.9953 up to Tc. Tc value close to 7750 s is suggested by the deviation from
linearity. (c) Interevent time T evolution with time t since the main shock. The red line illustrates the
Tc value.

Next, we show lnQP(>T) (see Equation (10)) as a function of interevent times T for
q = 1.62 in Figure 3b. We estimate Tc to be ≈7750 s based on the divergence from predicted
linearity during the transition from one system to another.

Figure 3c illustrates that the T evolves as a function of time t since the main shock.
The Tc value indicates that the majority of interevent times have a value of T below Tc
(Figure 3c) in the early aftershock time, supporting the idea that the NESP mechanism
is predominant in the beginning of the aftershock evolution, indicating finite degrees of
freedom and long-range memory effects. As time passes, these traits of the aftershock
sequence are not prevalent anymore and BG statistics are restored (i.e., q = 1) [14].

3.2. The Elassona Aftershock Sequence

Here we focus on the aftershock sequence of the main earthquake that took place near
the capital city of Larissa in Thessaly on 3 March 2021. The mainshock had a magnitude
of Mw6.0 (from the Geophysical Laboratory of the Aristotle University of Thessaloniki
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(GL-AUTH), http://geophysics.geo.auth.gr/, accessed on 27 September 2022) (Table 1),
and generated a prolonged aftershock sequence in a general SE–NW direction [34]. The
aftershock area, for a 1-month time interval from 3 March 2021 to 4 April 2021, covers the
region between longitudes 21.47◦ E–23.13◦ E and latitudes 39.01◦ N–40.56◦ N. The after-
shocks’ catalogue includes 676 aftershocks characterized by magnitudes 2.5 ≤ Mw ≤ 5.8,
with a completeness magnitude of Mc = 2.5 [33,35].

The CDF of the interevent times for the Elassona 2021 aftershock sequence, based on
the fitting of the Q-exponential function (Equations (7) and (8)) to the values of T, up to
a value approaching Tc, reaches to q = 1.62 (see Figure 4). Next, in Figure 4b we present
the lnQP(>T) as an operation of interevent times T for q = 1.62. From its deviation from
the expected linearity, the approximated value of Tc ≈ 4587 s is extracted. A graph of the
evolution of interevent time T over time t since the main shock is shown in Figure 4c.

(a) (b) 

 
(c) 

Figure 4. (a) The interevent times CDF of the 2021 Mw6.3 Elassona Earthquake, for the aftershocks
with M > Mc. The scarlet stroke is the Q-exponential fitting with q = 1.62. The change of colors
indicates the crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The
lnQP(>T) as a function of T, where the scarlet line presents the fitting with q = 1.62 and correlation
coefficient 0.9936 up to Tc. Tc value close to 4587 s is suggested by the deviation from linearity.
(c) Interevent time T evolution with time t since the main shock. The red line illustrates the Tc value.

3.3. The Samos Aftershock Sequence

A strong and shallow earthquake of Mw = 7.0 struck Samos Island on the Aegean Sea
(Figure 1), on 30 October 2020. Its aftershocks area covers the region between longitudes
26.10◦ E–26.99◦ E and latitudes 37.64◦ N–37.98◦ N. The catalogue, for a completeness
magnitude of Mc = 2.5, includes 1158 aftershocks (Table 1).

Using the same methodology as previously, fitting the Q-exponential function to the
noticed data up to a value near to Tc yields q = 1.63 (Figure 5a). We estimate Tc to be 9761 s,
based on the deviation from predicted linearity (Figure 5b). In the early time aftershock
part, most of the interevent times, with T values less than Tc exist, which forces us to
conclude that the Tsallis entropy mechanism is dominant in this early part of the aftershock
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evolution. With the progress of time, the pattern of the aftershock sequence, such as finite
degrees of freedom and long-range memory, are notpredominant anymore and the BG
statistical physics controls the aftershocks evolution (i.e., q = 1) (Figure 5c) [14].

(a) (b) 

 
(c) 

Figure 5. (a) The interevent times CDF of the 2020 Mw7.0 Samos Earthquake, for the aftershocks
with M > Mc. The scarlet solid stroke is the Q-exponential fitting with q = 1.63. The change of colors
indicates the crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The
lnQP(>T) as a function of T, where the red line presents the fitting with q = 1.63 and correlation
coefficient 0.9942 up to Tc. A Tc value close to 9761 s is suggested by the deviation from linearity.
(c) Interevent time T evolution with time t since the main shock. The scarlet line illustrates the
Tc value.

3.4. The Parnitha Aftershock Sequence

On 19 July 2019, at 11:13:15 GMT (Greenwich Mean Time), an earthquake of
Mw = 5.1 struck Athens, the Capital of Greece. The mainshock’s location parameters
were obtained from the catalogue of Kapetanidis et al. (2020) [36], summarized in Ta-
ble 1. The event took place NW of the Thriassio basin. The aftershock distribution of
the 436 events covers the region between longitudes 23.47◦ E–23.67◦ E and latitudes
38.05◦ N–38.18◦ N and characterizes aftershocks with magnitudes 1.0 ≤ Mw ≤ 4.2. The
catalogue of this earthquake with completeness magnitude Mc = 1.0, covers the period
from the day of the main event up to 21 August 2020.

In Figure 6a, q = 1.71 is obtained by fitting the Q-exponential function to the observed
data up to a value close to Tc. In the present aftershock sequence, there is a slight increase
in the parameter q compared to the previous ones (see also Table 1). The deviation of the
Q-logarithmic operation from the expected linearity is observed at a Tc value of ≈175,460 s
(Figure 6b). In the early aftershock period, there are more interevent times with values
lower than Tc indicating that the Tsallis entropy description dominates the aftershock
evolution in the immediate to the main shock time. As time passes, some of the traits of
the early aftershock sequence related to NESP are insignificant and BG statistical physics
are recovered.
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(a) (b) 

 
(c) 

Figure 6. (a) The interevent times CDF of the 2019 Mw5.1 Parnitha Earthquake, for the aftershocks
with M > Mc. The scarlet stroke is the Q-exponential fitting with q = 1.71. The change of colors
indicates the crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The
lnQP(>T) as a function of T, where the red line is the fitting with q = 1.71 and correlation coefficient
0.9912 up to Tc. Tc value close to 175,460 s is suggested by the deviation from linearity. (c) Interevent
time T evolution with time t since the main shock. The scarlet line illustrates the Tc value.

3.5. The Zakynthos Aftershock Sequence

Herein, we study the seismic sequence that began on 25 October 2018 with a shallow
Mw = 6.6 earthquake off the coast Zakynthos (Ionian Sea, Greece) (Figure 1). Based on
detailed examination of the 1668 aftershock sequence, which were located by the station
network of the Hellenic Unified Seismological Network (HUSN), we conclude that the
duration corresponds to the 1-year time period i.e., from 25 October 2018 up to 19 October
2019. According to the catalogue used, aftershocks occurred with a magnitude greater than
Mw2.1.

Plotting the CDF, P(>T) = N(>T)/N0 of aftershocks interevent times on a double-log
scale, a typical Q-exponential pattern presents for T < Tc, with q = 1.68 (Figure 7a). The
transition from NESP to BF statistics is estimated to be at about Tc ≈ 5607 s (Figure 7b). The
Tc value (red dashed line in Figure 7c) suggests that the Tsallis entropy controls the early
stages of the aftershocks’ evolution. Certain traits of the early aftershock sequence related
to the NESP become less significant as time passes by, and the statistical physics of BG
is recovered.
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Figure 7. (a) The interevent times CDF of the 2018 Mw6.6 Zakynthos Earthquake, for the events with
M > Mc. The scarlet stroke is the Q-exponential fitting with q = 1.68. The change of colors indicates
the crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The lnQP(>T) as
a function of T, where the red line is the fitting with q = 1.68 and correlation coefficient 0.9966 up to Tc.
Tc value close to 5607 s is suggested by the deviation from linearity. (c) Interevent time T evolution
with time t since the main shock. The scarlet line illustrates the Tc value.

3.6. The Kos Aftershock Sequence

An earthquake with magnitude Mw = 6.5 at a depth of 7.1 km, which had a normal
faulting mechanism striking about east–west (Figure 1), happened on 20 July 2017 in
Gökova Bay, in the Aegean Sea, at 22:31:10 GMT between Bodrum town, Turkey, and Kos
Island, Greece. As stated in the data, the mainshock epicenter was given as 27.41◦ E and
36.97◦ N located 12 km ENE to Kos in Greece and 8 km SE to Bodrum in Muğla in Turkey.
The earthquake generated a tsunami that affected the coast of the Bodrum peninsula and
the northeast coast of Kos. A tide gauge in Bodrum, close to the earthquake’s epicenter,
recorded the tsunami [37].

The data were obtained from the Boun Koeri Regional Earthquake-Tsunami Monitor-
ing Center, Kandilli Observatory and Earthquake Research Institute (RETMC) (the Turkish
Disaster and Emergency Management Presidency, AFAD; Boğaziçi University (KOERI),
http://www.koeri.boun.edu.tr/, accessed on 27 September 2022). This study’s goal is to
give a thorough region-time analysis with a variety of aftershock attributes such as the
parameter q by Tsallis for 6492 aftershocks identified in six months after the mainshock.

In terms of Tsallis Entropy the value of q is equal to q = 1.63 (Figure 8a). Following, the
transition estimated to be at Tc ≈ 15,005 s (Figure 8b). The parameter Tc (red dashed line in
Figure 7c) shows that the NESP describes the early part of the aftershocks while as time
goes on, BG statistics are revealed.
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Figure 8. (a) The interevent times CDF of the 2017 Mw6.5 Kos Earthquake, for the aftershocks with
M > Mc. The scarlet line is the Q-exponential fitting with q = 1.63. The change of colors indicates the
crossover between the NESP (blue circles) and BG statistics (green triangles). (b) The lnQP(>T) as a
function of T, where the red line is the fitting with q = 1.63 and correlation coefficient 0.9935 up to Tc.
Tc value close to 15,005 s is suggested by the deviation from linearity. (c) Interevent time T evolution
with time t since the main shock. The scarlet line illustrates the Tc value.

3.7. The Mytilene Aftershock Sequence

The 2017 Mytilene earthquake of Mw6.3, took place at the coordinates (26.31, 38.85)
(see more for location parameters in the Table 1) on 12 June at 12:28:37 GMT.

This destructive offshore event occurred northeast of Chios and almost 15 km south
of the southeast coast of Lesbos. In Vrissa village, a collapsed building killed one person
and injured 15 others due to a collapsed building and falling debris. Damage was reported
in at least 12 villages across the southeast region of Lesvos, and there was additional
impact along the Turkish coast [38]. Regarding the environmental impact of the earthquake,
slope displacement and ground cracks occurred in many places in the disaster area. Also,
tsunamis were reported in Plomari Port [38].

A total of 1610 aftershocks were detected over the period between 12 June 2017 and
11 June 2018 (European Mediterranean Seismological Centre, EMSC). The aftershock area
covers the region between the coordinates by longitudes 25.22◦ E–27.30◦ E and latitudes
38.23◦ N–39.22◦ N.

In line with the analysis of the previous aftershock sequences, for the earthquake
of Mytilene, we study the distribution of the interevent times. The value of q is equal to
q = 1.68 (Figure 9a). The transition estimated to be at Tc ≈ 10,761 s (Figure 9b). Since
the most interevent times have T values T < Tc, the parameter Tc (red dashed line in
Figure 9c) confirms that the Tsallis entropy description dominates the early stages of the
aftershocks’ evolution.
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Figure 9. (a) The interevent times CDF of the 2017 Mw6.3 Mytilene Earthquake, for the aftershocks
with M > Mc. The scarlet line is the Q-exponential fitting with q = 1.68. The change of colors indicates
the crossover between the NESP (blue circles) and physical BG statistics (green triangles). (b) The
lnQP(>T) as a function of T, where the red line is the fitting with q = 1.68 and correlation coefficient
0.9927 up to Tc. Tc value close to 10,761 s is suggested by the deviation from linearity. (c) Interevent
time T evolution with time t since the main shock. The scarlet line illustrates the Tc value.

In addition, and for all the aftershock sequences that were studied, we introduce a
normalized parameter, x = T/Tc, where x < 1 indicates the range where the Tsallis entropy
describes the evolution of aftershocks sequence interevent times, while x > 1 is related
to the Boltzmann–Gibbs (BG) process. This is because P(>T) = expQ(−T/T*) for T < Tc.
A deviation from the Q-exponential is present for all of the examined aftershock sequences
when x >> 1 (i.e., T >> Tc). An inspection of Figure 10, where all aftershock sequences
are plotted together, suggests that for 0.01 < x < 1, power-law scaling emerges for all
the aftershock sequences, with a slope in the range 0.40–0.60, conforming to the q values
calculated from the analysis (Table 1). The latter is expected since the asymptotic expression

of Equation (6) is P(> T) ∼ (T/T∗)−
1

(Q−1) is a typical expression of a power law.

Figure 10. The interevent times distribution P(>x) for all the studied aftershock sequences as a
function of x = T/Tc. Deviations from the Q-exponential operation are pronounced at T/Tc >> 1, for
all sequences.
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It is important to mention, that in all estimations the accuracy of the estimated values
is in the order of ±0.01.

4. Discussion

All shallow earthquakes are followed by an aftershock sequence. The statistical prop-
erties of aftershock sequences are associated with scaling relations such as that extracted in
view of non-extensive statistical physics (NESP). In this study, we used a detailed temporal
assessment of the aftershock sequences over the last five years of significant earthquakes
in Greece with magnitudes that reach up to Mw = 7.0. We studied the strong events, such
as the Mw6.0 Arkalochori (27 September 2021), the Mw6.3 Elassona (3 March 2021), the
Mw7.0 Samos (30 October 2020), the Mw5.1 Parnitha (19 July 2019), the Mw6.6 Zakynthos
(25 October 2018), the Mw6.5 Kos (20 July 2017) and the Mw6.1 Mytilene (12 June 2017)
earthquakes. Based on non-expansive statistical physics, we analyzed the distribution of
interevent times for each aftershock sequence for each main shock.

In all cases, the cumulative distribution function P(>T) is defined by a Q-exponential in
the early stage of the aftershock sequence where interevent times less than Tc are observed,
where Tc is the crossover point between the non-additive and additive behavior. By fitting
a Q-exponential function to the data up to a value close to Tc, the parameter q is estimated
for each aftershock sequence. In all the cases analyzed, the applicability of non-extensive
statistical physics to the interevent times CDF is demonstrated, as well as, the existence of
transition behavior from the power-law to exponential scaling for larger interevent times.
Since the q entropic parameter is greater than one (q > 1) a sub-additive process is implied,
supporting the conclusion that long-range memory exists in the early state of temporal
evolution of aftershocks where mainly T < Tc. Additionally, for aftershock sequences
analyzed, the estimated Tsallis entropic q-values that describe the observed CDF are within
the range of 1.62–1.71.

In addition, the superposition of two aftershock mechanisms can be used to explain
the observed scaling behavior and the deviation from the Q-exponential function for
greater interevent times. For T > Tc, a second mechanism—characterized by an exponential
function—becomes apparent. The first mechanism, as presented by NESP, is dominant
for T < Tc. We, thus, introduce the generalization described in [20,39,40], to account for a
transition from NESP (q 
= 1) to BG (q = 1) statistical mechanics, where:

dp(T)
dT

= −β1 p − (
βq − β1

)
pq, (12)

whose solution is

p(T) = C
[

1 − βq

β1
+

βq

β1
e(q−1)β1T

]1/1−q
, (13)

In Equation (13) the probability function p(T) decreases monotonically with increasing
T for positive βq and β1, where C is a normalization factor. As a result, when (q−1)β1 << 1, a
q-exponential, p(T) ≈ Cexpq

(−T/Tq
)
, where Tq = 1/βq, is an approximation of Equation

(13), while for (q − 1)β1 >> 1, the asymptotic behavior of the probability distribution

function p(T) ∝
(

β1
βq

)1/(q−1)
e−β1T , is an exponential one, where Tc = 1/(q − 1)β1 defines

the crossover point from the non-additive to additive behavior [24,41]. The Tc value
suggests that the Tsallis entropy is prevalent in the early stages of aftershock evolution,
while the traits of aftershock sequences which are associated with a NESP description,
become less apparent as time passes and BG statistics are recovered [6,9,17,22,42,43].

The super-statistical theory, which is complementary to NESP, is based on a super-
position of ordinary local equilibrium statistical mechanics, with a Gamma distributed
intensive parameter that varies over a fairly wide time scale. This approach can be used to
explain the q-exponential behavior of the interevent times in aftershock sequences [14].

The super-statistical approach states that the interevent times of an aftershock sequence
may be described by a local Poisson process p(T|β) = βe−βT , with β an intensive fluctuating
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parameter. On a long-time scale, β is distributed with a possibility density f (β) [25,44–47].
Then the probability distribution p(T) is given as:

p(T) =
∫ ∞

0
f (β)βe−βTdβ, (14)

In the scenario where a Gamma distribution provides the probability density of
β [43–46]:

f (β) =
1

Γ(n/2)

(
n

2β0

)n/2
β

n
2 −1exp

(
− nβ

2β0

)
, (15)

Integration of Equation (14) is analytically calculated [48], obtained
p(T) ≈ C(1 + B(q − 1)T)1/(1−q), which is exactly the result in term of NESP, where
q = 1 + ([2⁄(n + 2)]) and B = 2β0/(2 − q) [14]. Since in all the analyzed cases q is in
the range 1.61–1.71, we conclude that the corresponding number of degrees of freedom is
close to one (n = 1).

The latter implies that the evolution of an aftershock sequence could be influenced by a
stochastic mechanism with memory effects. In accordance with [49,50], the stochastic differential
equation for the evolution with time t, of interevent times T of an aftershock sequence:

dT = −γ(T −< T >)dt + ϕ
√

TWt, (16)

This stochastic equation is made up of two parts that control how the seismicity
evolves. The primary goal of the first deterministic term is to restore the seismic rate
R to its usual value of R = 1/<T> based on a constant γ which expresses the rate of
relaxation to the mean waiting time <T>. Memory effects in seismicity’s development are
depicted in the second stochastic part. The stochastic term Wt describes a Wiener process
following a Gaussian distribution with zero mean and unitary variance that could follow
the macroscopic effects in the evolution of interevent times in the aftershock sequence. Wt’
random sign causes an increase (Wt > 0) or decrease (Wt < 0) of T. The construction of this
term operates in a way that large values of T cause large amplitude of the stochastic term,
which leads to an increase or decrease in T depending on the sign of Wt. The parameter ϕ
introduces a noise component to the process and can be expressed as ϕ =

√
2γ< T > [50].

Equation (16) is a stochastic differential equation that represents a multiplicative noise
example, known as the Feller process [48–50].

We write the corresponding Fokker–Planck equation for Equation (16), to ascertain the
evolution of the interevent time series T after some time t, given the probability distribution
f (T, t), as [51]:

∂ f (T, t)
∂t

=
∂

∂T
[γ(T −< T >) f (T, t)] +

∂2

∂T2 [T< T >γ f (T, t)], (17)

The latter Fokker–Planck equation’s stationary solution, Equation (17), is the distribu-
tion [48]:

p(T/< T >) = f (T) =
1

< T >
e−

γ
<T> T , (18)

where Equation (18) presents the conditional probability of T given <T>.
It is necessary to account for local variations in the seismic rate R = 1/<T> associated

with non-stationarities in the evolution of the earthquake activity over time scales signif-
icantly larger than 1/γ in order to achieve stationarity in Equation (16). In this case, the
mean interevent time <T> exhibits local variations, and we assume that these fluctuations
adhere to the stationary gamma distribution:

f (< T >) =
( 1

λ )
δ

Γ[δ]
< T >−(1+δ)e−

1
λ<T> , (19)
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where Equation (19) gives the marginal probability of T, [52] as:

p(T) =
∫ ∞

0
p(T/< T >) f (< T >)d< T >, (20)

The latter integration leads to:

p(T) =
λΓ[1 + δ]

Γ[δ]
(1 + λT)−(1+δ), (21)

By continuing to implement the variable changes:

λ =
q − 1

To
and δ =

1
q − 1

− 1 =
2 − q
q − 1

(22)

and taking into account the form of q-exponential function in Equation (2), Equation (16)
can be transformed to [50]:

p(T) =
(q − 1)Γ

(
1

q−1

)
ToΓ

[
1

q−1 − 1
] expq

(
− T

To

)
(23)

which is the exact form of the q-exponential function.

5. Concluding Remarks

In summarizing the study’s findings, we concentrated on analyzing the distributions
of interevent times for each sequence in order to statistically examine its patterns in the
most recent aftershock sequences in Greece.

Namely:

• We can state that the aftershock sequences located in Greece follows the statistical
mechanics model derived in the framework of Non-Extensive Statistical Physics
(NESP);

• Moreover, we should note that the NESP approach is useful for other regions, not only
for the Greek territory, such as subduction zones all over the word [53];

• According to the NESP approach used here, it suggests that the system is in an
abnormal equilibrium with a transition for large interevent times from abnormal
(q > 1) to normal (q = 1) statistical mechanics;

• The analysis of the interevent times distribution indicates such a system;
• The range of the non-extensive parameter q and for all sequences studied, results in

a non-extensive entropic parameter q with a range of between 1.62 and 1.71, which
suggests a system with one degree of freedom.

To summarize, the used models fit the noticed distributions reasonably well, and
imply the importance of using NESP in evaluating such phenomena.

The main limitations of the work presented in this paper are related to earthquakes
in different geotectonic environments along with fault types of the main shock. Studying
aftershock sequences as a function of geotectonic environments is a matter of discussion in
future studies, and this could be useful for the prediction of damaged aftershocks [54–57].
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37. Öztürk, S.; Şahin, S. A statistical space-time-magnitude analysis on the aftershocks occurrence of the 21 July 2017 MW = 6.5
Bodrum-Kos, Turkey, earthquake. J. Asian Earth Sci. 2018, 172, 443–457. [CrossRef]

38. Lekkas, E.; Voulgaris, N.; Karydis, P.; Tselentis, G.-A.; Skourtsos, E.; Antoniou, V.; Andreadakis, E.; Mavroudis, S.; Spirou, N.;
Speis, F.; et al. Prelιminary Report, Lesvos Earthquake Mw 6.3, 12 June 2017, Environmental, Disaster and Crisis Management
Strategies. Available online: https://paleoseismicity.org/ (accessed on 30 September 2022).

39. Vallianatos, F. A non-extensive statistical physics approach to the polarity reversals of the geomagnetic field. Phys. A Stat. Mech.
Appl. 2011, 390, 1773–1778. [CrossRef]

40. Sugiyama, M. Introduction to the topical issue: Nonadditive entropy and non-extensive statistical mechanics. Continuum Mech.
Thermodyn. 2004, 16, 221–222. [CrossRef]

41. Vallianatos, F.; Sammonds, P. Is plate tectonics a case of non-extensive thermodynamics? Phys. A Stat. Mech. Appl. 2010, 389,
4989–4993. [CrossRef]

42. Chochlaki, K.; Vallianatos, F.; Michas, G. Global regionalized seismicity in view of Non-Extensive Statistical Physics. Phys. A Stat.
Mech. Appl. 2018, 493, 276–285. [CrossRef]

43. Beck, C. Superstatistics: Theory and applications. Continum Mech. Thermodyn 2004, 16, 294–298. [CrossRef]
44. Beck, C. Recent developments in superstatistics. Braz. J. Phys. 2009, 39, 357–362. [CrossRef]
45. Beck, C. Dynamical Foundations of Nonextensive Statistical Mechanics. Phys. Rev. Lett. 2001, 87, 180601. [CrossRef]
46. Beck, C.; Cohen, E.G.D. Superstatistics. Physica A 2003, 322, 267–269. [CrossRef]
47. Antonopoulos, C.G.; Michas, G.; Vallianatos, F.; Bountis, T.; Physica, A. Evidence of q-exponential statistics in Greek seismici-ty.

Phys. A Stat. Mech. Appl. 2014, 409, 71–77. [CrossRef]
48. Mathai, A.M. A pathway to matrix-variate gamma and normal densities. Lin. Al. Appl. 2005, 396, 317–328. [CrossRef]
49. Feller, W. Two Singular Diffusion Problems. An. Math 1951, 54, 173–182. [CrossRef]
50. Michas, G.; Vallianatos, F. Stochastic modeling of nonstationary earthquake time series with long-term clustering effects. Phys.

Rev. E 2018, 98, 042107. [CrossRef]
51. Gardiner, C.W. Handbook of Stochastic Methods for Physics, Chemistry, and the Natural Sciences, 1st ed.; Springer: Berlin/Heidelberg,

Germany, 1993.
52. Risken, H. The Fokker-Planck Equation: Methods of Solution and Applications, 2nd ed.; Springer: Berlin, Heidelberg, 1989. [CrossRef]
53. Anyfadi, E.-A.; Avgerinou, S.-E.; Michas, G.; Vallianatos, F. Universal Non-Extensive Statistical Physics Temporal Pattern of Major

Subduction Zone Aftershock Sequences. Entropy 2022, 24, 1850. [CrossRef] [PubMed]
54. Yeo, G.L.; Allin Cornell, C. A probabilistic framework for quantification of aftershock ground-motion hazard in California:

Methodology and parametric study. Wiley Online Libr. Earthq. Eng. Struct. Dyn. 2008, 38, 45–60. [CrossRef]
55. Jayaram, N.; Baker, J.-W. Correlation model for spatially distributed ground-motion intensities. Wiley Online Libr. Earthq. Eng.

Struct. Dyn. 2009, 38, 1687–1708. [CrossRef]

75



Appl. Sci. 2023, 13, 1995

56. Asim, K.-M.; Martínez-Álvarez, F.; Basit, A.; Iqbal, T. Earthquake magnitude prediction in Hindukush region using machine
learning techniques. SpringerLink Nat. Hazards 2017, 85, 471–486. [CrossRef]

57. Melgarejo-Morales, A.; Vazquez-Becerra, G.E.; Millan-Almaraz, J.-R.; Pérez-Enríquez, R.; Martínez-Félix, C.-A.; Ramon Gaxiola-
Camacho, J. Examination of seismo-ionospheric anomalies before earthquakes of Mw ≥ 5.1 for the period 2008–2015 in Oaxaca,
Mexico using GPS-TEC. SpringerLink Solid Earth Sci. Acta Geophys. 2020, 68, 1229–1244. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

76



Citation: Petrillo, G.; Lippiello, E.

Incorporating Foreshocks in an

Epidemic-like Description of Seismic

Occurrence in Italy. Appl. Sci. 2023,

13, 4891. https://doi.org/10.3390/

app13084891

Academic Editor: Jianbo Gao

Received: 27 February 2023

Revised: 14 March 2023

Accepted: 16 March 2023

Published: 13 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Incorporating Foreshocks in an Epidemic-like Description of
Seismic Occurrence in Italy

Giuseppe Petrillo 1 and Eugenio Lippiello 2,*

1 The Institute of Statistical Mathematics, Research Organization of Information and Systems,
Tokyo 190-0014, Japan

2 Department of Mathematics and Physics, University of Campania “L. Vanvitelli”, 81100 Caserta, Italy
* Correspondence: eugenio.lippiello@unicampania.it

Abstract: The Epidemic Type Aftershock Sequence (ETAS) model is a widely used tool for cluster
analysis and forecasting, owing to its ability to accurately predict aftershock occurrences. However, its
capacity to explain the increase in seismic activity prior to large earthquakes—known as foreshocks—
has been called into question due to inconsistencies between simulated and experimental catalogs.
To address this issue, we introduce a generalization of the ETAS model, called the Epidemic Type
Aftershock Foreshock Sequence (ETAFS) model. This model has been shown to accurately describe
seismicity in Southern California. In this study, we demonstrate that the ETAFS model is also effective
in the Italian catalog, providing good agreement with the instrumental Italian catalogue (ISIDE)
in terms of not only the number of aftershocks, but also the number of foreshocks—where the
ETAS model fails. These findings suggest that foreshocks cannot be solely explained by cascades of
triggered events, but can be reasonably considered as precursory phenomena reflecting the nucleation
process of the main event.

Keywords: statistical seismology; numerical modeling; probabilistic forecasting; time-series analysis

1. Introduction

The Epidemic Type Aftershock Sequence (ETAS) model is widely regarded as the
gold standard for seismic predictions and validating hypotheses related to seismic cluster-
ing [1–5]. In this model, the increase in seismic activity immediately after the mainshock is
attributed to a “bottom-up” triggering process [6]. Essentially, any earthquake can generate
a certain number of aftershocks, which are typically of smaller magnitudes, but there is also
a non-negligible chance that it could trigger a larger magnitude earthquake. In the latter
case, the seismic rate increases before the occurrence of the mainshock, and earthquakes
responsible for this increase are referred to as foreshocks. While foreshocks originating
from a cascade of triggered events, as in the ETAS model, follow the same patterns as
aftershocks and are therefore not particularly informative for predicting large earthquakes,
there is a possibility that foreshocks are due to the cumulative effects of tectonic loading
processes on the fault that will host the mainshock [7,8]. This effect is commonly referred
to as “top-down” loading, and through this mechanism, foreshocks can act as passive
tracers of the preparatory process for the impending mainshock. Therefore, in principle,
foreshocks can be used to improve predictions about mainshock occurrence.

The debate about the origin of foreshocks and their prognostic value is still ongoing.
However, much effort has been made on both sides to extract useful information from
instrumental catalogs. Supporting the bottom-up triggering process, several research lines
have indicated that the Epidemic Type Aftershock Sequence (ETAS) model could explain
the most relevant statistical features of foreshocks [9–12]. Marzocchi and Zhuang [13] have
also shown that foreshock activity observed in the Italian catalog is consistent with what is
expected by the ETAS model, and they attribute the variability of the statistical features
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of foreshocks to the limited sample size. On the other hand, supporting the top-down
loading process, Brodsky [14] documented a lack of foreshocks in the ETAS synthetic
catalog. Other studies [15–20] have confirmed that the number of foreshocks predicted
by the ETAS model is less than the number observed in the instrumental catalog. In
order to solve the insufficiencies in foreshock predictions in the ETAS catalog, Petrillo and
Lippiello [21] introduced the ETAFS model, integrating both the aftershock and foreshock
phenomena. By incorporating this innovative framework, the ETAFS model promises a
new description of seismicity patterns and provides us with new insights into earthquake
prediction and hazard assessment. This model is in good agreement with the number
of foreshocks and aftershocks observed in the Southern California instrumental catalog.
This perspective is supported by recent mechanical models of seismic faults, such as those
proposed in ref. [22–27]. These models are a generalization of the original spring-block
model [28,29] and present seismic patterns with the occurrence of the largest earthquakes
frequently preceded by smaller foreshocks. This paper extends the work of [21] to the
Italian seismic catalog. We improve the ETAS model by first accounting for the aftershock
incompleteness present in the experimental catalog, which is caused by the overlapping
of the coda waves [30,31]. We then add the ingredient of foreshocks, which represents a
conceptual change for the model. By preserving the point process nature of the model, we
replace the occurrence probability of a single earthquake with the occurrence probability
of a cluster of earthquakes, which is composed of an earthquake anticipated by its own
foreshocks. As for aftershocks, the number of events in each cluster depends on the
magnitude of the final earthquake, and their space-time occurrence depends on the space-
time of the final earthquake in the cluster. After defining the ETAFS model, we conduct
rigorous statistical tests for the aftershock and foreshock numbers for both the ETAS and
ETAFS models.

The paper is structured as follows. In Section 2, we introduce the definitions of main-
shock, aftershock, and foreshock, and discuss declustering techniques. In Section 3, we
present the various models under consideration. Section 4 explains the statistical validation
method and the null hypothesis. We present our results in Section 5, followed by the
conclusions in the final section.

2. General Definitions and Declustering

Aftershock, Foreshocks and Declustering Techniques

There are several ways to decluster a numerical earthquake catalog, resulting in
different definitions of aftershocks, foreshocks, and mainshocks. In this paper, we consider
the Baiesi–Paczusky–Zaliapin–Ben-Zion (BPZB) declustering method proposed in [32–35],
which relies on a metric to quantify the correlation between events. The nearest neighbor
of an event is defined by the metric ηij = tijrd

ij10−b(mi−mc), where tij is the time difference
between events i and j, rij is their epicentral distance, d is the fractal dimensionality of
epicenters, b is the exponent of the Gutenberg–Richter (GR) law, mi is the magnitude of
the first event, and mc is the completeness magnitude. Two earthquakes form a cluster if
their distance ηij is below a certain threshold ηc. To determine ηc, we define the magnitude-
normalized time and space components as follows

τij = tij × 10−bmi/2 sij = rij × 10−bmi/2 (1)

and for any pair of events we plot log(sij) vs. log(τij) in Figure 1. We use d = 1.6 for the
fractal dimensionality, and b = 0.95 obtained from the magnitude distribution (Figure 2).
Similar results are obtained for similar choices of b and d. In Figure 1, two distinct pop-
ulations can be observed: the foreshock/aftershock clustering, consisting of events with
sijτij < ηc, and the stationary Poisson seismicity, consisting of events i with sijτij > ηc for
any j. The red line in Figure 1 represents the clear boundary between these two popula-
tions, which is achieved with ηc = 106. For each event i in the Poisson population, we
identify a seismic sequence that includes event i and all k clustered events with ηki < ηc.
The largest event in the sequence is defined as the mainshock, while events occurring
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before the mainshock are classified as foreshocks and those occurring after are classified
as aftershocks.

To avoid obscuring the observation of foreshocks, we apply an additional filter pro-
posed by [19] to the declustering procedure. Specifically, if an event i is identified as a
mainshock after the BPZB procedure, but it occurs close enough in time and space to
a previous large earthquake (m ≥ 5), then it is considered an aftershock of the earlier
event rather than a background event. More precisely, if the probability that the i-event is
triggered by the m ≥ 5 earthquake is higher than the background probability μ, the entire
cluster is excluded from the study.

After identifying the complete cluster of seismic events, we group all mainshocks into
magnitude classes m ∈ [mM, mM + 1), and for each aftershock and foreshock, we define a
temporal distance ΔtM and an epicentral distance ΔrM from the corresponding mainshock.
We then define nA(T, R, mL, mM) and nF(T, R, mL, mM) as the total number of aftershocks
(and foreshocks) with ΔtM < T, ΔrM < R, and magnitude m ∈ [mL, mL + 0.5) linked to a
mainshock with magnitude m ∈ [mM, mM + 1).

In this study, we use T = 10 days, mM = 4, 5, mL = 2, 2.5, 3, 3.5, and R = L(mM) =
0.01 × 100.5mM .

Figure 1. Bimodal distribution of time and space components of the nearest-neighbor for the observed
seismicity in Italy. Solid red line corresponds to log10(s) + log10(τ) = 6. The fractal dimensionality is
fixed at d = 1.6.
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Figure 2. Instrumental magnitude distribution P(m) for the Italian seismicity. Black circles represents
only the background activity whereas red squares the whole catalog.

3. The Models

3.1. The Fixed-α ETAS Model

In the Epidemic Type Aftershock Sequence (ETAS) the occurrence rate λ of an event
with magnitude m > m0, at the position (x, y), at a time t is given by

Λ(m, x, y, t) = μ(x, y) + ∑
j:tj<t

K10α(mj−m0) (p − 1)cp−1

(t − tj + c)p
q − 1

π
(δ(mj))

q−1[(x − xj)
2 + (y − yj)

2 + δ(mj)]
−q (2)

with δ(mj) = d10γ(mj−m0). In the fixed-α ETAS model, α = b, a choice which reduces the
incompleteness of the seismic catalog [19,36] and take into account spatial anisotropy [37,38]
of the seismic events.

3.2. The Incomplete ETAS Model: The ETASI Model

A crucial prerequisite for an accurate estimation of the ETAS parameters is the com-
pleteness of the seismic catalog. Unfortunately, due to the strong temporal correlation
between earthquakes, there is a significant lack of events, particularly in the immediate
aftermath of high-magnitude mainshocks [39–43]. This is caused by the overlapping of
coda waves, which is even more pronounced when focusing on larger earthquakes where
aftershocks are more challenging to detect and report in experimental catalogs [30,44–48].
To address this issue, we introduce the concept of short-term aftershock incompleteness
into the ETAS model, resulting in the ETAS Incomplete (ETASI) model [30]. The core idea
is that the probability of detecting an event at time t − ti after an mi earthquake depends on
the difference between its magnitude m and the detection threshold mth

i (t − ti). Specifically,
we adopt the functional form proposed by [39,40].

mth
i (t − ti) = mi − w log(t − ti)− δ0 (3)

where w and δ0 are two parameters obtained to reach the best agreement with the instru-
mental catalog. The functional form for mth

i (Equation (3)) is the most compatible with
experimental data, and its logarithmic decay can be explained by the behavior of the seismic
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waveform envelope μ(t) after a mainshock [44,49]. This envelope is always greater than a
minimum value μc(t), which decays logarithmically. Lippiello et al. [44] have linked the
existence of μc(t) to the overlap between aftershock coda waves, and demonstrated that
its decay incorporates parameters related to the Omori–Utsu law governing the decay of
aftershocks [50]. Therefore, the expected number of aftershocks in the immediate aftermath
of a mainshock can be estimated [49]. We implement the expression Equation (3) in the
ETAS model by means of the function Φ(m|mth

j (t − tj), σ) which represents the cumulative
distribution of the normal distribution. In particular, Φ is a decreasing function of m which
is roughly equal 1 when m > mth

j (t − tj) + σ, whereas Φ � 0 when m < λ − σ.
The function Φ can be implemented in the ETAS model Equation (2) as

Λ(m, x, y, t) = Λ(x, y, t)× ∏
j:tj<t

Φ(m|mth
j (t − tj), σ) (4)

The implementation of the ETASI model is straightforward, as it involves generating a
synthetic ETAS catalog and then applying the Φ function to remove a portion of the events.
The parameters of the ETASI model include all those of the ETAS, as well as two additional
parameters that account for the incompleteness function. However, we do not restrict our
analysis to fitting only the last two parameters (w and δ0); rather, we perform a global
optimization of all 10 parameters in the model.

3.3. The Top-Down Loading ETAS Model—The ETAFS Model

By construction, the previously defined models assume bottom-up triggering as the
hypothesis for foreshocks. In other words, a foreshock is considered a normal earthquake
that triggers an offspring with a magnitude greater than itself. However, it is important
to also consider the possibility of top-down loading as an explanation for foreshocks. The
Epidemic Type Aftershocks and Foreshocks Sequence ETAFS model is a generalization of
the ETAS model that incorporates the mechanism of loading by aseismic slip to account
for top-down triggering. In the ETAFS model, aftershocks are triggered with the same
probability rate as the ETAS model, but each earthquake can also be preceded by foreshock
activity. Mathematically, this can be expressed as:

ΛETAFS(m, x, y, t) = ΛETAS + ∑
k

10−bmQ f (dik, tk − t, mk) (5)

where dik is the distance between the event i and k and the sum extends over all events with
magnitudes mk, occurred at time tk, in the position (xk, yk) triggered according to the ETAS
probability (Equation (2)), whereas Q f (dik, tk − t, mk) is the rate of foreshocks potentially
occurring at times t < tk. There is no specific constraint on the functional form of Q f . In
order to reduce the number of model parameters we assume [21] that the spatio-temporal
organization of the event in the cluster is similar to the aftershock one, setting

Q f (dik, tk − t, mk) = K f 10α f (mk−m0)
(p f − 1)c

p f −1
f

(tk − t + c f )
p

q f − 1
π

(δ(mk))
q f −1

(
d2

ik + δ(mk)
)−q f

(6)

where δ(mk) = d f 10γ f (mk−m0), γ f = γ, d f = d, and q f = q. As in the ETAS model, here
we extract the number of events belonging to k-th cluster from a Poissonian distribution
with average K f 10α f (mk−m0). Moreover we implement the inverse Omori Law with the
same p as in the aftershock occurrence and c f = c. In principle, different functional forms
could be adopted to achieve similar results. Finally, we apply the same aftershock removal
procedure as done for the ETAS model in order to take into account the hiding of events
caused by the overlapping of coda waves. In mathematical terms

Λinc
ETAFS(m, x, y, t) = ΛETAFS(m, x, y, t)× ∏

j:tj<t
Φ(m|mth

j (t − tj), σ) (7)
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For the simulations of the ETAFS model, we use exactly the same parameters as the
ETASI model to generate a complete ETAS catalog. Starting from each simulated ETAS
earthquake, we then use the kernel Q f to generate foreshocks. The magnitude of each
foreshock is extracted from the Gutenberg–Richter law, but with the constraint that the
magnitude of each event belonging to the cluster must be smaller than the final magnitude
mk. We finally apply the filtering procedure by means of the function Φ, according to
Equation (7), to take into account incompleteness.

The apparent problem with the ETAFS model is that the spatio-temporal organization
of the cluster’s events depends directly on the characteristics of the incoming event, the
mainshock. In practice, it seems that this model violates the temporal causality principle
since the occurrence probability at a certain time depends on the future. However, from
the point of view of the point process-like model, the ETAFS remains well defined if one
considers each single ETAS event as a cluster of events. In particular, in a formulation
practically similar to the ETAS model, the ETAFS model can be viewed as a point process,
where each single point has an internal structure represented by an earthquake and its
anticipating foreshocks. With this approach, Equation (2) gives the occurrence probability
of the last event of the cluster, and all events that belong to the same cluster are determinis-
tically correlated with each other. This reflects the idea that events belonging to the same
cluster are the manifestation of the same underlying process and contain information on
the incoming event.

We generate synthetic catalogs with the same algorithm used in [21] and the parameter
values used in the three models are given in Table 1.

Table 1. Parameters for the three models presented in this study. We consider the lower magnitude
threshold m0 = 2.

Model K0 α b p c d γ q ω δ0 K f α f

ETAS 0.07 0.95 0.95 1.2 0.024 0.006 1.958 1.3 - - - -
ETASI 0.1 0.93 0.95 1.2 0.01 0.006 1.958 1.3 0.3 1 - -
ETAFS 0.1 0.93 0.95 1.2 0.01 0.006 1.958 1.3 0.3 1 0.05 0.5

4. Data Catalog, Methods and Null Models

The purpose of the statistical test that will be carried out in this paper is to eval-
uate whether the three models defined in the previous section are able to describe the
experimental data.

In the null-hypothesis test we compare the number of aftershocks and foreshocks for
each mainshock. In practice we consider the ISIDE Italian Catalog (from 2005/04/16 to
2021/04/30). We use the BPZB selection procedure to identify aftershocks and foreshocks
and we evaluate the quantities nA(T, R, mL, mM) and nF(T, R, mL, mM) for a wide range of
parameter mL = [2, 2.5, 3, 3.5], mM = [4, 5, 6], and for T = 1, 3, 10 days, always considering
R = L(mM) km. We compute these quantities for each model we defined before, namely
ETAS, ETASI and ETAFS and we consider each of them as null model for the hypothesis
test. We choose model parameters such as the models lead to synthetic catalogs of equal
duration of the ISIDE catalog and roughly the same number of events with M > 2.5. For
each model and for a defined set of model parameters, we generate 1000 catalogues that
we concatenate and we identify seismic sequences by means of a BPZB procedure. After
the identification of the sequences, we divide the whole catalog in Ns subset where each
one contains the same number of the earthquakes of instrumental Italian catalogue. Now
we compute the quantity nX

A,j and nX
F,j, which represents the number of aftershocks and

foreshocks, respectively, in the j-th subset produced by the X model. The same quantity is
computed for the instrumental Italian catalogue. The superscript, X, indicates a specific
numerical model with the three possible entries X = [ETAS, ETASI, ETAFS], according to
the corresponding model. Conversely, we no longer use the superscript X for the number
of aftershocks and foreshocks in the instrumental Italian catalogue.

82



Appl. Sci. 2023, 13, 4891

We evaluate the difference ψj,A =
nX

A,j−nA

nX
A,j+nA

and ψj,F =
nX

F,j−nF

nX
F,j+nF

. This allows us to

quantify the difference in the number of aftershocks and foreshocks, respectively, between
the j-th realization of the synthetic catalogue of the X model and the instrumental ISIDE
catalogue. In particular we evaluate these quantities for a different sets of parameters
(T, R, mL, mM). and compute two histograms H(ψj,A) and H(ψj,F) defined as the fraction
of the Ns subsets with a value ψA = ψ ± dψ, or ψF = ψ ± dψ, where dψ = 0.005. If the
histogram H(ψ) is very peaked around ψ = 0, the prediction of the model is in good
agreement with the experimental catalogue, i.e., the number of aftershocks (foreshocks) in
the model is similar the instrumental one. The two limits ψ = −1 and ψ = 1 represents
the worst cases. In particular, with ψ = −1, the synthetic catalogue predicts a number of
events equal to 0. The opposite behaviour is observed with ψ = 1, which represents the
limit for infinite events predicted in the simulated catalogue. For the foreshock statistical
evaluation, it is useful to define the quantities IX

+ = ∑ψ>0 H(ψj,F)dψ, representing the area
under the histogram for positive ψ values.

The overall procedure is shown in detail in Figure 3.

Figure 3. Flowchart of the method employed in the study.

5. Results

5.1. Aftershock Comparison

In this subsection we present results of the comparison for the aftershock number
observed in the synthetic catalogs of the ETAS and ETAFS models with those selected in
the instrumental catalog. The number of aftershocks in the ETAFS and the ETASI model
roughly coincides, therefore we limit ourselves to present results for the ETAFS model.

In Figure 4 the histogram H(ψ) is plotted for the ETAS model and the ETAFS model,
considering different values of mM, mL and different time windows T. The best agreement
with the instrumental catalog is obtained when H(ψ) is a very peaked distribution around
ψ � 0. This corresponds to the situation when the majority of synthetic catalogs present
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a number of aftershocks similar to the one of the instrumental catalog. This condition is
clearly satisfied for mM ≤ 5 for both the ETAS and the ETAFS model. Only for mM = 5 and
mL = 2, we observe that the maximum of H(ψ) in the ETAS model is located at ψ � 0.25
indicating an excess of aftershocks in the ETAS catalog compared to the instrumental one.
This shift on the right of the peak of H(ψ) can be attributed to the short term aftershock
incompleteness, as confirmed by the fact that the peak of H(ψ) in the ETAFS model is
close to ψ = 0. This shift on the right is still present for mm = 5 and mL = 2.5 but it is
less relevant and it disappears by increasing mL, as expected since short-term aftershock
incompleteness is less relevant the larger the aftershock magnitude is. The situation for
mM = 6 is less clear since the distribution is much broader, both for the ETAS and the
ETAFS models, probably because there are only 3 m > 6 mainshocks in the instrumental
catalog. Nevertheless, we notice that for mM = 6 and mL ≤ 3 the distribution H(ψ)
for the ETAS model is significantly asymmetric with a clear excess of aftershocks in the
ETAS catalog compared to the instrumental catalog. This can be again attributed to short
term aftershock incompleteness, which is more relevant for larger mainshocks, and it is
confirmed by the observation that H(ψ) for the ETAFS model is more symmetric.

Figure 4. The fraction of numerical subsets H(ψ) of the ETAFS (ETASI) and ETAS simulated catalogue,

with a number of aftershocks
nX

A,j(T,R,mL ,mM)−nA(T,R,mL ,mM)

nX
A,j(T,R,mL ,mM)+nA(T,R,mL ,mM)

= ψ ± 0.005. Results are for different

values of the time window T. Moving horizontally, from left to right, mL = 2, 2.5, 3, 3.5 whereas
vertically, from top to bottom, mM = 4, 5, 6. The orange dashed line indicate the optimal description
of the seismicity ψ = 0.

5.2. Foreshock Comparison

In Figure 5 we plot the histograms H(ψ) of ψj,F for the ETAS and ETAFS catalogues.
We will not present results for the ETASI model which are comparable to those of the ETAS
model, since the two models only differ in the implementation of short term incompleteness,
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which is not relevant for foreshocks. As for the aftershocks, we consider different windows
of time T, foreshock minimum magnitude mL and mainshock threshold mM = 4, 5. We
will present results for mainshocks with m > 6 separately. This figure shows that the ETAS
catalogue presents significant less foreshocks than the instrumental Italian one. Indeed
H(ψ) is in all cases peaked around ψ � −0.5, which indicates that the number of foreshocks
in the ETAS catalogue is, on average, about 1/3 the number found in the Italian catalogue.
Moreover, we note that the probability of producing a numerical catalog that has the
same number of foreshocks as the observed catalog is practically zero. Indeed, no ETAS
synthetic catalog presents a number of foreshocks equal or larger than the one observed
in the instrumental catalog when mM = 4 and, at the same time, when mM = 5 less
than 1% of synthetic catalogs satisfies this condition. This conclusion can be drawn for all
the foreshocks magnitude thresholds mL, and for each time window T considered. This
interpretation is supported from the measurement of the quantity IETAS

+ reported in Table 2.
Indeed, for all values of mM, mL and T the value of IETAS

+ is nearly zero. We conclude that
it is very unlikely or even impossible that a synthetic catalog for the ETAS model presents a
number of foreshocks equal or larger than the one observed in the Italian seismic catalogue.
The situation slightly changes when one considers the ETASI model, with IETASI

+ (Table 2)
still indicating that the hypothesis that the ETASI model predicts a number of foreshocks
equal to or larger than those actually observed can be rejected with a high confidence.

Figure 5. The fraction of numerical subsets H(ψ) of the ETAS and ETAFS simulated catalogue, with

a number of foreshocks
nX

F,j(T,R,mL ,mM)−nF(T,R,mL ,mM)

nX
F,j(T,R,mL ,mM)+nF(T,R,mL ,mM)

= ψ ± 0.005. Results are for different values of

time window T. Moving horizontally from left to right, mL = 2, 2.5, 3, and 3.5, whereas from top to
bottom, mM = 4 and 5. The orange dashed line indicates the optimum description of the seismicity
ψ = 0.

On the contrary, the numerical catalog simulated by means of the ETAFS model
captures the seismicity of the foreshocks very well; in fact, all the H(ψ) histograms exhibit
a peak that is very close to ψ = 0. We observe this behavior for all minimum magnitude
mL and temporal domains T. It is worth noting that a dramatic change in H(ψ) is obtained
by adding just a small percentage of earthquakes (about 10%) to the ETASI catalog. This
small percentage of earthquakes are foreshocks triggered according to the second term in
Equation (5), indicating that their addition is strictly necessary to obtain a good agreement
with the observed seismicity in the Italian catalogue. This is confirmed quantitatively in
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Table 2, where all IETAFS
+ values are significantly larger than 0 and smaller than 1, presenting

fluctuations around the optimal value (IETAFS
+ = 0.5).

Table 2. The positive area below the curve H(x) for ETAS and ETASI model for the foreshocks.

mM mL T(d) IETAS
+ IETASI

+ IETAFS
+

4 2 1 0 0 0.6
4 2 3 0 0.01 0.73
4 2 10 0 0.02 0.76
4 2.5 1 0 0 0.50
4 2.5 3 0 0 0.8
4 2.5 10 0 0.01 0.85
4 3 1 0 0.01 0.43
4 3 3 0 0.03 0.80
4 3 10 0 0.05 0.92
4 3.5 1 0 0.10 0.30
4 3.5 3 0.02 0.10 0.51
4 3.5 10 0.03 0.15 0.58
5 2 1 0 0.03 0.32
5 2 3 0.01 0.05 0.39
5 2 10 0.02 0.07 0.42
5 2.5 1 0 0.01 0.29
5 2.5 3 0 0.03 0.37
5 2.5 10 0 0.05 0.40
5 3 1 0 0.01 0.28
5 3 3 0 0.03 0.34
5 3 10 0 0.05 0.37
5 3.5 1 0.01 0.16 0.22
5 3.5 3 0.03 0.26 0.27
5 3.5 10 0.04 0.33 0.29

Foreshocks for Mainshocks with mM ≥ 6

The ISIDE catalog presents only three mM ≥ 6 earthquakes, Table 3, which are here
analysed separately. The L’Aquila earthquake was a Mw6 magnitude event that occurred
on 6 April 2009 at 01:32 UTC in the Abruzzo region of central Italy. After BPZB declustering,
we identified 540 foreshocks without considering any time or magnitude constraints. The
Amatrice and Norcia events, on the other hand, were a Mw6 and Mw6.5 magnitude
earthquake that occurred on 24 August 2016 and 30 October 2016, respectively. Unlike the
L’Aquila earthquake, these events did not present any foreshocks. To test the effectiveness
of the models, we simulated 1000 events for each of the three earthquakes using the
ETAS and ETAFS models, using the magnitude of the actual mainshocks as the parent
magnitude. We then calculated the distribution of the number of foreshocks for each case.
We found that the ETAFS model produced significantly more foreshocks than the ETAS
model. However, neither model was able to accurately describe the experimental data, as
the L’Aquila earthquake had a much higher number of foreshocks than even the ETAFS
model predicted. For the Amatrice and Norcia events, the ETAS model seemed to be the
best fit as it did not predict any foreshocks. However, due to the limited statistics available
for Mw6 magnitude earthquakes, the results are not statistically significant. Indeed, in our
study, we do not consider Mw7 earthquakes because in the ISIDE catalog and in the time
window considered there are no earthquakes with a magnitude greater than 7. The method
has been verified for such earthquakes for the Southern California catalog [21].
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Table 3. The Mw6 mainshock registered in the ISIDE seismic catalogue.

Name Mw Date

L’Aquila 6.0 6 April 2009

Amatrice 6.0 24 August 2016

Norcia 6.5 30 October 2016

6. Conclusions

In this study, we analyzed the Italian seismic catalog (ISIDE) and compared different
types of ETAS models. The first is the standard ETAS model with the only constraint that
α = b, as proposed in [19]. The second and third variants, ETASI [30] and ETAFS [21],
explicitly account for the incompleteness of the experimental catalog and a higher prob-
ability of foreshock occurrence, respectively. The ETAFS model combines the concept of
bottom-up triggering for the aftershock side and top-down loading for the occurrence of
foreshocks. By simulating the Italian seismicity with the ETAS model, we show that the
fixed-α ETAS model accurately reproduces the number of aftershocks in the ISIDE catalog
when the magnitude difference between mainshock and aftershocks is relatively small.
However, an excess of aftershocks is observed in the ETAS model compared to the ISIDE
catalog when this difference increases. We attribute this effect to the short-term aftershock
incompleteness, which becomes much more important as the magnitude difference be-
tween mainshock and aftershocks increases. To address this issue, we demonstrate that
introducing the incompleteness ingredient in the ETAS model (ETASI model) makes it
possible to better describe the occurrence of aftershocks by removing events that were not
recorded by seismic stations.

The key observation, however, is that both the ETAS model and the ETASI model fail to
capture the number of foreshocks present in the ISIDE catalog. Our study clearly shows an
excess of foreshocks in the ISIDE catalog for mainshocks with magnitude m < 6 compared
to what is predicted by the ETAS and ETASI models. In contrast, the ETAFS model, which
introduces a preparatory phase accompanied by foreshocks in a point process description,
accurately describes the seismicity reported by the ISIDE catalog for both foreshocks and
aftershocks. These patterns are consistent with those found for the Southern California
seismic catalog in ref. [21], suggesting that they are a stable feature of seismic occurrences.
The situation for the three mainshocks with m > 6 in the ISIDE catalog is different. Indeed,
two of them, the Amatrice and the Norcia earthquakes, do not present foreshocks, whereas
the L’Aquila earthquake presents a number of foreshocks significantly larger than those
predicted by the ETAFS model.

We finally remark that the ETAFS model assumes that the magnitude of the mainshock
is encoded in the spatial organization of the foreshocks. The spatial kernel of Q f is of
the order of the area fractured by the mainshock. Therefore, while the prediction of a
mainshock with a bottom-up triggering ETAS model is purely random, in the case of a top-
down loading model, it would be possible to use the organization of foreshock epicenters as
forecasting information. It is important to note that we did not assume a direct dependency
between the magnitude of foreshocks and the magnitude of the mainshock, since the
introduction of such dependence is still being studied [51] and is beyond the scope of
this article.
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Abstract: Precursor signals for earthquakes, such as radon anomalies, thermal anomalies, and water
level changes, have been studied in earthquake prediction over several centuries. The atmospheric
vertical electric field anomaly has been observed in recent years as a new and valuable signal for
short-term earthquake prediction. In this paper, a physical mechanism of the atmospheric vertical
electric field anomaly before the earthquake was proposed, based on which the Wenchuan earthquake
verified the correctness of the model. Using Monte Carlo simulations, the variation of the radon
concentration with height before the earthquake was used to simulate and calculate the ionization
rates of radioactive radon decay products at different heights. We derived the atmospheric vertical
electric field from −593 to −285 V/m from the surface to 10 m before the earthquake by solving
the system of convection-diffusion partial equations for positive and negative particles. Moreover,
negative atmospheric electric field anomalies were observed in both Wenjiang and Pixian before the
Wenchuan earthquake on 12 May, with peaks of −600 V/m in Pixian and −200 V/m in Wenjiang.
The atmospheric electric field data obtained from the simulation were shown to be in excellent
concordance with the observed data of the Wenchuan earthquake. The physical mechanism can
provide theoretical support for the atmospheric electric field anomaly as an earthquake precursor.

Keywords: atmospheric electric field; earthquake precursors; radon concentration

1. Introduction

Earthquakes(EQs) are one of the most serious natural disasters. There have been
hundreds of Ms � 7 EQs worldwide from 2000 to now [1]. EQs cause direct damage to
the buildings in the residential areas in the center of the EQ and cause different levels
of damage to buildings of different materials and structures [2,3]. Secondary disasters
such as tsunamis and landslides triggered by EQs cause enormous human casualties,
construction damages, and property losses [4–7]. Increasingly vital research on pre-EQ
disaster phenomena was conducted by researchers around the world to avoid significant
losses caused by EQ disasters. For instance, Namgaladze, Karpov, and Knyazeva have
found that low-frequency electromagnetic radiation is emitted in the preparation period for
EQs in the ionosphere [8]. The abnormal phenomenon has been observed by ground-based
stations and satellite detectors [8,9]. Moreover, the movement of the crust during the
preparation period of many EQs also caused anomalous increases in radon concentrations,
including water radon and gas radon [10–14]. In addition, there were also other observable
anomalies that the researchers studied before the EQ, such as thermal anomalies and ground
light phenomena [15,16]. However, the pre-EQ anomalies mentioned above generally occur
on a time scale of a few days to a few months during the preparation period of an EQ, and it
is impossible to predict the occurrence time and location of an EQ accurately. Furthermore,
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the measurement of radon concentration and low-frequency electromagnetic waves are
associated with high uncertainties.

In recent decades, EQ forecasters have repeatedly detected negative abnormal signals
in the atmospheric vertical electric field in front of the EQ. During fair weather and ex-
cluding weather conditions such as haze, thunder, and dust, this signal has occurred at the
hourly level ahead of an EQ, and numerous observations have demonstrated the accuracy
of this anomalous signal [17–19]. Although the atmospheric electric field anomaly was
proven to be an important precursor before EQs, the cause of its formation was not clearly
understood. In previous work [20], researchers claimed that atmospheric vertical electric
field anomalies were caused by radon ionization of the air; however, the authors failed
to propose a specific mechanism of interaction from radon concentration to atmospheric
electric field. A mechanism for the formation of anomalous electrode effects by near-surface
air ionization was proposed by Boyarchuk, Lomonosov, and Pulinets in 1997 [21]. They
obtained an anomalous reduction effect of the atmospheric electric field within 1 m of
the surface. Existing studies have confirmed that radon ionization of air contributes to
the atmospheric vertical electric field anomaly, and some explorations of radon ioniza-
tion atmospheric processes have also been conducted. However, up to now, there is no
quantitative study on the signal of atmospheric vertical electric field anomaly caused by
radon concentration.

In this paper, the physical mechanism of the formation of negative atmospheric vertical
electric field anomalies during the EQ preparation period is proposed by studying the
pre-EQ radon gas concentration data. This paper aims to obtain detailed information on
the variation of the atmospheric electric field with height obtained by solving the proposed
physical model using radon gas and atmospheric electric field data before the Wenchuan
EQ. The first part of this paper briefly analyzes the formation mechanism of the atmospheric
vertical electric field before the earthquake and describes in detail the formation process of
anomalous atmospheric electric fields in a progressive way, including the variation of radon
concentration with height, simulating the ionization rate of radon stable decay daughter at
different heights and solving the convective diffusion equation of positive and negative
particles to obtain the atmospheric electric field. In the second part, the 2008 Wenchuan
EQ in China is used as an example for simulation and calculation, and the correctness
of the model is verified by taking the radon concentration before the Wenchuan EQ as
input. In the model of this paper, a Monte Carlo simulation of the radon ionization rate at
different heights is proposed for the first time, and the model is verified by using EQ cases.
The electrode effect proposed by Boyarchuk, Lomonosov, and Pulinets only considered
the effect of radon ionization in the atmosphere within 10 cm of the surface, and it was a
small-scale model [21]. Moreover, Boyarchuk, Lomonosov, and Pulinets only pointed out
that the electrode effect can cause atmospheric electric field anomalies, and they did not
validate it for a particular EQ. This mechanism provides a theoretical explanation for the
pre-EQ atmospheric vertical electric field anomaly as an EQ precursor.

2. Methodology

In the build-up to a strong EQ, the crushing and tearing of the Earth’s crust occur
during the crushing process. Cracks in the Earth’s crust have been extended to the surface,
resulting in numerous microcracks at the surface [22]. In this context, radon, a radioactive
gas in the Earth’s crust, diffuses into the atmosphere along with the cracks. As shown
in Figure 1, the negative signal of the atmospheric vertical electric field due to the radon
ionization process in the atmosphere is demonstrated. Radon diffuses from the Earth’s
crust to the atmosphere through microcracks and then undergoes alpha decay, beta decay,
and gamma decay in the air. A high amount of positive and negative ion pairs are produced
by ionizing alpha particles, electrons, and gamma-rays in the air. The positive and negative
ion pairs diffuse and migrate in the air. Then eventually, the distribution of positive and
negative particles reverses the normal downward positive atmospheric vertical electric
field in fair weather.
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Figure 1. Schematic diagram of radon ionization atmosphere.

2.1. Radon Concentration
2.1.1. Vertical Distribution

In the troposphere over the mainland, the radioisotope of primary interest for small ion
production is 222Rn, with a half-life of 3.8 days. Radioactive radon is transported upward
with atmospheric movement, resulting in radon concentration variation with height. We
reviewed the 222Rn in fair weather relative to altitude profile radioactive decay product
distribution. For the fair weather mentioned above, Harrison and Nicoll (2018) defined
fair weather in terms of the following detailed descriptions: (1) the visual range should
be above 2 to 5 km, and the relative humidity should be less than 95%, (2) there are no
low-level clouds and negligible cumulonimbus clouds, and (3) the wind speed at 2 m
should be less than 7 m/s [23]. The average vertical distribution of 222Rn in different parts
of the continent in fair weather was demonstrated by the experimental results [24]. As
shown in Figure 2, the experimental results and best-fit curves for radon gas concentrations
at different altitudes are presented. The best-fit trend line is logarithmically described by
the following Equation:

y = −2.351 ln(x) + 13.377 (1)

where x (dpm/m3) is the Radon concentration and y (km) is the height. The fitting accuracy
is R2 = 0.70453.
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Figure 2. Radon concentration distribution at various altitudes.
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2.1.2. Decay Products

Radioactive radon can undergo alpha decay, beta decay, and gamma decay in the air,
producing many alpha particles, electrons, and gamma rays. A quantitative relationship
between radon concentration and the corresponding decay products is first required to
obtain the radon ionization rate at various heights. The decay paths of 222Rn and its
daughter are depicted in Figure 3. We simulated the decay of 100,000 radon in a vacuum
using Monte Carlo simulation software and recorded the number of stable decay products.
As shown in Table 1, the alpha to beta particles ratio in the decay products is 4:5.2.

Table 1. Stabilization products of radon decay.

Particle Type Number Average Energy Range in Air

222Rn 100,000 0 0
alpha 400,000 6.123 MeV 4.94 cm

e 520,866 263.4 keV 63.16 cm

The radon concentration is the number of alpha particles resulting from decay per cubic
meter per minute. As a result, we deduced the variation in the concentration of radon’s
main decay products, alpha and beta particles, with the height from the radon distribution.

Figure 3. Decay paths of radon and its daughters.

2.2. Ionization Rate at Different Heights

To obtain the ionization rates caused by radon at different heights, we used Monte
Carlo simulation software GEANT4 (Geometry And Tracking) for simulation [25]. The
ionization rates of alpha and beta particles in the air were simulated from 0 to 100 m.
A series of isotropic surface sources of alpha and beta particles, corresponding to the
concentration of the corresponding particles at different heights, were set up separately.
Following that, the ionization rates at different heights were calculated by combining the
average ionization energy of the particles in the air with the energy deposition of detectors
set at different heights.

2.2.1. Geometric Models and Particle Source

As shown in Figure 4, a geometric model was built that involved 38 identical detectors,
recording energy deposition at different altitudes. Each detector is a thin slice with a radius
of 5 m and a height of 1 mm. We configured one detector per 1 cm interval for 0–9 cm, one
detector per 10 cm interval for 10–90 cm, one detector per 1 m interval for 1–9 m, and one
detector per 10 m interval for 10–100 m. Since the atmospheric density varies very little
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within 0–100 m, we assumed sea level air for the world and the detector material. Sea level
air is comprised of 0.0000124 C, 0.755267 N, 0.231781 O and 0.012827 Ar with a density of
1.20479 × 10−3 g/cm3.

Whereas alpha particles have a range of 4.94 cm in air, all isotropic sources were
arranged ±5 cm around the detector; if this distance was exceeded, alpha particles could
never access the detector. Moreover, surface sources were established at 1 cm intervals to
measure the alpha emitted within a volume of 5 m radius and 1 cm height at that location.
For instance, the detector located at 1 m was surrounded by an alpha source of 5 m radius at
0.95, 0.96, 0.97, 0.98, 0.99, 1, 1.01, 1.02, 1.03, 1.04, and 1.05 m. The range for beta particles is
63.16 cm. Due to the longer range of the beta particles, we did not utilize all 38 detectors as
we did for alpha particles. Only 10–100 m detectors were used, and a beta isotropic surface
source was designed with a radius of 5 m and spacing of 10 cm. The beta surface sources
around the ten detectors were positioned at ±60 cm. As with alpha particles, surface
sources were placed at 10 cm intervals to measure the beta emitted within a volume of 5 m
radius by 10 cm height at that location. The number of particles emitted per second from
the source at different heights was fixed from the distribution of alpha and beta particles
with height.

Figure 4. Geant4 geometric model.

2.2.2. Physical Lists and Data Statistics

The stable products of 222Rn decay are alpha with an average energy of about 6.123 MeV
and beta with an average energy of about 263.4 keV. Alpha and beta particles entering the
air undergo complex physical processes that produce many secondary charged particles.
Secondary particles are tracked to the lowest possible energy to improve the accuracy of
the simulated process. Different physical processes occur when particles of different types
and energies interact with air. This paper considered the following physical processes: low-
energy electromagnetic processes, hadron processes, decay processes, and photonuclear
processes. A secondary particle generation threshold of 250 eV was imposed within the
entire model.

Deposition of energy at different height locations was recorded by distinct detectors in
the model. First, the total energy deposition for each detector was calculated by multiplying
the average energy deposition by the number of simulated particles identified and the
duration. Jesse discussed the generation of ions in the air by ionizing radiation [26]. He
reported the mean energy required to generate an ionization in the air for alpha and
beta particles, 35 eV for alpha particles and 33.8 eV for beta particles. Next, the number
of positive and negative particle pairs deposited within each detector was obtained by
dividing the total energy deposited by the average ionization energy of alpha and beta
particles. Finally, the ionization rates of detectors at various heights were evaluated.
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The following case is illustrated with an example of a detector. In this paper, we
assumed that the average energy deposition of the detector is E eV, the number of simulated
events is N pcs, the ionization duration event is t s, the total energy deposition is Ntot eV, the
average ionization energy of particles in the air is W eV, the number of positive and negative
particle pairs in the detector is Ni ion parts, and the ionization rate is Q cm3·s. The technique
outlined above was presented as Equation (2), and then Equation (3) was obtained.

E × N = Ntot;
Ntot

W
= Ni;

Ni × 10−6

π × 52 × t
= Q (2)

E × N
W

× 10−6

π × 52 × t
= Q (3)

2.3. Physical Lists and Data Statistics

Positive and negative particles are ionized by radon decay particles at different heights.
However, the different mobility of differently charged ions leads to the inability of positive
and negative particles to fully compensate for each other. Then, the reverse atmospheric
vertical electric field is produced in the case of strong turbulent conditions diffusion. For
simulating the electrical state of the turbulent ground layer, a steady-state kinetic equation
was applied in this paper.

− ∂

∂z

[
Dt

∂n+

∂z

]
+ b+

∂

∂z
(En+) = Q − αn+n−

− ∂

∂z

[
Dt

∂n−
∂z

]
− b−

∂

∂z
(En−) = Q − αn+n−

∂E
∂z

= 4πe(n+ − n−)

(4)

Here, n± is the concentration of positive and negative ions; Dt(z) = (Kz + γ)/(z + β)
is the turbulent diffusion coefficient; b± is the mobility of positive and negative ions; Q
is the ionization rate, which is mainly caused by radon ionization of air near the ground;
α is the ion recombination coefficient; e is the electron charge; and ε0 is the vacuum
dielectric constant.

The fluctuations in positive and negative ion concentrations and the atmospheric
vertical electric field with height are provided by solving Equation (4). It proves that the
formation of the atmospheric vertical anomaly is caused by the ionization of radioactive
radon decay products into the atmosphere.

3. Wenchuan EQ Analysis and Discussion

3.1. Radon Concentration before the Wenchuan EQ

The Wenchuan Ms8.0 EQ in 2008 in China was used as an example for our study to
verify the validity of the mechanism. The distances between the epicenter of the Wenchuan
EQ and the detection stations at Pixian, Wenjiang, and Guzan are 49, 52, and 202 km,
respectively. As shown in Figure 5a, before the Wenchuan EQ, Guzan shows a significant
increase in the daily median radon concentration from May 7 to the moment of the EQ [19].
As shown in Figure 5b, the visibility and low cloud cover at the Wenjiang and Pixian
stations on the day of the EQ. As shown in Figure 5c, the wind velocity at Wenjiang and
Pixian stations throughout the day on 12 May. Therefore, it can be determined that it was
fair weather in the epicenter area of the Wenchuan EQ on 12 May. The atmospheric vertical
electric field is disturbed only a little by meteorological effects.
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Figure 5. (a) Variation of radon concentration at Guzan station before the Wenchuan EQ. (b) Visibility
and low cloud cover at Wenjiang and Pixian stations before the Wenchuan EQ. (c) Wind velocity at
Wenjiang and Pixian stations before the Wenchuan EQ.

It can be seen from Figure 5a that the radon concentration before the Wenchuan EQ
peaked at 8.98 Bq/L on May 10. For receiving the variation of radon concentration with
height before the Wenchuan EQ, it was considered that the peak radon concentration before
the Wenchuan EQ was the ground, y = 0 km, radon concentration, i.e., (8.98 Bq/L, 0 km).
The vertical distribution of radon concentration varies with the changes in meteorological
parameters [27]. For the simulation in this paper, we considered the constant migration and
turbulent diffusion coefficients. Thus the slope of the natural logarithm of radon concentra-
tion with height was considered to be the same as the curve of Equation (1). The intercept
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of the curve is determined from the radon concentration data before Wenchuan earthquake
(8.98 Bq/L, 0 km). The radon concentration variation with height was obtained as:

y = −2.351 ln(x) + 31.026 (5)

where x (dpm/m3) is the Radon concentration and y (km) is the height.
The concentration of alpha particles at different heights was obtained from Equation (5),

and the variation of beta particles with height was obtained from the alpha to beta ratio
in Section 2.1.2. Since we configured the Monte Carlo simulation alpha particle source
equivalent to the number of alpha particles generated in a cylinder with a radius of 5 m and
a height of 1 cm in 1 h, it was possible to obtain the number of alpha particles simulated at
different heights from the alpha particle concentration at different heights.

3.2. Results and Discussion
3.2.1. Monte Carlo Simulation of Ionization Processes

Based on the variation of alpha and beta ion concentrations with height, the Monte
Carlo simulations were used to simulate their ionization rates at different heights. For the
Wenchuan EQ alpha and beta particle concentrations given in Section 3.1, the variation of
the ionization rate with height was derived from the simulation method in the methodology,
as shown in Tables 2 and 3 and Figure 5. Tables 2 and 3 show that the heights and simulation
number are the simulation input conditions, and the average energy deposition is the output
from the GEANT4 calculation. It was noteworthy that the total energy deposition is the
case of one-hour accumulated radon concentration. Next, the ionization rate variation was
obtained by Equation (3).

Table 2. Alpha particle simulation parameters and results.

Altitude/m
Average

Energy De-
position/keV

Simulation
Number

Total Energy
Deposi-
tion/eV

Ion Pairs
Ionization
Rate/cm3·s

0.1 60.8249 2.7924 × 108 1.6985 × 1013 4.8527 × 1011 1716.3
1 60.8241 2.7913 × 108 1.6978 × 1013 4.8508 × 1011 1715.62
2 60.824 2.7901 × 108 1.6971 × 1013 4.8487 × 1011 1714.89
3 60.8242 2.7889 × 108 1.6963 × 1013 4.8467 × 1011 1714.17
4 60.8238 2.7877 × 108 1.6956 × 1013 4.8446 × 1011 1713.43
5 60.824 2.7866 × 108 1.6949 × 1013 4.8426 × 1011 1712.7
6 60.8241 2.7854 × 108 1.6942 × 1013 4.8405 × 1011 1711.98
7 60.8241 2.7842 × 108 1.6935 × 1013 4.8384 × 1011 1711.25
8 60.8239 2.7830 × 108 1.6927 × 1013 4.8364 × 1011 1710.52
9 60.8239 2.7818 × 108 1.6920 × 1013 4.8343 × 1011 1709.79

10 60.8237 2.7806 × 108 1.6913 × 1013 4.8322 × 1011 1709.06
20 60.823 2.7688 × 108 1.6841 × 1013 4.8117 × 1011 1701.78
30 60.8226 2.7571 × 108 1.6769 × 1013 4.7912 × 1011 1694.55
40 60.8215 2.7454 × 108 1.6698 × 1013 4.7708 × 1011 1687.32
50 60.8206 2.7337 × 108 1.6627 × 1013 4.7505 × 1011 1680.14
60 60.8196 2.7221 × 108 1.6556 × 1013 4.7302 × 1011 1672.98
70 60.8209 2.7106 × 108 1.6486 × 1013 4.7103 × 1011 1665.91
80 60.8216 2.6991 × 108 1.6416 × 1013 4.6903 × 1011 1658.86
90 60.8207 2.6876 × 108 1.6346 × 1013 4.6703 × 1011 1651.8
100 60.8228 2.6762 × 108 1.6277 × 1013 4.6507 × 1011 1644.84
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Table 3. Beta particle simulation parameters and results.

Altitude/m
Average

Energy De-
position/keV

Simulation
Number

Total Energy
Deposi-
tion/eV

Ion Pairs
Ionization
Rate/cm3·s

10 462.855 4.27 × 109 9.89 × 1011 2.93 × 1010 103.45
20 462.958 4.25 × 109 9.85 × 1011 2.91 × 1010 103.04
30 462.936 4.24 × 109 9.80 × 1011 2.90 × 1010 102.59
40 462.963 4.22 × 109 9.76 × 1011 2.89 × 1010 102.17
50 462.893 4.20 × 109 9.72 × 1011 2.88 × 1010 101.72
60 462.878 4.18 × 109 9.68 × 1011 2.86 × 1010 101.28
70 462.954 4.16 × 109 9.64 × 1011 2.85 × 1010 100.87
80 462.938 4.15 × 109 9.60 × 1011 2.84 × 1010 100.44
90 462.892 4.13 × 109 9.56 × 1011 2.83 × 1010 100
100 462.978 4.11 × 109 9.52 × 1011 2.82 × 1010 99.59

As shown in Figure 6, the black dots are the results obtained from the simulation,
and the red curve is the best-fit result. An exponential fit was used as the fitting function
to match the actual ionization rate variation more closely with height. As a result, the
ionization rate fitted alpha and beta ionization rate curves were Equations (6) and (7).

Qα = e21.263−4.25×10−4z (6)

Qβ = e18.459−4.245×10−4z (7)

here the ionization rate fit is close to perfect, where the Qα fitting accuracy R2 = 1 and the
β fitting accuracy R2 = 0.99995. Therefore, the variation of the ionization rate with height
was Qα + Qβ caused by radon.
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Figure 6. (a) Alpha particle simulation data with the best fit. (b) Alpha particle simulation data with
the best fit.

3.2.2. Simulation Results and Discussion

From the previous work, the variation of the ionization rate with height due to radon
was given as Q = Qα + Qβ. In this model, the mobility b± of positive and negative ions is
set to 2.5 × 10−4 and 2.2 × 10−4 m2·(V·s)−1 [28], respectively, and the ion recombination
coefficient α is set to 1.6 × 10−12. For the turbulent diffusion coefficient Dt(z) = (Kz +
γ)/(z + β), where β is set to 10 m, γ is set to 5 × 10−5 m3·s−1 and the strong turbulence
coefficient K is set to 5 m2·s−1 [21].
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For the set of partial differential Equation (4), the boundary conditions near the Earth’s
surface were considered as:

n+(z = 0) = n−(z = 0) = 450 cm−3, n1(10) = n2(10) = (Q(10)/α)1/2 (8)

E(10) =
j0

λ10
, λ10 = e × (b+n+(10) + b−n−(10)) (9)

In Equation (8), j0 is the current density at z = 0. For the Wenchuan EQ, Kuo et al.
developed a model for the piezoelectric effect in rocks and have calculated a current density
of Irock = 500 nA·m−2 for an EQ fault area of Arock = 200 × 30 km2 [29]. The total current
input to the atmosphere equals the current output from rocks.

Iair = Aair × J0 = Irock = Arock × Jrock (10)

The electromagnetic field parameters of a large area of China were abnormal before
the Wenchuan EQ. Abnormal electromagnetic signals were observed at the Gao Bei station
in Hebei Province, 1440 km from the epicenter, on May 9, three days before the main EQ.
Electromagnetic anomalies were also observed at the Qingxian station in Hebei province,
1439 km from the epicenter, and at Ningjin county in Hebei province, 1241 km from the
epicenter. However, there was no electromagnetic signal anomaly observed in Sanhe
County, Hebei Province, 1541 km from the epicenter [30]. Thus, it was assumed that the
area of the pre-EQ air anomaly region A = 1440 × 1440 km2 calculated by Equation (9)
yields J0 ≈ 1.5 nA.

The partial differential Equation (4) was solved mathematically by the boundary
conditions given for the Wenchuan EQ. As shown in Figure 7, we solve the variation of
the positive and negative particle concentrations and the atmospheric vertical electric field
with height. From the data in Figure 7, the separation of positive and negative particles can
be seen.

0 2 4 6 8 10
Altitude(m)

1

1.5

2

2.5

3

3.5

Io
n 

de
ns

it
y(

cm
-3

)

1010
-700

-600

-500

-400

-300

-200

E
le

ct
ri

c(
V

/m
)

*

n
+

n
-

E

Figure 7. Variation of positive and negative particle concentration and atmospheric vertical electric
field with height.

As shown in Figure 7, we calculate that the atmospheric vertical electric field from the
surface to 10 m is −593 to −285 V/m. Negative atmospheric electric field anomalies were
observed at both Wenjiang and Pixian on 12 May, with a peak of −600 V/m at Pixian and
−200 V/m at Wenjiang [19]. The data of atmospheric electric field sounding at Wenjiang
station were consistent with the data obtained from the model calculation in this paper.
Moreover, there were some deviations in the data of the Pixian station. The results were
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consistent with those calculated by Boyarchuk, Lomonosov, and Pulinets, which showed
an anomaly of reduction in the atmospheric electric field [21]. The difference was that the
calculations used as input conditions were the atmospheric electric field on fair weather
and the radon ionization source within 10 cm of the ground. An analogous process was
observed in the case of measuring the electric field in the underground nuclear weapons
test area: the electric field drastically decreased at the time of the explosion [31]. In this case,
the near-surface layer was ionized by the fission fragments emerging from the soil. This
experiment was similar to the mechanism of this paper and was a direct demonstration
of this paper. Since we could not obtain the detailed radon concentration detection data
before the Wenchuan EQ, the radon concentration used in the calculation was based on the
gradient of the natural logarithm of radon concentration with height in fair weather. The
variation of radon concentration with height was obtained using the radon concentration
at the ground level y = 0 km before the Wenchuan EQ. Moreover, the parameters in the
equation of motion were according to the average parameters on fair weather, which might
have some errors with the actual situation. Therefore, the parameters used in the simulation
deviated from the actual parameters. If the actual meteorological parameters before the
EQ and the variation of radon concentration with height were available in the simulation,
the accuracy of the simulation would be improved. In general, these results still indicate
that the mechanism of our initial exploration matches well with the measured values and
indicates a good validity of our model.

4. Conclusions

A research method based on a combination of Monte Carlo simulations and the nu-
merical solution was proposed to study the mechanism of the formation of the atmospheric
vertical electric field of the short-term precursor signals of EQs. An innovative Monte
Carlo simulation method was established to calculate the ionization rate at different heights
from data on the variation of radon concentration with height before an EQ. Next, the
ionization rate data were combined with the partial differential equations describing the
motion of positive and negative particles to numerically solve for the variation of positive
and negative particles and radon concentration with height. Finally, the model was val-
idated with the 2008 Wenchuan EQ in China, which had both radon concentration data
and atmospheric electric field data before the EQ. In addition, the ionization of alpha and
beta particles at different heights, which were the main decay stabilization products of
radon, was considered in the model. Alpha particles were the best ionized of the radon
decay products, and their fitted ionization rates decayed exponentially with height. The
results showed that the atmospheric electric field results obtained from the simulations
compounded well with the atmospheric electric field data detected before the Wenchuan
EQ. The atmospheric electric field measured by the Wenchuan EQ is direct evidence of
the correctness of the model. Moreover, our atmospheric electric field simulations’ results
were consistent with those obtained by Boyarchuk, Lomonosov, and Pulinets. In this pa-
per, Holzer’s experiments on the atmospheric electric field effects of nuclear explosions
in 1972 fundamentally proved the feasibility of the atmospheric electric field anomalies
generated by radon ionization. Therefore, the mechanism model can effectively explain the
mechanism of atmospheric electric field anomalies before EQ.
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Abstract: A study of spatiotemporal variability and synchronization effects in continuous seismic
records (seismic noise) on a network of 21 broadband seismic stations on the Kamchatka Peninsula
was carried out in connection with the occurrence of strong earthquakes, M = 7.2–8.3. Data of 1-min
registrations of the vertical movements velocity Earth’s surface were used for constructing time
series of daily values of the generalized Hurst exponent α*, singularity spectrum support width
Δα, wavelet-based spectral exponent β, and minimum normalized entropy of squared orthogonal
wavelet coefficients En for all stations during the observation period 2011–2021. Averaged maps
and time-frequency diagrams of the spectral measure of four noise parameters’ coherent behavior
were constructed using data from the entire network of stations and by groups of stations taking into
account network configuration, volcanic activity and coastal sea waves. Based on the distribution
maps of noise parameters, it was found that strong earthquakes arose near extensive areas of the
minimum values of α*, Δα, β, and the En maximum values advance manifestation during several
years. The time-frequency diagrams revealed increased amplitudes of the spectral measure of the
coherent behavior of the 4-dimensional time series (synchronization effects) before three earthquakes
with Mw = 7.5–8.3 over months to about one year according to observations from the entire network
of stations, as well as according to data obtained at groups of continental and non-volcanic stations.
A less-pronounced manifestation of coherence effects diagrams plotted from data obtained at coastal
and volcanic groups of stations and is apparently associated with the noisiness in seismic records
caused by coastal waves and signals of modern volcanic activity. The considered synchronization
effects correspond to the author’s conceptual model of seismic noise behavior in preparation of strong
earthquakes and data from other regions and can also be useful for medium-term estimates of the
place and time of seismic events with Mw ≥ 7.5 in the Kamchatka.

Keywords: seismic noise; time series; singularity spectrum; wavelet analysis; spectral measure of
coherence; Kamchatka Peninsula; earthquake prediction

1. Introduction

Continuous records of microseismic oscillations recorded by broadband seismometers
at a network of stations may contain information about geodynamic processes in the
Earth’s interior, despite the main part of the energy of such oscillations being due to
atmospheric and oceanic influences [1–3]. The conditions for the propagation of natural
and man-made signals in the geological environment and its transmission properties can
vary over time, including under the influence of earthquake preparation processes [4].
Statistical characteristics of microseisms can reflect changes in properties of the geological
environment, so the study of their spatiotemporal structure is a promising direction in
search for signs of strong earthquake preparation in seismically active regions.
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New opportunities for studying the properties of continuous microseismic oscillations
(below “seismic noise”) are provided by the method developed by A.A. Lyubushin [5–17].
This method implements ideas about the general patterns of complex dynamic systems’
behavior when they approach a critical state associated with irreversible changes. In
particular, an increase in the synchronization (coherence) of changes in the properties of
such systems is considered as one of the signs of the approach to a catastrophic state [12,18].

Synchronization effects can manifest themselves both in the behavior of natural objects
and in experiments. For example, it was shown in [19] that weak mechanical periodic
forcing applied to a model spring-slider system imitating the behavior of a seismogenic
fault can lead to synchronization of slip events, documented as acoustic emission bursts
with the frequency of a weak forcing.

Strong earthquakes are associated with abrupt changes in seismicity over vast areas
and can be considered as “catastrophes” preceded by manifestations of various precursors,
including an increase in the correlation radius of random fluctuations of microseismic oscil-
lations. A physical description of the growth mechanism of microseismic synchronization
is impossible due to the complexity of geological environmental structures and a large
number of external influences and processes, many of which cannot be traced during the
observation period. Therefore, the use of synchronous behavior in the statistical measures
of a certain set of seismic noise parameters at a network of stations makes it possible to
formally solve the problem of diagnosing preparation for a strong earthquake.

The possibility of the method for identifying areas of strong earthquakes in the North-
western part of the Pacific seismic belt, North America, and the whole world with a lead
time of months–a few years was demonstrated in [5,13,14,16]. In particular, regular spa-
tiotemporal changes in seismic noise parameters before the 2003 and 2011 earthquakes
with Mw = 8.3 and 9.0 were found according to data of the Japanese F-net network. Such
changes showed the evolution of the statistical structure of microseismic oscillations to
white noise [8].

This paper presents the results of applying the method of A.A. Lyubushin to the data
of continuous recording of seismic signals at the network of stations in the Kamchatka
Peninsula to search for signs of preparation for strong earthquakes in the variations of seis-
mic noise taking into account the specific conditions of the region such as modern volcanic
activity and coastal sea disturbances. To do this, the maps of the spatial distribution of four
noise statistics were created and increased values of spectral coherence in the time series of
noise parameters for 2011–2021 were analyzed in comparison with major earthquakes that
have occurred. Diagrams of the spectral measure of coherence for four noise parameter
time series were constructed using data from the entire network of stations and separately
from data of northern, central, and southern groups of stations, as well as separately for
stations allocated taking into account their remoteness from active volcanoes and separately
for continental and coastal stations (Figure 1, Table 1). Using this approach, the features
of the spatiotemporal distribution and coherent behavior of seismic noise statistics were
found in connection with the preparation of local earthquakes with magnitudes of 7–8.
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Figure 1. Map of the Kamchatka Peninsula showing the location of seismic stations (Table 1), earth-
quake epicenters with Mw = 7.2–8.3, and tectonic plate boundaries: 1—seismic stations with codes
indicated: blue designates coastal stations, and white designates continental stations; 2—earthquake
epicenters; 3—areas of earthquake sources according to [20–24]; 4—boundaries of the northern,
central, and southern groups of stations (from top to bottom); 5—northwestern and northeastern
boundaries of the considered area of the Pacific Oceanic Plate (PA); 6—boundary of the North
American continental plate (NA) with PA and small lithospheric plates Beringia (BE) and Okhotsk
(OK) [25,26]. White arrows indicate the direction of PA movement; numbers—the speed of TO
movement [27].

Table 1. Seismic stations, their equipment [28], and the belonging of stations to selected groups.

Seismic
Station

Station
Code

Coordinates
Equipment

Frequency Range/
Registration

Frequency, Hz

Belonging to Dedicated Groups of Stations
N ◦ E ◦ h asl, m

Avacha AVH 53.264 158.740 942 CMG-6TD 0.033–40/100 southern continental volcanic

Bering BKI 55.194 165.984 12 CMG-3TB 0.0083–40/100 central coastal non-volcanic

Dal’niy DAL 53.031 158.754 57 CMG-6TD 0.033–40/100 southern coastal non-volcanic

Institut IVS 53.066 158.608 160 CMG-3TB 0.0083–40/100 southern coastal non-volcanic

Kamenskaya KMSK 62.467 166.206 40 CMG-6TD 0.033–40/100 northern continental non-volcanic

Karymshina KRM 52.828 158.131 100 CMG-3TB 0.033–40/100 southern continental non-volcanic

Kirisheva KIR 55.953 160.342 1470 CMG-6TD 0.033–40/100 central continental volcanic

Klyuchi KLY 56.317 160.857 35 KS2000 0.01–40/100 central continental volcanic

Kozyrevsk KOZ 56.058 159.872 60 CMG-6TD 0.033–40/100 central continental volcanic
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Table 1. Cont.

Seismic
Station

Station
Code

Coordinates
Equipment

Frequency Range/
Registration

Frequency, Hz

Belonging to Dedicated Groups of Stations
N ◦ E ◦ h asl, m

Krutoberegovo KBG 56.258 162.713 30 CMG-3TB 0.0083–40/100 central coastal non-volcanic

Ossora OSS 59.262 163.072 35 CMG-6TD 0.033–40/100 northern coastal non-volcanic

Palana PAL 59.094 159.968 70 STS-2 0.0083–40/100 northern coastal non-volcanic

Pauzhetka PAU 51.468 156.815 130 CMG-6TD 0.033–40/100 southern continental non-volcanic

Petropavlovsk PET 53.023 158.650 100 STS-1 0.0027–10/20 southern coastal non-volcanic

Severo-
Kuril’sk SKR 50.670 156.116 30 CMG-3TB 0.0083–40/100 southern coastal volcanic

Tigil TIGL 57.765 158.671 115 CMG-6TD 0.033–40/100 northern continental non-volcanic

Tilichiki TL1 60.446 166.145 25 CMG-3TB 0.0083–40/100 northern coastal non-volcanic

Tumrok TUMD 55.203 160.399 478 CMG-6TD 0.033–40/100 central continental volcanic

Khodutka KDT 51.809 158.077 22 CMG-6TD 0.033–40/100 southern coastal non-volcanic

Shipunskiy SPN 55.106 160.011 95 CMG-6TD 0.033–40/100 southern coastal non-volcanic

Esso ESO 55.932 158.695 490 CMG-6TD 0.033–40/100 central continental non-volcanic

2. Region, Data, Method

2.1. Network of Stations

The Kamchatka Peninsula is one of the most seismically active regions of the Earth
due to its location at the junction of the Pacific oceanic plate and the continental North
American and Eurasian tectonic plates. Here, strong earthquakes occur within the Kam-
chatka fragment of the Kuril–Kamchatka seismic focal zone and the western fragment
of the Aleutian seismic focal zone as a result of Pacific oceanic plate movement in the
northwest direction (Figure 1). Since 2011, a network of digital broadband seismic stations
(Table 1) has been operating here. This provided the technical conditions for studying
the variations in microseismic oscillations and evaluating the potential of such data to
search for precursors of strong earthquakes. The geometric dimensions of the network are
characterized by the maximum distances between stations, 1450 km in the N–S direction
(between SKR and KMSK stations) and 560 km in the W–E direction (between PAL and BKI
stations). The average distance between two adjacent stations is 120 km (median 110 km)
with a range of values from 10 to 240 km.

2.2. Stations Identification
2.2.1. Northern, Central and Southern Groups of Station

Stations located north of the Pacific Plate northern boundary (Figure 1) were identified
as the northern group. The territory of the central and southern groups of stations is
located within the Kuril–Kamchatka island arc. The region of the southern group belongs
to the Kuril segment of the island arc, and the region of the central group belongs to the
Kamchatka segment. The boundary between the southern and central groups of stations
runs along the Nachikinskaya zone of transverse dislocations separating the Kamchatka
and Kuril segments of the island arc [26,29].

2.2.2. Volcanic Stations

In the eastern part of the Kamchatka Peninsula there is an area of modern volcanism
including active volcanoes. Broadband seismic stations are located in the vicinity of some
volcanoes (Figure 2). During volcanic eruptions, volcanic and seismic signals can be
recorded in seismic records at distances up to a few tens of kilometers from the centers of
eruption [30,31]. Data on volcano activity from the Institute of Volcanology and Seismology
of the Russian Academy of Sciences and the Kamchatka Branch of the Geophysical Survey
of the Russian Academy of Sciences (http://geoportal.kscnet.ru/volcanoes/ (accessed
on 31 December 2021); http://www.emsd.ru/~ssl/monitoring/main.htm (accessed on
31 December 2021)) were used when identifying a group of volcanic stations (Table 1).
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Figure 2. Location map of seismic stations and active volcanoes: 1—non-volcanic station, 2—volcanic
station, 3—active volcano near which a seismic station is located, 4—active volcano at rest or near
which there is no seismic station, 2011–2021.

In 2011–2021 the Sheveluch, Klyuchevskoy, Bezymyanny, Plosky Tolbachik, Kizimen,
Avachinsky, and Ebeko volcanoes were in the stages of eruptions and increased fuma-
role and seismic activity (Figure 2). The high activity of northern volcanoes Sheveluch,
Klyuchevskoy, Bezymyanny, Plosky, and Tolbachik was manifested in the records at seismic
stations KIR, KLY, KOZ, and at TUMD station during the Kizimen volcano activation in
2011–2013. Weak signals from gas–ash emissions appeared in the records at SKR station
during the Ebeko volcano eruption in 2016–2021 [32–34]. Brief episodes of increased activity
from the Avachinsky volcano appeared in records at AVH station.

2.2.3. Coastal and Continental Stations

Stations located near seacoasts were allocated to the group of coastal stations. Other
stations were allocated to the group of continental stations (Figure 1, Table 1). It should
be noted that the diurnal and semidiurnal tidal harmonics are more pronounced in the
spectra of hourly time series of noise from coastal stations, compared to stations located
at a distance from seacoasts. In records from continental stations, mainly diurnal maxima
are distinguished. Whereas diurnal and semidiurnal maxima, as well as maxima on the
periods of powerful lunar waves M2 (period 12.42 h) and O1 (period 25.82 h), are clearly
distinguished in the spectra of records from coastal stations [35,36]. Such features of
seismic noise records showed a high degree of signal noisiness at coastal stations due to
sea tidal waves.

The distributions of stations by groups, taking into account the number of stations
affected by sea waves (coastal stations, 11 or 52% in total) and volcanic activity (volcanic
stations, 6 or 29% in total), are presented in Table 2.
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Table 2. Distribution of stations into groups, taking into account the number of stations affected by
sea waves (coastal stations) and volcanic activity (volcanic stations).

Station Groups Influence Factors *
All Stations,
N= 21 (100%)

Northern,
N = 5 (100%)

Central,
N = 7 (100%)

Southern,
N = 9 (100%)

Non-Volcanic,
N = 15 (100%)

coastal, n (%) 11 (52%) 3 (60%) 2 (29%) 6 (67%) 10 (67%)

volcanic, n (%) 6 (29%) – 4 (57%) 2 (22%) –

* n denotes the number of stations and the % of the total number of stations in group N is indicated in brackets.

2.3. Strong Earthquakes

Comparison of network linear dimensions (1450 × 560 km, average distance 120 km
between neighboring stations) with the maximum linear sizes of earthquake sources L,
km according to the formula lgL = 0.440 Mw − 1.289 [37] and the calculated radii of level
deformations 10−8 (R, km) at preparation of earthquakes with Mw: R = 100.43·Mw [38], makes
it possible to roughly estimate the network sensitivity to the preparation of earthquakes
with magnitudes of at least 7–9. For such earthquakes, the maximum sizes of sources are
about 60–450 km according to [37]. The radii of deformation sensitivity of 10−8, equivalent
to the areas of earthquake preparation with magnitudes 7–9 by [38], are 1–7 thousand
km. Therefore, we believe that the configuration of the operating network (Figure 1) can
cover completely or partially the areas of earthquake preparation in magnitude range 7–9.
However, a more reasonable estimate of the network sensitivity for earthquake magnitudes
can be obtained from experimental data. As will be shown in this study, the method
used, based on the existing network of stations, may be sensitive to the preparation for
earthquakes with a magnitude of at least 7.5.

Data on the five most powerful earthquakes of 2013–2020 with Mw = 7.2–8.3 that
occurred during the observation period are presented in Table 3. The location of these
earthquakes’ epicenters and sources according to the aftershocks of the first day is presented
in Figure 1.

2.4. Seismic Noise Parameters

To analyze spatiotemporal variations of seismic noise, time series of the daily values of
four statistical parameters were used: generalized Hurst exponent α*, singularity spectrum
support width Δα, wavelet-based spectral exponent β, and minimum normalized entropy of
squared orthogonal wavelet coefficients En calculated for all stations during the 2011–2021
observation period [35,36,39]. The statistical parameters of seismic noise were estimated
according to daily data of 1-min signal registration on BHZ channels for all stations (Figure 1,
Table 1).

To calculate the noise parameters, an updated archive of 1-min continuous recordings
was created at 21 stations of the KB GS RAS formed from daily fragments of records with a
frequency of 100 and 20 Hz by averaging them in a window of one minute (1440 min values
in each day) (http://www.ceme.gsras.ru/new/infres/, accessed on 31 December 2021).
Below is a brief description of the four seismic noise statistics used in this study.

Multi-fractal parameters Δα and α*. Consider some random fluctuation x(t) on a time
interval [t − δ/2, t + δ/2] of length δ centered at the time point t. Consider the range μ(t, δ)
of random fluctuations on this interval, that is, the difference between the maximum and
minimum values:

μ(t, δ) = max x(s) − min x(s), (1)

when t − δ/2 ≤ s ≤ t + δ/2.
If we force δ � 0, then the value μ(t, δ) will also tend to zero, but the speed of this

decrease is important here. If the speed is determined by the law δh(t): μ(t, δ)~δh(t), or if
there is a limit h(t) = lim

δ→0

log(μ(t,δ))
log(δ) , then the h(t) is called the Hölder-Lipschitz exponent.

If the value h(t) does not depend on the moment of time t: h(t) = const = H, then
the random fluctuation x(t) is called mono-fractal, and the value H is called the Hurst
exponent. If the Hölder-Lipschitz exponents h(t) differ for different moments of time t, then
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the random fluctuation is called a multi-fractal, and the notion of a singularity spectrum
F(α) can be defined for it [40].

To do this, we select a set C(α) of such moments of time t that have the same value α as
the Hölder-Lipschitz exponent: h(t) = α. For some values α the set C(α) is not empty, that is,
there are some minimum αmin and maximum αmax, such that only for αmin < α < αmax does
the set C(α) contain some elements.

The multi-fractal spectrum of a singularity F(α) is the fractal dimension of a set of
points C(α).

The parameter Δα = αmax − αmin, called the singularity spectrum support width,
is an important multi-fractal characteristic. In addition, of considerable interest is the
argument α* that provides the maximum of the singularity spectrum: F(α*) = max F(α),when
αmax ≥ α ≥ αmin, called the generalized Hurst exponent. To get the estimates of the multi-
fractal characteristics of signals, we used a method based on the analysis of fluctuations
after the removal of scale-dependent trends [41] by polynomials of the 8th order.

2.4.1. Minimum Normalized Entropy of Squared Orthogonal Wavelet Coefficients En

When processing signals using orthogonal wavelets, the choice of a basis is determined
using the criterion for the minimum entropy of the distribution of wavelet coefficients [42].
Let cj

(k) are the wavelet coefficients of the analyzed signal x(t), t = 1, ..., L are a discrete
indexes numbering successive values of the time series.

The superscript k is the number of the level of detail of the orthogonal wavelet decom-
position; the subscript j numbers the sequence of time interval centers in the vicinity of
which the signal convolution, with finite elements as its basis, is calculated.

We used 17 orthogonal Daubechies wavelets: 10 ordinary bases with minimal support
and a number of vanishing moments from 1 to 10, and 7 Daubechies symlets [42] with a
number of vanishing moments from 4 to 10.

For each basis, the normalized entropy of the distribution of the squared coefficients
was calculated and a basis was found that ensures the minimum entropy:

En = −∑m
k=1 ∑Mk

j=1 p(k)j · ln
(

p(k)j

)
/ln(Nr) → min , when p(k)j =

∣∣∣c(k)j

∣∣∣2/ ∑l,i

∣∣∣c(l)i

∣∣∣2.

Here m is the number of levels of detail taken into consideration; Mk is the number of
wavelet coefficients at the level of detail with number k.

The number of levels m depends on the length L of the analyzed samples.
For example, if L = 2n, then m = n, Mk = 2(n−k). If the length L is not equal to a power

of two, then the signal x(t) is padded with zeros to the minimum length N, which is greater
than or equal to L: N = 2n ≥ L.

In this case, among the number 2(n−k) of all wavelet coefficients at level k, only L·2−k

coefficients correspond to the decomposition of the real signal, while the remaining coeffi-
cients are equal to zero due to the addition of zeros to the signal x(t).

Thus, Mk = L·2−k, and only “real” coefficients are used to calculate the entropy. The
number Nr is equal to the number of “real” coefficients, that is, Nr = ∑m

k=1 Mk. By
construction, 0 ≤ En ≤ 1.

When estimating the wavelet spectral exponent β, the orthogonal wavelet decompo-
sition of the signal fragments in the current daily time window [5] is used, which was
previously used in [43] to analyze the noise component of signals from a network of 1203
GPS stations in Japan before the Tohoku mega earthquake on March 11, 2011, and in [36,39]
when processing noise data from the Kamchatka Peninsula.

For each station, the time series of the four seismic noise parameters were obtained
with a time step of 1 day for the time period 2011–2021. When calculating the statistical
parameters of the noise, the low-frequency polygenic components in the daily continuous
records of the seismic signal with a frequency of 1 min were preliminarily filtered by the
8th order polynomial at each station. Such filtering and the subsequent transition to the
first differences of the averaged 1-min data provided the suppression and compensation
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of tidal, atmospheric, other natural effects, and anthropogenic activity in the original
continuous records.

2.4.2. Visualization of the Seismic Noise Parameters Distribution

For all four statistical parameters, daily GRD files were created, representing tables
of their values at the nodes of a regular grid of 50 × 50 nodes in size, covering the area
in the latitude range of 50–64◦ N and in the longitude range of 155–168◦ E for the entire
observation period. The distribution of each noise statistic over the territory, obtained by
interpolating the median values of the parameters from the three stations closest to each
node of the grid, was reflected on digital maps created using a geographic information
system [44].

When averaging daily maps over all days within a given time interval, averaged maps
were obtained that characterize the features of noise parameters’ changes over space for
the corresponding time intervals. An analysis of the set of such maps for the same time
interval and their variability in time in comparison with maps over a long-term period
makes it possible to trace the features of the seismic noise parameters’ distribution for the
territory under consideration as a whole and in the areas of earthquake sources.

When interpreting maps, we analyzed areas located at distances not exceeding the
average minimum distance between network stations (120 km). The shaded area of the
maps is limited by a line corresponding to the envelope of circles with centers in the regions
of outlying stations and a radius of 120 km (Figure 3a). Such a limitation allowed us to
uniformly adjust the coloring area on the maps (Figure 3b). On digital maps, only this
selected area was colored and analyzed (Figure 4).

Figure 3. Determination of the coloring area on maps showing the distribution of noise parameters.
(a) circular areas with a radius of 120 km around seismic stations; (b) corresponding colored area (see
text for explanation).
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Figure 4. Maps of seismic noise parameters’ distribution for 2011–2018 (left) and for 2019–2021 (right).
(a) Generalized Hurst exponent α*; (b) singularity spectrum support width Δα; (c) wavelet-based
spectral exponent β; and (d) normalized entropy of the squared orthogonal wavelet coefficients En.
The white circles show the earthquake epicenters (Table 3) that occurred over the corresponding
time periods. Rectangles with a coordinate grid show the area of noise parameters’ calculation. The
coloring corresponding to the color scales was carried out for the area at a distance of no more than
120 km from the edge stations of the network (Figure 3).
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Table 3. Earthquakes with Mw = 7.2–8.3 (http://earthquake.usgs.gov/earthquakes (accessed on
31 December 2021)).

No
Date dd.mm.yyyy

Name
Time

hh:mm:ss

Coordinates, deg.
N◦
E◦

H, km Mw
M0,

N·m·1020

1 24 May 2013
Sea of Okhotsk 05:44:48 54.89

153.22 598 8.3 38.4

2 30 January 2016
Zhupanovskoe 03:25:12 53.98

158.55 177 7.2 0.8

3
17 July 2017
Near Islands

Aleutian
23:34:13 54.44

168.86 10 7.7 5.2

4 20 December 2018
Uglovoye Podnyatiye 17:01:55 55.10

164.70 17 7.3 1.0

5 25 March 2020
North Kuril 02:49:21 48.96

158.70 58 7.5 2.0

2.5. Spectral Measure of Coherent Behavior of Seismic Noise Parameters

To diagnose synchronization effects in changes to the 4-dimensional time series of noise
parameters, we used the value of the spectral measure of their coherent behavior ν(τ, ω),
estimated in a sliding time window. Previously, the spectral measure of coherent behavior
was used in [5,11,12] for diagnosing synchronization effects in changes in geophysical,
geochemical, hydrological, meteorological and other multidimensional time series.

The spectral measure of coherence of a 4-dimensional series of seismic noise parame-
ters is constructed as the modulus of the product of the by-component canonical coherences
of a multidimensional series ν(τ, ω) = ∏m

j=1
∣∣μj(τ, ω)

∣∣, where m = 4 is the total number of
analyzed time series that make up a multidimensional series (dimension of a multivariate
time series); ω–frequency, day−1; τ is the time coordinate of the right end of the sliding time
window, consisting of a given number of samples of the time series; μj(τ, ω) is the canonical
coherence of the j-th scalar time series, which characterizes the degree of connection of this
series with all other series that make up the multidimensional series.

The value |μj(τ, ω)|2 is a generalization of the quadratic coherence spectrum between
two signals, where the first signal represents the j-th scalar time series, and the second
signal is a vector that reflects the overall changes of the remaining three series.

The quantity μj(τ, ω) satisfies the inequalities 0 ≤ |μj(τ, ω)| ≤ 1, from which it follows
that the closer the value |μj(τ, ω)| to unity, the more linearly related are the variations
at the frequency ω in the time window with the coordinate τ of the j-th time series, with
similar variations in the other three time series.

Thus, the value 0 ≤ ν(τ, ω) ≤ 1, by virtue of its construction, describes the effect of
the cumulative coherent (synchronous, collective) behavior in the time-frequency domain
of all seismic noise parameters’ time series that form a 4-dimensional time series.

Since the values of ν(τ, ω) vary in the interval [0, 1], the closer the corresponding value
is to unity, the stronger relationship between the variations of the 4-dimensional time series
components at the frequency ω for the time window with the coordinate τ.

It should be noted that comparison of the ν(τ, ω) absolute values is possible only
for the same number m of simultaneously processed time series, because, by virtue of the
formula for ν(τ, ω), as m grows, the value of ν decreases, as the product m values less than
one. In this paper, the number of simultaneously analyzed time series is m = 4.

To estimate the spectral matrix of 4-dimensional time series, a 5th order vector au-
toregressive model was used (AR = 5) [9]. Taking into account the problem of identifying
prognostic effects preceding earthquakes, the ν(τ, ω)-calculated values in all diagrams are
referred to the right edge of the current time window.
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Examples of the ν(τ, ω) distribution in the time-frequency domain during 2011–2021
calculated in a sliding time window 365 days long with a step of 3 days are shown in
Figures 5 and 6.

Figure 5. Time-frequency diagrams of the spectral measure of coherence of 4-dimensional time series
of seismic noise parameters ν(τ, ω) in comparison with earthquakes (Table 3) according to data from
(a) the entire network of stations, (b) non-volcanic, and (c) continental stations, as well as for the
(d) northern, (e) central, and (f) southern groups of stations, 2011–2021. Synchronization effects of
seismic noise parameters are distinguished by the values ν(τ, ω) ≥ 0.3.

Figure 6. Time-frequency diagrams of the spectral measure of coherence of 4-dimensional time series
of seismic noise parameters ν(τ, ω) in comparison with occurred earthquakes (Table 3) constructed
from (a) the group of volcanic stations and (b) the group of coastal stations, 2011–2021.

The identification of synchronization effects in the diagrams was carried out taking
into account the range of values ν(τ, ω) in case of random manifestation. For this, a
4-dimensional time series was generated consisting of four independent realizations of
Gaussian white noise, each with a length of 365 × 104 samples. For this multidimensional
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series, a time-frequency diagram of the evolution of the spectral measure of coherence
was constructed in successive non-overlapping time windows 365 samples long, which
provides 10,000 independent estimates of ν(τ, ω). The resulting time-frequency diagram
was a chaotic pattern, for which the average value of random bursts of the coherence
measure is 0.008, the median is 0.006, and the maximum value is 0.15. The length of the
time window corresponded to the same length of 365 samples as in construction of the
diagrams in Figures 5 and 6.

The double maximum value of the random fluctuations of the measure of spectral
coherence in the 4-dimensional time series ν(τ, ω) = 0.30 was used as the upper limit of
the random occurrence of the values ν(τ, ω). To visually highlight the effects of synchro-
nization on the diagrams, the regions of spectral coherence manifestation with the values
ν(τ, ω) ≥ 0.30 are colored (Figures 5 and 6).

Based on these diagrams, the time intervals and frequency bands of the anomalous
coherent behavior of the discussed noise statistics’ time series were identified and then
correlated to the timeline of the earthquakes in Table 3.

2.6. Conceptual Model Used in Data Interpretation

A conceptual model of noise behavior at a network of stations in a seismically active
region was proposed in [5–17,35] using seismic records and theoretical modeling. It was
shown that the high values of the multi-fractal parameters Δα, α∗ and the β value, as
well as the low values of the minimum normalized entropy of the squared orthogonal
wavelet coefficients En, are due to an increase in the number of outliers in the original
seismic records. For example, an increase in the number of outliers in the time series of
a continuous seismic signal can occur when seismicity is activated during the aftershock
stages of strong earthquakes. On the other hand, the consolidation of individual elements
of the geological environment and the weakening of near-surface movements may manifest
itself in a decrease in the number of high-amplitude outliers in seismic records and will be
reflected in high values of entropy En and low values of Δα, α∗, and β.

In seismically active areas, the formation of a large, consolidated block contributes
to the accumulation of energy in it and, consequently, increases the danger of a strong
earthquake. Such large, consolidated blocks can be long-existing areas of seismic quietness
distinguished by a decrease in the number of weak earthquakes or ”seismic gaps” [45,46].
Formation of a large, consolidated block can also be accompanied by a decrease in the
diversity of the transfer and resonance properties of the geological environment and
loss of the multi-fractality of noise time series and, accordingly, a decrease in Δα u α*
parameters [5–7].

Such a model of noise parameters’ behavior during the preparation for strong earth-
quakes was used in interpreting the results of processing data from a network of stations in
Kamchatka [35,36,39], as well as in the present work. We also note that this simple model
of the behavior of seismic noise parameters during the preparation of a strong earthquake
is in good agreement with the data on the decrease in the multifractal parameters α* and
Δα in the regions of future earthquake sources with Mw = 8.3 and 9.0 in Japan [8].

In accordance with the general patterns of complex systems’ behavior before catas-
trophic changes, we also considered an increase in coherence in the variations of the
four-dimensional series of the statistical parameters of seismic noise as a possible sign of
strong earthquake preparation, diagnosed in time-frequency diagrams [12].

3. Data Analysis

3.1. Variability of Seismic Noise Parameters’ Spatiotemporal Distribution

Main features of the noise parameters’ spatiotemporal distribution for the considered
timeframe, 2011–2021, are shown on maps in Figure 4. On these maps, the areas of danger of
strong earthquakes are distinguished by the minimum α*, Δα, and β values and maximum
En values in accordance with the conceptual model used.
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During the first seven years in 2011–2018, the danger area was located in the northern
part of Kamchatka Peninsula, at the junction of the Kurile–Kamchatka and Aleutian island
arcs (Figure 4, maps on the left). All four earthquakes in 2013–2018 with Mw = 7.2–8.3
occurred in the latitude range 54–58◦ N (Table 3), identified in previous authors’ publica-
tions [35,36] as “dangerous” for the emergence of strong earthquakes with Mw ≥ 7.5. In
this case, the magnitudes of two events out of four, the Sea of Okhotsk (No. 1 in Table 3)
and Near Islands Aleutian (No. 3 in Table 3), corresponded to the magnitude range of
expected events. The Sea of Okhotsk deep-focus earthquake on 24 May 2013, with Mw = 8.3
was the strongest seismic event in the region of the Kamchatka Peninsula during detailed
seismological observations since 1961 [20]. Its seismic moment exceeded by 7–48 times the
seismic moments of all other considered earthquakes (Table 3).

In 2017–2018, seismicity intensified in the indicated danger area over a section about
750 km long in the zone of contact of the Pacific oceanic plate with the Beringia and Okhotsk
small continental plates and the Commander block. The epicenters and focal areas of the
two strongest earthquakes with magnitudes 7.7 and 7.3 (No. 3, 4 in Table 3) are shown in
Figure 1. The Near Islands Aleutian earthquake (No. 3 in Table 3), with a rupture length of
500 km [23], occurred on July 17, 2017, also in the “dangerous” range of latitudes 54–58◦ N.

Over the next three years, 2019–2021, significant changes took place in the spatial dis-
tribution of seismic noise parameters (Figure 4, maps on the right). The danger area moved
to southern part of the region in the latitude range of 50–54◦ N [39]. On 25 March 2020,
the North Kuril earthquake with Mw = 7.5 (No. 5 in Table 3) occurred to the south of the
indicated area.

According to the maps of the spatial distribution of noise parameters at the end of
2021, the position of dangerous areas remained in the southern part of the region, which
may indicate the possibility of strong earthquakes here.

Thus, a certain correspondence between the distinguished areas of strong earthquake
danger and the occurred seismic events gives reason to believe that the processes of prepara-
tion for strong earthquakes are reflected in the regular behavior of seismic noise parameters.

3.2. Synchronization Signals in Noise Parameter Changes

Synchronization signals allocated by increased values of the spectral coherence of noise
parameters ν(τ, ω) ≥ 0.3 are shown in the time-frequency diagrams in Figures 5 and 6 for
the time interval 2011–2021, including the moments of all five strong earthquakes (Table 3).
Such diagrams were constructed based both on the data of the entire network of stations
and on individual groups of stations.

According to data from the entire network of stations as well as from non-volcanic and
continental stations (Figure 5a–c), the most pronounced synchronization signals appeared
during the period from six months to one year before three earthquakes with Mw ≥ 7.5
(No. 1, 3, 5 in Table 3). The maximum amplitudes, ν(τ, ω) ≥ 0.45, were recorded before the
strongest Sea of Okhotsk earthquake (No. 1 in Table 3, Mw = 8.3) for half a year. Before the
two considered earthquakes with Mw < 7.5, similar signals of spectral coherence growth
either did not appear (Zhupanovskoe, No. 2 in Table 3, Mw = 7.2), or were much less
pronounced (Uglovoye Podnyatiye, No. 4 in Table 3, Mw = 7.3).

Increased values of spectral coherence also appeared during the aftershock stages of all
considered earthquakes. After the Sea of Okhotsk earthquake, the duration of postseismic
synchronization was about one year and no more than 1–2 months after other earthquakes.

The diagrams in Figure 5d,f show the ν(τ, ω) ≥ 0.3 distributions according to the data
(from top to bottom) for the northern, central, and southern groups of stations. According
to the data from the northern stations (Figure 5d), increased values of spectral coherence
manifested themselves during the 7–9 months before the Near Islands Aleutian (No. 3
in Table 3) and Uglovoye Podnyatiye (No. 4 in Table 3) earthquakes, as well as at their
aftershock stages. Both of these two earthquakes occurred in the northern part of the
region. Other manifestations of increased ν(τ, ω) values are difficult to associate with
strong earthquakes. Perhaps they reflect regional movements associated with geodynamic
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activity on the periphery of strong earthquake preparation areas, or they are random due
to local features of seismic noise at the northern group of stations.

According to the data from the central group of stations (Figure 5e), increased ν(τ, ω)
values with amplitudes up to 0.45–0.60 were most pronounced 6–9 months before the Sea
of Okhotsk earthquake.

Figure 5f shows the spectral coherence distribution diagram for the southern sta-
tions. In this diagram, noise synchronization before the Sea of Okhotsk and North Kuril
earthquakes with Mw ≥ 7.5 (No. 1, 5 in Table 3) is very weak. This may be due to the
fact that 67% of the stations in the southern group (six stations out of nine, Table 2) are
coastal, and seismic records from them are noisy due to sea waves. In addition, the Ebeko
volcano, located 6 km from the SKR station, has been erupting since 2019, and volcanic
microseisms could mask the North Kuril earthquake preparation. However, it should be
noted that Figure 5f shows an increase in the synchronization of seismic noise parameters
during all 11 years of observations. The most pronounced increase in synchronization has
manifested itself over the past year and a half, from mid-2020 to the end of 2021. This
may indicate an increased danger of strong earthquakes in the southern part of the region
under consideration. This assumption is consistent with the spatial distribution of noise
parameters on maps for 2019–2021 (Figure 4, maps on the right), showing the increased
danger of strong earthquakes in the southern part of the region.

On the diagrams constructed from coastal and volcanic stations, the distribution of
ν(τ, ω) ≥ 0.3 values is mainly mosaic and non-systematic (Figure 6a,b). While the effects
of increasing noise synchronization before earthquakes with Mw ≥ 7.5 on the diagrams
based on data from all network stations, as well as data from non-volcanic and continental
stations (Figure 5a–c), are quite pronounced in the frequency range 0.15–0.35 day−1 (periods
3–7 days).

4. Discussion and Conclusions

The methodological basis of the used approach to data analysis is the general property
of synchronization of the behavior of the constituent parts of complex systems as they
approach critical states [18]. The goal of all methods used is to search for synchronization
effects by estimating the coherence of seismic noise in different areas of a seismically active
region. In this paper, a phenomenological approach is applied to the study of complex
multicomponent systems, which include Earth’s crust, based on the general property of
increasing the radius and the degree of strong coherence of random fluctuations in the
parameters of a complex system as it approaches a sharp change in its properties as a result
of its own dynamics. As a result of studying long-term continuous records of low-frequency
seismic noises on a network of broadband seismic stations covering the study area, it was
possible to establish the characteristic time points for changing trends in the coherence of
seismic noise properties. The described approach to the analysis of continuous seismic
noise records has a long history of application in various regions of the planet, both at the
regional and global levels, which is reflected in publications [5–17].

Using the presented methodological approach to processing data from continuous
recording of microseismic oscillations at the network of stations on the Kamchatka Penin-
sula and the authors’ conceptual model of the seismic noise behavior based on empirical
data and general ideas about the behavior of complex dynamic systems in critical condi-
tions, a study was made of spatiotemporal variations in noise parameters for 2011–2021 in
connection with five earthquakes with Mw = 7.2–8.3.

According to the distribution maps of the noise statistical parameters, the manifes-
tation of decreased α*, Δα, and β values and increased En values in the areas of future
strong earthquake sources during months to years was found (Figure 4). In 2011–2018, the
earthquake hazard area was located in the northern part of the region in the latitude range
54–58◦ N, in which four strong earthquakes occurred (Table 3). Since 2019, there have been
changes in the spatial distribution of noise parameters, and the danger area in 2019–2021
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was located to the southern part of the region (latitude range 50–54◦ N). The source of the
North Kuril earthquake with Mw = 7.5 occurred on 25 March 2020, near this area.

Thus, the conceptual model of the relationship between the changes in noise param-
eters and the preparation of strong earthquakes has found convincing confirmation in
spatiotemporal variations in seismic noise parameters and occurred seismic events with
magnitudes 7.2–8.3 for the Kamchatka region in the data for 2011–2021. Using this model,
according to the observations for 2011–2016 in the author’s publications made an early
prediction of the area (54–58◦ N) of future subsequent earthquakes, including the Near
Islands Aleutian earthquake on 17 July 2017, with Mw = 7.7.

According to observations at of the end of 2021 and in accordance with the model, the
danger area for strong earthquakes in the southern part of the region remains.

Before the Sea of Okhotsk, Near Islands Aleutian and North Kuril earthquakes with
Mw ≥ 7.5 (Table 3), a noise parameter synchronization effect was found by increased values
of the spectral measure of coherent behavior of noise parameters’ time series constructed
from the data from the entire network and for groups of stations least affected by volcanic
activity and sea waves. A property of this type of synchronization is an increase in the
measure of spectral coherence ν(τ, ω) ≥ 0.3 during the time period from several months to
a few years before seismic events.

It can be assumed that for the Kamchatka Peninsula, the preparation and realization
of strong earthquakes with Mw ≥ 7.5 manifests itself on the time-frequency diagrams of
the evolution of spectral coherence as a time-compact increase in the spectral coherence
at frequencies of 0.15–0.35 day−1. Meanwhile, bursts of increase of spectral coherence of
presumably volcanic and marine genesis can manifest in a wider frequency range.

The revealed type of synchronization of the seismic noise behavior on the network of
stations can be of prognostic value to the issue of predicting earthquakes with Mw ≥ 7.5 in
the region of the Kamchatka Peninsula.

The results of long-term studies on the relationship between seismic noise variations
and strong earthquakes in the Kamchatka region allow one to consider the presented
method for processing and interpreting data from continuous recordings of signals from
a network of broadband stations as a way to dynamically assess the danger of strong
earthquakes. Despite the obvious prognostic shortcomings of this method, such as the
large size of the dangerous area and the wide uncertainty in the time frame of expected
events’ occurrence, it can be used in the aggregate of seismic forecast data to predict the
strongest seismic events, accompanied by catastrophic consequences for the population
and infrastructure of the region.

Since 2021, the authors have been implementing this method with the issuance of
quarterly forecast conclusions about the danger of strong earthquakes to the Russian Expert
Council for Earthquake Prediction and its Kamchatka branch [39].

An important element of the considered method for study spatio-temporal variations
of seismic noise to search for signs of preparation for strong earthquakes is the effective
suppression of the natural and technogenic components present in the original seismic
records. When estimating the statistical parameters of noise, it is necessary to carry out
preliminary filtering of low-frequency polygenic components in the records of a continuous
seismic signal at each station. In the present study, for such filtering of minute data, an 8th
order polynomial was used, and after applying it to daily data fragments, a transition to
the first differences was carried out.

The results of the work also showed that, in areas of modern volcanism, in order to
search for earthquake preparation signals, it is necessary to take into account the activity
of active volcanoes near broadband seismic stations, giving preference to data obtained at
remote stations from the centers of volcanic activity.

Further advancement of the presented method suggests a more detailed study of
local noise in records of microseismic oscillations on the individual stations with the
development of effective methods for the compensation of natural and anthropogenic
components and an increase in the number of broadband seismic stations for the more
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reliable diagnostics of earthquake preparation signals, especially in the northern part of the
Kamchatka Peninsula.
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Abstract: Seismic temporal properties constitute a fundamental component in developing probabilis-
tic models for earthquake occurrence in a specific area. Earthquake occurrence is neither periodic
nor completely random but often accrues into bursts in both short- and long-term time scales, and
involves a complex summation of triggered and independent events (ΔT). This behavior underlines
the impact of the correlations on many potential applications such as the stochastic point process
for the earthquake interevent times. In this respect, we intend firstly to determine the appropriate
magnitude thresholds, Mthr, indicating the temporal crossover between correlated and statistically
independent earthquakes in each 1 of the 10 distinctive sub-areas of the Aegean region. The second
goal is the investigation of the statistical distribution that optimally fits the interevent times’ data
for earthquakes with M ≥ Mthr after evaluating the Gamma, Weibull, Lognormal and Exponential
distributions performance. Results concerning the correlations analysis evidenced that the temporal
crossover of the earthquake interevent time data ranges from Mthr ≥ 4.7 up to Mthr ≥ 5.1 among the
10 sub-areas. The distribution fitting and comparison reveals that the Gamma distribution outper-
forms the other three distributions for all the data sets. This finding indicates a burst or clustering
behavior in the earthquake interevent times, in which each earthquake occurrence depends upon
only the occurrence time of the last one and not from the full seismic history.

Keywords: earthquake interevent times; Greek seismicity; temporal correlations; statistical distributions

1. Introduction

The study of temporal properties of earthquakes contributes to analyzing the seis-
micity of a specific region in order to develop earthquake occurrence models. Earthquake
occurrence is neither periodic nor completely random but often is clustered in both short-
and long-term time scales [1,2] represented by a complex summation of triggered (e.g., af-
tershocks of a strong earthquake or swarm-like excitations) and independently distributed
(spontaneous) events.

As a complex process, seismogenesis is characterized by scaling behavior [3], which is
described by well-known empirical laws concerning the earthquake’s magnitude distribu-
tion (the Gutenberg–Richter Law; [4]) and the aftershock’s decay rate (the Omori Law; [5]).
Focusing on the earthquake interevent time (ΔT), Bak et al. [6] stated that seismicity follows
a universal scaling law, independently of the magnitude cut-off and the length of its spatial
distribution. Corral [7,8] further studied this result and suggested that ΔT is optimally
described by the generalized Gamma distribution.

Several studies (e.g., [9,10], among others) questioned these findings and concluded
that ΔT distribution is deviated from universality. For example, Touati et al. [11] examined
both real and synthetic ΔT and showed that a short ΔT between consecutive earthquakes
deviated from the unified scaling behavior as a result of the interaction between the
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triggered and spontaneous earthquakes. They concluded that the distribution of ΔT is
bimodal in a way that the correlated and independent earthquakes are following the
Gamma distribution and exponential decay, respectively. In order to overcome these
departures, Godano [12] proposed a new expression of the ΔT distribution, based on the
Gamma distribution and included an additional parameter in its equation.

The latter conclusions underline the impact of the correlations among ΔT, not only
in terms of short-term clustering as the epidemic-type models (e.g., ETAS model; [13])
assume but in a more general way. This issue is becoming the main objective of several
studies over the years. For instance, Livina et al. [14] have investigated ΔT data sets of six
different earthquake catalogs worldwide with various magnitude thresholds and found that
they are correlated, exhibiting behavior in which short ΔT intervals are followed by short
intervals and long ΔT intervals are followed by large intervals. Applications of Detrended
Fluctuations Analysis (DFA) and conditional probability methods in different study areas
such as Northern and Southern California [15], Italy and Israel [16,17] concluded similar
results. Especially for Greece, Gkarlaouni et al. [18] applied DFA techniques for studying
the memory of ΔT for two distinctive fault zones of various magnitude thresholds, namely
Mthr ≥ 1.7, Mthr ≥ 2.3, Mthr ≥ 4.0 and Mthr ≥ 6.0, and for the periods 2008–2014, 2008–2014,
1981–2014 and 1700–2014, respectively. They found that the ΔT of small to moderate
earthquakes exhibits strong long-range correlations whereas the ΔT data sets of large
earthquakes (M ≥ 6.0) could be considered statistically independent. Parson and Geist [19]
found that the ΔT of global earthquakes (M~8) that occurred between 1900 and 2011,
which might be considered rare events, are characterized by a lack of memory and can be
described by a Poisson process.

Given the aforementioned findings, the detection of any correlations between ΔT
or the existence of memory among them is an important characteristic of their temporal
behavior. The investigation of the possible influence of the different magnitude thresholds
above which the samples of ΔT can be considered as statistically independent, or in other
words the possibility of a crossover regime in magnitudes in which the respective ΔT
change their temporal behavior from correlated to uncorrelated, is important information
with many potential uses. For example, it is useful for the selection of adequate earthquake
data sets for stochastic point processes modeling. For such applications, four characteristics
must be qualified: (1) The numbers of events occurring in two different time intervals
are mutually independent (thus the aforementioned threshold Mthr has to be detected);
(2) The probability distribution of the number of events within a specific time interval
depends only on the length of the interval; (3) Two or more events occur simultaneously;
and (4) especially for renewal models, the occurrence of the next event depends only on
the time elapsed from the last event and not on the full history [20].

The main objectives of the current study are two. Firstly, the identification of the
possible correlations between ΔT in earthquake data sets with different magnitude thresh-
olds (Mthr). This concerns moderate to large earthquake (4.1 ≤ Mw < 5.2) time intervals
in 10 distinctive sub-areas of the Greek territory, and the detection of possible Mthr which
designates the temporal crossover between correlated and statistically independent earth-
quakes. Both procedures are implemented via the application of time series analysis tools,
which are widely used in seismicity studies (e.g., [21]). Specifically, in the current study, the
Autocorrelation and Partial Autocorrelation Functions along with the Ljung–Box Q-test
are applied. For further investigation of the memory of the ΔT data sets, Detrended Fluc-
tuations Analysis is also applied. The second goal is seeking the statistical distribution
that optimally fits the ΔT data sets for each sub-area for earthquakes with M ≥ Mthr which
emerge from the application of the previous methodology. For this purpose, we tested four
statistical distributions (Weibull, Lognormal, Gamma and Exponential) that are the most
commonly used in investigations of earthquake ΔT data sets for the identification of the
best-performing distribution.
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2. Tectonic Setting

The Aegean region exhibits seismotectonic complexity, with the dominance of the sub-
duction of the Eastern Mediterranean oceanic lithosphere beneath the Eurasian continental
lithospheric plate in the southern Aegean Sea. This process forms the Hellenic Arc and
its extensional back arc Aegean area [22] due to the slab roll back [23]. The Hellenic Arc
is bounded to its northwestern edge by the right-lateral Kefalonia Transform Fault Zone
(KTFZ) and to its southeastern edge by the left-lateral Rhoades Transform Fault (RTF). To
the north of KTFZ, the continental collision of the Adriatic microplate and the Eurasia
plate takes place, resulting in a compressional seismic zone running parallel both onshore
and offshore to the western coastal areas of Greece and Albania. The westward motion of
Anatolia as a rigid block results in the formation of the right lateral North Anatolian Fault
Zone (NAFZ) extending through the Marmara Sea into the northern Aegean Sea along the
North Aegean Trough (NAT), which is the boundary between the Eurasian plate and the
Aegean microplate [24] (Figure 1).

Figure 1. The major active boundaries (solid yellow lines) and their relative motions (red arrows)
in the broader Aegean Sea area, along with the available focal mechanisms of earthquakes that
occurred since 1976 as derived from the Global CMT database (Available online: www.globalcmt.org
(last accessed on 30 April 2022)). Fault plane solutions are shown as equal area lower hemisphere
projection (compressional quadrants are depicted in red).

The available focal mechanisms of the Global Centroid Moment Tensor (Global CMT;
Available online: www.globalcmt.org (accessed on 30 April 2022)) since 1976 highlighted
that the vast amount of seismicity is associated with the above-mentioned and fast deformed
active boundaries (Figure 1). Specifically, it is derived that the majority of the thrust fault
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plane solutions (fps) are concentrated in the proximity of continental collision of the
Adriatic microplate and Eurasia in northwest Greece and along the Hellenic Subduction
Zone active boundaries. The right lateral KTFZ and NATFZ are related to strike-slip fault
plane solutions, and to a lesser extent in the southeastern Aegean area, where the left-lateral
Rhoades Transform Fault is activated. Fast extension in N–S direction dominates in the
back arc area, along with an E–W extension in the transition zone running parallel to both
continental collision and oceanic subduction.

The spatial extension of the active boundaries, along with the available fault plane
solutions allow the definition of seismic zones with distinctive seismotectonic properties in
the study area, and then the detection of the appropriate Mthr above which the temporal
crossover between correlated and statistically independent earthquakes is seeking. The
10 sub-areas that are defined, based on the aforementioned criteria, are shown in the
map of Figure 2 (red polygons), along with the Mw ≥ 4.1 crustal (h ≤ 40 km) seismicity
covering the time period 1975–2021. The compressional stress field of western Greece
and Albania constitutes the sub-area 1, in which seismicity is concentrated along the main
low angle thrust faulting structures with an NW–SE strike parallel to the coast [24] and
the corresponding P-axes to be generally oriented perpendicular to the collision front
(Figure 1). The dextral strike-slip KTFZ is the sub-area 2. KTFZ is a well-defined fault
zone characterized by right-lateral faulting with a considerable thrust component [25].
It consists of the most active fault zone in Greece with the frequent occurrence of large
(Mw ≥ 6.0) earthquakes.

Figure 2. Epicentral distribution of Greek seismicity with Mw ≥ 4.1 since 1975. Each different color
illustrates the earthquakes of the 10 distinctive sub-areas that the broader Aegean region is divided
(the borders of each sub-area are denoted with red polygons).
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We divided the Hellenic Subduction Zone into two distinctive sub-areas, namely sub-
areas 3 and 4, comprising the western and eastern parts of the Hellenic Subduction Zone,
respectively. The Western Hellenic Arc is characterized by pure thrust fault plane solutions
(Figure 1), in which the maximum compression, P-axis is oriented NNE–SSW along the
Hellenic Arc, keeping the same orientation without being normal to the orientation of the
subduction front. In the eastern part of the Hellenic Subduction Zone (sub-area 4) the
available focal mechanisms evidence a more oblique motion.

The central part of the Aegean Sea, belonging to the extensional back arc area, is
also separated into the eastern and western (including Peloponnese) parts, forming sub-
areas 5 and 6, respectively. The Corinth Gulf, which is one of the most rapidly extending
rifts worldwide, constitutes sub-area 7, while the central Greek mainland, is sub-area 8.
Although all the four sub-areas belong to the extensional N–S back arc stress field, they are
separated due to the fact that each of them constitutes distinctive and interconnected fault
zones with different deformation rates [26].

The North Aegean Sea area is sub-area 9, comprising the right-lateral strike-slip North
Aegean Trough Fault Zone (NATFZ), constituting the continuation of the North Anatolian
Fault into the Aegean Sea [27], along with its major sub-parallel strands to the south, which
are terminated to the west by the normal faults on the Greek mainland. It is characterized
by dextral focal mechanisms with extensional components as well [28].

Northern Greece and the broader Balkans area constitute the 10th sub-area. It is a
comparatively low seismicity area with the axis of maximum extension, T, to rotate from
the N–S to an NE–SW orientation as one moves from its easternmost part to the west.

3. Data and Methodology

For the statistical correlations and the distribution fitting investigations on the 10 sub-
region seismicity levels, we selected an earthquake catalog comprising the Mw ≥ 4.1 events
that occurred in the territory of Greece during 1975–2021, which we have taken from the
regional catalog compiled by the Geophysics Department of the Aristotle University of
Thessaloniki (Available online: http://geophysics.geo.auth.gr/ss (accessed on 30 April
2022)). The earthquake magnitudes are expressed in moment magnitude scale (Mw), as
obtained directly from waveform modeling or equivalent Mw based on scaling relations
suggested by Papazachos et al. [29]. We divided the catalog into 10 sub-catalogs corre-
sponding to the 10 distinctive sub-areas. Figure 2 shows the epicentral distribution of the
earthquakes comprised in each sub-catalog with different colors for each sub-area for the
reader’s ease. For each sub-catalog the samples of the earthquake interevent times, ΔT, data
are then defined for earthquakes with magnitude thresholds of 0.1 bin increment, starting
from Mw≥4.1 (ΔT1, ΔT2, . . . for the magnitude thresholds of Mw ≥ 4.1, Mw ≥ 4.2, . . .
and so on for each sub-area). These data sets are the inputs for applying the methodology,
which is described below.

We seek for the threshold magnitude, Mthr, of a certain data set, above which the
interevent times are proved to be independent. For this purpose, we investigated the
correlation of ΔT in each subset, with the subsets being created for certain magnitude
bins. We examined the correlations by calculating the Autocorrelation (ACF) and Partial
Autocorrelation (PACF) functions, a widely used approach for the same purpose (e.g., [30]
for global earthquake data; [31] in induced seismicity of Poland).

The Autocorrelation Function (ACF),

ρκ =
∑n−k

i=1 (xi − x)(xi+k − x)

∑n
i=1(xi − x)2 (1)

where n is the number of the observations, k is the number of the lags and x is the mean
value of the observations, and is used for the investigation of correlations between past and
future values of a given time series by assuming a confidence level (the 95% confidence
level in the current application). If a certain ρκ value at lag k exceeds the ±95% confidence

127



Appl. Sci. 2022, 12, 7041

interval then the given time series could be considered as correlated for the specific lag,
otherwise, it could be considered statistically independent. Then, the possible correlations
detected by the ACF can be confirmed in the same way based on the values of the Partial
Autocorrelation Function that are given by

rk,k =
ρk − ∑k−1

i=1 rk−1,jρk−j

1 − ∑k−1
i=1 rk−1,jρj

(2)

where rk,j = rk−1,j − rk,krk−1,j−i for j = 1, 2, . . . , k.
Additionally, the Ljung–Box Q-test [32], which is a modified version of the Box–Pierce

Portmanteau test, is applied as an alternative method to investigate correlations among
ΔT. This test is implemented under the null hypothesis that the time series exhibits no
autocorrelation for a fixed number of lags, L, against the alternative that some (statistically
significant) autocorrelation exists. The test statistic is given by

Q = n(n + 2)∑L
i=1

(
ρ2

k
n − k

)
. (3)

The asymptotic distribution of Q is Chi-square (x2) with L degrees of freedom. If
the statistic of the test for the given lag L is less than the critical value of the Chi-square
(Qstat < Qcritical), the null hypothesis cannot be rejected.

For further confirmation of the possible crossover Mthr and for comparing our results
with an independent method, we applied the Detrended Fluctuations Analysis [33] in all
the 10 sub-regions. DFA is implemented under the hypothesis that if a given time series
is correlated then the fluctuation function, F(n), follows an increasing power-law trend
according to the factor nα (F(n)~nα), where n is the size of the window and α is the scaling
exponent. If the value of the exponent α is larger than 0.5 (α > 0.5) then the data sample
is positively correlated, whereas if α is smaller than 0.5 (α < 0.5) the data are negatively
correlated (anti-correlated). For the case when the exponent α is equal to 0.5 (α = 0.5), the
sample could be considered statistically independent. The exponent α is calculated as the
slope of the linear regression of the logarithm of the fluctuation function, F(n), against the
logarithm of the window size n.

The next step after the detection of the Mthr, above which the ΔT becomes statistically
uncorrelated, is the determination of the best performed statistical distribution that each ΔT
sample follows. Over the years, many statistical distributions such as the Weibull [34], the
Lognormal [35,36], the Stretched Exponential [37] and the Gamma distribution [7,38] have
been proposed. In this study, we applied the four most popular statistical distributions in
the relevant studies (e.g., [39,40]), namely the Weibull, the Gamma, the Lognormal and the
Exponential, to each ΔT data set for the 10 sub-areas. The probability density functions
(pdf ) of the four candidate distributions are given in Table 1. The parameter estimation for
each distribution is achieved via the application of the Maximum Likelihood Estimation
(MLE) method using the respective log-likelihood formulae [41].

In order to compare the distribution’s performance and select the one that best fits
the observations, we applied the Anderson–Darling non-parametric goodness of fit test
(A–D test) [42]. The A–D test is implemented by calculating the distance, A2, between the
empirical cumulative distribution function (ecdf ) and the cumulative distribution function
(cdf ) of the distribution applied to the data. The A–D test statistic is given by

A2 = −n −
n

∑
i=1

2i − 1
n

[lnF(xi) + ln(1 − F(xn+1−1))], (4)

where {x1, x2, ..., xn} are the ordered sample data points, n is the number of observations
and F is the cdf of the distribution under study. The test compares the quantity A2 with
a critical value, c, under the null hypothesis that the data are distributed according to F.
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If A2 is less than or equal to the critical value, then the null hypothesis cannot be rejected.
The decision of rejecting or not the null hypothesis in the present study is based on the
obtained p-values, compared with the significance level, which is equal to 0.05 (α = 0.05). If
the p-value is greater than α (p-value > α) then the null hypothesis can not be rejected. On
the contrary, if the p-value is lower than α (p-value < α) the null hypothesis can be rejected.

Table 1. Definitions of the probability density functions (pdf) of the Gamma, Lognormal, Weibull
and Exponential distributions applied in the statistically independent interevent times data, ΔT, of
the 10 sub-areas of broader Aegean region.

Distribution Probability Density Function Parameters

Gamma f (x|κ, θ) = 1
θκ Γ(κ) xκ−1 exp

{−x
θ

} κ (shape)
θ (scale)

Lognormal f (x|μ, σ) = 1
xσ

√
2π

exp
{
− (lnx−μ)2

2σ2

} μ (natural logarithm of mean value)
σ (natural logarithm of standard deviation)

Weibull f (x|α, b) = b
α

( x
b
)b−1 exp

{
−( x

α

)b
} α (scale)

b (shape)
Exponential f (x|μ) = 1

μ exp
{
− x

μ

}
μ (mean value)

To further compare the four distributions, we calculated the Akaike [43] and Bayesian [44]
Information Criteria (AIC and BIC, respectively). From these calculations, the distribution
that displays the best performance is the one with the minimum value of the criterion in
both cases. The values of AIC and BIC are given by

AIC = −2lnL + 2k (5)

and
BIC = −2lnL + kln(n) (6)

where lnL stands for the value of the log-likelihood function obtained from the MLE approach,
k is the number of parameters of the distribution and n is the number of the observations.

4. Application

4.1. Identifying the Earthquake Interevent Time Correlations

The detection of the correlations is investigated through time series analysis. Specifi-
cally, the ACF and PACF values, along with the statistics of Ljung–Box Q-test are sequentially
applied for each ΔTi data sample (ΔT1, ΔT2, . . . , ΔTn for Mw ≥ 4.1, Mw ≥ 4.2, . . . , respec-
tively) for a given sub-area until the temporal crossover between correlated and statistically
independent events is determined. It is worth mentioning that the 95% confidence intervals
of ACF and PACF are calculated separately for each data sample ΔTi, which obtains a
different length.

Figures 3–5 illustrate the results of the correlation analysis for the ΔT data set for the
central Ionian Islands area (sub-area 2). The values of ACF (Figure 3) exhibit strong positive
autocorrelation until the magnitude threshold Mthr ≥ 4.6 (Figure 3a–f). From this Mthr
onwards, the autocorrelation becomes weaker (Figure 3g,h) until Mthr ≥ 4.9 (Figure 3i)
when no significant autocorrelations of any lag are recorded, and the relevant samples of
ΔT can be considered statistically uncorrelated. The values of PACF (Figure 4) confirm
this crossover between correlated and statistically independent events at the magnitude
threshold of Mthr ≥ 4.9.
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Figure 3. ACF values (red stems) and their 95% confidence intervals (blue lines) for central Ionian
Islands (sub-area 2) for magnitude thresholds (Mthr) varying from 4.1 to 4.9 (subplots a–i).

 
Figure 4. PACF values (orange stems) and their 95% confidence intervals (blue lines) for central
Ionian Islands (sub-area 2) for magnitude thresholds (Mthr) varying from 4.1 to 4.9 (subplots a–i).

130



Appl. Sci. 2022, 12, 7041

Figure 5. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution (red
lines) for central Ionian Islands (sub-area 2) for magnitude thresholds (Mthr) varying from 4.1 to 4.9
(subplots a–i).

For securing that the finding of the memory weakening as the magnitude threshold
increases is not biased because of the progressive decrease in the data samples length,
the computation of the number of lags exceeding the respective level of significance over
the total number of lags for both the ACF and PACF values is implemented. The ΔT data
samples of this sub-region exhibit an increase in the ratio for the ACF values from 0.33
to 0.60 for the Mthr ≥ 4.1 and Mthr ≥ 4.2, respectively. From an Mthr ≥ 4.3 and above we
observe a systematic decrease in this ratio for ACF values. We obtained the same results
for the ratio related to the respective values of PACF. Taking into account these results, it
could be stated that the smaller length of the respective data samples as the Mthr values
increase does not bias the results of the ACF and PACF calculations, implying weakening of
the memory with respect to the increase in magnitude threshold.

The results of the Ljung–Box Q-test (Figure 5) unveil the same temporal behavior of
the ΔT data samples. Specifically, it is observed that the statistic of the test (Qstat; blue
lines in Figure 5) is much larger than the critical value (Qcritical; red lines in Figure 5)
of the Chi-square distribution, and consequently, the null hypothesis that the ΔT data
samples are independent can be rejected up to Mthr ≥ 4.8 (Figure 5a–h). The ΔT data
samples in which the Q statistic is clearly smaller than the critical value is again one for the
Mthr ≥ 4.9 earthquakes (Figure 5i), confirming the results of the ACF and PACF calculations.
In this respect, the magnitude threshold above which the ΔT data of the central Ionian
Islands appear statistically independent is for the Mthr ≥ 4.9 earthquakes.

Table 2 presents the results of the aforementioned workflow for the detection of the
temporal crossover among correlated and statistically independent earthquakes for the
10 sub-areas. In all the 10 cases, the results of ACF–PACF analysis are in excellent agreement
with those of the Ljung–Box Q-test (the detailed results of both ACF–PACF analysis and
the Ljung–Box Q-test are given graphically in Appendix A). The temporal crossover of
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the earthquakes interevent times data ranges from Mthr ≥ 4.7 up to Mthr ≥ 5.1. The lower
magnitude threshold (Mthr ≥ 4.7) is observed in the southwest Aegean Sea and Peloponnese
(sub-area 6), whereas the largest (Mthr ≥ 5.1) in western Greece and Albania (sub-area 1).
Two out of the ten sub-areas (western Hellenic Arc and northern Greece and Balkans) are
exhibiting temporal crossover for Mthr ≥ 4.8 threshold. Similarly, the ΔT data samples of
sub-areas 2 and 7, namely the central Ionian Islands and Corinth Gulf, respectively, are
statistically independent at Mthr ≥ 4.9 thresholds. The eastern Hellenic Arc, southeast
Aegean Sea, central Greece and North Aegean Sea (sub-areas 4, 5, 8 and 9, respectively) are
exhibiting a temporal crossover for earthquakes with Mthr ≥ 5.0.

Table 2. Summary of the identification of the magnitude threshold (Mthr) above which interevent
time data, ΔT, are statistically independent for the 10 sub-areas of the broader Aegean region.

Sub-Area
Mthr Identified Using the

ACF and PACF Values
Mthr Identified Using the

Ljung–Box Q-Test
Sample Size

(Interevent Times)

1-Western Greece and Albania 5.1 5.1 50
2-Central Ionian Islands 4.9 4.9 88
3-Western Hellenic Arc 4.8 4.8 260
4-Eastern Hellenic Arc 5.0 5.0 130

5-Southeast Aegean Sea 5.0 5.0 80
6-Southwest Aegean Sea and Peloponnese 4.7 4.7 100

7-Corinth Gulf 4.9 4.9 57
8-Central Greece 5.0 5.0 45

9-North Aegean Sea 5.0 5.0 111
10-Northern Greece and Balkans 4.8 4.8 69

To support these results, the Detrended Fluctuations Analysis (DFA) is performed for
all sub-regions and Mthr values, in which the ACF–PACF analysis and Ljung–Box Q-test
are applied. Figure 6 summarizes the results of the calculation of the exponent α for each
sub-region versus the respective Mthr values. In all cases, a systematic decrease in the
exponent α with an increase in the magnitude threshold can be observed. In all cases,
α ranges from values that indicate strong positive correlations (around 0.8) to ones that
reveal weaker correlations or statistically independent behavior (from 0.65 to 0.33). More
specifically, exponent α is obtaining values near 0.5 for the highest Mthr values (except
in the case of sub-region 9, which is equal to 0.67). These latter results are in very good
agreement with the initially presented ones of the ACF–PACF analysis and Ljung–Box
Q-test.

4.2. Distribution of the Statistically Independent Earthquake Interevent Times

After the detection of the magnitude thresholds above where the ΔT intervals are con-
sidered statistically independent, the statistical distribution of those data sets is investigated,
with the application of the Weibull, Lognormal, Gamma and Exponential distributions.
The parameters of each distribution are estimated via the MLE method according to their
respective formulations, along with their 95% confidence intervals. Tables 3 and 4 present
the estimation results, along with the respective 95% confidence intervals and the values
of the negative log-likelihood functions for sub-areas 1–5 and 6–10, respectively. An in-
teresting point arising from the MLE approach is that the shape parameters of both the
Gamma and Weibull distributions, k and b, respectively, obtain values below one in all
cases (in all 10 sub-areas). This is an indicator of a clustering-type behavior of earthquake
occurrence [45].
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Figure 6. Exponent α of Detrended Fluctuations Analysis as a function of Mthr for the 10 sub-areas
(subplots a–j).

Table 3. MLE parameters estimates, 95% confidence intervals, log-likelihood values calculation,
Akaike and Bayesian Information Criteria calculated values (AIC and BIC, respectively), along with
the estimated p-values of the Anderson–Darling Goodness of Fit test for the four applied statistical
distributions on the statistically independent interevent times data, ΔT, of the sub-areas 1 to 5.

Sub-Area Distribution Parameters -LogL AIC BIC
A–D Test
p-Value

1

Gamma
k = 0.38

[0.29, 0.53]
θ = 864.34

[497.05, 1503.01]
310.25 624.50 628.28 0.690

Lognormal
μ = 4.08

[3.28, 4.87]
σ = 2.76

[2.30, 3.45]
318.72 641.43 645.22 0.049

Weibull
α = 192.99

[111.07, 338.35]
b = 0.52

[0.42, 0.65]
310.99 625.99 629.77 0.445

Exponential μ = 331.79
[255.46, 448.48] 333.42 668.84 670.73 2.531 × 10−5
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Table 3. Cont.

Sub-Area Distribution Parameters -LogL AIC BIC
A–D Test
p-Value

2

Gamma
k = 0.22

[0.17, 0.28]
θ = 1021.21

[570.65, 1826.70]
313.14 630.2954 634.6747 0.092

Lognormal
μ = 2.02

[1.09, 3.14]
σ = 3.78

[3.23, 4.57]
314.82 632.5410 636.9203 0.061

Weibull
α = 47.69

[21.23, 107.16]
b = 0.31

[0.42, 0.65]
314.27 633.6488 638.0281 0.065

Exponential μ = 331.79
[255.46, 448.48] 422.11 846.2366 848.4262 9.090 × 10−6

3

Gamma
k = 0.39

[0.34,0.45]
θ = 164.12

[129.27, 208.36]
1226.15 2456.31 2463.44 0.809

Lognormal
μ = 2.48

[2.15,2.80]
σ = 2.65

[2.44, 2.90]
1266.50 2537.01 2544.14 1.762 × 10−4

Weibull
α = 38.37

[30.10, 49.91]
b = 0.52

[0.47, 0.58]
1231.50 2467.01 2474.13 0.109

Exponential μ = 64.32
[57.16, 72.90] 1342.59 2687.18 2690.74 2.308 × 10−5

4

Gamma
k = 0.48

[0.39, 0.59]
θ = 266.75

[194.03, 366.71]
729.66 1463.31 1469.05 0.822

Lognormal
μ = 3.53

[3.11,3.95]
σ = 2.43

[2.16, 2.76]
758.40 1520.79 1526.52 0.004

Weibull
α = 94.50

[70.62, 126.46]
b = 0.62

[0.54, 0.71]
733.45 1470.90 1476.64 0.335

Exponential μ = 128.60
[109.07, 153.93] 761.38 1524.76 1527.62 4.617 × 10−6

5

Gamma
k = 0.29

[0.23, 0.37]
θ = 687.91

[429.02, 1130.01]
433.65 871.29 876.06 0.605

Lognormal
μ = 2.96

[2.16,3.75]
σ = 3.54

[3.07, 4.20]
450.92 905.84 910.60 0.016

Weibull
α = 90.73

[51.92, 158.77]
b = 0.41

[0.34, 0.49]
438.83 881.65 886.42 0.138

Exponential μ = 202.35
[164.42, 255.19] 504.80 1011.60 1013.98 7.500 × 10−6
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Table 4. MLE parameters estimates, 95% confidence intervals, log-likelihood values calculation,
Akaike and Bayesian Information Criteria calculated values (AIC and BIC, respectively), along with
the estimated p-values of the Anderson–Darling Goodness of Fit test for the four applied statistical
distributions on the statistically independent interevent times data, ΔT, of the sub-areas 6 to 10.

Sub-Area Distribution Parameters -LogL AIC BIC
A–D Test
p-Value

6

Gamma
k = 0.54

[0.43, 0.68]
θ = 297.33

[209.32, 422.38]
596.96 1197.91 1203.14 0.489

Lognormal
μ = 3.91

[3.43, 4.38]
σ = 2.40

[2.11, 2.78]
626.13 1256.25 1261.48 0.001

Weibull
α = 129.01

[95.63, 174.04]
b = 0.68

[0.34, 0.49]
600.18 1204.36 1209.59 0.261

Exponential μ = 160.18
[133.02, 196.66] 613.71 1229.41 1232.03 0.004

7

Gamma
k = 0.27

[0.29, 0.36]
θ = 1092.53

[614.10, 1943.69]
320.67 645.33 649.42 0.628

Lognormal
μ = 3.09

[2.07, 4.12]
σ = 3.86

[3.261, 4.73]
333.77 671.55 675.63 0.034

Weibull
α = 118.51

[58.18, 241.43]
b = 0.38

[0.31, 0.47]
324.89 653.78 657.87 0.171

Exponential μ = 295.46
[231.59, 390.10] 381.25 764.49 766.54 1.052 × 10−5

8

Gamma
k = 0.26

[0.19, 0.36]
θ = 1452.99

[745.40, 2832.30]
252.93 509.86 513.43 0.315

Lognormal
μ = 3.18

[2.04, 4.31]
σ = 3.73

[3.08, 4.72]
259.64 523.28 526.85 0.189

Weibull
α = 130.99

[55.36, 309.98]
b = 0.36

[0.28, 0.46]
255.63 515.26 518.83 0.215

Exponential μ = 373.98
[284.09,514.69] 304.66 611.33 613.11 1.363 × 10−5
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Table 4. Cont.

Sub-Area Distribution Parameters -LogL AIC BIC
A–D Test
p-Value

9

Gamma

k = 0.25
[0.21, 0.31]
θ = 589.20

[386.32, 898.62]

533.32 1070.65 1076.07 0.090

Lognormal

μ = 2.22
[1.46, 2.98]

σ = 4.05
[3.58, 4.66]

559.08 1122.17 1127.59 0.001

Weibull

α = 56.14
[32.47, 97.08]

b = 0.38
[0.30, 0.42]

543.85 1091.70 1097.12 0.011

Exponential μ = 149.83
[125.43, 182.13] 667.05 1336.10 1338.81 5.405 × 10−6

10

Gamma

k = 0.34
[0.26, 0.45]
θ = 638.99

[394.00, 1035.81]

397.61 799.12 803.68 0.419

Lognormal

μ = 3.42
[2.64,4.20]
σ = 3.24

[2.78, 3.90]

414.74 833.47 837.94 0.012

Weibull

α = 122.94
[72.54, 208.36]

b = 0.47
[0.38, 0.57]

402.44 808.88 813.35 0.127

Exponential μ = 219.10
[157.37, 281.60] 440.87 883.75 885.99 8.695 × 10−6

The Anderson–Darling (A–D) test is then applied to each sample in order to compare the
distributions derived via the MLE parameter estimates and empirical cdf (Figures 7 and 8 for
sub-areas 1–5 and 6–10, respectively). Results of the A–D goodness of fit test (Tables 3 and 4)
show that in all cases the Exponential distribution can be rejected since the respective
p-values are getting lower than the 0.05 level of significance (p-value < 0.05). Similarly, the
Lognormal distribution is also rejected in 8 out of 10 cases. The rejected distributions report
p-values larger than 0.05 for the central Ionian Islands and central Greece areas (sub-areas 2
and 8; Table 3). The Gamma and Weibull distributions perform better than the others in
all the 10 ΔT data sets. Gamma distribution exhibits slightly better performance than the
Weibull since the respective p-values are always larger than the ones of Weibull. These
results are also confirmed by the obtained values of both Information Criteria (AIC and
BIC; Tables 3 and 4). In all 10 cases, the Gamma distribution is the one that reports the
minimum values for both criteria.

Summarizing the results of the comparison of the distributions, although both the
Gamma and Weibull distributions can be accepted according to the A–D test in all cases
(also the Lognormal one in the data sampled of sub-areas 2 and 8), the p-values of the
test are smaller for the Gamma distribution. The values of AIC and BIC further confirm
that Gamma distribution best fits the data since the relevant values are the lowest among
the four. By combining the results of the A–D test with those of the information criteria,
we found that the Gamma distribution fits better than the other three distributions for all
data sets. This result is in agreement with Corral’s analysis [7,8], where the earthquake
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interevent times follow a universal scaling law independent of the region and the Mc, and
can be modeled by the Gamma distribution.

Figure 7. Comparison of empirical cdf (black lines) and the cdfs of Gamma (red lines), Lognormal
(yellow lines), Weibull (blue lines) and Exponential (green lines) applied distributions for sub-areas 1
to 5 (subplots a–e).

Figure 8. Comparison of empirical cdf (black lines) and the cdfs of Gamma (red lines), Lognormal
(yellow lines), Weibull (blue lines) and Exponential (green lines) applied distributions for sub-areas 6
to 10 (subplots a–e).

As already stated, the estimated value of shape parameter, k, of Gamma distribution is
found to be smaller than one in all the 10 ΔT data samples, independent of the temporal
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crossover magnitude threshold. Specifically, k ranges from 0.22 to 0.54 in the 10 sub-areas.
This is an interesting finding from a seismological point of view because k plays an important
role in earthquake occurrence applications; it could be considered the regulation parameter
of the earthquake occurrence process [45]. Specifically, if k < 1, the temporal behavior of
seismicity could be considered clustered, whereas if k > 1, the process tends to be quasi-
periodic. In the case of k = 1, the process is neither periodic nor clustered, representing the
memory-less Poisson process. In this respect, the estimated values of k indicate that although
the ΔT data are statistically independent, there is still a weak inherent memory. This implies
that earthquake interevent times above the given magnitude threshold of the temporal
crossover are members of a renewal process, instead of the memory-less Poisson one.

5. Conclusions

The detection of the threshold magnitude, Mthr, above which the earthquake interevent
times, ΔT, might be considered statistically independent, is investigated through the ACF
and PACF values along with the application of the Ljung–Box Q-test in 10 distinctive
sub-areas of the Greek territory. The analysis revealed that in all cases the results of the
Ljung–Box Q-test adequately agree with the results derived by ACF and PACF. Detrended
Fluctuations Analysis results further confirm the weakening of the memory as the Mthr
of earthquake interevent time data increases. The obtained temporal crossover of the
ΔT data ranges from Mthr ≥ 4.7 up to Mthr ≥ 5.1 in the 10 sub-areas. These findings are
statistically very important because one can determine above which magnitude threshold
the property of mutual independence is fulfilled. This independency property concerns
either the events occurring in two different time intervals or only the occurrence time of the
last event but not the full seismicity history. The proposed workflow for the investigation
of the crossover behavior of ΔT data is easy to apply and capable of providing reliable
results aimed at fixing the methodological issue of statistical independence. In other words,
it could be considered as a routine initial step before a certain stochastic model application
in earthquake interevent time data.

Once the magnitude thresholds above which the ΔT data samples are statistically
independent are identified, the Gamma, Weibull, Lognormal and Exponential distributions
are applied and compared in the respective data samples in order to model their temporal
behavior. The comparison, which was implemented via the combination of the A–D
goodness of fit test and the values of AIC and BIC criteria, revealed that the Gamma
distribution exhibits the best performance. This latter result agrees with the analysis
performed by Corral [7,8], who claimed that the earthquake interevent times follow a
universal scaling law which could be represented by the Gamma distribution. This fact
implies that the ΔT can be described better with a general renewal process rather than the
Markovian Poisson process.

The values of the shape parameter, k, of Gamma distribution, which characterizes
the seismic process, in all cases are estimated as k < 1 implying a clustering behavior
of seismicity. In such cases, the earthquake occurrence probability soon after a strong
earthquake is high, and most events occur at times less than the mean interevent time.

It is notable that sub-areas with low seismic activity are associated with larger values
of k. In more detail, the largest estimated value of k is equal to 0.54 in the southwestern
Aegean Sea and Peloponnese (sub-area 6), an area with considerably lower seismicity than
the Corinth Gulf (sub-area 7) and North Aegean Sea (sub-area 9), in which the estimated
k values are equal to 0.27 and 0.25, respectively. The smallest value of k (k = 0.22) is estimated
in the central Ionian Islands (sub-area 2), which exhibits the highest moment rate in the
Mediterranean region.

This study’s results provide information on the temporal behavior of the ΔT of mod-
erate to large earthquakes over a sufficiently long period (1975–2021). These findings
might be potentially used for both additional statistical applications (e.g., Stress Release
applications), in which the need for documenting the independency magnitude cut-off
is necessary, and as initial earthquake occurrence forecast models in intermediate time
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scales, which can be considered as inputs for improving regional seismic hazard assessment
investigations (e.g., [46]).
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Appendix A

In this section the detailed results of both ACF–PACF analysis and the Ljung–Box
Q-test are presented graphically for the nine sub-areas, except the ones in the Central Ionian
Islands (sub-area 2), which are shown in the main body of the study.

Figure A1. ACF values (red stems) and their 95% confidence intervals (blue lines) for Western Greece
and Albania (sub-area 1) for magnitude thresholds (Mthr) varying from 4.1 to 5 (subplots a–k).
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Figure A2. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Western
Greece and Albania (sub-area 1) for magnitude thresholds (Mthr) varying from 4.1 to 5.1 (subplots a–k).

Figure A3. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution
(red lines) for Western Greece and Albania (sub-area 1) for magnitude thresholds (Mthr) varying from
4.1 to 5.1 (subplots a–k).
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Figure A4. ACF values (red stems) and their 95% confidence intervals (blue lines) for Western Hellenic
Arc (sub-area 3) for magnitude thresholds (Mthr) varying from 4.1 to 4.8 (subplots a–h).

Figure A5. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Western
Hellenic Arc (sub-area 3) for magnitude thresholds (Mthr) varying from 4.1 to 4.8 (subplots a–h).
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Figure A6. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution (red
lines) for Western Hellenic Arc (sub-area 3) for magnitude thresholds (Mthr) varying from 4.1 to 4.8
(subplots a–h).

Figure A7. ACF values (red stems) and their 95% confidence intervals (blue lines) for Eastern Hellenic
Arc (sub-area 4) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (sublots a–j).
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Figure A8. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Eastern
Hellenic Arc (sub-area 4) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).

Figure A9. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution (red
lines) for Eastern Hellenic Arc (sub-area 4) for magnitude thresholds (Mthr) varying from 4.1 to 5.0
(subplots a–j).
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Figure A10. ACF values (red stems) and their 95% confidence intervals (blue lines) for Southeast
Aegean Sea (sub-area 5) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).

Figure A11. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Southeast
Aegean Sea (sub-area 5) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).
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Figure A12. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution (red
lines) for Southeast Aegean Sea (sub-area 5) for magnitude thresholds (Mthr) varying from 4.1 to 5.0
(subplots a–j).

Figure A13. ACF values (red stems) and their 95% confidence intervals (blue lines) for Southwest
Aegean Sea and Peloponnese (sub-area 6) for magnitude thresholds (Mthr) varying from 4.1 to 4.7
(subplots a–g).
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Figure A14. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Southwest
Aegean Sea and Peloponnese (sub-area 6) for magnitude thresholds (Mthr) varying from 4.1 to 4.7
(subplots a–g).

Figure A15. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution
(red lines) for Southwest Aegean Sea and Peloponnese (sub-area 6) for magnitude thresholds (Mthr)
varying from 4.1 to 4.7 (subplots a–g).
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Figure A16. ACF values (red stems) and their 95% confidence intervals (blue lines) for Corinth Gulf
(sub-area 7) for magnitude thresholds (Mthr) varying from 4.1 to 4.9 (subplots a–i).

Figure A17. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Corinth
Gulf (sub-area 7) for magnitude thresholds (Mthr) varying from 4.1 to 4.9 (subplots a–i).
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Figure A18. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution (red
lines) for Corinth Gulf (sub-area 7) for magnitude thresholds (Mthr) varying from 4.1 to 4.9 (subplots a–i).

Figure A19. ACF values (red stems) and their 95% confidence intervals (blue lines) for Central Greece
(sub-area 8) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).
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Figure A20. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Central
Greece (sub-area 8) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).

 

Figure A21. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution
(red lines) for Central Greece (sub-area 8) for magnitude thresholds (Mthr) varying from 4.1 to 5.0
(subplots a–j).
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Figure A22. ACF values (red stems) and their 95% confidence intervals (blue lines) for North Aegean
Sea (sub-area 9) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).

Figure A23. PACF values (orange stems) and their 95% confidence intervals (blue lines) for North
Aegean Sea (sub-area 9) for magnitude thresholds (Mthr) varying from 4.1 to 5.0 (subplots a–j).
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Figure A24. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution
(red lines) for North Aegean Sea (sub-area 9) for magnitude thresholds (Mthr) varying from 4.1 to 5.0
(subplots a–j).

Figure A25. ACF values (red stems) and their 95% confidence intervals (blue lines) for Northern Greece
and Balkans (sub-area 10) for magnitude thresholds (Mthr) varying from 4.1 to 4.8 (subplots a–h).
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Figure A26. PACF values (orange stems) and their 95% confidence intervals (blue lines) for Northern
Greece and Balkans (sub-area 10) for magnitude thresholds (Mthr) varying from 4.1 to 4.8 (subplots a–h).

Figure A27. Statistics of Ljung–Box Q-test (blue lines) and the critical values for the X2 distribution
(red lines) for Northern Greece and Balkans (sub-area 10) for magnitude thresholds (Mthr) varying
from 4.1 to 4.8 (subplots a–h).
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Abstract: We applied multi–temporal 1D magnetotelluric (MT) surveys to identify space–time anoma-
lies of apparent resistivity (ρa) in the upper lithosphere in the Antarctic Peninsula (the border between
the Antarctic and the Shetland plates). We used time series over several weeks of the natural Earth’s
electric and magnetic fields registered at one MT station of the Universidad Nacional de Colombia
(RSUNAL) located at Seymour–Marambio Island, Antarctica. We associated resistivity anomalies
with contrasting earthquake activity. Anomalies of ρa were detected almost simultaneously with the
beginning of a seismic crisis in the Bransfield Strait, south of King George Island (approximately
85.000 events were reported close to the Orca submarine volcano, with focal depths < 20 km and
MWW < 6.9). We explained the origin of these anomalies in response to fluid migration near the
place of the fractures linked with the seismic swarm, which could promote disturbances of the pore
pressure field that reached some hundreds of km away.

Keywords: apparent resistivity; earthquakes; magnetotellurics; electromagnetic anomalies; Antarctic
Peninsula; Seymour–Marambio Island; Orca submarine volcano

1. Introduction

Physical property anomalies of the lithosphere, for instance, electrical resistivity, were
hypothetically associated with earthquake activity in recent decades. In addition, it has
been suggested that there are relationships between the magnitude of the earthquakes and
the amplitude duration of apparent resistivity (ρa) anomalies [1,2]. In other cases, several
electromagnetic (EM) anomalies were also detected in the ionosphere and subsurface and
linked to large–magnitude seismic events [3,4].

Intense seismic activity has been related to changes in pore pressure [5]. These changes
possibly are due to the fluid flux as a consequence of variations in the stress field. Hence,
the ρa changes are expected to reflect temporal pore pressure changes.

Deep mapping of ρa is reached by using MT deployments. This method uses natural
electrical and magnetic signals recorded at the Earth’s surface, allowing us to estimate ver-
tical electrical resistivity profiles in the subsoil by using relationships between orthogonal
components of the electric and magnetic fields [6]. MT is not frequently used for monitor-
ing due to the time consumption of data acquisition. However, it appears to be a reliable
method for reaching depth resolutions similar to those associated with the earthquake
sources in the brittle lithosphere.

However, the Bransfield Strait–Antarctic Peninsula is a region of active tectonics
in response to a subduction process of the Shetland Plate under the Antarctic Plate [7]
(Figure 1). The Bransfield Strait defines the geometry of the Bransfield Basin, a back–arc rift
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basin limited by the Shackleton Fracture Zone and the Hero Fracture Zone located north
and south of the Shetland Plate, respectively. Swarms of seismic events near submarine
volcanoes suggest current magmatic activity. In addition, normal faulting inferred from
focal mechanisms in the strait suggests a transtensional process confirmed by different
active rifts.

 

Figure 1. The main tectonic features are in the influence area of the Shetland and Antarctic plates.
Red points correspond to earthquakes reported by the USGS with mb > 4.0, which have epicentral
distances between 200 and 300 km from the MT station installed in the Seymour–Marambio Island
(purple square). The axis of the Bransfield Basin is suggested by a thin–dashed line, following the
trend of the Bransfield Strait.

Taking advantage of the EM signals generated naturally in this region with low
anthropogenic interference, in this work, we estimated space–time variations of the ρa in
the crust to infer possible fluid migration and the changes in the pore pressure linked to
the tectonic source that generated a seismic swarm in the Bransfield Strait, south of King
George Island–25 de Mayo Island (Figure 1). According to the German Research Centre
for Geosciences Potsdam [8], approximately 85.000 events were detected between August
and November 2020 under the Orca submarine volcano, with focal depths < 20 km and a
maximum of mb = 6.9.

2. Materials and Methods

2.1. Magnetotelluric Station in the Seymour–Marambio Island

The ρa variations in time and space (depth) in the upper lithosphere were estimated
using a permanent MT station located north of Seymour–Marambio Island, Antarctica, near
the Multidisciplinary Antarctic Laboratory of the Marambio Island (LAMBI) (Figure 2a,b). It
contains sensors to measure the magnetic and electric fields (Figure 2c), such as a Bartington
Mag648L triaxial magnetometer with low noise, a range of ±60 μT (resolution of 0.012
nT/count), and four copper ground electrodes of 70 cm each, all located approximately at
the same level on a plateau 200 m high. The magnetometer was buried inside the permafrost
in a hole dug 75 cm deep to avoid drastic variations in surface temperature. In comparison,
the electrodes were percussion buried 80 cm deep with their top connection protected by
silicone to prevent corrosion. Each electrode was connected to a 1.2 cm diameter copper
cable protected by a polymer resistant to extreme temperatures. The arrangement of the
four electrodes made up the two almost orthogonal dipoles NNE (124 m) and EEN (80 m),
which maintained the same direction as the magnetometer components. In addition, light
gases such as CH4 and CO2 were measured to evaluate possible new evidence of their
massive escape during the seismic swarm.
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Figure 2. (a) MT deployment at the north Seymour–Marambio Island. (b) NNE (124 m) and EEN
(80 m) are the two orthogonal dipoles’ locations. (c) Picture of the triaxial magnetometer Bartington
Mag648L and the snorkel tube where CH4 and CO2 are sensed (upper left). The blue box contains
the coupling and digital recording system (upper right). The four dipole electrodes were percussion
buried 80 cm deep (lower images). The magnetometer and electrodes were buried in the permafrost.
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2.2. Magnetotelluric Sounding (MT)

The MT method studied the penetration and propagation of electromagnetic waves
inside the Earth, associated with the action of electrical storms and/or the incidence of
the solar wind on the Earth [6]. The method was based on measurements taken on the
Earth’s surface of the natural electric field (employing two perpendicular electric dipoles,
Ex and Ey) and the magnetic field (in our case, using a triaxial flux magnetometer with
components Bx, By, and Bz).

The Earth’s surface partially reflected the fluctuating electromagnetic fields that orig-
inated in the ionosphere, and the ionosphere again reflected the returning fields due to
their conductive characteristics. It repeatedly happened so that the fields eventually had a
strong vertical component and could be considered vertically propagating plane waves,
characterized by covering a broad spectrum of frequencies. These fields penetrated the
ground and induced telluric (electric) currents, generating secondary magnetic fields. The
telluric currents, detected by two pairs of electrodes, each pair of which composed a dipole,
were perpendicularly oriented. The three components of the magnetic fields were mea-
sured: the vertical component and two horizontal components, parallel to each one of the
electrical components [9,10].

This method provided information about the resistivity (conductivity) values for much
greater depths than artificial source induction methods. Using long–period signals ranging
from tens to thousands of seconds, the MT method reached investigation depths that
may sample the entire lithosphere [9]. In this work, the permanent station guaranteed
continuous datasets for years and, consequently, large depths of investigation.

Details for estimating the apparent resistivity structure of the subsoils for an instant
and using the MT method can be found in [10] and [6]. Because an electromagnetic wave
in the subsoil decays its amplitude due to the resistivity of the medium (assuming a
homogeneous half–space), the depth at which the amplitude reaches the factor 1/e ≈ 0.37
(skin depth, δ) can be estimated using the expression δ(ω) =

√
2/ωμσ [6,10], which can

be simplified to:
δ ≈ 503

√
ρT, (1)

where ω is the angular frequency under the assumption of eiωt time dependence, μ is the
magnetic permeability, σ is the electrical conductivity, ρ is the resistivity, and T is the period
evaluated. Thus, the procedure implemented with the data acquired for this work is briefly
described as follows:

(1) Time windows of 5000 s were chosen. An overlap of 500 s was used to estimate the
resistivity’s temporal evolution. Each time window was tapered with a Hanning
window, and its frequency spectrum was calculated using the FFT.

(2) The orthogonal components of the natural electric (E) and magnetic (B) fields were
related to the impedance tensor Z of the subsoil in the following way [10]:

(
Ex
Ey

)
=

(
Zxx Zxy
Zyx Zyy

)( Bx
μ0
By
μ0

)
, (2)

where E = Z B
μ0

and μ0 is the magnetic permeability of free space
[
V s A−1 m−1 = H m−1

]
.

From the complex coefficients of the frequency spectrum, the Zxy component under
the station was estimated.

(3) The Schmucker–Weidelt (C) transfer function was estimated as follows:

C(ω) =
Ex

iωBy
=

Zxy

iω
. (3)

(4) The ρa was calculated using the following expression:

ρa(ω) = |C(ω)|2μ0ω. (4)
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(5) The ρa matrix was graphically represented for a given moment and different periods
(depths according to Equation (1)), thus guaranteeing a space–time representation
of the resistivity field that allowed detecting anomalies concerning a line base of
observations.

2.3. Kp Index

According to NOAA’s Space Weather Prediction Center, this index quantifies the
level of impact on the Earth’s horizontal magnetic field measured on the surface due to
geomagnetic activity, that is, the emission of charges and high solar radiation. It means a
significant noise source for our time series, and its activity is classified by the NOAA as
follows:

(1) Kp < 4 (weak solar activity);
(2) Kp = 4 (mean solar activity);
(3) Kp > 4 (high solar activity).

An index Kp > 4 (high solar activity) would imply a high disturbance in the Earth’s
magnetic field and a low reliability of the data taken in that time interval. The details
of its estimation are presented in the literature on geomagnetism and solar–terrestrial
physics [11]. Hence, in addition to the space–time ρa representation, we included the
evolution of this index.

3. Results

Figure 3 synthesizes the mapping of the vertical structure (1D) of the ρa along the time,
including the ρa anomalies (Δρa/ρa %), the Kp index, the depth of the hypocentral solutions
of earthquakes with mb > 4.0, and measurements of the emissions of CH4 and CO2 in the
Marambio Station. The first significant event of the seismic swarm in the Bransfield Strait,
south of King George Island, occurred on 2020/8/29, 12:47:3.768 UTC, Lat 62.4437S, Lon
58.1777W, H = 10 km, and Mww = 4.9 (moment W–phase [12]). In terms of real values of ρa
or anomalies, we detected changes of ρa approximately four hours previous to the event.
Thirty–one hours later, another event of Mww = 5.4 occurred, approximately 25 km from
the last event, preceded by a large ρa anomaly, which reached almost the surface (Figure 4).
Other minor ρa anomalies were also detected in this time window with connection to the
deeper 1D–ρa structure or related to the solar activity as suggested by the Kp indexes.
The larger ρa anomalies (A and B) did not match with large Kp indexes, meaning that the
anomalies were not influenced by solar activity. High values of ρa near the surface (upper
panel in Figure 3) could be interpreted as the not–well–consolidated permafrost and ice,
and the permanent low values of the ρa anomalies around 10 km depth could be related to a
lithological transition in the local structure of the upper lithosphere near the measurement
instrument, which may connect other deeper and shallower fractures that facilitate the
fluid migration.

Figure 4 shows details after starting the large anomaly (A) appreciated in Figure 3
on 2020/8/30, where it is possible to observe a shallowing of the ρa anomalies that match
the beginning of more significant emissions of CH4 and CO2 in the Marambio Station. It
suggests that pore pressure perturbations generated by the tectonic stress field disturbances
in the region, meaning those that triggered the earthquakes, e.g., events of 2020/8/29,
12:47:3.768 UTC, and 2020/8/30, 19:42:27.389 UTC, with magnitudes Mww = 4.9 and
Mww = 5.4, respectively, could be responsible for the migration of fluids and gases that
reached the surface, which may be related to changes in the ρa (from deeper sources up to
the surface, as suggested by the yellow arrows). Gasses detected by the Marambio Station
are typically stored in the permafrost near the measurement instrument [13]. Thus, pore
pressure perturbations from the seismic source in the Bransfield Basin could promote their
trigger emission in Marambio Island. We also observed that there was a sudden increase in
CO2 gas. However, the variation of the CH4 did not have the same trend. We speculate that
contrasting concentrations of these gasses near the measurement instrument may explain
this behavior.

159



Appl. Sci. 2023, 13, 2683

 

Figure 3. Evolution of the 1D–ρa structure. The upper panel includes the depth of the hypocentral
solutions of earthquakes with mb > 4.0 located in the Bransfield Strait, south of King George Island.
The persistent low values of ρa in shallow depths may correspond to not–well–consolidated per-
mafrost and/or surficial ice cap (upper panel). The second panel shows anomalies of ρa. Earthquakes
reported by the USGS are in the same seismic swarm (epicentral distances and azimuth angles are
almost similar). The third panel shows the Kp index, suggesting that larger ρa anomalies (A and
N) may not be linked to solar activity. The lower panel shows temporal variations of CO2 and CH4

gas emissions. The extremely low precipitation at the Marambio Station does not seem to affect gas
concentrations. Precipitation data are taken from https://power.larc.nasa.gov/data--access--viewer/
(accessed on 15 December 2022).

 

Figure 4. Time window after starting large anomaly (A) and presented in Figure 3, which shows
a shallowing of the ρa anomalies (suggested by yellow arrows in the second panel) that coincide
with the beginning of more significant emissions of CH4 and CO2 in the Marambio Station. These
gasses are typically stored in the permafrost near the measurement instrument [13], but regional pore
pressure perturbances promote their trigger emission. Deeper and strong anomalies in the 1D–ρa

structure seem to be influenced by solar activity, as shown the Kp index distribution. Precipitation
data are taken from https://power.larc.nasa.gov/data--access--viewer/ (accessed on 15 December
2022).
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4. Discussion

The current geological setting and the tectonic evolution of the Antarctic Peninsula
have been addressed during the last decades with important advances. However, heated
debates have arisen about the lithospheric structure and geodynamics that underlie this
region, the tectono–magmatic activity surrounding it, and the implications of lithosphere–
atmosphere interaction [7,13–15]. Figure 5 illustrates the distribution of earthquakes
(M > 4.0, reported by the USGS) in the study zone. Focal mechanisms and other hypocen-
tral solutions with depths <50 km are presented on a gravity anomaly map [16], whose
resolution only defines the geometry of the Bransfield Basin. We also overlaid the faults
interpreted with swath bathymetry data [17] to infer the faulting responsible for the seis-
mic swarm. Because there is no bathymetric evidence that these earthquakes could reach
the seabed, the focal mechanisms are the unique tool that informs about an extensional
regime with a strike–slip component. This tectonic regime has previously controlled several
volcanic emplacements in the Bransfield Strait (e.g., Deception Island and Orca subma-
rine volcano) [14,15]. More recently, the intrusion of 0.26–0.56 km3 of magma has been
suggested for the seismic swarm analyzed in this work [8], which could be linked with
dramatic fluid migration in the crust and the sea. This figure’s heat flux distribution (lower
map) [18] shows the epicentral location of the seismic swarm, just in the zone of thermal
contrast and throughout the Bransfield basin. As in other regions of the world bordered by
several plates, the lithosphere system has dramatic lateral changes in thickness and thermal
response [19–21]. In this case, the thermal and thickness lithospheric structures could be
related to intense fracturing, forming an efficient porosity system based on microfractures
where fluids migrate significant distances or facilitate the strong pore pressure gradients.

 

Figure 5. Cont.
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Figure 5. Antarctic Peninsula Map, including the archipelagos of the Shetland Plate (north of the
Bransfield Basin). The beach balls represent focal mechanisms, and the green circles are some
earthquakes with depths <50 km reported by the USGS. The free air anomalies [16] (upper map)
define the geometry of the Bransfield Basin. The heat flow distribution [17] (lower map) in the area is
<90 mW/m2. Suggested faults inside the basin were interpreted with swath bathymetry data [18].
The Marambio station (red square) represents the location of the MT monitoring. Figure made with
GeoMapApp (www.geomapapp.org, accessed on 15 December 2022).

However, it is suggested in the literature that anomalies in electromagnetic signals
could be related to seismic events. Observational evidence is reported by analyzing ra-
dio, ionospheric, magnetic, or electric signals in diverse frequency bands, detected with
a broad type of instruments at distances ranging from some few to thousands of km and
linked to earthquakes with a wide range of magnitudes [22–52]. Diverse types of physical
mechanisms have been proposed to explain them [53–61]. Some authors explain electro-
magnetic anomalies based on the electrokinetic effect, in which the solid rock becomes
electrically charged. In contrast, the liquid phase in the rock’s porosity acquires the opposite
charge [53]. Even small changes in the thermal conditions inside the rock mass may pro-
mote convection of the liquid phase, generating an electric current that can induce magnetic
fields. By observing the thermal contrasts on the surface in the study area (Figure 5), it is
necessary to complement the previous explanation to account for the temporal behavior of
the electromagnetic anomalies by tying together the stress field, which promotes variable
gradients in fluid migration. As the pore pressure increases before intense seismic events,
the rocks dehydrate and lose conductivity, which can be measured in significant depths
using the MT method. These fractures may cause the breaking of ionic bonds, generating
changes in the potential difference and, consequently, electromagnetic signals [53,61].

We hypothesize that these electromagnetic signals respond to changes in the resistivity
field of the medium, which in turn is related to changes in the porosity and microfracture
conditions and the volume of fluids contained, as suggested in Figure 6. Given changes in
the deviatoric stress that generates earthquakes, changes in the porosity field, pore pressure
gradients (up to distances greater than the size of the seismic source), and fluid mobility
are expected. Thus, our reported changes in ρa and the latter observance of gas emissions
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on the surface (Figures 3 and 4) constitute possible evidence of the fluid migration in the
upper lithosphere during the seismic swarm. Additional confirmation of the phenomena
suggested in this work could come from studies that analyze the elastic and inelastic fields
using seismic swarm data (e.g., [61–63]). We believe that permanent MT monitoring could
be an interesting strategy for understanding the pore pressure conditions before fracture
initiation in strong earthquakes or seismic swarm scenarios.

Figure 6. Schematic representation of the generation processes previous to (left) and after the seismic
swarm. With no significant temporal variations in the tectonic stress (Δσs), no changes are expected
in ρa nor in fluid migration that triggers pore pressure and gas emissions. In contrast, the relevant
variations of the Δσs in short times promote variations of porosity, ρa, pore pressure (suggested by the
faded shift of the blue background to the right of the top right panel), fluid migration (blue arrows),
and gas emissions from local gas accumulations in the permafrost (represented by a green cloud).
Time onsets of these processes could meet the following rule:

(
tρa − tΔσs

) � (
tgas − tρa

)
.

In this work, we report an experiment near the Antarctic Peninsula, a region of very
low anthropogenic electromagnetic noise and gas emission contamination, with low solar
activity during the recorded dataset, and a relevant scenario generated by an isolated
seismic swarm in an area of active tectonics. Even under these particular circumstances
and when we are not inverting the 1D–ρa profile, uncertainties in the estimation of ρa could
come from large periods analyzed, which means related to the deeper crustal structure. A
future potential solution to this issue could be to stack signals from other near MT stations
to consolidate space–time 1D–ρa maps that may reinforce the trusty anomalies. In addition,
other gas measurements around the study region may clarify the role of the fluid migration
paths involved in the dynamics of closing and opening of the porosity field.

Finally, we suggest several possible outlooks that the scientific community may ad-
dress in the future for this type of research: (1) Deploy arrays of permanent MT stations in
areas of high tectonic activity that allow the consolidation of datasets on the relationship
between seismicity and crustal ρa anomalies. (2) In areas of active magmatism, in addition
to deploying MT instruments at different distances, it could be necessary to install mon-
itoring networks for fluid pressure and gas emission sensors to verify the hypothesis of
fluid migration and pore pressure that trigger seismicity. (3) Design numerical experiments
that allow inferring stress conditions, fluid volumes, and changes in the petrophysical
properties of the crust necessary to reproduce ρa anomalies, such as those reported in this
work.
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5. Conclusions

One MT station located at Seymour–Marambio Island allowed estimating of the multi–
temporal 1D–ρa structure in the upper lithosphere of the Antarctic Peninsula. The survey
detected ρa anomalies that changed over time and were related to a surficial earthquake
swarm in the Bransfield Strait, south of King George Island, under the Orca submarine
volcano. We detected a shallowing of the ρa anomalies that matched with contrasting
emission measurements of CH4 and CO2, suggesting that anomalies could be linked with
fluid migration and propagation of pore pressure that triggered the release of gases. We
hypothesize that before the occurrence of earthquakes, the stress field generates pore
pressure gradients from sites close to the seismic source to distances greater than the size of
the seismic source, promoting alterations in fluid migration that change the resistivity of
the upper lithosphere.
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Abstract: In this work, we apply multi-temporal 1D-magnetotelluric (MT) surveys to estimate the
space–time variations of the apparent resistivity ρa and correlate these changes with seismic activity in
the central part of Colombia (South America). We use the time series of the Earth’s natural electric and
magnetic fields registered at two MT stations of the National University of Colombia Seismological
Network (RSUNAL), located in the Eastern Andean Cordillera, in the central part of Colombia, over
several days. Assuming that large earthquakes may generate these types of anomalies, we identified
positive results for the Mesetas earthquake (Mw6.0, Lon = 74.184◦ W, Lat = 3.462◦ N, H = 13 km-depth,
24 December 2019, UTC 19:03:55), with anomalies registered eight hours before the mainshock. The
depth at which the resistivity anomaly was identified coincides with the depth of the earthquake
hypocenter. The origin of these anomalies may be associated with the migration of fluids due to the
change in the stress regime before, during, and after the earthquake. We hypothesize that before the
occurrence of an earthquake, the stress field generates pore pressure gradients, promoting alterations
in fluid migration that change the resistivity of the upper crust.

Keywords: apparent resistivity; correlation; earthquakes; magnetotellurics; electromagnetic signals;
electromagnetic anomalies

1. Introduction

Variations in the physical properties of the subsoil, such as electrical resistivity, caused
by the occurrence of seismic activity have been studied in recent decades. Authors such
as Du et al. [1,2] established a non-linear relationship between the magnitude of the earth-
quakes and the amplitude–duration of the recorded anomaly in the apparent resistivity ρa.
Additionally, various electromagnetic (EM) anomalies have been reported, both in the iono-
sphere and subsurface, for large-magnitude seismic events [3,4]. These mentioned studies
use the maximum entropy method (MEM) and spectral density to analyze their signals.

This study seeks to estimate the variation, both in time and in space (depth), of the ρa of
the subsoil using seismic events of magnitude > 4.5 in Colombia, using the magnetotelluric
(MT) method. In the MT method, deepened and applied to geophysical exploration
by Cagniard [5], relationships are obtained that allow the electrical resistivity and its
distribution in the subsoil to be inferred from the relationship between the fluctuations in
the orthogonal components of the natural electric and magnetic fields. These equations
were coupled in an algorithm developed in Python to obtain ρa variations as a function of
time from the time series of the registered electric and magnetic fields. The method allows
us to reach depths from tens of meters to hundreds of kilometers [6], considering that this
depends on the used time window. By choosing different time windows, we can achieve
a depth ranging between ~100 m and ~100 km. It is possible to reach greater depths, for
which it would be sufficient to vary the time window used.

Appl. Sci. 2023, 13, 1737. https://doi.org/10.3390/app13031737 https://www.mdpi.com/journal/applsci
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2. Materials and Methods

2.1. Electromagnetic Signals of Seismic Origin

The scientific community has studied the possible relationship between electromag-
netic phenomena and seismic events since the second half of the 20th century. There is more
and more evidence about a connection between the generation of electromagnetic signals
and the occurrence of seismic events (in addition to the well-known variations of the Earth’s
magnetic field associated with the incidence of the solar wind). This field of study requires
combining various disciplines, such as physics, geology, and even biology [7,8]. Anomalies
in electromagnetic signals associated with strong seismic events have been identified, and
physical mechanisms have been proposed to explain them [9–13].

The study of seismic–electromagnetic phenomena has acquired greater importance
since the 1980s [7]. Anomalies were found in the behavior of electromagnetic signals before
some strong earthquakes, shedding new light on the study of seismic precursors. Several
authors have proposed different mechanisms for generating anomalous electromagnetic
signals associated with seismic activity.

For example, (1) a mechanism that could explain the anomalies is the displacement
of the limits between cortical blocks of high and low conductivity [14]. Due to this, the
electrical currents in the subsoil would be altered, also altering the induced magnetic fields.
(2) Another mechanism could be the electrokinetic effect, which consists of the fact that,
in the presence of fluids in the subsoil, the solid phase can be electrically charged, while
the liquid phase acquires the opposite charge [13]. The latter, when flowing, generates an
electric current that can induce magnetic fields. (3) On the other hand, the piezomagnetic
effect occurs when the magnetization of ferromagnetic rocks changes when subjected to
stress, giving rise to an alteration in the magnetic field in the form of very low-frequency
signals [15]. (4) An alternate mechanism could be associated with the formation of mi-
crofractures in the rock, in the presence of fluids. As the pressure increases before the
seismic event, the rocks dehydrate and lose conductivity. These ruptures can also cause
the separation of ionic bonds, generating a variation in the potential difference, which can
generate electromagnetic signals [13,15,16].

Zhang and Shen [17] have proposed four stages before large-magnitude earthquakes
based on the Wenchuan event, M8.0, on 12 May 2008. The first stage would consist
of the accumulation of mechanical stresses. The pressure would close the subsurface
microfractures, altering their ρa. In the final phase of this stage, electromagnetic signals
would be recorded. In the case of the Wenchuan event, this stage lasted for more than
two years. The second stage would consist of a blockade of the subsoil. At this point, the
microfractures would have closed entirely, and tectonic activity (and therefore seismicity)
would have been reduced to a minimum, avoiding the generation of electromagnetic
anomalies. The third stage would consist of an “unblocking” and an expansion of the
subsoil. The temperature would rise, generating electromagnetic signals in the infrared.
Microfractures would re-form, and small seismic events would occur with very low-
frequency electromagnetic emissions. The fourth stage would take place hours or days
before the big event and would give rise to anomalies in the electric field of the ionosphere.
Although the authors base their model on the observations associated with this specific
event, they could be considered for the study of other events.

Solar activity can also be a source of electromagnetic signals, for which it is necessary
to distinguish between these and those possibly associated with seismic activity [18].
Likewise, anthropic activity can generate electromagnetic noise, especially in areas where
there are electrical power distribution systems [19]. Other problems associated with the
identification of very low-frequency anomalies are their low intensity, their similarity
with very low-frequency signals that are not of seismic origin, as well as the difficulty in
identifying the focus of the earthquake to which the anomalies may be associated, before
the earthquake occurs [14].
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2.2. Magnetotelluric Sounding (MT)

The magnetotelluric method studies the penetration and propagation of electromag-
netic waves inside the Earth, associated with the action of electrical storms and/or the
incidence of the solar wind on the Earth. The method is based on measurements of the
natural electric fields on the Earth’s surface (by means of 2 perpendicular electric dipoles,
Ex and Ey) and magnetic (using 3 coils or triaxial magnetometers, Bx, By, and Bz).

Among the advantages of the magnetotelluric method is the fact that it is based on
using a natural electromagnetic source. The Earth’s surface partially reflects the fluctuat-
ing electromagnetic fields originating in the ionosphere, and the ionosphere reflects the
returning fields again due to its conductive characteristics. This happens repeatedly, so that
the fields eventually have a strong vertical component and can be considered as vertically
propagating plane waves, characterized by covering a broad spectrum of frequencies. These
fields penetrate the ground and induce telluric (electric) currents, which generate secondary
magnetic fields. The telluric currents, detected by two pairs of electrodes that make up
each pair of dipoles, are oriented in the N–S and E–W directions. The three components of
the magnetic fields are measured: the vertical component and two horizontal components,
parallel to each one of the electrical components [6,20].

This method provides information about resistivity (conductivity) values for much
greater depths than artificial source induction methods. Using long-period signals in the
range from 10 to 1000 s, the MT method is relevant to the investigation of the crustal and
upper mantle structure [20].

The two electrical and three magnetic components of an MT sounding are recorded
continuously during long observation intervals, which can last hours or days. The regis-
tered magnetic fields have external contributions from the ionosphere and internal ones
related to the distribution of the induced currents. Although an MT sounding can be
carried out in a range of infrasound frequencies (ƒ ≈ 10–100 Hz), its main application is the
determination of electrical conductivity (resistivity) values at great depths, using very low
frequencies (ƒ ≈ 1 Hz) [6,20].

2.3. Magnetotelluric Fundamentals

The theoretical principles of the method lie in Maxwell’s equations, which describe
the behavior of electric and magnetic fields, as well as their interaction.

Based on the assumptions of this method [6,21] and the electromagnetic induction
phenomena described by Ampere’s and Faraday’s laws, we define skin depth (δ). This
concept describes the distance, in-depth, which the electromagnetic wave has traveled
when its amplitude has decreased by a factor of 1/e, assuming a homogeneous half-
space. This value depends on the resistivity of the medium (ρ) and period (T) of the
electromagnetic wave. Using SI units, the skin depth is approximated as:

δ ≈ 500
√

ρT, (1)

Remembering that period (T), frequency ( f ), and angular frequency (ω) are related by
T = 1/ f = 2π/ω, we can use this last equation to analyze the behavior of the resistivity
(ρ) as a function of the period (T), and thus obtain a first approximation of the depth of
investigation. This depth (δ) is used to approximate the magnetotelluric data.

Transfer Function and Apparent Resistivity ρa

The transfer function term involves an Earth model describing a linear system with a
predictable input and output. Here, the transfer function C of Schmucker–Weidelt [6,22,23] was
used, which depends on the frequency and can be calculated from the field measurements
in their orthogonal directions—in other words, by measuring the electric field in the E–W
component (Ex-HQE) and the magnetic field in the N–S component (By-HFN), or with their
equivalents (Ey-HQN, Bx-HFE), as follows:
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C(ω) =
Ex

iωBy
= − Ey

iωBx
(2)

Then, we can calculate the ρa, defined as the resistivity’s average of a homogeneous
half-space. Like C, the ρa is also expressed as a function of frequency [6]:

ρa(ω) = |C(ω)|2μ0ω, (3)

where μ0 is the magnetic permeability of free space.
In this study, we use the apparent resistivity ρa. However, it is essential to note that

for MT soundings, being C-complex, it is also important to obtain the phase parameter,
which, like these previous functions, will also depend on the frequency:

φ1−D(ω) = tan−1(Ex(ω)/By(ω)
)

(4)

Note that these MT parameters are usually plotted as a function of the period (T), as
seen in the Results and Discussion Section.

2.4. Kp Index

According to NOAA’s Space Weather Prediction Center [24], this index quantifies the
impact on the Earth’s horizontal magnetic field measured on the surface due to the geo-
magnetic activity, that is, the emission of charges and high solar radiation. This represents
a significant source of noise for time series and data. The Kp index activity is classified as
follows (Table 1):

Table 1. Kp index activity classification.

Kp < 4 Weak/Low solar activity
Kp = 4 Medium solar activity
Kp > 4 High solar activity

A Kp index > 4 (high solar activity) would imply a high disturbance in the terrestrial
magnetic field and insufficient data reliability in the chosen time interval. This value
was downloaded from the NOAA (National Oceanic and Atmospheric Administration)
database on its website [24].

2.5. Mutiparameter Station

The USME station is a multi-parameter station that is part of the Seismological Net-
work of the National University of Colombia [25]. Figure 1 shows the distribution of the
network’s stations in the central region of Colombia. The USME station has a broadband
triaxial seismometer, triaxial magnetometer, and non-polarizable electrodes.
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Figure 1. Distribution of the stations of the Geophysical Network of the National University of
Colombia in the central region of Colombia.

2.5.1. Sensors

The sensors used in multi-parameter stations are [26]:

• Broadband Seismometer CME 4311: Electrochemical transducer designed for perma-
nent or portable installation. It is a robust instrument that is easy to install. In addition,
it does not require maintenance, mass blocking, or leveling. This sensor offers an
effective solution for installations with a noise level close to the low-noise model with
a response between 1/60 and 50 Hz [27].

• Non-polarizable electrode for burial Tinker & Rasor DB-A: Copper and copper sulfate
(Cu/CuSO4) electrode, non-polarizable, which allows direct exposure of copper sulfate
over a large contact area. It has a shelf life of up to 10 years. Its structure is made of
PVC/ABS and has a low freezing point and high evaporation point, which makes it
robust for most environments. Dimensions: 7 cm in diameter, 12.2 cm high, and a
weight of 896 g [28].

• Magnetometer Bartington Mag648L: Low-power, low-noise triaxial magne-
tometer with ±60 μT range. It has vehicular, perimeter security, and ground
measurement applications [29].

Figure 2 shows the instrumental deployment corresponding to the USME station.
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Figure 2. Schematic representation of the location of the orthogonal dipoles, corresponding to the
USME station.

2.5.2. Acquisition Hardware

The digitizer is based on a Raspberry Pi 3 CPU with 1.2 GHz processing and 2 GB of
RAM, with an independent video chip. Different peripherals are integrated into it via GPIO
or USB. The 24-bit Analog–Digital Converter (ADC) is connected via serial communication
protocol, having eight single channels to sample up to 500 sps that can be expanded to
16 channels. To achieve time synchronization with an error of fewer than 10 μs, we use a
GPS connected via asynchronous serial communication, with the possibility of an external
high-gain antenna to improve the view of the sky. Data transmission is via 3G modem.
The power supply is obtained using a 5 V DC source at 2.5 A that is provided using a
solar panel. The maximum consumption is around 10 W. The entire system is installed in a
hard box.

2.6. Data Processing

The MT data processing in this study begins by converting a time series of magnetic
and electrical signals to their frequency domain (using the Fourier transform (FT)), a
stacking process over a 1-h time window (it is desired to see changes in the resistivity
behavior each hour), to later operate their respective components, calculate the Schmucker–
Weidelt transfer function from Equation (2), and finally obtain their associated values of ρa.
This procedure was performed by developing our algorithm code in Python, which can
be obtained by consulting the authors. The processing was performed following all the
mathematical guidelines given in [6].

2.6.1. Time Windows

To estimate the space–time ρa variation, particular time intervals should be defined
depending on the changes to be seen. Therefore, we define three principal time windows:
total window, partial window, and calculation window.

• Total window: It is the complete time interval on which to work (e.g., you want to
analyze six days along which there was seismic activity: total window = 6 days);

• Partial Window: It is the time interval in which you want to see changes in the ρa of
the rocks (e.g., you want to see changes every hour: partial window = 1 h);
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• Calculation window: It is the time interval over which we will calculate the Fourier
Transform (FT) and, therefore, the variable used as the period (T) in the MT method
equations (e.g., 10 s, 100 s, or 1000 s, depending on the depth of penetration to
be obtained).

In this study:

• Total window: 6 days;
• Partial window: 1 h;
• Calculation window: 1000 s.

2.6.2. Apparent Resistivity Dispersion—Apparent Resistivity Curve

The ρa parameter (ρa), using Equations (2) and (3), will result in several dispersion
points, as observed in Figure 3. Note how the figure is plotted as a function of the period
(T = 1/ f ) for ease of analysis (the longer the period, the greater the skin depth). After
obtaining all the associated ρa, a statistical data treatment is carried out for values of
frequencies (periods) chosen in such a way that a reliable resistivity curve is obtained.

Figure 3. Apparent resistivity ρa dispersion as a function of the period (T). The gray dots represent
the raw data computed from Equation (3). The red dots represent the fitted curve used for the
apparent resistivities of the partial time window (‘xy’ means HQE-HFN).

To choose the period points to be evaluated, we consider the conditions stipulated in [6]:

• The chosen periods (or frequencies) must be equally spaced on a logarithmic scale;
• Ideally, it would help to have between 6–10 frequencies per magnitude. More frequen-

cies are unnecessary, and fewer may result in unreliable values.

Points are selected as follows:

f1 = fmax,
f2 = fmax/

√
1.8,

f3 = fmax/1.8,
...

fk = fmax/1.8
√

(k−1),

(5)

where fmax = 10 Hz (sample rate = 20 Hz).
After obtaining the desired frequencies, we observe that the dispersion of the data

for each point will have a Gaussian behavior, as seen in Figure 4. This allows us to find a
single ρa value associated with a single frequency/period and the corresponding standard
deviation. Figure 3 shows an example of a curve obtained from fitting our dispersion data.
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Figure 4. Distribution of the first six frequencies chosen to represent the apparent resistivity curve.

Now that we have the ρa curve for each hour, an ρa map is made in the total window
(days), thus allowing precise observation of the space–time changes where the target
seismic event occurred.

2.6.3. Apparent-Resistivity ρa Map

The ρa map (Figure 5), which is obtained from our algorithm code, can be seen as a
matrix of values of N rows and M columns (Equation (6)) where each column represents a
1-h time window, and each row represents each frequency/period point (N = ‘Number of
point periods’ and M = ‘Number of partial windows’). Each column corresponds to the
apparent resistivity-fitted curve (Figure 3); the only difference is the color assigned to each
resistivity value (Figure 5).

ρa(0,0) ρa(0,1) · · · ρa(0,M−1)

ρa(1,0) ρa(1,1) · · · ρa(1,M−1)
...

ρa(N−1,0) ρa(N−1,1) · · · ρa(N−1,M−1)

(6)

Figure 5. Anomaly registered before the 6.0 Mw Mesetas earthquake calculating the apparent
resistivity from USME HQE-HFN channels. (Format of digitized data on the time axis: year-month-
day hour).
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As a second option, moving on to the interpretation of the ρa map, this can also be
seen as a depth profile. Each period in each column means a different and greater depth;
let us remember the relation of Equation (1), which tells us that the longer the period, the
greater the skin depth (keeping in mind that this parameter also depends on the resistivity
of the medium).

2.6.4. Anomaly Map

As the ρa color map can show some anomalous behaviors at specific depths (space–
time variations), sometimes this phenomenon cannot be seen clearly. Therefore, it is
necessary to create an anomaly map that represents the same time interval and depth ranges.

The values of the anomaly map (shown in the lower part of Figure 5) are the result of
finding how anomalous each value of the ρa map is, that is, quantifying how much each
one varies according to the average of the total window. First, the average value of the
window is found, which will be a column of N rows resulting from the average resistivity
for each period:

ρa(0,0) ρa(0,1) · · · ρa(0,M−1)

M−1
∑

i=0
ρa(0,i)/M ρa0

ρa(1,0) ρa(1,1) · · · ρa(1,M−1)

M−1
∑

i=0
ρa(1,i)/M ρa1

... ⇒ ... =
...

(7)

Starting from the matrix, which represents the apparent resistivity map (left part),
then (⇒) we average each row (middle part), which is equivalent (=) to an average value
corresponding to each row (period); we get:

ρa(N−1,0) ρa(N−1,1) · · · ρa(N−1,M−1) ∑M−1
i=0 ρa(N−1,i)/M ρaN−1 ,

thus, obtaining an average ρa value for each period.
Finally, each value of the initial apparent resistivity matrix (ρa(i,j) ) is operated with its

corresponding average (ρai ) as follows:

Anomaly(i,j) = A(i,j) =
ρa(i,j) − ρai

ρai

·100, (8)

to obtain a percentage of the anomaly. This value means how different each ρa value (ρa(i,j) )
is from the average (ρai ) of the total window, e.g., getting an anomaly value of 300% means
that we have a ρa value three times greater than the average.

By obtaining all values of the anomalies, we will be able to plot a map with the same
dimensions as the ρa map. This map is presented in grayscale (Figure 5) and allows us
to see more clearly the area where an anomalous resistivity value occurs according to the
average value of the total window.

3. Results and Discussion

Considering several variables such as solar activity, ρa, and associated anomalies, the
results of this study provide visual information for interpreting in a simpler and more complete
way. Figure 5 shows the space–time changes of the ρa for the USME station during the
time interval when the Mesetas earthquake occurred (Mw6.0, Lon = 74.184◦ W, Lat = 3.462◦ N,
H = 13 km-depth, 24 December 2019, UTC 19:03:55) and its associated aftershocks.

Solar activity (Kp index): Average low solar activity (<2). A behavior without signifi-
cant variation is observed throughout the time window, except for a small peak of 2.5 on
26 December.

Apparent resistivity: The variation of the ρa depending on the depth H can be classified
into three ranges of periods (Table 2):
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Table 2. Variations of the ρa depending on the depth H.

Period T (s) Depths H (km) Apparent Resistivity ρa (Ω·m)

T � 2 0.2 H � 3 100 � ρ � 101

2 � T � 15 3 � H � 30 ρ~101

15 � T 30 � H � 80 102 � ρ � 103

Associated anomalies: There is a clear anomaly presented 11–16 h before 24 January
(Table 3):

Table 3. ρa anomaly depending on the depth H.

Period T (s) Depths H (km) Anomaly (%)

1 � T � 30 1.5 � H � 40 81–224

Figure 6 shows the ρa curves found for a partial window before, during, and after
the anomaly found (black: ρa curve before the anomaly, red: ρa curve during the anomaly,
blue: ρa curve after the anomaly). A slight increase can be observed in the periods (depths)
involved in the red curve, which means that at this specific time interval, there was a slight
increase in the ρa of the subsurface between the periods shown in Figure 5. Geologically
speaking, and because resistivity in rocks largely depends on their saturation fluids, this
anomaly can be related to a momentary migration of fluids in the rock due to stresses
produced in the mainshock, and then a return to initial equilibrium.

Figure 6. Comparison between three apparent resistivity curves, each corresponding to a different
hour interval of December 24 (UTC). The red curve represents the time when the anomaly is observed.

The same procedure was done for the TUNJ station (also RSUNAL station) to rule out
the idea that the found anomaly simply meant instrumental noise at the station. The results
are illustrated in Figure 7. In this case, we see more anomalies, which are interpreted as
external noise due to their periodicity. It is observed that there is also a disturbance of lesser
magnitude in a depth range (periods) close to the depth of the seismic event, even if the
event occurred at a greater distance from the station (~250 km).
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Figure 7. Anomalies registered at TUNJ station for the same Mesetas events.

4. Conclusions

The particularities identified in the case of the earthquakes in Mesetas yield suggestive
results of an ρa anomaly in the subsoil eight hours before the first recorded seismic event
(6.0 Mw), a duration 4–5 h from the start of the anomaly and within a range of periods
between 1–30 s (depths between 1.5–40 km). It is also shown that this disturbance does not
correspond to instrumental noise since it also exists and is registered at the TUNJ station.
The origin of these anomalies may be associated with the migration of fluids due to the
change in the stress regime before, during, and after the earthquake. We hypothesize that
before the occurrence of an earthquake, the stress field generates pore pressure gradients,
promoting alterations in fluid migration that change the resistivity of the upper crust.

The anomalies detected and observed at the USME multi-parameter station do not
show a direct and causal relationship with seismic events of less than 5.8 Mw or distances
greater than 120 km. However, since the notable anomalies in the designed algorithm
must exceed 100% (double the average value), it is not ruled out that there are patterns
of changes in the ρa of the subsoil of lower percentages related to these events. For these
cases, we have used a minor anomaly scale.
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Abstract: Abundant infrared remote sensing images and advanced information processing technolo-
gies are used to predict earthquakes. However, most studies only use single long-wave infrared
data or its products, and the accuracy of prediction is not high enough. To solve this problem, this
paper proposes a statistical method based on connected domain recognition to analyze multi-channel
anomalies. We extract pre-seismic anomalies from multi-channel infrared remote sensing images
using the relative power spectrum, then calculate positive predictive values, true positive rates and
probability gains in different channels. The results show that the probability gain of the single-
channel prediction method is extremely low. The positive predictive value of four-channel anomalies
is 41.94%, which is higher than that of single-channel anomalies with the same distance threshold of
200 km. The probability gain of the multi-channel method is 2.38, while that of the single-channel
method using the data of any channel is no more than 1.26. This study shows the advantages of the
multi-channel method to predict earthquakes and indicates that it is feasible to use multi-channel
infrared remote sensing images to improve the accuracy of earthquake prediction.

Keywords: earthquake prediction; infrared remote sensing; multi-channel; pre-seismic anomaly;
relative power spectrum; connected region

1. Introduction

Earthquake prediction is a complex and challenging theme. Since scientists discovered
pre-seismic infrared abnormal phenomena in the 1980s [1], scholars around the world have
undertaken various relevant research. Qiang et al. put forward a relatively reasonable
theoretical mechanism, which indicates that the main causes of the abnormal temperature
increase before the earthquake are gases released from the earth’s crust and the change of
the electric field, based on various observations and experiments [2]. The change of water
content in the earth’s surface soils is also able to cause infrared anomalies before earth-
quakes [3]. Some experiments proved that the infrared radiation of the rock changes when
it is pressed by stress [4]. Their studies provide theoretical support for the development of
earthquake prediction using infrared radiation data.

Infrared remote sensing images have a definite advantage of wide-field and contin-
uous observation over ground-based observation and are widely applied to earthquake
prediction [5–8]. Most researchers only analyzed single-type data, mainly using long-wave
infrared radiation or its products, such as land surface temperature (LST) and outgoing
long-wave radiation (OLR) [9–11]. In some case studies, the pre-seismic infrared anomaly
is discovered from remote sensing images as a common phenomenon [12–14]. There are
only a few studies about the middle-wave infrared anomalies before earthquakes, whose
trend is similar to the anomalies in the long-wave channel [5,15]. Other earthquake case
studies found that there are abnormal changes in water vapor content in the atmosphere
before and after the event [16,17]. Most infrared data used to predict earthquakes are from
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NOAA satellites, Terra/Aqua satellites and Fengyun satellites [18,19]. Wei et al. found the
infrared anomalies before the Ms8.0 earthquake in Sichuan, China, using single-channel
images from the FY-2C satellite [20]. Ouzounov et al. found the anomalies before several
strong earthquakes in Xinjiang, China, using OLR data from NOAA satellites and the
FY-2D satellite [21]. Zhong et al. found the infrared anomaly associated with the 2017 M6.5
Jiuzhaigou earthquake from the data of two Fengyun satellites (FY-2E and FY-2G) [22].

Researchers have proposed different methods that were successfully used to extract
pre-seismic anomalies, such as robust satellite techniques [23], interquartile, wavelet trans-
form, Kalman filter methods [24], power spectrum [25] and some artificial intelligent meth-
ods [26]. Although abundant remote sensing data and advanced information processing
technologies are used to predict earthquakes, there has not been any stable and valid algo-
rithm to eliminate the influence of non-seismic factors, such as seasonal changes, weather
conditions and human activities [18]. This is because of the complexity and variability of
the earth system and the space environment. As a result, most methods merely work well
in a few cases, lacking statistical evidence. Some statistical results in a small region show
that there is an infrared anomaly before most earthquakes, but they did not analyze the
proportion of the anomalies followed by an earthquake. In a study of 20 earthquakes in the
Tibet region, the anomalies of the brightness temperature appeared before 17 earthquakes,
and that of long-wave radiation appeared before 16 earthquakes [27]. The accuracy of
earthquake prediction is unable to be estimated without PPV. Some statistical studies show
a low positive predictive value (PPV). The statistical results based on the robust satellite
techniques indicate the true positive rate (TPR) is high but the PPV of pre-seismic infrared
anomalies, which is 25.9% in Sichuan province, is too low to put into practice [28]. The
accuracy of earthquake prediction in the statistics by Jiao and Shan is 6.01% [29]. The PPV
calculated by Filizzola et al. is 7.61% [23]. This means that most prediction results are
wrong. Some studies do not even support the feasibility of earthquake prediction based on
infrared remote sensing data [30]. Although some researchers obtained the PPV of 76.1%
and the TPR of 67.1%, the spatiotemporal occupation of anomalies is high at 43.4%, which
may cause a large prediction range and excessive public panic [31].

To explore a more valid algorithm for earthquake prediction using the data of infrared
remote sensing, both data and research methods are improved. For one thing, multi-
channel infrared images are used in this paper, and the four channels could provide more
information about the state of the earth’s surface and atmosphere. For another thing, the
statistical method based on connected region recognition is proposed to analyze the corre-
lation between infrared anomalies and earthquakes, which could recognize spatiotemporal
characteristics of anomalies in the long-term and wide-region studies. In this paper, the
relative power spectrum method is respectively used to extract the anomalies from data
of every channel. Both statistical analysis and case study are used to compare the predic-
tion performance of the data from any single channel. Finally, four-channel anomalies
are analyzed statistically. The results show that multi-channel anomalies could provide
larger PPV and probability gain. It proves the potential of multi-channel infrared data
in earthquake prediction and shows that it is possible to identify anomalies associated
with earthquakes using multi-dimensional or multi-source data. The statistical method
based on connected region recognition could be used to analyze pre-seismic anomalies
from most kinds of remote sensing data. It lays the foundation for more data to be used in
earthquake prediction.

2. Materials and Methods

The full research method is shown in Figure 1. Section 2.1 introduces the data and
research range (time and region). The wavelet decomposition and relative power spec-
trum are used to extract anomalies from the time series on every pixel, which is detailed
in Section 2.2. Then, the statistical method based on connected region recognition is pro-
posed to analyze the correlation between anomalies and earthquakes, which is detailed in
Section 2.3.
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Figure 1. The flow of the research method.

2.1. Data and Study Area

Feng Yun-2G is the fifth operational satellite of the first generation of geostationary
meteorological satellites launched by China on 31 December 2014, which can observe
the parameters of the earth’s surface and atmosphere widely and continuously. The
main remote sensor is the visible and infrared spin scanning radiometer with 5 channels,
including one visible channel (VIS), one medium-wave infrared channel (IR4), one water
vapor channel (IR3) and two long-wave infrared channels (IR1 and IR2). The detailed
parameters of each channel are shown in Table 1.

Table 1. The specific information of each channel.

Channel Spectral Interval Spatial Resolution

VIS 0.55–0.75 μm 1.25 km (5 km)
IR1 10.3–11.3 μm 5 km
IR2 11.5–12.5 μm 5 km
IR3 6.3–7.6 μm 5 km
IR4 3.5–4.0 μm 5 km

In this paper, the original data are the images from four infrared channels of the
Feng Yun-2G satellite, which are provided by the National Satellite Meteorological Center.
(http://satellite.nsmc.org.cn/PortalSite/Data/Satellite.aspx, accessed on 25 June 2022).
One full-disk data file is generated every half hour or one hour. The file structure is
shown in Figure 2, including file attributes and scientific datasets. Every file includes
the geographic location of the image center, cloud classification, five-channel images and
calibration tables and is saved as the hierarchical data format (HDF). The red digits are
the number of the datasets, while the white digits are the size of one dataset. Moreover,
the center also provides a lookup table so that the users could calculate the longitude and
latitude of every pixel in the image.

Due to the high transmittance of the earth’s atmosphere in the atmospheric windows,
the radiation value from two long wave channels and one middle wave channel mainly
depends on the temperature and the emissivity of the earth’s surface. The emissivity of
the same target is usually constant. The peak wavelength of most objects on the earth’s
surface is in the long-wave infrared channel, so the brightness temperature data from the
long-wave infrared channel could show the temperature change trend of most objects
on the earth’s surface [32]. The data from the medium-wave infrared channel show the
temperature change of the high-temperature targets and are affected by the reflection of
solar radiation in the daytime, so data at night are selected in this paper. The water vapor
channel is in the strong absorption band of water vapor, which is one of the main infrared
absorption gases in the earth’s atmosphere [33].
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Figure 2. The structure of the data file.

China is located between the Pacific seismic zone and Euro–Asia seismic zone, so earth-
quakes happen frequently there, especially in Qinghai–Tibet Plateau, Yunnan–Guizhou
Plateau and Taiwan. In China, the terrain is high in the west and low in the east, as
shown in Figure 3. The lines in different colors are the different types of plate bound-
aries. The topography data are provided by the University of Califonia San Diego. (http:
//topex.ucsd.edu/marine_topo/mar_topo.html, accessed on 23 July 2022). China has a
wide territory and rich soil resources, mainly including 15 types of soil. The variation of
water content in the soil during the earthquake preparation period may also lead to anoma-
lies in infrared remote sensing images [3]. The study area of this paper is between 0◦ N to
60◦ N and 70◦ E to 140◦ E, including China and the surrounding area. All images in this
region from June 2015 to December 2020 are applied to extract abnormal signals. There are
358 earthquakes with a magnitude over five in the area from 31 January 2016 to 1 January
2021. The strongest earthquake in the study range was the earthquake with a magnitude of
7.3 that happened in Kyushu, Japan on 16 April 2016. According to the theoretical model
proposed by Dobrovolsky, the relationship between the radius of earthquake preparation
region R and the earthquake magnitude M is shown in Equation (1) [34].

R = 100.43M, (1)

The earthquake magnitude in this study is between 5 and 7.3, so the radius of the
influenced region varies from 141 to 1377 km.

Figure 3. The terrain in the study area.
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2.2. Anomaly Extraction

The relative power spectrum is a common method to extract seismic information
from infrared remote sensing images and is used in some case studies with significant
results. The process is shown in Figure 4 and was programmed using Python in the Spyder
platform. The algorithm is introduced in detail as follows [35,36]:

(1) Pre-processing: We could not gather complete earth surface radiation data because of
cloud coverage and the limitation of the remote sensing system. Some pre-processing
is necessary before extracting anomalies. Infrared radiation could not go through
clouds, so the infrared images in the region covered by clouds reveal the temperature
of the top of the clouds, which is far lower than that of the earth’s surface. After
obtaining brightness temperatures by the look-up table method, we remove the
invalid values that are 1.5-times the standard deviation below the average to decrease
the effect of clouds [27]. Then, the average temperature every day is calculated.
Finally, the spatiotemporal data become continuous through the nearest-neighbor
interpolation method.

(2) Wavelet decomposition: The infrared radiation on the earth’s surface is also affected
by seasonal changes, weather conditions, geological activities, human activities, and
so on. High-frequency information and low-frequency information are separated by
wavelet decomposition and wavelet reconstruction. The low-pass part of seventh-
order wavelet decomposition retains long-period information and is regarded as the
background field. The low-pass part of second-order wavelet decomposition elimi-
nates high-frequency information and is used to attenuate the influence of weather
and human factors. The low-pass part of the second-order wavelet decomposition
is subtracted by that of the seventh-order wavelet decomposition to eliminate the
background field and high-frequency components.

(3) Power spectrum: The power spectrum reflects the change of signal power with
frequency. We take 64 days as the window length and 1 day as the step length to
calculate the time–frequency distribution of the power spectrum in each window [37].

(4) Characteristic frequency: We calculate the relative amplitude for each pixel and
frequency, and select the frequency with the largest amplitude change as the charac-
teristic frequency to obtain the spatiotemporal data of the relative power spectrum at
the characteristic frequency.

Figure 4. Flow chart of anomaly extraction algorithm.
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In this paper, the algorithm is used to process the data from every channel of FY-
2G, respectively, to compare the difference between channels and improve prediction
performance using multi-channel data.

2.3. Statistical Method

Accuracy of earthquake prediction is the basis of practical application, because wrong
predictions may cause serious economic losses and public panic. The PPV of infrared
abnormal signals can evaluate the accuracy of its application in earthquake prediction,
which is defined as the proportion of abnormal signals related to an earthquake in total
anomalies, as shown in Equation (2) [28].

PPV =
N0

Na
, (2)

where N0 is the number of abnormal signals related to an earthquake, and Na is the
number of total abnormal signals in the research area. To calculate the PPV, we propose a
method based on the connected domain to identify the spatiotemporal occupancy range of
abnormal signals. We deem the point where the relative power spectrum is more than five
as abnormal. The connected region of abnormal points is regarded as the spatial–temporal
range of a single abnormal phenomenon, and abnormal regions with relatively small areas
or short-term are ignored to eliminate the infrared radiation increase caused by human
activities. In this paper, an anomaly that covers less than 500 pixels or lasts less than 3 days
is ignored. In previous studies, anomalies appeared on average one to three weeks before
the earthquake [38]. As a result, the anomaly is regarded to be related to the earthquake,
if the distance between the abnormal region and the epicenter is less than the distance
threshold (Td) and the anomaly appears within one month before the earthquake.

The TPR is the proportion of earthquakes with pre-seismic infrared abnormalities in
total earthquakes, which is defined as Equation (3) [28].

TPR =
N1

Ne
, (3)

where N1 is the number of earthquakes with any pre-seismic anomaly, and Ne is the number
of total earthquakes in the research area. It is used to assess the universality of infrared
anomalies before earthquakes.

It provides higher PPV and TPR to increase the distance threshold, but the spatial
accuracy of prediction would decrease. Therefore, earthquake prediction needs to predict
more earthquakes successfully with lower spatiotemporal occupancy. The probability gain
is the ratio of TPR to spatiotemporal occupancy, shown as Equation (4) [39,40]. It can be
regarded as a criterion for selecting the optimal distance threshold.

Gain =
TPR
τ

, (4)

where TPR is the true positive rate, τ is the fraction of space–time occupied by the predicted
range, and is associated with the distance threshold. Matlab platform was used for statistical
analysis and results display.

3. Results and Discussion

3.1. Channels Comparison

Some previous research found the epicenter of an impending earthquake may be far
from the anomaly [41–45], so both the abnormal region and the region around the anomaly
should be considered as the predicted region. The possibility that there is any upcoming
earthquake in the predicted region is larger if the area of the predicted region is larger. PPVs
with different distance thresholds in four channels are calculated and shown in Figure 5.
There are a total of 619 anomalies from 2016 to 2020, including 155 in the IR1 channel, 161
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in the IR2 channel, 132 in the IR3 channel, and 171 in the IR4 channel. PPVs vary obviously
with the change of the distance threshold. The difference between the PPVs in any two
channels is less than 0.08 for the same distance threshold. It means that there is not much
difference between the PPVs of anomalies from different channels.

Figure 5. Positive predictive values in different channels at different distance thresholds.

Figure 6 shows the TPRs with different distance thresholds in four channels. The
TPRs in the two long-wave infrared channels are similar. The TPR in the IR4 channel is
the highest among all channels whatever the distance threshold is, while that in the IR1
channel is the lowest. The difference between the TPRs in the IR2 channel and the IR3
channel becomes large with the increase in the distance threshold. The long-wave infrared
channels (IR1 and IR2) behave worse on PPV and TPR, although they were earlier used for
earthquake prediction.

Figure 6. True positive rates in different channels at different distance thresholds.

The infrared anomalies of 358 earthquakes in the study area were analyzed statistically.
As shown in Figure 7, the horizontal axis is a four-digit number whose four digits represent
the state of four channels (IR1, IR2, IR3, IR4) successively, where 1 means there was an
anomaly before the earthquake, and 0 means there was no anomaly before the earthquake.
For example, 1111 means there were abnormalities in all four channels. The state of the
anomalies in the two long-wave channels is similar. There were only 26 earthquakes with
four-channel anomalies within 400 km around the epicenter, and 18 of them were within
200 km.

As shown in Figure 8, the Gain in each channel varies slightly with the distance
threshold. The probability gain cannot be improved by changing the distance threshold.
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The gains in the IR3 channel are highest among those in all four channels for the same
distance threshold and only a little higher than that in other channels.

Figure 7. Infrared anomalies before earthquakes.

Figure 8. Probability gains in different channels at different distance thresholds.

3.2. Case Study

Considering regional differences, three seismic cases in different provinces were taken
as examples. Detailed seismic information is shown in Table 2. The magnitude of the
Sichuan earthquake was the largest. All three earthquakes occurred at shallow depths.

Table 2. Seismic information.

Province Date
Magnitude

(M)
Latitude

(◦N)
Longitude

(◦E)
Depth (km)

Sichuan 8 August
2017 7.0 33.20 103.82 20

Taiwan 16 December
2018 5.2 23.71 121.80 26

Tibet 19 July 2019 5.6 27.67 92.89 10

3.2.1. Sichuan Earthquake

There was a strong earthquake with a magnitude of 7.0 in Sichuan at 21:19:46 on 8
August 2017 (LT). The epicenter was at 103.82◦ E, 33.20◦ N. The depth was 20 km. At
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07:27:52 on the next day (LT), an earthquake with a magnitude of 6.6 occurred in Xinjiang.
The epicenter was at 82.89◦ E, 44.27◦ N. The depth was 11 km.

The information on pre-seismic anomalies in different channels is shown in Table 3.
In Table 3, the start time and the end time are the numbers of days that the start time and
end time of the anomaly relative to the earthquake time. Negative numbers are before
the earthquake and positive numbers are after the earthquake. The anomalies of the two
long-wave channels appeared 25 days before the earthquake, as shown in Figure 9. On
that day, there were discrete high-value points north of the epicenter in the images of the
four channels, and the anomaly area of the long-wave infrared channels was larger, so it
was identified earlier. As shown in Figure 10, there were high-amplitude and large-area
anomalies in four channels on the 19 days before the earthquake. On that day, IR1, IR2
and IR4 obtained their maximum abnormal value. The anomalies were located between
the epicenters of the two earthquakes and more close to that of the Sichuan earthquake.
Figure 11 shows the largest coverage area of anomalies in the earthquake preparation
region. During the abnormal period, the abnormal area of the four channels went through
two times of increase and decrease. The abnormal area in the IR3 channel was less than
500 pixels 19 days before the earthquake, while that in the IR4 channel was also too small
during the first time of increase and decrease. They are both ignored in Table 3. Anomalies
in all channels lasted until 18 days before the earthquake.

Table 3. The spatial–temporal characteristics of anomalies before the Sichuan earthquake.

Channel
Start Time

(Days)
End Time

(Days)
Maximum

Time of
Maximum

(Days)

Maximum
Cover Area

(Pixes)

Distance
(km)

IR1 −25 −18 28.9379 −19 2275 244.1042
IR2 −25 −18 29.9185 −19 2569 244.1042

IR3
−24 −22 27.2232 −24 765 267.2322
−20 −18 26.1566 −19 1447 482.0594

IR4 −21 −18 25.7784 −19 1146 567.8146

Figure 9. Power spectrum images on 14 July 2017.
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Figure 10. Power spectrum images on 20 July 2017.

Figure 11. The cover area of the anomalies before and after the Sichuan earthquake.

3.2.2. Taiwan Earthquake

An earthquake with a magnitude of 5.2 happened in Taiwan on 16 December 2018,
05:21:05 (LT). The location of the epicenter was 23.71◦ N, 121.80◦ E, and the focal depth was
26 km. On the same day, an earthquake with a magnitude of 5.7 broke out at 12:46:07 (LT)
in Sichuan. The location of the epicenter was 28.24◦ N, 104.95◦ E, and the focal depth was
12 km.

As shown in Table 4, the IR3 channel appeared abnormal at first, and anomalies in
other channels appeared simultaneously and disappeared simultaneously, which were a
little later than that in the IR3 channel. In images from the IR3 channel, a high-value region
arose on 6 December 2018, shown in Figure 12. In the IR3 channel image, there was a weak
anomaly between the two epicenters. Relatively, there were more obvious anomalies in
the high latitude region, but they were far from the two epicenters, which is not significant
for the prediction of this earthquake. It became an isolated region on 8 December 2018,
while the anomalies in the other three channels just started, as shown in Figure 13. The
anomalous positions of the two long-wave channels and the medium-wave channel were
close, but the anomaly area of the medium-wave channel was smaller. The anomaly area of
the IR3 channel was the largest, and it has obvious location deviation from the other three
channels. On 9 December 2018, the anomalies in IR1 and IR3 obtained their maximums, as
shown in Figure 14. In the abnormal region of the IR3 channel image, the southern part
is closer to the epicenter of Taiwan, in which anomaly intensity was significantly higher
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than that in the northern part. Similar to the first case, the anomaly occurred between
the epicenters of the two earthquakes. The abnormal region was mainly on the land and
distributed along the coastline. The epicenter of the Taiwan earthquake was at the edge
of the anomaly. The anomaly in the IR3 channel was closest to the epicenter. There was
only 1.7 km between the anomaly and the epicenter. The anomalies in four channels all
disappeared completely on 12 December 2018. According to Figure 15, the anomalies went
through appearance, increase, decrease and disappearance before the earthquake. The
anomaly in the IR4 channel intersected with that in other channels, but the distance from
the epicenter was far beyond the radius of the earthquake preparation region calculated
theoretically.

Figure 12. Power spectrum images on 6 December 2018.

Figure 13. Power spectrum images on 8 December 2018.
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Figure 14. Power spectrum images on 9 December 2018.

Figure 15. The cover area of the anomalies before and after Taiwan earthquake.

Table 4. The spatial–temporal characteristics of anomalies before the Taiwan earthquake.

Channel
Start Time

(Days)
End Time

(Days)
Maximum

Time of
Maximum

(Days)

Maximum
Cover Area

(Pixes)

Distance
(km)

IR1 −8 −5 22.1271 −7 2068 134.1929
IR2 −8 −5 21.1125 −6 2202 134.1929
IR3 −10 −6 19.0396 −7 1587 1.6510
IR4 −8 −5 23.6295 −6 1625 240.8767

3.2.3. Tibet Earthquake

Tibet is located on the Qinghai–Tibet Plateau with high altitudes and complex terrain.
There was an earthquake with a magnitude of 5.6 at 17:22:14 on 19 July 2019. The epicenter
was located at 27.67◦ N, 92.89◦ E. The depth was 10 km. Anomalies before the earthquake
are shown in Table 5. From 30 days to 20 days before the earthquake, only the IR4 channel
showed abnormalities. Anomalies in the IR3 and IR4 channels appeared on the 11th day
before the earthquake. IR1 and IR2 showed abnormalities later. The occurrence time and
disappearance time of the anomalies in the four channels were relatively close. The relative
powers spectrum on 9 July 2019 is shown in Figure 16. Anomalies in all four channels were
close in location. The distance between the anomalies and the epicenter is 11.5 km. The
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cover area of the anomalies before and after the earthquake is shown in Figure 17. The
variation trend of the cover area of anomalies in the four channels is similar during the
four-channel abnormal period. For this seismic case, the anomalies of the four channels
show obvious similarities in spatiotemporal characteristics and the evolution process.

Table 5. The spatial–temporal characteristics of anomalies before the Tibet earthquake.

Channel
Start Time

(Days)
End Time

(Days)
Maximum

Time of
Maximum

(Days)

Maximum
Cover Area

(Pixels)

Distance
(km)

IR1 −10 −6 25.8302 −10 2366 11.4747
IR2 −10 −6 21.7490 −7 2569 11.4747
IR3 −11 −5 17.1277 −9 3147 11.4747

IR4
−30 −20 36.5649 −25 7125 184.2958
−11 −5 35.2557 −9 3237 11.4747

Figure 16. Power spectrum images on 7 July 2019.

Figure 17. The cover area of the anomalies before and after Tibet earthquake.

3.3. Multi-Channel Anomalies

To improve the accuracy of earthquake prediction, we scan the relative power spectrum
data in the four channels and identify the region of four-channel anomalies, which means
the region where all of the four channels are abnormal at the same time. The statistical
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result is shown in Table 6. A larger distance threshold can improve PPV and TPR, but can
not improve the probability gain. The probability gain is the highest when the distance
threshold is 200 km. Figure 18 shows the comparison between the PPV, TPR and gain of
multi-channel methods with that of the single-channel method with the distance threshold
of 200 km. The PPV and probability gain of the multi-channel method are higher than
that of any single-channel method. In particular, the probability gain is roughly doubled,
although the TPR is very small. Only 19 earthquakes are associated with the multi-channel
anomalies because the multi-channel method only considers simultaneous anomalies of
four channels, and earthquakes with anomalies of no more than three channels will be
missed. The locations of the epicenters of these 19 earthquakes are shown in Figure 19.
Four-channel infrared anomalies were found before the earthquakes in different regions,
which indicates the phenomenon is not only suitable for a specific region. The distribution
of anomaly time is shown in Figure 20. Eight earthquakes occurred one to two weeks
after the anomalies appeared. Only one earthquake occurred three to four weeks after
the anomaly appeared. Figure 21 is the Molchan diagram of the different methods. The
spatiotemporal occupancy of the four-channel anomaly is much smaller than that of the
single-channel anomaly. Although the miss rate is so high, enough small space–time
occupations could provide a high value of probability gain.

Table 6. Statistical result of multi-channel anomalies.

Distance Threshold 200 km 400 km 600 km 800 km 1000 km

PPV 0.4194 0.4516 0.4839 0.5484 0.6129
TPR 0.0531 0.0670 0.0754 0.1061 0.1117
Gain 2.3833 1.9869 1.6286 1.7731 1.5110

Figure 18. Comparison of single-channel method and multi-channel method.

Figure 19. Epicentres of earthquakes following four-channel anomaly.
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Figure 20. The number of days between anomalies and earthquakes.

Figure 21. Molchan diagram of different methods.

To compare the multi-channel method with other methods, the authors, data, study
region, study period, earthquake magnitude and their results in previous studies are shown
in Table 7 [23,28,29,31,46]. The anomaly time means the number of days from anomaly to
earthquake. The multi-channel method could obtain the highest probability gain, although
the TPR is the lowest. This means that this method reduces the uncertainty of earthquake
prediction more obviously than other methods. The PPV of the multi-channel method
is also the highest in the studies on earthquakes of magnitude five and above. It means
that the multi-channel method has higher accuracy in earthquake prediction than previous
methods for earthquakes with magnitude five or above.

Table 7. The statistical results in previous studies.

Authors Data Region Period Magnitude PPV TPR Gain
Anomaly

Time

Ching-Chou
Fu et al. [46] OLR 1 Taiwan,

China 2009–2019 ≥6.0 None 5 77% None <25 days

Ying Zhang et al. [28] ST 2 Sichuan,
China 2002–2018 ≥5.0 25.9% 10.8% <1.5 <30 days

Ying Zhang et al. [31] OLR China 2007–2017 ≥4.0 76.1% 58.1% 1.34 <50days
Carolina

Filizzola et al. [23] TIR 3 Turkey 2004–2015
≥4.0 32.9% ≈12% 6 1.3 <30 days≥5.0 None ≈20% 2.2

Zhong-Hu Jiao et al. [29] ST Global 2010–2018 ≥5.0 7.61% 98.4% None <120 days
Yingbo Yue et al. BT 4 China 2016–2020 ≥5.0 41.9% 5.3% 2.38 <30 days

1. OLR means outgoing long-wave radiation; 2. ST means land surface temperature; 3. TIR means thermal infrared
radiation; 4. BT means brightness temperature; 5. None means that the parameter was not mentioned in the study;
6. ≈ means the value was estimated according to the point in the images.

4. Conclusions

Based on the relative power spectrum method, we propose a statistical method based
on connected domain recognition to calculate the PPVs, TPRs and probability gains in
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different channels. The results show that the PPV and TPR could be improved by increasing
the distance threshold. The probability gain is low and its change with distance threshold
is not obvious. In addition, we also statistically analyzed the multi-channel infrared
anomalies before 358 earthquakes. There is at least one channel anomaly within one
kilometer of the epicenter within one month before 36.87% of the earthquakes, but there
are only 26 earthquakes with four-channel anomalies within 400 km of the epicenter and 18
earthquakes with four-channel anomalies within 200 km of the epicenter.

In the study of three earthquake cases, four-channel anomalies appeared and disap-
peared before the earthquake. The epicenter is at or some distance from the edge of the
anomaly. Due to the low PPV and probability gain of the earthquake prediction method
using single-channel data, multi-channel infrared remote sensing images are used for
earthquake prediction. The PPV of four-channel anomalies is 41.94%. This is higher than
that of single-channel anomalies at the same distance threshold of 200 km. Meanwhile, the
method causes a lower TPR. Significantly, the spatial–temporal occupancy of four-channel
anomalies is very low, and the probability gain is doubled.

This study shows the difference between pre-earthquake anomalies in multi-channel
infrared remote sensing images and indicates that multi-channel infrared remote sensing
images may have more advantages in the PPV and the probability gain of earthquake
prediction than single-channel data. In earthquake prediction, the PPV, which indicates the
reliability of the algorithm, is more important than the TPR. This is because the accurate
prediction of a single earthquake can also save a lot of life and property. However, it is
still difficult to use the four-channel infrared data to obtain high enough accuracy for the
practical application of earthquake prediction. The purpose of this paper is to show the
advantages of multi-channel data over single-channel data. The results could be compared
with other types of pre-seismic anomalies to study the mechanism of anomalies during the
earthquake preparation period and explore a better method for earthquake prediction.

Earthquake prediction needs a lot of remote sensing data and ground-based observa-
tion data. In future studies, we can improve the performance of earthquake prediction with
the following aspects:

a. FY-2 contains eight satellites. By assimilating data from multiple satellites, it is possible
to capture longer observations and count more earthquakes;

b. The second generation of Fengyun geostationary meteorological satellites (FY-4) car-
ried the advanced geostationary radiation imager and the geostationary interferomet-
ric infrared sounder. The former has 14 infrared channels, while the latter can detect
the temperature and humidity of the vertical atmosphere. The data may provide more
information for earthquake prediction;

c. The new prediction method that combines remote sensing data and surface observa-
tion data should be explored.

The anomaly extraction algorithm in this paper can be used for time series analysis
of other remote sensing data, and the statistical method can be used for other types of
wide-field and long-time spatial–temporal data. Some parameters may need to be adjusted
for using other data.
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Abstract: In seismically active regions of the Earth, to which the Kamchatka peninsula refers, pre-
seismic anomalies are recorded in different geophysical fields. One of such fields is the acoustic
emission of rocks, the anomalies of which are recorded 1–3 days before earthquakes at the distance of
the first hundreds of kilometers from their epicenters. Results of joint acoustic-deformation measure-
ments showed that growth of geoacoustic radiation intensity occurs during the increase in the level of
deformations in rock masses by more than one order compared to the background values. Simulation
studies of the areas with increased deformation are realized to understand the causes of anomalous
acoustic-deformation disturbance occurrences before strong earthquakes. The model is based on the
assumption that the Earth’s crust in the first approximation can be considered as a homogeneous
isotropic elastic half-space, and an earthquake source can be considered as a displacements along
a rectangular fault plane. Based on these assumptions, deformation regions of Earth’s crust were
modeled during the preparations of two earthquakes with local magnitudes ML ≈ 5 occurred on the
Kamchatka Peninsula in 2007 and 2009. The simulation results were compared for the first time with
the data of a laser strainmeter-interferometer installed at the Karymshina observation site (52.83◦ N,
158.13◦ E). It was shown that, during the preparation of the both earthquakes, the Karymshina
observation site was within the region of shear deformations ≈10−7, which exceeded the tidal ones
by an order. On the whole, simulation results corresponded to the results of the natural observations.
Construction of an adequate model for the generation of acoustic-deformation disturbances before
strong earthquakes is topical for the development of an early notification system on the threat of
catastrophic natural events.

Keywords: earthquake preparation; areas of increased shear deformations; mathematical simulation;
rock deformation; acoustic emission of near-surface rocks

1. Introduction

It is generally accepted that mechanical processes play a leading role in the preparation
of seismic events [1–3]. They cause increased stresses, leading to deformations of the Earth’s
crust around an earthquake source. These changes in the stress–strain state of rocks lead
to the anomaly occurrences, classified as earthquake precursors, in various geophysical
fields [4–9].

The increase in rock acoustic emission in kilohertz frequency range is one of the
identified pre-seismic anomalous disturbances in geophysical fields. Such anomalies were
observed in various seismically active regions of the world: in Armenia [10], in Italy [11],
and in Russia on the Kamchatka peninsula, which is a part of the Circum-Pacific Orogenic
Belt, also known as the ”Ring of Fire” [12–14]. As a result of long-term studies of acoustic
emission in Kamchatka, a high-frequency acoustic emission effect was revealed [15]. This
effect consists in an increase of geoacoustic radiation intensity with an increase of rock
deformation rate. This effect is determined by rock deformations at observation sites and
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manifests the most clearly in the kilohertz frequency range 1–3 days before earthquakes at
a distance of the first hundreds of kilometers from their epicenters [16].

The peculiarity of the geoacoustic observations in Kamchatka is the application of
broadband piezoceramic hydrophones installed in natural and artificial reservoirs to record
the signals. The use of receivers of this type allowed us to expand the frequency range of
registration to 0.1 Hz–11 kHz in comparison with standard geophones [16]. To confirm the
deformation nature of acoustic emission anomalies, a laser strainmeter-interferometer of
unequal shoulder type with a measuring base length of 18 m and sensitivity of 10–11 m
was installed in 2005 at the Karymshina site (52.83◦ N, 158.13◦ E), located 41 km southwest
of Petropavlovsk–Kamchatskiy [17]. Taking into account the peculiarities of its installa-
tion on the surface without optical waveguide, the calculated measurement accuracy of
relative deformations was no less than 10−8 [18]. The data of joint acoustic-deformation
observations at this site was studied in detail [13]. It is shown that with the deformation
intensification at the observation site, the near-surface sedimentary rock deformation rate
also increases simultaneously. These rocks have a polydisperse fluid-saturated porous
structure of low strength. Such activation of deformations is accompanied by relative
micro-displacements of rock fragments, their interaction and, as a consequence, generation
of acoustic emission of increased intensity. Such effects are observed the most clearly
at the final stage of earthquake preparation a few days before their onset. Two cases of
high-frequency geoacoustic responses to the activation of deformation process before two
earthquakes with local magnitudes ML ≈ 5 were detected and studied in detail [13]. These
earthquakes occurred in 2007 and 2009 at the epicentral distances of about 150 km to the
Karymshina site. It was reasonable to make model studies of the deformation fields that oc-
curred during the seismic event preparation and to correlate them with the real deformation
levels recorded at the observation site. Comparison of the results of the simulation and the
natural experiment is topical to understand the causes of anomalous acoustic-deformation
disturbances at the final stage of earthquake preparation.

2. Research Significance

Investigation of pre-seismic anomalies in geophysical fields is of high practical sig-
nificance for the development of the methods of early notification on seismic hazard.
Geophysical field intensity variations in seismically active regions are known to be associ-
ated with stress–strain state near earthquake sources during their preparation. In this case,
pre-seismic anomalies are often recorded at the distances of hundreds of kilometers from
preparing earthquake epicenters. That corresponds to the cases of acoustic emission of rock
anomalies recorded in kilohertz frequency range. However, signals at such frequencies can-
not propagate from preparing earthquake epicenters due to strong attenuation. Thus, they
occur as the result of medium response at the recording site on the change of its stress-strain
state. It appears that the changes of stress–strain state near earthquake sources propagate at
the distances up to hundreds of kilometers. Undoubtedly, that requires theoretical, model
and experimental confirmation. Such investigations of the fields of the Earth’s crust stress
and deformation are topical in order to obtain new knowledge on the physical processes
occurring during earthquake source preparation.

The basic concepts of plate tectonics, theory of elasticity and rock plastic deformations
were described by D. Turcotte and G. Shubert [19]. V. Nikolaevsky [20] formulated the
basic concepts of deformation and destruction of fractured rocks under static and dynamic
load. C. Sholz [1] described in detail the modern understanding of earthquake mechanics.
The theory of earthquake-induced seismic wave propagation and modern method of
observation data interpretation and processing were considered in detail by K. Aki and
P. Richards [21]. Analytical solutions of the mathematical model, describing the Earth’s
crust deformations in medium elastic approximation under earthquake source effect, were
considered in detail by Yu. Okada [22,23]. I. Dobrovolskiy [24] introduced the notion
of precursor manifestation zone and showed that its size is determined by the energy
of a preparing earthquake. I. Dobrovolskiy [25] also suggested limiting the dimensions
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of this zone by the boundaries, behind which anomalies in deformations do not exceed
the deformation process background values of the order of 10−8. A. Alekseev and his
co-authors [26] connected the geophysical field anomalies, occurring in seismically active
regions, with the appearance of zones of geo-environment nonlinear loosening (dilatancy).
Dilatancy zones, which are formed in the vicinity of earthquake sources during the stresses
close to destructive values for rocks, were modeled in the approximation of elastic half-
space [26]. Three-dimensional block visco-elastic model of the south-eastern Tibetan Plateau
was constructed [27]. Earth’s crust model taking into account friable-plastic transitions
in the Earth’s crust was constructed. This model is based on Maxwell and Kelvin–Voigt
models [28]. Visco-elastic fault-based model of crustal deformation was proposed for the
2023 Update to the ”U.S. National Seismic Hazard Model” [29]. Earth’s crust deformations
model under earthquake source impact in the form of a rectangular plane was developed.
In this model the Earth is a homogeneous elastic sphere [30]. Some complication of this
model was made. It was generalized to the case of a layered elastic sphere [31]. The
pre-seismic deformations before the Japanese earthquake occurred on 11 March 2011 in
the Tohoku region were estimated [32]. An analysis of seismic anomalies associated with
Ludian earthquake on 3 August 2014 was made [33]. Post-seismic deformations after
Kokoxili earthquake occured on 14 November 2001 in the Northern Tibetan Plateau were
estimated using satellite data [34]. A wide review of articles on the estimates of the Earth’s
crust deformations based on satellite data was made in 2018 [35].

Simulation of stress fields formed around Kamchatka earthquake sources was carried
out earlier. The authors of the studies used different approaches to describe an earthquake
source as a point source in the form of a single force [36] or a double force [37,38], as a
distributed source in the form of a rectangular plane [39]. It was shown in all the cases that
regions with deformations, exceeding the background values, occur around earthquake
sources at the distances of hundreds of kilometers. Comparative modeling of deformation
fields using these source models was carried out. It was shown that it is better to use the
models of a distributed source in the form of a rectangular plane, as they describe more
accurately the force action in the earthquake source [40].

The proposed paper continues those investigations. Based on the assumption that the
Earth’s crust can be considered as a uniform isotropic elastic half-space in first approxi-
mation and an earthquake source is a shift along a fracture rectangular plane, the authors
modeled Earth’s crust deformations, occurring around sources during the preparation of
two earthquakes in Kamchatka. For the first time ever, the deformation values, obtained
during the modeling, were compared with the data from a laser strainmeter-interferometer
installed at the distance of several hundreds of kilometers from the earthquake sources.

3. Research Methods

The source of a tectonic earthquake is formed as a result of release of the stresses
accumulated by elastic medium during tectonic deformation [21]. As a result of this release,
a break of medium continuity appears. The accumulated elastic energy of deformation
turns inelastic. According to this theory, an earthquake source can be described through a
displacement along a fault plane [21]. It is notable that a displacement along a fault excites
the same seismic waves as some system of forces distributed on the fault with zero total
moment. In general, distribution of forces may have different form. However, in the case
of an isotropic medium, it can always be chosen as a surface distribution of double pairs of
forces.

In accordance with that, limiting ourselves to the consideration of a fault flat plane,
the earthquake source model can be represented schematically as follows (Figure 1).
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Figure 1. Schematic description of the earthquake source model. In the figure: α is the dip angle, β is
the strike angle, δ is the angle of displacement direction, C is the hypocenter depth, L is the plane
length, W is its width, N is the North direction (the axis is aligned with OY), and Σ is the fault plane
with an equivalent distributed system of double forces with a moment.

Some parameters of this model (α, β, δ, C) can be accessed directly, for example, from
the Harvard Catalog of Earthquake Mechanics CMT Catalog [41].

The linear dimensions of the fault plane, L (km) and W (km), as well as the displace-
ment U (cm) magnitude can be estimated using the following correlation equations [42]:

lg(L) = 0.75 · MW − 3.60,

lg(W) = 0.75 · MW − 1.45, (1)

lg(U) = 0.75 · MW − 0.37,

where MW = 2/3(M0 − 16.1) is the moment magnitude, M0 is the scalar seismic moment.
The research objective is the simulation of stress and strain fields caused by energy

accumulation during earthquake preparation. It is obvious that this energy is significantly
greater than the released energy of elastic deformations at the times of earthquakes.

In a generalized form, the correlation Equations (1) are presented as follows:

lg(NE) = a · MW + b, (2)

where a and b are some coefficients, NE is the characteristic of an earthquake source,
calculated taking into account the released energy of elastic deformations.

The efficiency coefficient of elastic deformation energy release is:

η =
E
W

, (3)

where W is the total energy of elastic deformations in the area including the earthquake
source before the fault activation.

In Equation (2), the moment magnitude is expressed in terms of the earthquake energy
E, using the Gutenberg–Richter equation: E = 101.5MW+5. Eliminating the logarithm, the
following relation is obtained:

NE =
( E

105

)(2/3)a · 10b. (4)
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In Equation (4), the earthquake energy E is replaced by the total energy of elastic
deformations W, using Equation (3). The following relation is obtained:

NW =

(
1
η

)(2/3)a

· NE, (5)

where NW is the earthquake source characteristic calculated taking into account the total
energy of elastic deformations. The coefficient (1/η)(2/3)a carries the meaning of an increas-
ing coefficient for correlation Equation (1). This coefficient makes it possible to calculate
the stress–strain state of rocks taking into account the total energy of elastic deformations
during earthquake preparation.

There are various approaches to evaluate both effective released stress [43,44] and
to evaluate the efficiency of elastic deformation energy release. For example, the most
accurate approach to estimate the coefficient of efficiency of elastic deformation energy
release η, which requires reconstruction of tectonic stress in a seismically active region, is
described by Yu. Rebetsky [45]. I. Dobrovolsky [24] proposed a less accurate but a simpler
variant to calculate the coefficient:

η = 100.26MW − 3.93. (6)

Equation (6) was used in further calculations.

4. Simulation of Stress and Strain Fields

The following model for the formation of regions with increased deformation of the
Earth’s crust during earthquakes preparation is proposed. The Earth’s crust is a homo-
geneous isotropic elastic half-space. The model of an earthquake source is a dislocation
in the form of a rectangular plane with a constant displacement vector (Figure 1). The
stress–strain state of the Earth’s crust is determined by the accumulated elastic energy in the
process of earthquake preparation. Zones of acoustic-deformation anomalies are the areas
of daytime surface defined by the equation z = 0 with the level of relative deformations
exceeding the tidal ones (>10−8). Shear sources of acoustic emission prevail, since rock
strength with respect to tangential stresses is less than to compression. Therefore, only
shear deformations are taken into account in the simulation.

Using Mindlin’s solutions [46,47], Yu. Okada [22,23] obtained compact analytical
solutions for the displacement vector and its spatial derivatives in the case of three types of
displacement: in the direction of strike, in the direction of dip and expansion.

The Navier equations underlying the model are linear. Therefore, the solution in case
of an arbitrarily oriented displacement (not for expansion) can be obtained in the form of a
linear combination of solutions for the displacement in the strike and dip directions:

Ustrike = U · cos(δ), (7)

Udip = U · sin(δ), (8)

where Ustrike is the component of the displacement vector along the strike, Udip is the com-
ponent of the displacement vector along the dip, δ is the angle of displacement direction.

The Mercator projection was used to convert the geographical coordinates to Cartesian
ones. An additional coordinate system was built for each earthquake to simplify the
calculations. A system had a center at the earthquake epicenter and was oriented relative
to the OZ axis of the original system by the angle of β − 90◦. Thus, the axes OX and OY
were parallel to the projections of the sides L and W of the displacement plane on the plane
z = 0 (Figure 2).
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Figure 2. Schematic representation of an additional coordinate system centered at the earthquake
epicenter (asterisk). The dotted line is the projection of the fault plane onto the Earth’s surface (z = 0).

Two earthquakes, before which simultaneous anomalies of acoustic emission and rock
deformations were observed at the Karymshina site, were simulated [13]. Earthquake No. 1
occurred on 2 May 2007, at 12:00:48.4 UT, the coordinates are 52.29◦ N, 160.55◦ E, the
depth is 28 km, local magnitude ML = 5.2. Earthquake No. 2 occurred on 8 October
2009, at 05:25:13.4 UT, the coordinates are 52.84◦ N, 160.15◦ E, the depth is 20 km, local
magnitude ML = 5.1. These earthquakes are not listed in the CMT catalog due to their
low energy. The data were taken from the earthquakes catalog for Kamchatka and the
Commander Islands [48]. Unfortunately, it is impossible to obtain the information on the
orientation of the displacement plane from this catalog. This information is necessary for
the computational experiment. To estimate it, the earthquakes, which occurred in the area
of the earthquakes under the study and which were presented in the CMT catalog, were
analyzed. The analysis was carried out under the assumption that for the Kamchatka
subduction zone, the general directions of force impact from the sources of small-focus
earthquakes, located in some small area, are quite constant. For this purpose, the entire
observation period from 1 January 1976 to 30 June 2022, presented in the CMT catalog, was
considered. Seismic events in the area, close to the simulated earthquakes (latitude interval:
[52◦, 53◦], longitude interval: [160◦, 161◦]), were analyzed.

In total, nine small-focus earthquakes were represented in the CMT catalog in this
area. More detailed information about these earthquakes, including information about
the focal mechanism, is presented in Table 1. Epicenter locations are shown in Figure 3.
Numbers of earthquakes in Figure 3 correspond to the ones in Table 1.
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Table 1. Data on nine small-focus earthquakes that occurred during the period from 1 January 1976
to 30 June 2022 in the area under the study (latitude interval: [52◦, 53◦], longitude interval: [160◦,
161◦]).

No Date, Time
Coordinates

of the
Epicenter

Depth, km MW
Strike

Angle 1, β
Dip

Angle 1, α

Angle of
Displace-

ment 1, δ

Focal
Mechanism

1 1977/12/2,
12:57:22.6

52.32◦ N,
160.48◦ E 40.0 5.6 217 35 96

2 1977/12/21,
16:39:40.9

52.60◦ N,
160.52◦ E 55.6 5.6 218 38 93

3 1979/6/25,
18:45:57.2

52.68◦ N,
160.06◦ E 57.3 5.0 210 19 76

4 1979/9/1,
17:54:59.9

52.86◦ N,
160.66◦ E 15.0 5.5 309 25 −150

5 1980/1/23,
1:51:49.8

52.22◦ N,
160.69◦ E 20.3 5.8 213 26 86

6 1980/1/23,
2:34:17.6

52.25◦ N,
160.79◦ E 15.0 5.7 192 21 57

7 1980/1/23,
6:52:53.7

52.23◦ N,
160.84◦ E 19.6 5.5 216 28 90

8 1980/1/23,
8:12:31.6

52.23◦ N,
160.65◦ E 15.0 5.6 219 21 92

9 1980/1/23,
10:7:17.1

52.26◦ N,
160.57◦ E 17.2 5.2 205 22 77

1 Degree measures of the angle are given.

Figure 3. Map of Kamchatka peninsula with location of earthquake epicenters presented in the CMT
catalog and occurred during the period from 1 January 1976 to 30 June 2022 (black circles) in the
area under the study and location of simulated earthquake epicenters (red squares). Location of
earthquake epicenters are shown in scaled part of map. The black triangle on the map indicates the
location of the Karymshina observation site.
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Only one of them (Earthquake No. 4 in Table 1) significantly differed in the orientation
of the fault plane. All other earthquakes were very similar in these parameters. It was
removed from the sample and the following statistical estimates of the orientation angles
were obtained:

ᾱ = 211.25◦, S(α) = 8.48◦, (9)

β̄ = 26.25◦, S(β) = 6.55◦, (10)

δ̄ = 83.38◦, S(δ) = 12.08◦, (11)

where ᾱ, β̄, δ̄ are average values of angles, S(α), S(β), S(δ) are standard deviations.
The moment magnitude values are required for the application of correlation Equation (1).

The relationship between the local magnitude ML for Kamchatka earthquakes and the
moment magnitude MW is [49]:

ML = MW − 0.4. (12)

The following parameters of the elastic half-space were taken: the shear modulus,
μ = 3.675 · 1010 N/m2, the second Lame parameter, λ = 3.675 · 1010 N/m2 [40]. The
simulation was carried out on a grid with the dimensions of 8◦ in latitude and 8◦ in
longitude with the step of 0.01◦. Earthquake coordinates were the center of the grid.

5. The Results of Computational Experiment

5.1. Earthquake No. 1

Figure 4 shows the example of a simultaneous anomaly of acoustic emission and rock
deformations recorded on 1 May 2007, 25 h before the earthquake that occurred on 2 May
2007, at 12:00 UT [13]. It is clear from Figure 4 that during the period from 1 to 9 o’clock,
rather sharp compressions of rocks occurred, followed by the releases lasting from 1 to 5 min,
which were accompanied by increases in the deformation rate and simultaneous increase in
the emission level in kilohertz frequency range. The level of relative deformations during
the compression reached the order of 10−7, and the deformation rate increased to 10−8 s−1.

Figure 4. An example of a simultaneous acoustic-deformation anomaly before earthquake No. 1.
(a) Variations of rock relative deformation ε, (b) variations of deformation rate ε̇, (c) variations of
acoustic pressure Ps, accumulated over 4 s in the frequency range of 2.0–6.5 kHz.

204



Appl. Sci. 2023, 13, 290

The simulation results for the zones of relative shear deformations that occurred
during earthquake No. 1 preparation are presented in Figure 5.

Figure 5. Zones of relative shear deformations on the Earth’s surface z = 0 simulated for earth-
quake No. 1. The triangle on the map indicates the location of the Karymshina observation site.

It is clear from Figure 5 that the Karymshina observation site is on the boundary of
the region of relative shear deformations of the order from 10−8 to 10−7. That generally
corresponds to the results of the natural experiment with a laser strainmeter-interferometer.

5.2. Earthquake No. 2

Figure 6 shows an example of a synchronous recording of acoustic emission and rock
deformation from 6 October to 8 October 2009 before the earthquake that occurred on
8 October 2009, at 05:25 UT [13].

Figure 6a,b shows that, 35 h before the earthquake, there was a simultaneous anomaly
of acoustic emission and rock deformation lasting for about 12 h. Figure 6c,d shows more
detailed fragments of the record during the anomaly. For comparison, Figure 6e illustrates
the subsequent calm period. The level of relative deformations during the anomaly was
10−7 and sometimes reached the order of 10−6.

Figure 7 represents the simulation results for the zones of relative shear deformations
occurring during this earthquake preparation.

It is clear from Figure 7 that the Karymshina site is in the region of relative shear
deformations of the order from 10−8 to 10−7, as in the case of earthquake No. 1, which
corresponds to the results of the natural experiment using a laser strainmeter-interferometer.

In both cases presented, the calculated levels of relative shear deformation turned out
to be slightly lower than the data of the natural experiments. In the case of earthquake No. 1,
the Karymshina site is on the boundary of the deformation region from 10−8 to 10−7, while
according to deformation measurements, the relative deformation was about 10−7. In the
case of earthquake No. 2, the Karymshina site is in the area of deformations from 10−8 to
10−7, while according to deformation measurements, the relative deformation was about
10−7 and sometimes reached the order of 10−6.
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Figure 6. Record fragment of acoustic emission in different ranges and rock deformations from 00:00
on 6 October 2009, to 10:00 on 8 October 2009. (a) Variations of acoustic pressure Ps, accumulated over
4 s in the frequency range 2.0–6.5 kHz, (b) change in the strainmeter base ΔL. The red arrow shows
the earthquake moment. At the bottom (c–e), enlarged fragments of the rock relative deformation
ε, the deformation rate ε̇, and sound pressure Ps, accumulated over 4 s in the frequency range of
2.0–6.5 kHz, are presented.

Figure 7. Zones of relative shear deformations on the Earth’s surface z = 0 simulated for earth-
quake No. 2. The triangle on the map indicates the location of the Karymshina observation site.
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6. Discussion

The suggested pre-seismic deformation model, based on the classical theory of elas-
ticity and simplification of the Earth’s crust model to isotropic elastic half-space, has its
advantages and disadvantages. Such a model has analytical solutions that simplifies cal-
culations, obviates the need for the estimate of numerical solution stability. For example,
a more complicated model of a medium in the form of isotropic uniform elastic sphere
requires numerical solution of differential equation system [30]. In that case, the differences
in estimates turn to be significant mainly for deep earthquakes at the distance of about 5◦,
from their epicenters [30]. Both earthquakes considered in this paper are shallow. Their
epicenters are at the distance of about 2◦, from the Karymshina observation site. That
makes it possible use the Earth’s model in the form of elastic half-space, not taking into
account its surface curvature.

One more disadvantage of the proposed model is the application of deformation
statistical equations, which do not take into account the deformation rate variation. In this
respect, rock mass deformation rate affects significantly the activation of acoustic emission
before earthquakes [15]. The Earth’s crust deformation rate makes it possible to take into
account different visco-elastic models of a medium, in particular, the Maxwell visco-elastic
model [50]. However, it is very difficult to apply such models to estimate the Earth’s crust
deformations during earthquake preparation. For example, it is impossible to determine
the exact time of earthquake preparation and the function of force impact change in a
source. Thus, application of deformation static equations is justified.

When modeling, the authors did not take into account plastic deformations and
heterogeneous structure of the Earth’s crust. In fact, the Karymshina site is located in the
zone of different-rank tectonic faults that may result in the recording of the deformations
with the levels exceeding the calculated ones. This fact, also known as ”problem of far-
distance effect of earthquake sources”, was considered by the researchers before. For
example, it was proposed, when modeling, to take into account the Earth’s crust regions
with anomalous regime of the stress state (fault zones, layers with high fluid pressure) [51].
It was shown that, when introducing such regions of postcritical deformation with inelastic
properties into a model, the decrease in disturbed deformation level at a large distance is
104 times less than in case of medium elastic model. Moreover, during the simulation, only
shear deformations, which prevail during acoustic radiation generation, were considered,
whereas the strainmeter records rock deformation within its base, not taking into account
its type.

However, the suggested model makes it possible to estimate the stress–strain state of
the Earth’s crust during earthquake preparation at different distances from their sources.
The computational experiment, using the proposed model, showed that the deformation
during earthquake preparation at the Karymshina observation site exceeded the tidal ones
by an order. Overall, the simulation results corresponded to the deformations measured
by the laser strainmeter-interferometer. That is the ground to state that the observed
joint acoustic and deformation anomalies are associated with the process of earthquake
preparation in Kamchatka.

7. Conclusions

In seismically active regions of the Earth, to which the Kamchatka peninsula refers,
pre-seismic anomalies are recorded in different geophysical fields. One of such fields
is the acoustic emission of rocks, the anomalies of which are recorded 1–3 days before
earthquakes at the distance of the first hundreds of kilometers from their epicenters. The
results of joint acoustic-deformation measurements showed that growth of geoacoustic
radiation intensity occurs during the increase in the level of deformations in rock masses
by more than one order compared to the background values. According to the assumption
that the Earth’s crust in the first approximation can be considered as a homogeneous
isotropic elastic half-space, and an earthquake source can be considered as a displacements
along a rectangular fault plane, the authors proposed to simulate the deformation of the
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Earth’s crust around the source of impending earthquake. Another assumption of the
authors was that increased deformations occur at a distance of hundreds of kilometers from
the epicenters, and that causes acoustic emission and rock deformations anomalies. The
total energy of elastic deformations accumulated during the earthquake preparation was
estimated for the simulation. It determines the stress–strain state of the Earth’s crust around
the epicenter and is significantly greater than the released energy of seismic waves. Based
on these assumptions, deformation regions were modeled for two earthquakes with local
magnitudes ML ≈ 5 occurred on the Kamchatka Peninsula in 2007 and 2009. Simultaneous
anomalies of acoustic emission and deformation of near-surface rocks were recorded before
these earthquakes.

The simulation results were compared for the first time with the data of the strainmeter-
interferometer and geoacoustic system installed at the Karymshina observation site in
Kamchatka. It was shown that during the preparation of both earthquakes, the Karymshina
observation site was within the region of shear deformations ≈10−7 , which exceeded the
tidal ones by an order. On the whole, simulation results corresponded to the results of the
natural observations. Comparison of the results of the simulation and of the natural analysis
is topical for understanding the causes of anomalous acoustic-deformation disturbance
occurrences at the final stage of earthquake preparation. Construction of an adequate
model for generation of such disturbances is relevant for development an early notification
system on the threat of earthquakes.

Author Contributions: Conceptualization, Y.M. and M.G.; methodology, Y.M.; software, M.G.;
validation, Y.M. and M.G.; formal analysis, M.G.; investigation, Y.M. and M.G.; writing—original
draft preparation, M.G.; writing—review and editing, Y.M.; visualization, M.G. All authors have read
and agreed to the published version of the manuscript.

Funding: The research was carried out as a part of implementation of the Russian Federation state
assignment AAAA-A21-121011290003-0.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data on nine small-focus earthquakes, which were used for esti-
mated average dislocation parameters in the region (latitude interval: [52◦, 53◦], longitude interval:
[160◦, 161◦]) are available at The Global Centroid-Moment-Tensor Catalog at https://www.globalcmt.
org/cgi-bin/globalcmt-cgi-bin/CMT5/form?itype=ymd&yr=1976&mo=1&day=1&otype=ymd&oyr
=2022&omo=6&oday=22&jyr=1976&jday=1&ojyr=1976&ojday=1&nday=1&lmw=0&umw=10&lms=
0&ums=10&lmb=0&umb=10&llat=52&ulat=53&llon=160&ulon=161&lhd=0&uhd=90&lts=-9999&u
ts=9999&lpe1=0&upe1=90&lpe2=0&upe2=90&list=0 (accessed on 27 June 2022). The data on two
earthquakes, for which the simulation was performed, are available at Unified Information System of
Seismological Data of the Kamchatka Branch of Geophysical Service Russian Academy of Science at
http://sdis.emsd.ru/info/earthquakes/catalogue.php (accessed on 5 June 2022).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sholz, C. The Mechanics of Earthquakes and Faulting, 3rd ed.; Cambridge University Press: Cambridge, UK, 2019; p. 512.
2. Kocharyan, G.G.; Kishkina, S.B. The physical mesomechanics of the earthquake source. Phys. Mesomech. 2021, 24, 343–356.

[CrossRef]
3. Shah, M.; Abbas, A.; Adil, M.A.; Ashraf, U.; Oliveira-Junior, J.F.; Tariq, M.A.; Ahmed, J.; Ehsan, M.; Ali, A. Possible seismo-

ionospheric anomalies associated with Mw > 5.0 earthquakes during 2000–2020 from GNSS TEC. Adv. Space Res. 2022, 70, 179–187.
[CrossRef]

4. Cicerone, R.D.; Ebel, J.E.; Britton, J. A systematic compilation of earthquake precursors. Tectonophysics 2009, 476, 371–396.
[CrossRef]

5. Marapulets, Y.; Rulenko, O. Joint anomalies of high-frequency geoacoustic emission and atmospheric electric field by the
ground-atmosphere boundary in a seismically active region (Kamchatka). Atmosphere 2019, 10, 267. [CrossRef]

6. Riaz, M.S.; Bin, S.; Naeem, S.; Kai, W.; Xie, Z.; Gilani, S.M.; Ashraf, U. Over 100 years of faults interaction, stress accumulation,
and creeping implications, on Chaman Fault System, Pakistan. Int. J. Earth Sci. 2019, 108, 1351–1359. [CrossRef]

208



Appl. Sci. 2023, 13, 290

7. Ashraf, U.; Zhang, H.; Anees, A.; Mangi, H.N.; Ali, M.; Zhang, X.; Imraz, M.; Abbasi, S.S.; Abbas, A.; Ullah, Z.; et al. A Core
Logging, Machine Learning and Geostatistical Modeling Interactive Approach for Subsurface Imaging of Lenticular Geobodies in
a Clastic Depositional System, SE Pakistan. Nat. Resour. Res. 2021, 30, 2807–2830. [CrossRef]

8. Ullah, J.; Luo, M.; Ashraf, U.; Pan, H.; Anees, A.; Li, D.; Ali, M.; Ali, J. Evaluation of the geothermal parameters to decipher the
thermal structure of the upper crust of the Longmenshan fault zone derived from borehole data. Geothermics 2022, 98, 102268.
[CrossRef]

9. Kopylova, G.; Kasimova, V.; Lyubushin, A.; Boldina, S. Variability in the Statistical Properties of Continuous Seismic Records on a
Network of Stations and Strong Earthquakes: A Case Study from the Kamchatka Peninsula, 2011–2021. Appl. Sci. 2022, 12, 8658.
[CrossRef]

10. Morgunov, V.A.; Lyuboshevskij, M.N.; Fabricius, V.Z. Geoacoustic precursor of the Spitak earthquake. Vulkanol. Seismol. 1991, 4,
104–106. (In Russian)

11. Gregori, G.P.; Poscolieri, M.; Paparo, G.; DeSimone, S.; Rafanelli, C.; Ventrice, G. “Storms of crustal stress” and AE earthquake
precursors. Nat. Hazards Earth Syst. Sci. 2010, 10, 319–337. [CrossRef]

12. Kuptsov, A.V. Variations in the geoacoustic emission pattern related to earthquakes on Kamchatka. Izv. Phys. Solid Earth 2005, 41,
825–831.

13. Marapulets, Y.; Shevtsov, B. Mesoscale Acoustic Emission; Dal’nauka: Vladivostok, Russia, 2012; p. 125. (In Russian)
14. Rulenko, O.P.; Marapulets, Y.V.; Kuz’min, Y.D.; Solodchuk, A.A. Joint perturbation in geoacoustic emission, radon, thoron, and

atmospheric electric field based on observations in Kamchatka. Izv. Phys. Solid Earth 2019, 55, 76–78. [CrossRef]
15. Marapulets, Y.V. High-frequency acoustic emission effect. Bull. KRASEC. Phys. Math. Sci. 2015, 10, 39–48.
16. Marapulets, Y.V.; Shevtsov, B.M.; Larionov, I.A.; Mishchenko, M.A.; Shcherbina, A.O.; Solodchuk, A.A. Geoacoustic emission

response to deformation processes activation during earthquake preparation. Russ. J. Pac. Geol. 2012, 6, 457–464. [CrossRef]
17. Dolgikh, G.I.; Shvets, V.A.; Chupin, V.A.; Yakovenko, S.V.; Kuptsov, A.V.; Larionov, I.A.; Marapulets, Y.V.; Shevtsov, B.M.; Shirokov,

O.P. Deformation and acoustic precursors of earthquakes. Dokl. Earth Sci. 2007, 413, 281–285. [CrossRef]
18. Larionov, I.A.; Marapulets, Y.V.; Shevtsov, B.M. Features of the Earth surface deformations in the Kamchatka peninsula and their

relation to geoacoustic emission. J. Geophys. Res. Solid Earth 2014, 5, 1293–1300. [CrossRef]
19. Turcotte, D.; Schubert, G. Geodynamics, 3rd ed.; Cambridge University Press: Cambridge, UK, 2014; p. 636.
20. Nikolaevsky, V. Mechanics of Porous and Fractured Media; Nedra: Moscow, Russia, 1984; p. 232. (In Russian)
21. Aki, K.; Richards, P. Quantitative Seismology, 2nd ed.; University Science Books: Cambridge, UK, 2002; p. 704.
22. Okada, Y. Surface deformation due to shear and tensile faults in a half-space. Bull. Seismol. Soc. Am. 1985, 75, 1135–1154.

[CrossRef]
23. Okada, Y. Internal deformation due to shear and tensile faults in a half-space. Bull. Seismol. Soc. Am. 1992, 82, 1018–1040.

[CrossRef]
24. Dobrovolsky, I. Mathematical Theory of Preparation and Prediction of a Tectonic Earthquake; Fizmatlit: Moscow, Russia, 2009; p. 235.

(In Russian)
25. Dobrovolsky, I.P.; Zubkov, S.I.; Miachkin, V.I. Estimation of the size of earthquake preparation zones. Pure Appl. Geophys. 1979,

117, 1025–1044. [CrossRef]
26. Alekseev, A.S.; Belonosov, A.S.; Petrenko, V.E. On the concept of multidisciplinary earthquake prediction using an integral

predictor. Vych. Seismol. 2001, 32, 81–97. (In Russian)
27. Li, Y.; Liu, M.; Li, Y.; Chen, L. Active crustal deformation in southeastern Tibetan Plateau: The kinematics and dynamics. Earth

Planet. Sci. Lett. 2019, 523, 115708. [CrossRef]
28. Dansereau, V.; Shapiro, N.; Campillo, M.; Weiss, J. A Burgers-Brittle model for the seismic-aseismic, brittle-ductile transition

within the Earth crust. In Proceedings of the EGU General Assembly Conference Abstracts, vEGU21: Gather Online, Vienna,
Austria, 19–30 April 2021; EGU21–7547.

29. Pollitz, F. Viscoelastic Fault-Based Model of Crustal Deformation for the 2023 Update to the U.S. National Seismic Hazard Model.
Seismol. Res. Lett. 2022, 93, 3087–3099. [CrossRef]

30. Takagi, Y.; Okubo, S. Internal deformation caused by a point dislocation in a uniform elastic sphere. Geophys. J. Int. 2017, 208,
973–991. [CrossRef]

31. Liu, T.; Fu, G.; She, Y.; Zhao, C. Co-seismic internal deformations in a spherical layered earth model. Geophys. J. Int. 2020, 221,
1515–1531. [CrossRef]

32. Zhu, S. Inter-and pre-seismic deformations in the 2011 MW 9.0 Tohoku-Oki earthquake: Implications for earthquake prediction.
Chin. J. Geophys. 2020, 63, 427–439.

33. Chen, C.H.; Su, X.; Cheng, K.C.; Meng, G.; Wen, S.; Han, P. Seismo-deformation anomalies associated with the M 6.1 Ludian
earthquake on August 3, 2014. Remote Sens. 2020, 12, 1067. [CrossRef]

34. Lv, X.; Shao, Y. Rheology of the Northern Tibetan Plateau Lithosphere Inferred from the Post-Seismic Deformation Resulting from
the 2001 Mw 7.8 Kokoxili Earthquake. Remote Sens. 2022, 14, 1207. [CrossRef]

35. Jiao, Z.H.; Zhao, J.; Shan, X. Pre-seismic anomalies from optical satellite observations: A review. Nat. Hazards Earth Syst. Sci. 2018,
18, 1013–1036. [CrossRef]

36. Perezhogin, A.S.; Shevtsov, B.M.; Sagitova, R.N.; Vodinchar, G.M. Geoacoustic emission’s zones modeling. Math. Models Comput.
Simul. 2007, 19, 59–64.

209



Appl. Sci. 2023, 13, 290

37. Perezhogin, A.S. Geoacoustic emission zones in an elastic model of continuum. Bull. KRASEC Earth Sci. 2009, 13, 198–201.
(In Russian)

38. Perezhogin, A.S.; Shevtsov, B.M. Models of an intense-deformed condition of rocks before earthquakes and their correlation with
geo-acoustic emission. Comput. Technol. 2009, 14, 48–57. (In Russian)

39. Saltykov, V.A.; Kugaenko, Y.A. Development of near-surface dilatancy zones as a possible cause for seismic emission anomalies
before strong earthquakes. Russ. J. Pac. Geol. 2012, 6, 86–95. [CrossRef]

40. Gapeev, M.I.; Marapulets, Y.V. Modeling of relative shear deformation zones before strong earthquakes in Kamchatka from
2018–2021. Vestn. KRAUNC Fiz.-Mat. Nauki 2021, 37, 53–66. (In Russian)

41. The Global Centroid-Moment-Tensor (CMT) Project. Available online: https://www.globalcmt.org/ (accessed on 27 June 2022).
42. Gusev, A.A.; Melnikova, V.N. Relations between magnitudes: Global and Kamchatka data. J. Volcanol. Seismol. 1990, 6 , 55–63.
43. Kanamori, H. The radiated energy of the 2004 Sumatra-Andaman earthquake. In Earthquakes: Radiated Energy and the Physics of

Faulting (Geophysical Monograph Series); Abercrombie, R., McGarr, A., Kanomari, H., Di Toro, G., Eds.; American Geophysical
Union: Washington, DC, USA, 2006; pp. 59–60.

44. Bath, M.; Duda, S. Earthquake volume, fault plane area, seismic energy, strain, deformation and related quantities. Ann.
Geophys.1964, 17, 353–368.

45. Rebetsky, Y. Tectonic Stresses and Strength of Natural Massifs; IKC ”Akademkniga”: Moscow, Russia, 2007; p. 406. (In Russian)
46. Mindlin, R. Force at a point in the interior of a Semi-Infinite solid. J. Appl. Phys. 1936, 195, 195–292. [CrossRef]
47. Mindlin, R.; Cheng, D. Nuclei of Strain in the Semi-Infinite Solid. J. Appl. Phys. 1950, 21, 926–930. [CrossRef]
48. Kamchatka Branch of Geophysical Service Russian Academy of Science. Available online: http://sdis.emsd.ru/info/earthquake

s/catalogue.php (accessed on 5 June 2022).
49. Gusev, A.A.; Skorkina, A.A.; Pavlov, V.M.; Abubakirov, I.R. Obtaining mass estimates of regional moment magnitudes MW

and establishing their relationship with ML3 for subduction Kamchatka earthquakes. In Proceedings of the Materials of the
XX Regional Scientific Conference dedicated to the Day of Volcanologist, XX Regional Scientific Conference dedicated to the
Day of Volcanologist, Petropavlovsk-Kamchatsky, Russia, 30–31 March 2017; Institute of Volcanology and Seismology FEB RAS:
Petropavlovsk-Kamchatsky, Russia, 2017. (In Russian)

50. Mondal, D.; Debnath, P. An application of fractional calculus to geophysics: Effect of a strike-slip fault on displacement, stresses
and strains in a fractional order Maxwell type visco-elastic half space. Int. J. Appl. Math. 2021 34, 873–888. [CrossRef]

51. Rebetsky, Y.L.; Lermontova, A.S. On the long-range Influence of earthquake rupture zones. J. Volcanol. Seismol. 2018, 12, 341–352.
[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

210



Citation: Lyubushin, A. Spatial

Correlations of Global Seismic Noise

Properties. Appl. Sci. 2023, 12, 6958.

https://doi.org/10.3390/

app13126958

Academic Editor: Roberto Zivieri

Received: 4 April 2023

Revised: 6 June 2023

Accepted: 7 June 2023

Published: 8 June 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Spatial Correlations of Global Seismic Noise Properties

Alexey Lyubushin

Institute of Physics of the Earth, Russian Academy of Sciences, Moscow 123242, Russia; lyubushin@yandex.ru

Abstract: A study of global seismic noise during 1997–2022 was carried out. A property of waveforms
known as the Donoho–Johnston (DJ) index was used, which separates the values of the wavelet
coefficients into “small” and “large”. For each reference point in an auxiliary network of 50 points,
a time series was calculated with a time step of one day for the median of the values at the five
nearest stations. In a moving time window of 365 days, correlations between the index values at the
reference points were calculated. A decrease in the average values of the DJ-index and an increase
in correlations were interpreted as a sign of an increase in global seismic danger. After 2011, there
was a sharp increase in the maximum distances between reference points with large correlations.
The high amplitude of the response of the DJ-index to the length of the day for 2020–2022 could
predict a strong earthquake in the second half of 2023. The purpose of this study was to improve
the mathematical apparatus for assessing the current seismic hazard according to the properties of
seismic noise.

Keywords: seismic noise; wavelet-based entropy; wavelet-based Donoho–Johnston index; correlations;
day length

1. Introduction

Information about seismic noise makes it possible to study the processes preceding
strong earthquakes [1–3]. Atmosphere and ocean (cyclone movement and the impact of
ocean waves on the shelf) are the main sources for the energy of seismic noise [4–10]. At
the same time, processes inside the earth’s crust are reflected in changes in the properties
of seismic noise and studying these properties helps in investigating the structural features
of the earth’s crust [11–13].

The Donoho–Johnston index (DJ-index) of a random signal can be defined as the ratio
of the number of the coefficients of orthogonal wavelet decomposition, which in absolute
value exceed the threshold introduced in [14], to the total number of wavelet coefficients.
The threshold that separates “large” wavelet coefficients from others was defined first
in [14] and is used to shrink noise from signals and images using wavelets. It has turned
out that the DJ-index has the ability to most clearly highlight the effects of the spatial
correlation of seismic noise, and it outperforms other noise statistics (such as entropy
and the width of the multi-fractal spectrum of the singularity) in terms of highlighting
predictive effects [15–18]. This article presents a detailed study of the DJ-index of global
seismic noise, both the change in time and space of the correlation properties of noise and
its response to the irregularity of the Earth’s rotation, as well as the possible use of this
response to assess the current seismic hazard.

2. Initial Seismic-Noise Data

The data used were the vertical components of continuous seismic-noise records
with a 1 s sampling step, which were downloaded via the address http://www.iris.edu/
forms/webrequest/ (accessed on 1 January 2023) from 229 broadband seismic stations
of three networks, http://www.iris.edu/mda/_GSN (accessed on 1 January 2023), http:
//www.iris.edu/mda/G (accessed on 1 January 2023), and http://www.iris.edu/mda/GE
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(accessed on 1 January 2023), which belong to the Incorporated Research Institutions
for Seismology.

The duration of the time interval of observations was 26 years, from 1 January 1997 to
31 December 2022. The data were resampled to 1 min time series by computing the mean
values within adjacent time intervals of the length 60 s.

An auxiliary network of 50 reference points was introduced. The positions of these
points were determined by cluster analysis of the positions of 229 seismic stations using
the hierarchical “far neighbor” method, providing compact clusters [19]. The positions of
the 229 seismic stations and 50 control points are shown in Figure 1. The numbering of the
reference points was carried out in order as the latitude of the point decreases.

Figure 1. Positions of 229 broadband seismic stations (blue circles) and a network of 50 reference
points (numbered red circles).

3. Wavelet-Based Measure of Time-Series Non-Stationarity

Let us consider a random signal x(t) where t = 1, . . . , N is an integer discrete-time
index. For a finite sample of the signal, the entropy [20] could be defined as:

En = −
N

∑
k=1

pk · log(pk), pk = c2
k/

N

∑
j=1

c2
j (1)

Here, ck are the coefficients of orthogonal wavelet decomposition. Within a finite set
of Daubechies wavelet bases [20] with the number of vanishing moments from 1 to 10, the
optimal basis is chosen from the minimum of (1).

The DJ-index was introduced in the problem of noise reduction and compression of
information by setting all “small” wavelet coefficients to zero and performing an inverse
wavelet transform [14,20]. This operation of noise reduction is performed for the optimal
wavelet basis which was found from the minimum of entropy. The problem is how
to define the threshold which separates “large” wavelet coefficients from “small” ones.
In [14], this problem was solved using a formula of the asymptotic probability of the
maximum deviations of Gaussian white noise. The DJ threshold is given by the expression
TDJ = σ

√
2 · ln N, where σ is the standard deviation of wavelet coefficients of the first

detail level of wavelet decomposition. The first level is the most high frequency and is
considered as the most noisy. Thus, in order to estimate the noise standard deviation, it is
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possible to calculate the standard deviation of the first-level wavelet coefficients c(1)k . The
robust estimate was proposed:

σ = med
{∣∣∣c(1)k

∣∣∣ , k = 1, . . . , N/2
}

/0.6745, (2)

where N/2 is the number of wavelet coefficients on the first level, and med is the median.
Formula (2) gives the relationship between the standard deviation and the median for the
Gaussian random variable.

Finally, it is possible to define the dimensionless signal characteristic γ, 0 < γ < 1,
as the ratio of the number of the most informative wavelet coefficients, for which the
inequality |ck| > TDJ is satisfied, to the total number N of all wavelet coefficients. For
stationary Gaussian white noise, which is a kind of ideal stationary random signal, the
index γ = 0. That is why the DJ-index could be called a measure of non-stationarity.

For each reference point, the index value γ is calculated daily as a median of the values
in the five nearest operational stations. Thus, continuous time series are obtained with a
time sampling of one day at 50 reference points. Figure 2 shows the graphs of the index γ
for 9 reference points (point numbers are indicated next to each graph).

Figure 2. Graphs of daily index γ values for 9 reference points. The green lines represent the moving
averages in a 57-day window.

Figure 3 shows a graph of average daily values of index γ calculated for all 50 reference
points. The red lines represent the linear trends of the average values calculated for the
time fragments 1997–2003, 2004–2015 and 2016–2022. The boundaries of time fragments
were chosen so that the continuity of the broken line at the union of linear trends was
approximately observed. For the time intervals 1997–2003 and 2016–2022, linear trends
coincided with the average values and it can be seen that during the intermediate time
interval 2004–2015 there had been a significant decrease in the global average γ. According
to the results published in articles [15,17,18], a decrease in the average value of the index γ,
which is a sign of the simplification of the statistical structure of noise (approximation of
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its properties to the properties of white noise), was associated with an increase in seismic
hazard. Thus, the graph of average values in Figure 3 can be interpreted as a transition to a
higher level of global seismic hazard during 2004–2015.

Figure 3. Graph of the average daily values of the DJ-index for all 50 reference points. Red lines
present linear trends for 3 time intervals: 1997–2003, 2004–2015 and 2016–2022.

4. Probability Densities of Extreme Values of Seismic-Noise Properties

Further analysis of the properties of seismic noise was based on the identification of
regions that are characterized by the most frequent occurrences of extreme values for certain
seismic-noise statistics. To do this, it was necessary to estimate the probability densities of
the distribution over the space of extreme values by their values in the network of reference
points. The following process was used. Denote by ζk, k = 1, . . . , m = 50 coordinates of the
reference points. Let Zk be the values of any property of the noise at the reference point
with the number k. We will be interested in maps of the distribution of probability densities
of extreme values (minimums or maxima) of values Z over the Earth’s surface. To construct
such maps, consider a regular grid of 50 nodes in latitude and 100 nodes in longitude
covering the entire earth’s surface. Next, maps will be built for various seismic-noise
statistics Z, the values of which will be estimated in time windows of various lengths. For
each such window, we define the time index t, which corresponds to its right end. For each
time index t, find the reference point with the number k∗t , at which the extremum of one or
another property Z is realized, and let ζ∗t be the coordinate of the reference point with the
number k∗t .

Let ρ(ζk, rij) be the distance between the points ζk and the coordinates of the nodes
of the regular grid rij. Then, the value of the probability density of extreme values for
the quantity Z at the node rij of the regular grid can be calculated according to Gaussian
distribution:

p(rij

∣∣∣t) = exp(−ρ2(ζ∗t , rij)/(2h2))/P(t) (3)

Here, h is the distance, which corresponds to an arc of 15 angular degrees, which is
approximately equal to 1700 km, and P(t) is a divisor that provides the normalization
condition so that the numerical integral of function (3) over the Earth’s surface is equal
to 1. Formula (3) gives an “elementary map” of the probability density of the property Z
extrema distribution for each current window with a time index t. This makes it possible to
calculate the average probability density for a given time interval from t0 to t1:

p(rij|t0, t1) =
t1

∑
t=t0

p(rij
∣∣t)/n(t0, t1) (4)

where n(t0, t1) is the number of time windows labeled from t0 to t1.
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Another way to estimate the variability of the probability density of extreme properties
of seismic noise is to construct histograms of the distribution of the numbers of control
points, in which the statistics extrema are realized. The construction of such histograms in
a moving time window, the length of which should include a sufficiently large number of
initial time windows within which the noise properties are estimated, makes it possible
to determine the reference points at which the minima or maxima of the seismic-noise
properties Z are realized most often.

This method has the disadvantage that it does not give a direct distribution of the
places of the most probable realization of the noise-property extrema in the form of a
geographical map, although each reference point has geographical coordinates. On the
other hand, this method makes it possible to compactly visualize the temporal dynamics
and, in particular, to determine the time intervals when the places of concentration of
extreme values for the noise statistics change sharply. To solve a similar problem of
visualizing temporal dynamics using averaged probability densities (4), one would have
to build a laborious and long sequence of maps for time fragments consisting of the same
number of time windows.

Therefore, in the future, the probability densities of extreme values of noise proper-
ties will be presented simultaneously in two forms: as averaged densities according to
Formula (4) for two time intervals, before and after 2011, and as a temporal histogram of
the distribution of numbers of reference points in which extremes are realized. In this case,
the number of base intervals (bins) of histograms is taken equal to the number of reference
points, that is, 50, which makes it possible to visualize the dynamics of the emergence and
disappearance of bursts of the probability of extreme values at each reference point.

Figure 4a,b show maps of the distribution of the minimum values of the DJ-index,
calculated by Formulas (3) and (4) for windows with time stamps before and after 2011.
The choice of 2011 as a boundary time mark is connected, as will be seen from the fol-
lowing presentation, with the fact that the correlation properties of seismic noise changed
dramatically after two mega-earthquakes: on 27 February 2010, M = 8.8 in Chile, and on
11 March 2011, M = 9.1 in Japan. Previously, this change has been already detected in [3,18].
Increased attention to the areas where the minimum values γ are most often realized, as
was already mentioned above when discussing Figure 3, is due to the fact that an increase
in seismic hazard is associated with a simplification of the statistical noise structure and
a decrease in γ. For regions that are quite densely covered with seismic networks, for
example, Japan, this property of statistics γ makes it possible to estimate the location of a
possible strong earthquake [17].

However, the global network of seismic stations is sparse and therefore the selection of
places where the probability of occurrence of small values is increased does not necessarily
coincide with the known places of the occurrence of strong earthquakes. In Figure 4a,b,
the maxima of the probability-density distribution of the minimum values γ are located in
the vicinity of reference points with numbers 23, 25 and 37, 38 in the western part of the
Pacific Ocean, where the epicenters of strong earthquakes and volcanic manifestations are
really concentrated, including the largest volcanic eruption, Hunga Tonga-Hunga Ha’apai
on 15 January 2022 [21]. Note that in Figure 4c, which shows a diagram of the change
in the histogram of the numbers of reference points, in which the minimum value γ was
realized, one can see the switching of the histogram maximum from the reference point
number 23 to the reference point number 38 just after 2011. As for the concentration of
probabilities of minimum values γ in the vicinity of reference points with number 46 in
the southern Indian Ocean (in the vicinity of Kerguelen Island) and in the vicinity of point
40 in the Atlantic Ocean (Saint Helena) after 2011, these features can be associated with a
mantle-plume activation regime [22].
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Figure 4. (a,b) The probability densities of the distribution of the minimum values of the seismic-
noise index γ in a network of 50 control points before and after 2011; (c) histogram of numbers of
control points, in which the minimum values of the index γ were realized in a moving time window
365 days long.

5. Estimation of Spatial Long-Range Correlations of Seismic-Noise Properties

The simplification of the statistical structure of seismic noise manifests itself in a
decrease in the average value of the index γ (Figure 3), and it is also reflected in an increase
in entropy (1) and a decrease in the width of the multi-fractal singularity spectrum support
width (“loss of multifractality”). These changes in noise properties are indicators of the
transition of a seismically active region (including the whole world) to a critical state [3,17].

Another indication of an increase in seismic hazard is an increase in the average
correlation as well as the radius of strong correlations between noise properties in different
parts of the system. In order to find out how the spatial scale of correlations changes with
time, for each reference point we calculated the correlation coefficient between the index γ
values at this point and at all other reference points. We performed these calculations in a
sliding time window 365 days long with a shift of 3 days. Next, for each reference point, we
calculated the average value of the correlation coefficient with the values of γ at all other
reference points. Since the result of calculating such an average value depends on the time
window, we obtained graphs of changes in average correlations for all reference points.
Figure 5 shows examples of graphs of changes in correlations for nine reference points.

From the graphs in Figure 5, a general trend towards an increase in the average
correlations for each reference point is noticeable. As a result of averaging all the graphs
of the type shown in Figure 5 for all 50 reference points, we obtained a general graph of
average correlations, as shown in Figure 6.

It can be noticed from the graph in Figure 6 that the time interval 2004–2016, in which
the index γ decreases (Figure 3), corresponds to an increase in average correlations between
the properties of noise at various reference points and that there is a transition from small
correlations before 2004 to fairly large correlations after 2016.
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Figure 5. Graphs of the average correlation coefficients of the index γ for 9 reference points with
values at other reference points in a moving time window of 365 days with a mutual shift of 3 days.

Figure 6. The average correlation coefficient between the values of the DJ-index γ at each control
point with the values at other points. Red lines show linear trends for 3 intervals of time marks of the
right ends of windows with a length of 365 days: 1998–2004, 2004–2016 and 2016–2023. On the last
time fragment, the linear trend coincides with the average value.
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In order to assess the scale of strong correlations between seismic-noise properties, for
each reference point we defined another point that had a maximum correlation with this
point, provided that this maximum exceeded the threshold of 0.8, and we calculated the
distance between these points. Figure 7 shows the graphs of the changes in the average
and maximum values of the distances between points for which the correlation maxima
exceeded 0.8.

 

Figure 7. (a) The average distance between the reference points for which the maxima of correlations
between the values of the DJ-index of seismic noise exceeded the threshold of 0.8; (b) the maximum
distance between the reference points with the maximum correlation coefficient above the threshold
of 0.8.

It can be seen from the graph in Figure 7b that after 2011 there was a sharp increase
in the maximum distance at which strong maximum correlations occur. Thus, the growth
of average correlations, which is visible in Figure 6, was supplemented by an explosive
growth of the maximum scale of strong correlations.

It is of interest to identify those reference points in the vicinity of which strong cor-
relations most often occur. As before, for this purpose we used estimates (3–4) of the
probability density of the distribution over space of the maximum correlation values for the
time intervals before and after 2011, as well as the distribution histograms of the numbers
of control points in which the maximum correlation values occurred.

To select the length of the time window for calculating histograms, we recall that the
correlation coefficients between the values at each reference point with the values of the DJ-
index at other reference points are calculated in windows of 365 days with a shift of 3 days.
Let us choose the length of the window for calculating histograms so that the dimensional
length of the window is equal to five years. It is easy to calculate that this length will be
488 values of “short” time windows with a length of 365 days with an offset of 3 days. In
this case, the histogram is calculated in a window of length 365 + 3 · (488 − 1) = 1826 days,
which is approximately equal to five years, given that every fourth year is a leap year. As
for the number of base intervals (bins) of histograms, in this case there will not be 50, as in
Figure 4c, but 44, since for reference points with numbers 1–6 there are no realizations of
correlation maxima.

Estimates of the position and temporal dynamics of places with an increased probabil-
ity of maximum correlations are presented in Figure 8. Comparison of Figure 8a,b shows
that the places of the concentration of maximum correlations have changed significantly
since 2011. In particular, there has been a rapid shift of such a center from the Southwest
Pacific to Central Eurasia, which can be seen in the histogram diagram in Figure 8c.
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Figure 8. (a,b) The probability densities of the correlation maxima for index γ values at each reference
point with index values at other reference points before and after 2011; (c) a histogram of the numbers
of reference points, in which the correlation maxima for values of γ at each reference point with the
values at other points in a moving time window of 5 years were realized.

6. Seismic-Noise Response to the Irregularity of the Earth’s Rotation

The connection between the irregular rotation of the Earth and seismicity was inves-
tigated in [23]. The influence of strong earthquakes on the Earth’s rotation was studied
in [24,25]. Figure 9 shows a graph of the time series of the length of the day for the time
interval 1997–2022.

 

Figure 9. Time series plot of the length of a day for the time interval 1997–2022. Day-length data
(LOD) are available from the website at: https://hpiers.obspm.fr/iers/eop/eopc04/eopc04.1962-now
(accessed on 1 January 2023).

Further, the LOD time series is used as a kind of “probing signal” for the properties
of the seismic process [3,15–18]. To study the relationship between the properties of the
seismic process and the irregularity of the Earth’s rotation, the squared coherences maxima
between the LOD and the properties of seismic noise at each reference point were estimated.
The coherences were estimated in moving time windows of 365 days with a shift of 3 days
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using a vector (two-dimensional) fifth-order autoregressive model [15–18]. In what follows,
these maximum coherences will be referred to as the seismic-noise responses to the LOD.
Figure 8 shows examples of the LOD response graphs at nine reference points.

We define the integrated response of global seismic noise to the LOD as the average of
the responses of the type shown in Figure 10 from all 50 reference points. Let us compare
the behavior of the average response to the LOD with the amount of released seismic energy.
To do this, we calculate the logarithm of the released energy as a result of all earthquakes
in a moving time window 365 days long with a shift of 3 days. In Figure 11a,b, there are
graphs of the logarithm of the released energy and the average response to the LOD. It is
visually noticeable that bursts of the average maximum coherence in Figure 11b precede
the energy spikes in Figure 11a. In order to quantitatively describe this delay, we calculated
the correlation function between the curves in Figure 11a,b. The graph of this correlation
function for time shifts of ±1200 days is shown in Figure 11c.

 

Figure 10. Plots of maximum squared coherence between index γ and LOD in a moving time window
of 365 days with mutual shift of 3 days for 9 reference points.

The estimate of the correlation function in Figure 11c between the logarithm of the
released seismic energy in Figure 11a and the average response of seismic noise to the
LOD had a significant asymmetry and was shifted to the region of negative time shifts,
which corresponded to the coherence maxima being ahead of the maxima of seismic energy
emissions. The correlation maximum corresponded to a negative time shift of 534 days.
This estimate of cross-correlations produced a foundation to propose that the burst shown
in Figure 11b by the magenta line may precede a major earthquake with an average delay
of 1.5 years.

The curve in Figure 11b can be split into three sections. The first two intervals with
time marks of the right ends of windows before and after 2012 differ significantly from
each other by their mean values presented by red lines.
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Figure 11. (a) Logarithm of the released seismic energy (in joules) in a sequence of time intervals
365-days long, taken with an offset of 3 days; (b) average values of maximum coherences between
LOD and daily DJ-index values at 50 reference points; (c) the correlation function between the
logarithm of the released seismic energy and the average value of the maximum coherence between
the LOD and the seismic-noise DJ-index at 50 reference points.

The third time interval in Figure 11b is presented by the magenta line and refers to
the processing of the most recent data which correspond to right-hand end windows after
2021, i.e., referring to the time span of 2020–2022. A short third segment was identified
based on the results of data processing for 2021–2022 due to an unusually large spike in the
response of noise properties to the LOD. The maximum value of the response in Figure 11b
was reached at the time corresponding to the date 9 May 2022. The “naive” forecast, in
which 534 days are added to this date, gives the most probable date for the future strong
event as being 24 October 2023. A more realistic prediction would be to blur this date with
some uncertainty interval. However, it is not yet possible to give such an interval due to
the short history of using the seismic-noise response to the LOD as a predictor.

Similar to how it was done to identify the places of concentration of the maxima
of spatial correlations of seismic noise in Figure 8, we can search for places where the
maximum response of seismic-noise properties to the uneven rotation of the Earth is most
likely. The results of such a search are shown in Figure 12. Comparison of Figure 12a,b
shows that the maximum response to the LOD is concentrated in the subarctic regions.

In addition to the issue of the synchronization of seismic-noise properties, which
are reflected in the graphs in Figures 5–7, we also studied the synchronization of seismic-
noise responses to the irregularity of the Earth’s rotation. Previously, this issue has been
considered for the synchronization of seismic-noise responses to LODs in Japan and Cali-
fornia [16].

For each reference point, we estimated the correlation of the response at this point
with the responses at all other points. It should be taken into account that the correlated
responses themselves were calculated in sliding time windows of 365 days with a shift
of 3 days. These were “short” time windows. In this case, we needed to take a certain
number of consecutive “short” windows and form a “long window” from them, such that
it contained a sufficiently large number of estimates of the noise responses to the LOD
in the “short” time windows. Next, 250 adjacent “short” windows were selected to form
a “long” window. Correlation coefficients between the responses to the LOD at various
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reference points were calculated in a sliding “long” window with a shift of 1, that is, in
a time window with a length of 365 + 3·(250 − 1) = 1112 days, which is approximately
3 years. A shift of 1 count meant a real shift of 3 days.

 

Figure 12. (a,b) Probability densities of the seismic-noise index γ response maxima to LOD before
and after 2011; (c) histogram of numbers of reference points, in which the maximum values of the
index γ response to LOD were realized in a sliding time window of 5 years.

The goal of such calculations for each reference point was the average correlations of
responses over all other reference points. As a result of such averaging, 50 dependences of
the same type as shown in Figure 5 were obtained. In order to obtain an integrated measure
of the correlation of global noise responses to the LOD, the average dependences for all
reference points needed to be averaged secondarily. As a result, we obtained the graph
shown in Figure 13.

 

Figure 13. The average value of the correlation coefficients between the seismic-noise index γ

responses per LOD for each of the 50 control points with responses at other points.

222



Appl. Sci. 2023, 12, 6958

Figure 13 shows the change in time of the measure of synchronization of the response
of seismic noise to the irregularity of the Earth’s rotation. This graph also shows the growth
of correlations, similar to the growth of the initial correlations in Figure 6.

7. Conclusions

The results of a detailed analysis of the properties of seismic noise based on the use
of the Donoho–Johnston index, defined as the proportion of the maximum values of the
moduli of the wavelet coefficients separating the “noise” coefficients, was presented. The
main results of the conducted research were as follows:

(1) Three characteristic time intervals for the behavior of seismic noise were identified:
1997–2003, 2004–2015 and 2016–2022.

(2) For these time intervals, there was a parallel decrease in the average values of the
DJ-index (interpreted as a simplification of the structure of seismic noise and an
approximation of its properties to white noise) and an increase in average spatial
correlations. According to general ideas about the behavior of complex systems, this
means that the system is approaching a critical state, i.e., an increase in the probability
of strong earthquakes.

(3) After 2011 (after the Tohoku mega-earthquake in Japan on 11 March 2011), there was
an explosive increase in the maximum distances at which strong correlations occur.
Such behavior is known in the theory of critical phenomena as “an increase in the
radius of fluctuation correlations” [26], which also heralds a sharp change in the state
of complex systems.

(4) The estimation of the correlation function between the logarithm of the released
seismic energy and the average response of seismic noise to the irregularity of the
Earth’s rotation shifted towards negative time delays, which corresponds to the shift of
the coherence maxima towards the peaks of the seismic-energy release. The maximum
correlation fell on a time shift of 534 days. This estimate assumes that the burst of
LOD response corresponding to the data analysis in 2020–2022 precedes a strong
earthquake with an average delay of 1.5 years.

(5) From the estimation of the change in time of the synchronization measure of the
seismic-noise response to the irregularity of the Earth’s rotation (Figure 13), one can
also see a growth of correlations, similar to the growth of the initial correlations in
Figure 6.

It should be noted that the noise level in real observations of the seismic background
is inevitably extremely high. Transition to the low-frequency part of the spectrum allows
the elimination of most of the man-made noise. Moreover, this transition makes it possible
to study that part of the spectrum that is in the intermediate, little-studied region of
periods between traditional seismology and gravimetry. The author’s previous studies
give hope that it is in this region of periods that the effects preceding strong earthquakes
can be detected. This work is presented as a further development of these methods. The
complexity of the data and processes underlying the formation of low-frequency seismic
noise in the Earth’s crust does not allow direct use of conventional statistical procedures
for estimating confidence intervals, standard deviations and other measures of uncertainty.
It is possible that further study of the statistical structure of low-frequency seismic noise
will enable us to build such models that will make it possible to estimate the measures of
uncertainty of the obtained statistical inferences, for example, using the bootstrap technique.
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Abstract: We studied the long-term features of earthquakes caused by a fault system in the northern
Adriatic sea that experienced a series of quakes beginning with two main shocks of magnitude
5.5 and 5.2 on 9 November 2022 at 06:07 and 06:08 UTC, respectively. This offshore fault system,
identified through seismic reflection profiles, has a low slip rate of 0.2–0.5 mm/yr. As the historical
record spanning a millennium does not extend beyond the inter-event time for the largest expected
earthquakes (M � 6.5), we used an earthquake simulator to generate a 100,000-year catalogue with
121 events of Mw ≥ 5.5. The simulation results showed a recurrence time (Tr) increasing from 800 yrs
to 1700 yrs as the magnitude threshold increased from 5.5 to 6.5. However, the standard deviation
σ of inter-event times remained at a stable value of 700 yrs regardless of the magnitude threshold.
This means that the coefficient of variation (Cv = σ/Tr) decreased from 0.9 to 0.4 as the threshold
magnitude increased from 5.5 to 6.5, making earthquakes more predictable over time for larger
magnitudes. Our study supports the use of a renewal model for seismic hazard assessment in regions
of moderate seismicity, especially when historical catalogues are not available.

Keywords: numerical modelling; earthquake simulator; statistical methods; earthquake clustering;
northern Adriatic sea

1. Introduction

In regions of moderate seismicity, the recurrence times of damaging earthquakes
are commonly longer than the time windows covered by reliable historical observations,
even in Italy, which owns one of the longest records of past strong seismic events. These
limitations of historical seismic data preclude the application of statistical analysis for
seismic hazard assessment, even if they can be partly overcome by geological and pa-
leoseismological investigations on specific faults. The information on past earthquakes
is particularly poor for offshore seismic activity (where paleoseismological and geomor-
phological studies are not feasible), as is the case for the thrust fault systems located
seaside of the northern Marche coast (central Italy), recently affected by a seismic sequence
that has significantly concerned the population in a large area of central Italy (Istituto
Nazionale di Geofisica e Vulcanologia website at http://terremoti.ingv.it; main event of the
sequence at http://terremoti.ingv.it/en/event/33301831, accessed on 14 February 2023;
ISIDe_Working_Group [1], Tertulliani et al. [2].

The use of earthquake simulators has become increasingly popular in generating
synthetic earthquake catalogues with a vast number, even reaching millions, of events. This
allows for statistical analyses to be conducted on simulated catalogues that are consider-
ably more reliable than those conducted on real catalogues. However, criticism has been
expressed regarding the practicality of simulated catalogues. Certain seismologists have
pointed out that the algorithms used in earthquake simulators are based on oversimplified
physical models and contain arbitrary assumptions, which pose significant challenges for
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creating a dependable representation of actual seismicity. Nevertheless, a wide consen-
sus does exist on the potential of earthquake simulators to provide support for historical
observations in the context of seismic hazard assessment, as long as a realistic physical
model is available and the results are based on reliable source parameters. Some examples
of research in this area include Schultz et al. [3], Christophersen et al. [4], Field [5]. In the
frame of the ongoing debate on the usefulness of earthquake simulators, some valuable
insights have also been gathered through the application of earthquake simulators to the
seismicity of Italy, Greece, California, and Japan (Console et al. [6–9], Parsons et al. [10]).
These insights have been gained by comparing the simulated catalogues with real cata-
logues from the respective regions, and the results have shown that the same algorithms
can be applicable in different geographic regions and on different magnitude scales.

In a recent study by Console et al. [6], a new earthquake simulation code was devel-
oped, which included an enhanced Coulomb stress transfer among rupturing fault elements
and increased production of multiple main shocks, frequently observed in earthquake
sources of different mechanisms in Italy. To better understand the clustering behaviour of
these events, a specific algorithm was created to detect and list inter-correlated earthquake
clusters based on certain empirical rules.

The simulated catalogue produced by this code exhibits spatiotemporal features that
imitate those frequently observed in reality. Using a stacking procedure, Console et al. [6]
were able to represent the number of moderate-magnitude events that preceded and
followed stronger earthquakes in a 100,000-year simulated catalogue. Their results for
the central–northern Apennines region showed interesting long-term acceleration and
quiescence patterns of seismic activity before and after mainshocks. They also analysed
short-term patterns in periods of some weeks preceding and following every strong earth-
quake, confirming the simulator code’s ability to reproduce typical foreshock–aftershock
sequences.

In addition, the simulated catalogue for the central–northern Apennines region
showed a decrease of b-values lasting some weeks before the occurrence of strong earth-
quakes, followed by a sudden increase at the time of these earthquakes. This pattern was
previously observed by Gulia and Wiemer [11] in actual earthquake sequences. The fault
model used in the simulations by Console et al. [6] consists of 43 fault systems divided
into 198 quadrilaterals, which provide a suitable approximation of the seismic structures
reported in the Database of Individual Seismogenic Sources (DISS) composite sources
(DISS_Working_Group [12]; http://diss.rm.ingv.it/diss/, accessed on 14 February 2023).

Among these fault systems, the one labelled as ITCS106 (a NW–SE elongated fault
system 70 km long in the Adriatic sea at about 25 km from the Italian coast) is believed to be
responsible for the recent seismic sequence, which started with two relatively similar large
mainshocks on 9 November 2022 at 06:07:25 UTC (Mw5.5) and 06:08:28 (Ml5.2), respectively.
According to the definition adopted by Console et al. [6] this sequence, with two main
earthquakes of similar magnitude, whose origin times differ by only one minute, can be
retained a multiple shock.

No earthquakes from A.D. 1000 to 2020, with Mw ≥ 5.5, are reported in the Parametric
Catalogue of Italian Earthquakes (CPTI15; https://emidius.mi.ingv.it/CPTI15-DBMI15/,
accessed on 14 February 2023) within a 5 km buffer from the ITCS106 fault system. The
lack of historical and instrumental events pertinent to the ITCS106 earthquake source is
consistent with the low slip rate of this source, as will be shown in more detail in the
following sections. In this paper, we present a case study of application of an earthquake
simulator as a contribution to seismic hazard assessment in an area of moderate seismicity,
for which historical catalogues are not sufficient for this purpose.

2. Seismotectonic Settings

The northern Marche coastal belt and the Adriatic offshore area are characterised by a
series of NW–SE trending, NE verging folds forming the easternmost edge of the Apennines
thrust front (Figure 1; e.g., DISS_Working_Group [12], Vannoli et al. [13], Fantoni and
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Franciosi [14], Kastelic et al. [15]). This Apennines thrust front has progressively migrated
toward the east-northeast all through the Tertiary-Quaternary (e.g., Elter et al. [16]) and
several geological evidence suggest that the folds are still growing and hence that the
blind thrust fronts are active (e.g., Vannoli et al. [13]). Especially in the offshore area the
interpretation of seismic reflection profiles is strategic to understanding the geometry of
the active faults (e.g., Maesano et al. [17]).

Figure 1. Seismotectonic framework of the northern Marche coastal and offshore area. The seismic
sequence from 9 November to 14 February 2023 is shown in light blue (http://terremoti.ingv.it/,
accessed on 14 February 2023); historical and instrumental earthquakes from CPTI15 are shown
with coloured squares (Rovida et al. [18]), earthquakes with Mw ≥ 5.5 are labelled (see Table 1);
surface projection of Composite Seismogenic Sources from DISS 3.3.0 are shown with orange
ribbons (https://diss.ingv.it, accessed on 14 February 2023; DISS_Working_Group [12]). Fo-
cal mechanisms of the 9 November 2022 earthquake and the 30 October 1930 event are from
TDMT (http://webservices.ingv.it/webservices/ingv_ws_map/data/tdmt/19591/111604601_15
4_tdmt_reviewer_solution.pdf, accessed on 14 February 2023), and Vannoli et al. [19]), respectively.

The occurrence of historical and instrumental earthquakes (e.g., 1672, 1690, 1786, 1875,
1916, 1924, 1930, all with Mw ≥ 5.5; Table 1; Figure 1) suggests that the thrust faults are
also seismogenic. The earthquakes in the area have often generated a tsunami; subse-
quently, their causative faults have been able to produce significant vertical displacement
of the ground surface or sea floor, and are very close to the coast or offshore (Table 1;
Vannoli et al. [19]).

A relevant aspect of seismic activity in the study area, as in the rest of Italy (e.g.,
Vannoli et al. [20]), is the occurrence of seismic sequences with more than one main shock of
similar magnitude (Table 1). These sequences can be distinguished from typical aftershock
sequences because the difference between the largest and second-largest magnitudes is
relatively small and does not follow the so-called “Bath Law” (see Console et al. [7]).
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A seismic sequence with two events of similar magnitude also began on 9 November
2022. As a matter of fact, at 06:07:25 UTC a Mw5.5 earthquake struck the northern Marche
offshore area, and only one minute later, a Ml5.2 earthquake struck about 7 km to the south
(http://terremoti.ingv.it, accessed on 14 February 2023; Figure 1; Table 1). According to
the hypocentral location of these two mainshocks, the ITCS106 fault system is retained the
causative source of the sequence. More than 900 aftershocks occurred offshore Pesaro and
Senigallia from 9 November 2022 to 14 February 2023 (Figure 1).

The occurrence of this sequence demonstrates that the buried offshore thrust front,
included in the Database of Individual Seismogenic Sources since 2013 despite the absence
of historical and recent seismicity (DISS_Working_Group [12]), is active and seismogenic.
Specifically, the ITCS106 Pesaro mare-Cornelia source straddles the Adriatic sea just north
of the city of Ancona, and it is part of the Umbro-Marche Apennines outer offshore thrust.
ITCS106 is a blind fault system believed capable of infrequent moderate-size earthquakes.
Its slip rate, a main ingredient of the earthquake simulators and seismic hazard model, is in
the range of 0.20–0.52 mm/yr (DISS_Working_Group [12] and reference therein). Therefore,
ITCS106 can produce only subtle displacement of the Adriatic sea floor, even when it is
accumulated over several seismic cycles.

Table 1. Historical and instrumental earthquakes with Mw ≥ 5.5 of the study area (Figure 1; CPTI15;
Rovida et al. [18]; CFTI5Med; Guidoboni et al. [21]), and tsunami with their intensity (EMTC; Maramai
et al. [22]). T: true; SA: Intensity Sieberg–Ambraseys scale; PI: Intensity Papadopoulos and Imamura
scale; * unspecified day; ** the earthquake triggered a large landslide that fell into the sea on the
eastern side of Monte Conero (CFTI5Med [21]); *** some historical sources describe the occurrence
of a second large earthquake one hour after the first event (CFTI5Med [21]); **** EMS-98 scale;
Tertulliani et al. [2].

ID Date Mw Io Multiple Associated Tsunami with Intensity

1 September 1269 * 5.6 VIII n.a. Generated by a landslide **
2 14 April 1672 5.6 VIII n.a. SA:3; PI:IV
3 23 December 1690 5.6 VIII n.a. SA:3; PI:IV
4 25 December 1786 5.7 VIII T *** No record
5 17 March 1875 5.7 VIII n.a. SA:3; PI:IV
6 17 May 1916 5.8 VIII T No record
7 16 August 1916 5.5 VI T SA:2; PI:IV
8 2 January 1924 5.5 VII-VIII n.a. No record
9 30 October 2022 5.5 V **** T No record

3. Earthquake Simulation Method

Our simulator code’s algorithm was originally introduced by Console et al. [8], and
subsequently modified in different versions with the inclusion of new features, as described
by Console et al. [7,9]. The present study employs the following fundamental principles of
the simulator algorithm:

1. The simulation of seismic sources involves the use of planar quadrilateral fault seg-
ments with specific spatial position, shape, and size. To accurately represent the
various seismic events that may occur, each fault segment is discretized by square
cells with sizes determined by the minimum magnitude of events expected in the
output simulated catalogue.

2. At the start of the simulation, stress values are randomly assigned to each cell from a
specified stress range. This randomization is essential to ensure that the simulation
represents the natural variation in stress levels that exists in real-life seismic events.

3. Every fault segment is subjected to constant and uniform tectonic stress loading.
This loading is based on geologically or geodetically inferred slip rate, providing the
simulation with a more accurate representation of the tectonic stresses that occur in
real seismic events.
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4. The simulation involves the nucleation of a new event in a cell when its stress exceeds
a given threshold strength. This threshold strength is essential to accurately model
the conditions that trigger seismic events in reality.

5. Whenever a cell ruptures, a co-seismic stress-drop of 3.3 MPa is assigned to it. This
stress-drop is a crucial aspect of the simulation as it represents the stress released by
the rupturing cell, which is a significant factor in the generation of seismic events.

6. Following the rupture of a cell, the co-seismic Coulomb stress is transferred from the
rupturing cell to all other neighbouring cells. This transfer occurs based on the theory
of elasticity, taking into account the strike, dip, and rake of each cell.

7. The rupture expands to neighbouring cells based on heuristic rules that simulate a
weakening mechanism. These rules are based on the behaviour of real-life seismic
events and are essential to accurately represent the spread of a seismic event.

8. If the positive Coulomb stress transferred from neighbouring cells causes a cell’s
status to exceed the threshold strength, it is allowed to rupture more than once in the
same earthquake. This is an important aspect of the simulation as it allows for the
accurate representation of aftershocks and the complex nature of seismic events.

9. The simulation algorithm allows ruptures to jump from one fault segment to another
(even if they belong to two different faults) if their distance is shorter than a limit
assigned by the user. This feature is essential to accurately represent the interaction of
seismic events and the way in which they can trigger each other.

10. The rupture stops when the stress of no neighbouring cell exceeds the computed
strength threshold. This feature is important to ensure that the simulation accurately
represents the natural behaviour of seismic events, which eventually reach a point
where no further energy can be released.

The reason for choosing a trapezoidal shape for the seismic sources is to achieve a
more precise representation of curved seismic structures. For instance, this helps to reduce
gaps that may exist between adjacent rectangular segments when they do not have the
same strike. It should be noted that using fault segments of rectangular or trapezoidal
shapes to model seismic sources constitutes a simplification of the algorithm adopted in
our physics-based simulation code. It is not a constraint that implies a rupture stops at the
edges of every segment.

The simulator algorithm has two free parameters that control how a rupture nucle-
ates, propagates, and stops. The first of these parameters is “Strength Reduction” (S-R),
which reduces the strength at the edges of growing ruptures through a sort of weakening
mechanism. Increasing this parameter favors the growth of ruptures and, consequently,
it has the effect of decreasing the b-value of the frequency-magnitude distribution. The
second parameter is “Aspect Ratio” (A-R), which is introduced to limit the effect of the S-R
parameter when a rupture grows beyond certain specified limits. This parameter assumes
a significant role in the frequency-magnitude distribution in the range of large magnitudes,
as shown in Figure 5 of Console et al. [8].

It is important to note that neither of the free parameters mentioned above influences
the long-term annual seismic moment rate of the simulated seismicity, which depends
only on the slip rate assigned to the simulator within the kinematic fault model. In this
study, we analysed the simulations computed by Console et al. [6] with the free parameters
S-R = 0.2 and A-R = 5, obtaining a synthetic catalogue characterised by a b-value of the
Gutenberg–Richter distribution equal to 0.95 and a realistic production of multiple events.

4. Simulation of the Seismicity in the Adriatic Thrust Fault Systems

In the application of the simulator, the quadrilateral segments representing the ITCS106
fault system were discretized in cells of 1.0 km × 1.0 km. As to the slip rate, we adopted
the value of 0.5 mm/year corresponding to the top value of the range reported by the DISS
3.3.0 database for this source. We found in previous applications of the simulator to central
and northern Apennines Console et al. [6,7,9] that the largest slip rate is the one that better
matches the annual rate of seismic moment obtained from instrumental observations.
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We chose for the synthetic catalogues a minimum magnitude of 4.2, which is produced
approximately by the rupture of two cells. Magnitude 4.3 is not present in the output
catalogue because the rupture of three cells produces an event of magnitude 4.4. The
duration of the synthetic catalogue was 100,000 years. A warm up period, the events
of which are not included in the output catalogue, is necessary to bring the system in a
stable situation. This period should be longer than a few inter-event times of the strongest
magnitude. In this regard, we chose a warm up period of 10,000 years.

In this study, still taking into account the interactions from other sources, we lim-
ited our analysis to the above-mentioned ITCS106 source in the Adriatic sea, where the
November–February 2023 earthquake sequence took place. At first, for this source we
considered the magnitude–frequency distribution. Figure 2 shows a clear deviation of the
magnitude–frequency distribution obtained by our simulation algorithm from a plain linear
Gutenberg–Richter distribution. In fact, the incremental magnitude–frequency distribution
shows a fairly linear trend with a b-value slightly greater than 1.0 up to magnitude 5.5,
but it exhibits a sharp “bump” around magnitude 6.5, This value could be defined as
“characteristic” for the considered fault system, and is related to its dimensions. It can
also be noted that the cumulative magnitude distribution of the synthetic catalogue is
characterised by a very small b-value (i.e., a b-value slightly larger than 0) in the magnitude
range 5.5 < M < 6.5.

Figure 2. Incremental magnitude–frequency distribution of the earthquakes in the synthetic catalogue
obtained from the simulation algorithm (triangles) and the corresponding cumulative distribution
(diamonds).

Our results are consistent with those of other studies where the magnitude–frequency
distribution is analysed on individual faults, ignoring the contribution of smaller surround-
ing sources. For instance, Parsons et al. [10], by means of various statistical methods,
demonstrated strongly characteristic magnitude–frequency distributions on the San An-
dreas fault, with a nearly flat cumulative distribution in the 6.5–7.5 magnitude range, and
higher rates of large earthquakes than what would be expected from a Gutenberg–Richter
distribution. The difference of approximately 1 magnitude unit between the results ob-
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tained for the ITCS106 fault system (about 70 km long) and the Saint Andreas fault (several
hundreds of km long) is easily justified by their different dimensions.

We focused our attention on the inter-event times between events for the simulated
catalogue of 100,000 yrs for earthquakes of magnitude equal to or larger than magnitudes
5.5, 6.0 and 6.5, respectively. The smallest size of 5.5 was the magnitude threshold adopted
for the pivot earthquake of a multiple event by Console et al. [6]. According to popular
scaling relationships (Leonard [23]) magnitude 6.5 is expected for the largest size of an
earthquake that may rupture the entire area of the ITCS106 fault system. Table 2 reports
the results of the statistical analysis carried out on the simulated catalogue, and Figure 3
shows the number of inter-event times in bins of 250 yrs.

Table 2. Results of the statistical analysis of the simulated 100,000 yrs earthquake catalogue for the
DISS composite source labelled ITCS106 for three different magnitudes thresholds. Tr = recurrence
time, σ = standard deviation, Cv = coefficient of variation.

Magnitude
Threshold

Number of
Events

Tr(yrs) σ(yrs) Cv

5.5 121 814 733 0.90
6.0 84 1170 797 0.68
6.5 57 1713 690 0.40

Figure 3. Density distributions of the number of inter-event times in bins of 250 yrs. The first bin
corresponds to the range of 0–250 yrs and so on.

The plot of Figure 3 shows a bi-modal distribution of inter-event times with a local
minimum at 1000–1250 yrs. Smaller inter-event times are pertinent to clustering (with
particular regard to small magnitude earthquakes), while the maximum at 1500–1750 yrs
denotes quasi-periodicity (typical of larger magnitude earthquakes).

As expected, the number of events decreases and the average inter-event time Tr
increases when the magnitude threshold is increased (Table 2). However, the standard
deviation σ maintains a value close to 700 yrs. In this way, the coefficient of variation (Cv),
which is defined by the ratio between σ and Tr, decreases from 0.90 for M ≥ 5.5 to 0.40
for M ≥ 6.5. It is well known that Cv is equal to 1.0 for a sequence of events following
a memoryless Poisson distribution and is equal to 0 for a perfectly periodical sequence.
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Thus, the earthquake sequence of our simulated catalogue behaves more and more as a
quasi-periodical process when, increasing the threshold magnitude of the analysis, the
ruptured areas of the considered earthquakes approach the size of whole seismic structure.

Shortest inter-event times (smaller than 1000 yrs) are typical of small magnitude
earthquakes (Table 2, and Figure 3), while the opposite situation happens for the inter-event
times larger than 2000 years (Figure 3). An exceptionally long inter-event time of 4625 yrs
is estimated between two earthquakes of magnitude larger than 6.5 (Figure 3).

The simulations analysed in this study were obtained adopting the largest slip rates
reported for the earthquake source in the DISS database. If we adopted smaller slip rates,
the time scale of our inter-event times would become inversely longer.

The synthetic 100,000-year catalogue highlights a spatiotemporal behaviour that can
hardly be compared with analog features observed in reality, due to their brevity, but can
be considered realistic in light of an earthquake cycle hypothesis.

Long-term patterns preceding and following a strong earthquake are shown in Figure 4.
This figure is obtained by stacking the number of M ≥ 4.2 earthquakes before and after an
M ≥ 5.2 earthquake within a distance of 20 km between their respective epicenters in bins
of 5 years. Here, we can observe an increase in seismic activity starting a couple of centuries
before a strong earthquake, and a sharp increase in occurrence rate in the first 5 years
after that event. The latter feature is clearly related to aftershock sequences following
strong events. After this aftershock phase, the plot shows a long-lasting quiescence with
some modest fluctuations. This long-term pattern highlights the existence of a preparatory
phase before every strong earthquake. Presumably, during this preparatory phase, stress
accumulation causes an increase in the rate of moderate-magnitude events. This hypothesis
is supported by a detailed study of the time history of the average stress and its standard
deviation during several seismic cycles in the Corinth (Greece) and Nankai (Japan) fault
systems (Console and Carluccio [24], Console et al. [25]).

Figure 4. Stacked number of M ≥ 4.2 earthquakes that preceded and followed an M ≥ 5.2 earthquake
within an epicentral distance of 20 km in the 100,000 years simulated catalogue.

5. Conclusions

A seismic sequence initiated by a pair of mainshocks of magnitude 5.5 and 5.2 took
place in the Northern Adriatic sea on 9 November 2022 at 06:07 UTC. The two mainshocks
were separated by only one minute in time and about 10 km in space (Figure 1). The se-
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quence is believed to be generated by the ITCS106 seismogenic source of the DISS database,
belonging to the series of NW–SE trending, NE verging folds forming the easternmost edge
of the Apennines thrust front (Figure 1).

Due to its low slip rate, estimated between 0.2 and 0.5 mm/yr in the DISS database,
the ITCS106 source is characterised by moderate seismic activity, so as no earthquakes with
Mw ≥ 5.5 were reported in the Parametric Catalogue of Italian Earthquakes from 1000 to
2020, before the two mainshocks of 9 November 2022. The occurrence of these earthquakes
supports the hypothesis that even sources of low slip rate identified and characterised in
the DISS database, for which little or no historical information is reported in the historical
catalogues, may have seismic potential to be considered relevant in the context of seismic
hazard assessment.

To quantify this hypothesis, we performed a statistical analysis of the results obtained
by a previously developed simulator algorithm (Console et al. [6]) for the ITCS106 fault
system. The results of our simulation consist of a catalogue of 100,000 yrs duration,
containing 121, 84 and 57 earthquakes of magnitude equal to or exceeding a magnitude
of 5.5, 6.0 and 6.5, respectively. The statistical analysis of the synthetic catalogue, shortly
reported in Table 2, puts in evidence that the earthquakes belonging to the lowest magnitude
class have an average inter-event time of 814± 733 yrs, while those belonging to the highest
magnitude class have an average inter-event time of 1713 ± 690 yrs. Consequently, the
simulated catalogue exhibits a nearly memoryless Poissonian behaviour for moderate-
magnitude earthquakes (whose coefficient of variation is 0.9), and a time-dependent quasi-
periodic behaviour for large-magnitude earthquakes (whose coefficient of variation is 0.4).
The statistical features obtained by the application of our earthquake simulator appear
consistent with the hypothesis of the earthquake cycle. In this respect, our work may be
relevant for possible applications related to the recent method of earthquake nowcasting
(Rundle et al. [26,27], Varotsos et al. [28], Christopoulos et al. [29]), in which interoccurrence
natural time between strong earthquakes is used for the estimation of the current stage of
the earthquake cycle (see e.g., Varotsos et al. [30,31]).

Another significant aspect of our results is the acceleration of seismic activity before
strong earthquakes lasting a couple of centuries in the ITCS106 seismic source. We conclude
by suggesting that statistical parameters derived by physics-based earthquake simulators,
even recognizing the limitations connected with the extreme simplicity of simulators, could
be of support for the comprehension and modelling of seismic processes in situations where
there is a lack of suitable observations for earthquake hazard assessment.
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