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Preface

In order to effectively deal with the range of cybersecurity issues and challenges confronting

society, it is essential that university, industry, and government researchers pool their knowledge and

expertise and work on joint research projects. Should this be the case, a holistic view of the problem

will be established, and it will be possible to implement solutions that thwart the actions of those who

carry out cyber-attacks. The papers included in this reprint are testimony of the collective action of

researchers and proof that knowledge can be developed and shared within the wider community. We

are grateful, therefore, and thank the contributors for their commitment to this Special Issue, which

will make a considerable contribution to raising the profile of cybersecurity.

Peter R.J. Trim and Yang-Im Lee

Editors
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Managing Cybersecurity Threats and Increasing
Organizational Resilience

Peter R. J. Trim 1,* and Yang-Im Lee 2,*

1 Birkbeck Business School, Birkbeck, University of London, Malet Street, London WC1E 7HX, UK
2 Westminster Business School, University of Westminster, 35 Marylebone Road, London NW1 5LS, UK
* Correspondence: p.trim@bbk.ac.uk (P.R.J.T.); y.lee@westminster.ac.uk (Y.-I.L.)

Cyber security is high up on the agenda of senior managers in private and public sector
organizations and is likely to remain so for the foreseeable future. Because cyber-attacks are
increasing in sophistication and are of a persistent nature, it is clear that those undertaking
research into counteracting cyber threats should familiarize themselves with the types of
vulnerability that are likely to be exploited and develop workable solutions. This means
working with likeminded people that are intent on ensuring that those carrying out such
attacks do not succeed. It is because of the complexity and width of the problem that it is
unlikely that those working in a single discipline will be able to solve the recurring problems
that managers face. Indeed, the nature of connectivity and interactivity requires that cyber
security researchers adopt an inter-disciplinary and/or multi-disciplinary approach to
solving cyber security problems, and also that academic and industry researchers cooperate
in order to work on cyber security solutions that can be applied across all industry sectors.

This Special Issue draws on the knowledge of various cyber security experts from
a range of disciplines who address a number of issues and put forward solutions that
utilize cyber security intelligence, with the aim of making organizations more resilient and
able to withstand different types of cyber-attack. This means that studying the problem
from various perspectives and establishing the breadth and depth of the problem are key
priorities. The collection of papers in this Special Issue will help broaden the scope of the
subject matter and through interpretation will offer recommendations for dealing with
known cyber threats.

This volume of papers complements the existing literature and places cybersecurity
within a wider context so that various concepts, models, and strategies can be applied to
solving cybersecurity threats as and when they occur. Indeed, in [1] the vulnerability of
individuals is made clear, and this is due to the increasing use of social media platforms
and the increase in electronic risks that have allowed cybercrime to thrive. To counteract
phishing and various other forms of cyber-attack, attention to data privacy is essential.
This means that cyber security awareness is given priority and ways are found to reduce
individuals’ vulnerabilities. In [2], reference is made to ransomware attacks, which result
in monetary losses and reputational damage, and it is for these reasons that current trends
need to be monitored and ransomware detection deployed. By having an overview of
ransomware attacks, intelligence can be established that identifies and minimizes the
actions of those carrying out such attacks.

As regards security threats and requirements, Ref. [3] advocates a data processing
approach that outlines the steps incorporated within a centralized contact tracing system
that can prove beneficial in terms of collecting and sharing information relating to an
event/outcome. By mapping security and privacy threats, the security requirements for
each type of threat can be made known and the centralized contact tracing system can be
viewed as effective. Acknowledging that decision support tools play a useful role vis à
vis intelligent sociotechnical systems [4], a number of challenges can be overcome. The
emphasis is on the ability to analyze and process various forms of information. Defeasible
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logic programming (DeLP) can be utilized, a P-DAQAP framework can be developed, and
a preliminary empirical evaluation undertaken.

Reflecting on the fact that security controls help to safeguard software [5], it is essential
to find novel alternatives such as Security Chaos Engineering (SCE) that can be used to
protect assets. A defensive security strategy can harness ChaosXploit, which will help
identify and correct software misconfigurations sooner rather than later. Accepting that 5G
communications systems are vulnerable [6], it can be argued that it is necessary to establish
and measure the primary indicators in relation to the effectiveness of a security system,
devise a list of cybersecurity KPIs, and model matters accordingly. Additionally, critical
infrastructure can be better protected through the deployment of Threat Hunters that are
able to detect anomalies [7]. Artificial intelligence (e.g., machine learning) and visualization
techniques can enhance Cyber Situational Awareness (CSA) and manifest in the protection
of critical infrastructure.

A particle swarm optimization (PSO)-driven selection approach to identify the opti-
mum feature subsets and hybrid ensemble can help to enhance anomaly-based intrusion
detection systems [8]. Research [9] undertaken into deep learning to detect and protect
against botnet threats in relation to flying ad hoc networks (FANETs) utilizes the hybrid
shark and bear smell optimization algorithm (HSBSOA). The outcome is the hybrid shark
and bear smell-optimized dilated convolutional autoencoder (HSBSOpt_DCA).

In [10], a solution is provided for the transfer between blockchain-based heterogeneous
cryptocurrencies and central bank digital currencies (CBDCs). The researchers focus on and
draw from existing interoperability studies and solutions. An interoperable architecture
involving heterogeneous blockchains is used, and a decentralized peer-to-peer (P2P) service
model is proposed. In addition, security threats to the proposed service model are made
known and, most importantly, security requirements to counteract security threats are
detailed. In [11], attention is given to how managers can better appreciate the role that
sociocultural intelligence plays and utilize artificial intelligence more to facilitate cyber
threat intelligence (CTI). The intelligence cycle (IC) and the critical thinking process (CTP)
are described and combined, and a cyber threat intelligence cycle process (CTICP) is
developed that aids the resilience-building process.

Reflecting on the above set of papers, it can be argued that much has been achieved as
regards counteracting the actions of those intent on carrying out cyber-attacks, but there is
still a lot more work to be done. Clearly, the benefits of adequate cyber security provision
are clear to see, and the holistic picture derived from this Special Issue will help to identify
new areas of research and foster continued cooperation among cybersecurity researchers.
This is important for strengthening the academic base of the subject and encouraging
researchers from academia, industry, and government to pool resources and find novel
solutions to current and emerging forms of cyber-attack.

Conflicts of Interest: The authors declare no conflict of interest.
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Cybersecurity Awareness Assessment among Trainees of the
Technical and Vocational Training Corporation
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3 Information Systems Department, King Khalid University, Abha 62529, Saudi Arabia
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Abstract: People are the weakest link in the cybersecurity chain when viewed in the context of
technological advancement. People become vulnerable to trickery through contemporary technical
developments such as social media platforms. Information accessibility and flow have increased
rapidly and effectively; however, due to this increase, new electronic risks, or so-called cybercrime,
such as phishing, scams, and hacking, lead to privacy breaches and hardware sabotage. Therefore,
ensuring data privacy is vital, particularly in an educational institute where students constitute
the large majority of users. Students or trainees violate cybersecurity policies due to their lack of
awareness about the cybersecurity environment and the consequences of cybercrime. This paper aims
to assess the level of awareness of cybersecurity, users’ activities, and user responses to cybersecurity
issues. This paper collected data based on a distributed questionnaire among trainees in the Tech-
nical and Vocational Training Corporation (TVTC) to demonstrate the necessity of increasing user
awareness and training. In this study, quantitative research techniques were utilized to analyze the
responses from trainees using tests such as the Chi-Squared test. Proof of the reliability of the survey
was provided using Cronbach’s alpha test. This research identifies the deficiencies in cybersecurity
awareness among TVTC trainees. After analyzing the gathered data, recommendations for tackling
these shortcomings were offered, with the aim of enhancing trainees’ decision-making skills regarding
privacy and security using the Nudge model.

Keywords: cybersecurity; awareness; survey; information security; cybercrime

1. Introduction

The internet has become significantly connected to our lives as our economy and
infrastructure have become heavily dependent on internet networks and modern technol-
ogy [1]. The use of the internet has spread, especially with the digital transformation that
depends on managing operations for the public and private sectors by integrating modern
technology and taking advantage of it in all aspects of life and social circles [2]. The digital
transformation has caused a vast revolution, especially among educational circles, mainly
through the use of technology to obtain and disseminate information, which has led to an
increase in the use of the internet [3].

The ease of sharing and finding personal information via social media or online
searches has increased, but without adequate cybersecurity awareness, users may en-
counter challenges in determining whether to disclose their data. Factors such as cognitive
biases, time limitations, and emotional influences can complicate the selection process of
appropriate privacy protection options. This is especially true when interacting with user
interfaces on websites that necessitate registration or involvement [4].

Therefore, users will not have complete control over the privacy of their data, which
may lead to its violation [5]. Conversely, internet usage may involve certain processes or
elements that necessitate user consent, often without them being fully aware that some of
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5



Big Data Cogn. Comput. 2023, 7, 73

these aspects could be detrimental to their personal data [6]. Therefore, there are so-called
“Service Terms” that are included in every service provided to the user, whether in the
social or educational aspect, and they explain to the user how to benefit from and control
their data when using this service. It is often ignored and unread by the user, usually due
to a lack of awareness on behalf of the user in protecting their data [7].

As a result of the increased use of the internet, cybercrime and electronic fraud cases
have increased. Cybercrimes are similar traditional crimes in terms of different aspects and
groups, but their development is related to computer use and geographical diversity [8].
They are carried out by programmers called hackers, and they are divided according to
their actions, which may be on a personal level, i.e., for personal benefit by causing harm to
others, or for the general use, for example, for testing systems or trying something to help [9].
Hackers have developed new methods and techniques that may lead to financial gain and
psychological harm, or they may just sabotage for fun [3]. These cyber attacks are cheaper
and less dangerous than physical attacks, in addition to some other advantages, such as
the irrelevance of the distance to or place of an attack and the difficultly in identifying and
prosecuting the attacker. Accordingly, cyber attacks may continue to increase [1], which
may lead to violations of cybersecurity systems that protect the automation of the economy
and infrastructure [3].

Cybersecurity includes the process of providing protection for cyberspace and orga-
nizing all resources and processes related to cyber attacks [10]. The primary cause leading
to the increase in cyber attacks is the failure to follow the cybersecurity guidelines offered
by organizations. In [3], the authors stress the critical nature of implementing and adhering
to cybersecurity guidelines across all divisions of an organization. They highlight the
need to focus on the organization’s members, representing the most vulnerable point in
the security chain. This underscores the significance of cultivating strong cybersecurity
practices among employees to bolster overall organizational security. The authors of [4]
also emphasize the value of gently motivating users to make optimal choices regarding
the sharing of their personal data in the context of online privacy and security. By utilizing
non-intrusive interventions, individuals can be guided toward making better-informed
decisions about their data protection and online safety.

As cyber attacks have increased around the world, cybersecurity has become a pri-
ority in many countries. Accordingly, the Kingdom of Saudi Arabia has strengthened its
investments and efforts to develop cybersecurity and its related procedures in the public
and private sectors by 2030. The Kingdom of Saudi Arabia has established the National
Authority for Cybersecurity (NCA) [11] to strengthen the position of cybersecurity and
control the procedures and operational processes associated with it. The Saudi Federation
for Cybersecurity and Drones (SAFCSP) [12] is another Saudi association that applies
international standards, regulations, and practices to help improve the cybersecurity of the
Kingdom of Saudi Arabia for it to become one of the leading countries in the technology
revolution [13].

The rapid development of technology has led to an increase in the use of intelligent
devices connected to the internet, especially in the educational sector. The number of
smart devices exceeded 4 billion in 2020, leading to increased cyber attacks and new
challenges [14].

The main reason for the increase in cybercrime in the educational sector is the poor
awareness among users, as experts have shown in [15]. Cybersecurity awareness and
policies in Saudi Arabia have not received enough attention among university students and
institute trainees. This entails protecting individuals and university and school students
by raising awareness about cybersecurity, providing training programs and educational
means on the challenges of cybersecurity and the consequences of information crimes,
and increasing the knowledge of risks of losing sensitive information [3,15]. This work
assesses the level of awareness of cybersecurity and users’ activities and their reaction to
cybersecurity aspects. The contribution of this paper is as follows:

6
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• The level of cybersecurity awareness is explored among trainees at the TVTC by
evaluating and measuring many security factors while using the internet.

• Gaps are found in awareness of trainees at the educational organization (TVTC)
after examining and analyzing the results and strategies are proposed to enhance
this awareness.

• Awareness about cybersecurity is enhanced by presenting a theoretical framework
appropriate for the TVTC to educate trainees about the risks and consequences
of cybercrime.

• The approach is developed in the TVTC and proposals are made commensurate with
the gaps we found through analyses of the results to improve the security environment
and the decision-making process of individuals and the organization.

The rest of this paper is structured as follows: the relevant works are put forward in
Section 2. Section 3 presents the methodology for assessing cybersecurity awareness among
trainees and describes the dataset collected in this study. The results are shown in Section 4
based on the analysis and examination of the data. This paper concludes with a review of
the study’s data and findings in Section 5, followed by Section 6 with a conclusion.

2. Related Work

Few studies have covered cybersecurity awareness in the educational community and
among students, which depends on people’s understanding and knowledge of cyberse-
curity or information security and the consequent risks and methods of protection from
them [16]. Many relevant works have determined the awareness level by assessing the
understanding of cybersecurity concepts among students. Alharbi et al. [3] showed how
Majmaah University students [17] understand cybersecurity, cyberattacks, and their conse-
quences. Based on the questionnaire conducted by researchers, they found that awareness
about cybersecurity must be increased among university students, advanced educational
methods should be used and combined with traditional methods, and videos and games
can be used to provide awareness to students. However, the length of the questions in the
questionnaire was one of the defects of this study, which may have led to ambiguity in
understanding basic terms and concepts.

Khader et al. [18] suggested a theoretical cybersecurity awareness framework that
directs the implementation of programs to raise graduates’ cybersecurity awareness in any
academic setting. The CAFA [19] can be a jumping-off point for educational institutions
looking to establish new policies and procedures.

The study in [20] aimed to determine the level of understanding of threats related
to online security and comprehension of the preventive measures used to protect young
people from online dangers. Data were collected from youths enrolled in classes of children
aged eleven and higher at random. According to the survey findings, most young people
are unaware of internet security risks and hazards. This survey sample did not adhere to
the universal frameworks used to produce acceptable results, which can be enhanced to
reflect solid findings [21].

Another work performed by Taha et al. [22] compared college students’ knowledge
and behavior regarding information security awareness. The main objective was to compare
students’ understanding of information security when using smartphones versus comput-
ers to see where there are differences. As a result of their work, they encourage academic
institutions to exercise caution and run information security awareness campaigns. The cre-
ation of the necessary level of awareness among all Jordanian students would be facilitated
by including an information security course as a university requirement. However, the
survey question count needed to be improved, which resulted in inaccurate measurements
of all relevant factors considering cyber attack evolution and the tools available to defend
against them.

7
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The authors of [23] assessed students’ cybersecurity knowledge in developing coun-
tries by examining the understanding of the effects of software and email security. The
study was conducted through a scientific questionnaire containing eleven questions, which
could be considered as of the defects of this study, as the number of questions needed
to be increased to include all essential aspects of cybersecurity. However, through this
questionnaire, the researchers found that awareness of email security increases awareness
about cybersecurity more than software security.

Likewise, researchers [24] investigated the increasing awareness of cybersecurity
with the spread of social engineering attacks targeting users as they are the weakest
link according to their level of understanding about this type of attack. The researchers
discovered that education programs are an effective method to raise awareness among users
and employees. Nevertheless, the work could have included the study and comparison of
laws and regulations legislated by governments.

3. Materials and Methods

3.1. Research Method

This study used a survey method to gather qualitative data about the Technical and
Vocational Training Corporation trainees and assess their level of cyber security knowledge.
The survey was conducted online to efficiently and ethically collect a sizable sample of male
and female trainees. There were 40 questions in total, covering a variety of cybersecurity
topics, such as demographics (4 questions), technical information (2 questions), internet
usage (2 questions), information about prior hacks (1 question), use of security tools such
as antivirus [25], two-factor authentications (2FA) [26], firewalls [27] (9 questions), pass-
word policy (9 questions), browser security (3 questions), social networking (5 questions),
and cybersecurity knowledge (9 questions). The survey questions were chosen based on
mechanisms designed by other cybersecurity researchers [3,23].

The internet serves as a worldwide platform for information and commerce, offering
numerous benefits to users. However, as individuals spend more time online, they may
encounter various infringements, including privacy concerns that necessitate increased
awareness of responsible internet usage [28]. To better understand this phenomenon,
questions were designed to gather insights into the online behavior of trainees, ultimately
shedding light on their internet usage habits and potential vulnerabilities.

Awareness questions about security tools, which in turn help individuals to protect
themselves from cybercrime-related threats during personal use of the internet, noting
that it is not enough to rely on them alone [29], have been created to examine the current
security practices among Technical and Vocational Training Corporation trainees.

The browser security segment questions aim to assess the trainees’ comprehension of
how secure their standard web browser is. A web browser is the gateway to information
and services via the internet, through which accounts are accessed via e-mail, social media,
and downloading various files. Hence, it counts as a sensitive gateway to attack and
cybercrime [30].

The networking and cyberspace knowledge questions assess the trainees’ understand-
ing of the dangers of accessing a variety of social networks, as it is the main basis for
communication between individuals and access to various websites, which increases the
risk of attacks on their personal data and information accessed through it. The questions
also assessed the trainees understanding of how to respond to cybercrime events [31].
Therefore, we examined the trainees’ cybersecurity knowledge, abilities, behavior, beliefs,
and self-perception.

The questionnaire was selected from other survey questions created by other re-
searchers in [3], with adjustments to reduce the number of questions (which is mentioned
as a limitation in [3]) according to a random sample of 50 male and female trainees who
recommended reducing the number of questions to maintain some degree of satisfaction.
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3.2. Study Model

The survey depends on the scientific questionnaire standards used in related works [3]
and [23] with a few modifications in several questions due to limitations in previous works,
such as responses of a random sample of trainees. The modified questions were reviewed
and analyzed based on the questionnaire standards [32]. The survey questions also include
additional scientific explanations for each section to make it easier for non-technical trainees
to understand the questions. The first page of the questionnaire also contained the aim of
the study, explaining the meaning and some basic information to the user. After obtaining
the required approval from the TVTC, the survey was distributed through the questionnaire
link among trainees with the help of heads of department. The sample size of this study
followed the standard guidelines [21], which resulted in 739 complete responses from
TVTC trainees with limited responses to one answer for each sample by requesting signing
in to a Google account.

3.3. Data Collection

The data were collected in electronic form by sharing an official link through the
organization to give respondents access to the designed question on the Google Form,
answer, and submit their responses. The responses were exported to Microsoft Excel after
the questionnaire had been administered. The total number of collected responses exported
to Excel was 739. The data were cleaned in Excel, and after cleaning, the data were exported
and coded in Statistical Package for the Social Sciences (SPSS) for further analysis.

4. Results

The entire population of trainees was selected for this study, and the respondent
trainees served as the chosen sample. The study focuses on trainees’ knowledge of cyber-
security issues, including phishing attacks, which is based on targeting specific people
through their available data or exploiting errors caused by these people through their
use of systems [33]; malware, which is programming code that helps perform malicious
actions used by attackers to steal information or harm others without user permission [34];
patching, which is intended to fix defects in programs; and adding features, including
improving the security of programs by identifying, verifying, and installing updates [35].
The actions of trainees exposed to cybercrime were also studied. The survey also gath-
ered information from trainees regarding cybersecurity concepts such as countermeasures,
password protection, website security, and social media platforms.

4.1. Descriptive Analysis

This section focuses on data analysis, which is presented as frequency distribution
tables, bar charts, percentages, and proportions using Chi-square test techniques [36]. Tests
were conducted at a 95% confidence level, and the decision rule was based on the null
hypothesis; if the p-value was less than 0.05 we reject the null hypothesis and conclude that
the two groups are dependent on each other, and if the p-value is greater than 0.05, we do
not reject the null hypothesis and conclude that the two groups are independent of each
other [37].

The accuracy of the assessment of cybersecurity knowledge of trainees depends on
measuring the influence of the life cycle variables of the trainees. Therefore, variables
such as sex, the level of qualification, specialization, and the operating system used were
selected to help the assessment. Table 1 summarizes the variable information of the sampled
population in more detail.
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Table 1. Shows the respondents’ gender, level of qualification, operating system, and specializations.

Variables Freq. Percentage %

Sex
Male 281 38.02

Female 458 61.98

Degree
BA 19 2.57

Diploma 720 97.43

Specialization
Accounting 4 0.54

Administrative technology 194 26.25
Arabic language 1 0.14

Chemical technology 4 0.54
Civil and architectural

technology 4 0.54

Computer technology 281 38.02
Decoration, beauty

technology, and clothing
design

146 19.76

Electrical technology 2 0.27
Electronic technology 53 7.17

Food technology and the
environment 2 0.27

Human resources 5 0.68
Insurance 8 1.08

Library administration 11 1.49
Mechanical technology 16 2.17

Operating Systems used
Linux 8 1.08
Mac 123 16.64

Windows 403 54.53
Unknown 163 22.06

Windows system, Linux
system (Linux) 13 1.76

Windows system, Mac system
(Mac OS) 24 3.25

Windows, Mac OS, Linux 5 0.68

As the table shows, most of the respondents were female (458 (61.98%)), while there
were 281 male respondents (38.02%). It was recorded that the majority of the respondents,
720 (97.43%), had a diploma, while the rest of the respondents, 19 (2.57%), had bachelor
degrees. The specialization area in Table 1 shows that 4 (0.54%) respondents were ac-
counting specialists, 194 (26.25%) respondents belong to administrative technology (either
marketing and innovation, human resources, or logistics), one respondent specialized in
the Arabic language, 4 (0.54%) respondents specialized in both chemical technology (chem-
ical production and chemical laboratories) and civil and architectural technology (such
as surveying, civil construction, and architectural construction). At total of 281 (38.02%)
respondents specialized in computer technology (such as networking, software, technical
support, and multimedia). A total of 146 (19.76%) respondents specialized in decoration,
beauty technology, and clothing design (e.g., cosmetology, hair care, fashion manufacturing,
and fashion design). Two (0.27%) respondents specialized in both electrical technology
(such as electrical machines, electric power, and renewable energy) and food technology
and the environment (e.g., food safety, occupational safety, and health, and environmental
protection). A total of 53 (7.17%) respondents specialized in electronic technology (such
as electronics and control systems, precision instruments and machines, and medical de-
vices). Five (0.68%) respondents specialized in human resources, 8 (1.08%) respondents
specialized in insurance, 11 (1.49%) respondents were library administration specialists, 16
(1.17%) respondents specialized in mechanical technology (such as manufacturing, engines
and vehicles, and refrigeration and air conditioning), and lastly, 8 (1.98%) respondents
specialized in tourism and hospitality technology (e.g., travel and tourism, hotels, and

10



Big Data Cogn. Comput. 2023, 7, 73

event management). Regarding the type of operating system on respondents’ devices,
the majority of the respondents had Windows on their device (403 (54.53%) respondents),
followed by 123 (16.64%) respondents who had Mac on their devices, 8 (1.08%) had Linux
on their devices, about 163 (22.06%) respondents did not know the type of operating system
on their device, 13 (1.76%) respondents had both Windows and Linux on their device, and
24 (3.25%) had both Windows and Mac on their system device. The respondents were not
asked about a specific device type due to the various vendors, which is out of the scope
of this research. In comparison, 5 (0.68%) respondents had all three types of operating
systems on their system devices, as shown in Figure 1.

Figure 1. Respondents’ Operating Systems.

4.2. Cybersecurity Concepts

In cybersecurity, the term CIA, which indicates confidentiality, integrity, and availability [38],
is utilized as the main principle required to maintain the essential knowledge of cyberse-
curity concepts by applying specific processes to systems and services connected to the
internet. Organizations, even academic institutions, protect the cyberspace by protecting
weaknesses in the chain (trainees) and should take measures to educate them on how to
protect their critical data and networks [38,39]. Based on the weakness in the chain (the
trainees), this paper aims to assess the CIA concept among them. The questionnaire in
this paper contains 40 questions, of which 26 focus on the cybersecurity aspects of the
CIA (Table 2). It includes 14 questions about confidentiality, passwords, and revealing
personal information on social networking sites. Twelve integrity, firewall, email policy,
browser, and antivirus software questions were included in the evaluation. In addition, all
26 questions were related to measuring availability.

A small percentage of respondents (0.41%) spent the most time on Facebook [40], 27
(3.65%) respondents spent the most time on Instagram [41], 4 (0.54%) respondents spent the
most time on LinkedIn [42], and a high percentage of 159 (21.52%) respondents spent the
most time on Snapchat [43]. Moreover, 14 respondents spent the most time on both Insta-
gram and Twitter [44], 11 respondents spent the most time on Instagram and YouTube [45],
2 respondents spent the most time on both Snapchat and Facebook, 78 respondents spent
the most time on both Snapchat and Instagram, 27 respondents spent the most time on
Snapchat and Twitter, 10 respondents spent the most time on Snapchat and YouTube,
3 respondents spent the most time on WhatsApp [46] and Facebook, 13 respondents spent
the most time on WhatsApp and Instagram, a high percentage of the respondents (276,
37.35%) spent the most time on WhatsApp and Snapchat, and lastly, four respondents spent
the most time on WhatsApp and YouTube.
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Table 2. Time respondents spent on social media platforms.

Which Social Network Do You Spend
the Most Hours on?

Freq. Percentage %

Facebook 3 0.41
Instagram 27 3.65
LinkedIn 4 0.54
Snapchat 159 21.52
Twitter 41 5.55

WhatsApp 31 4.19
YouTube 27 3.65

Instagram, Twitter 14 1.89
Instagram, YouTube 11 1.49
Snapchat, Facebook 2 0.27
Snapchat, Instagram 78 10.55

Snapchat, Twitter 27 3.65
Snapchat, Youtube 10 1.35

WhatsApp, Facebook 3 0.41
WhatsApp, Instagram 13 1.76
WhatsApp, Snapchat 276 37.35
WhatsApp, Twitter 9 1.22

WhatsApp, YouTube 4 0.54

About 555 (75.1%) respondents have email and do use their email, while a small
amount of 184 (24.9%) respondents sometimes used their email (Table 3).

Table 3. Respondents reply to email usage.

Do You Use E-Mail? Freq. Percentage %

Yes 555 75.1
Sometimes 184 24.9

4.2.1. System Update

Table 4 reveals that the majority of the respondents’, 392 (53.04%), devices have
automatic updates enables, i.e., the device updates the system if it detects a new update,
which helps them keep their devices safe. A total of 258 (34.91%) respondents performed
manual updates, i.e., the auto update feature is disabled and they update the device
themselves when it asks for an update. A total of 59 (7.98%) respondents do not use the
update feature, i.e., they use their devices without an update; this makes their devices more
vulnerable to threats and hacking than others. A total of 30 (4.06%) respondents had got
received device and had not updated it yet. To better understand the percentages, Figure 2
shows the responses regarding the operating system updates.

Table 4. Respondents ways of updating their OS device.

How to Update the Operating System
of Your Device?

Freq. Percentage %

Automatic update (the automatic update
feature is enabled and the device updates

the system if it detects a new update)
392 53.04

I do not know the update feature 59 7.98
Manual update (the auto update feature

is disabled and I update the device
myself when it asks for an update)

258 34.91

Never (the device is new) 30 4.06
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Figure 2. How respondents update their operating system.

4.2.2. Devices Attacked

The following Figure 3 shows the results of whether the trainees’ devices had been
attacked before. A total of 660 (89.31%) respondents’ devices had not been attacked before,
which means they apply proper security practices, while a virus had attacked 33 (4.47%)
respondents’ devices, 31 (4.19%) respondents’ accounts had been hacked, and 15 (2.03%)
respondents had been scammed.

Figure 3. Previously attacked devices.

Although those who implement security measures make up the majority, this survey
asked follow-up questions to the respondents whose devices had been hacked and deceived
before, as Table 5 shows.

Of the respondents who had been scammed, 3 (0.4%) did nothing and 12 (1.6%)
informed the concerned authorities and their card was suspended. Out of the respondents
who informed us that their account was hacked, 10 (1.4%) contacted support for the hacked
program, 6 (0.8%) did nothing to it, and 6 (0.8%) informed everyone that their account was
hacked and contacted the support for the hack program. Eight (1.1%) only told everyone
that their account was hacked. However, of respondents that said that their device was
infected with a virus, 10 (1.4%) ran a device scan program (programs to detect viruses
inside the device), 9 (1.2%) deleted virus-related files, 7 (0.9%) ran a device scan program
(programs to detect viruses inside the device) and deleted the files associated with the
virus, and 6 (0.8%) went to tech support.
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Table 5. Respondents reactions to the device being attacked.

When You Were Scammed? Freq. Percentage %

Did not do anything 3 0.4
Informed the concerned authorities, the bank

card was suspended 12 1.6

When my account was hacked

I contacted support for the hacked program. 10 1.4
I did not do anything 6 0.8

I informed everyone that my account was
hacked and I contacted support for the

hacked program
6 0.8

I told everyone that my account was hacked 8 1.1
I told everyone that my account was hacked,
I contacted support for the hacked program,

and I did nothing
1 0.1

When my device got infected with a virus

I did not do anything 1 1
I ran a device scan program (programs to

detect viruses inside the device) and I
deleted the files associated with the virus

7 0.9

I went to tech support 6 0.8
I ran a device scan program (programs to

detect viruses inside the device) 10 1.4

Virus-related files were deleted 9 1.2

4.2.3. Antivirus Software

The default protection on computers enforces some countermeasures related to the
security of devices, such as protection mechanisms. One of the protection mechanisms is
software that detects malicious websites when visiting or downloading files containing a
virus. This software, called antivirus software, detects malicious files, depending on their
signature or behaviors and compares the findings with a huge related database. This type
of software helps trainees protect their devices [47]. As expected, most trainees did not
have antivirus software installed, as shown in Table 6. A total of 273 (36.94%) respondents
had antivirus software installed on their devices, 164 (22.19%) respondents sometimes
installed antivirus software on their devices, while 302 (40.87%) did not have antivirus
software installed.

Table 6. Installation of antivirus software.

Have You Installed Antivirus Software
(Protection Software to Detect and Protect

against Viruses) on Your Devices
Freq. Percentage %

No 302 40.87
Sometimes 164 22.19

Yes 273 36.94

Trainees need to know about cybersecurity countermeasures that help to keep their
devices and information secure. Table 7 shows the rate in which respondents agree with
the research questions on a Likert scale. A total of 558 (75.51%) respondents completely
agree that antivirus and security software must be downloaded from licensed and trusted
sources, 124 (16.78%) respondents agreed, and 49 (6.63%) respondents are neutral regarding
whether antivirus and security software should be downloaded from licensed and trusted
sources. A total of 3 (0.41%) respondents disagreed and 5 (0.68%) respondents strongly
disagreed that antivirus and security software must be downloaded from licensed and
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trusted sources. The majority of the respondents (509 (68.88)) completely agreed that
antivirus software must be up to date; similarly, 162 (21.92%) also agreed that antivirus
software must be up to date. A total of 58 (7.85%) respondents did not know (i.e., neutral to
the research question), 6 (0.81%) respondents disagreed and 4 (0.54%) respondents strongly
disagreed that antivirus software must be up to date. A total of 267 respondents (36.13%)
completely agreed that they were able to recognise sites that will infect their computer with
viruses if they visit them and download their programs; similarly, 227 (30.72%) respondents
agreed with this statement. A total of 198 (26.79%) respondents did not know (i.e., neutral),
30 (4.06%) respondents disagreed and 17 (2.30%) respondents strongly disagreed that they
were able to recognise sites that will infect their computer with viruses if they visit them
and download their programs. A total of 360 respondents (48.71%) completely agreed that
the firewall (a program that protects the network (the internet)) must be activated in all the
devices they use. Similarly, 242 (32.75%) respondents agreed with this statement. A total of
125 (16.91%) respondents did not know (i.e., neutral), 11 (1.49%) respondents disagreed,
and 1 (0.14%) respondent strongly disagreed that the firewall must be activated in all the
devices they use. A total of 240 respondents (32.48%) completely agreed that they felt
that all the devices they used were safe. Similarly, 281 (38.02%) respondents agreed with
this statement. A total of 140 (18.94%) respondents did not know (i.e., neutral), 70 (9.47%)
respondents disagreed, and 8 (1.08%) respondents strongly disagreed that they felt that all
the devices they used were safe. A total of 480 respondents (64.95%) totally agreed that
they must use two-factor verification (for example, the method of entering Mubashir for
the Al Rajhi Bank application and entering the verification code sent by text message) if it
is available. Similarly, 187 (25.30%) respondents also agreed with this statement. A total of
55 (7.44%) respondents did not know (i.e., neutral), 13 (1.76%) respondents disagrees, and
4 (0.45%) respondents strongly disagrees that they must use two-factor verification if it is
available. A total of 173 (23.4%) respondents completely agreed, 158 (21.4%) respondents
agreed, 129 (17.5%) respondents did not know, 162 (21.9%) respondents disagreed, and 117
(15.8%) respondents strongly disagreed with the statement that public networks (internet
located in airports, parks, and malls) can be used and are safe to use on personal devices.
A total of 144 (19.5%) respondents totally agreed, 201 (27.2%) respondents agreed, 126
(17.1%) respondents did not know, 179 (24.2%) respondents disagreed, and 89 (12.0%)
respondents strongly disagreed with the statement that attachments (sent files such as
Word files or others) sent to your email or social networks may be opened without worry.
Lastly, 224 (30.3%) respondents totally agreed, 209 (28.3%) respondents agreed, 110 (14.9%)
respondents did not know, 171 (23.1%) respondents disagreed, and 25 (3.4%) respondents
strongly disagreed with the statement that their passwords must be changed periodically.

4.2.4. Password Mechanism

Cybersecurity countermeasures include strong passwords to protect accounts and
information. Passwords are one of the authentication methods which needs to be strong.
Characteristics that are recommended for a strong password are a password length of at
least 12 characters and a password that contains alpha (capital and small letters), numeric,
and at least one special character (symbols) [48]. Therefore, in this survey, we assessed
how the trainees manage their passwords and their knowledge about them, with the data
summarised in Table 8.
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Table 7. Respondents perception of cybersecurity countermeasures.

Questions Totally Agree Agree
Do Not
Know

Disagree Strongly Disagree Total

Antivirus and security
software must be

downloaded from licensed
and trusted sources.

558 124 49 3 5 739

% 75.51 16.78 6.63 0.41 0.68 100.00

Antivirus software must
be up to date. 509 162 58 6 4 739

% 68.88 21.92 7.85 0.81 0.54 100.00

I feel that all the devices I
use are safe. 240 281 140 70 8 739

% 32.48 38.02 18.94 9.47 1.08 100.00

I am familiar with sites
that will infect my

computer with viruses if I
visit them and download

their programs.

267 227 198 30 17 739

% 36.13 30.72 26.79 4.6 2.30 100.00

The firewall (a program
that provides protection

for the network (the
internet)) must be

activated in all the devices
we use.

360 242 125 11 1 739

% 48.71 32.75 16.91 1.49 0.14 100.00

We must use two-factor
verification (example: the

method of entering
Mubashir for the Al Rajhi

Bank application and
entering the verification

code sent by text message)
if it is available.

480 187 55 13 4 739

% 64.95 25.30 7.44 1.76 0.54 100.00

Public networks (internet
located in airports, parks,

and malls) can be used and
are safe to use on personal

devices.

173 158 129 162 117 739

% 23.4 21.4 17.5 21.9 15.8 100.00

You can open any
attachments (sent files
such as Word files or

others) sent to your email
or social networks without

worry.

144 201 126 179 89 739

% 19.5 27.2 17.1 24.2 12.0 100.00
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Table 8. Respondents perception of data protection and security regarding passwords.

Questions Totally Agree Agree
Do Not
Know

Disagree Strongly Disagree Total

I can use passwords that
were previously used. 118 205 94 231 91 739

% 16.0 27.7 12.7 31.3 12.3 100.00

One password can be used
for multiple sites. 145 224 72 186 112 739

% 19.6 30.3 9.7 25.2 15.2 100.00

Our passwords can be
shared with others. 51 46 34 145 463 739

% 6.9 6.2 4.6 19.6 62.7 100.00

What annoys me is that I
have long, strong, and
different passwords for

several sites, and it is hard
for me to remember them

all.

259 221 78 120 61 739

% 35.0 29.9 10.6 16.2 8.3 100.00

We must log out of our
accounts (e.g., email,

university website, bank
applications, etc.) when

work is complete.

365 200 80 71 23 739

% 49.4 27.1 10.8 9.6 3.1 100.00

Private passwords should
not be recorded on paper

or in device notes.
226 173 108 162 70 739

% 30.6 23.4 14.6 21.9 9.5 100.00

We have to remember
passwords without going
back to the device, and we

do not let the device
remember our passwords.

278 238 103 96 24 739

% 37.6 32.2 13.9 13.0 3.2 100.00

We must update the
internet browser (the

browser we use to visit
sites such as Chrome,

Safari, and others) and
make sure to update it

constantly.

381 251 92 10 5 739

% 51.6 34.0 12.4 1.4 0.7 100.00

We must constantly check
browser links (the URLs
that appear at the top of

the page, i.e., https:
//www.google.com/
(accessed on 1 March

2023))

379 225 100 26 9 739

% 51.3 30.4 13.5 3.5 1.2 100.00
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Table 8. Cont.

Questions Totally Agree Agree
Do Not
Know

Disagree Strongly Disagree Total

Always use the incognito
browser (users usually
activate it when they

connect to the internet
from public networks such
as coffee shops, airports, or

public offices as it
contributes to protecting
privacy and your search
history will not be saved

after.

235 220 217 48 19 739

% 31.8 29.8 29.4 6.5 2.6 100.00

Passwords are secure if
they are 12 characters long
and contain lowercase and
uppercase letters, numbers,
special characters ($, &, ;,
@, etc.), and punctuation.

430 218 45 43 3 739

% 58.19 29.50 6.09 5.82 0.41 100.00

Our passwords must be
changed periodically. 224 209 110 171 25 739

% 30.3 28.3 14.9 23.1 3.4 100.00

Respondents were asked some security questions about their user password and the
necessity to protect them. A total of 118 (16.0%) respondents totally agreed that they could
use the passwords that have been previously used, 205 (27.7%) respondents agreed, 94
(12.7%) respondents dis not know, 231 (31.3%, the highest percentage) disagreed, and 91
(12.3%) respondents strongly disagreed. A total of 145 (19.6%) respondents agreed that one
password could be used for multiple sites, 224 (30.3%, the highest percentage) respondents
agreed, 72 (9.7%) respondents did not know, 186 (25.2%) respondents disagreed, and 112
(15.2%) respondents strongly disagreed. A total of 51 (6.9%) respondents totally agreed
that passwords could be shared with others, 46 (6.2%) respondents agreed, 43 (4.6%)
respondents did not know, 145 (19.6%) respondents disagreed, and 463 (62.7%) respondents
(the highest percentage) strongly disagreed. A total of 259 (35.0%) respondents agreed that
it is annoying to have long, strong, and different passwords for several sites and it was hard
for them to remember them all, 221 (29.9%) respondents agreed, 78 (10.6%) respondents
did not know, 120 (16.2%) respondents disagreed, and 61 (8.3%) respondents strongly
disagreed. A total of 365 (49.4%) respondents (the highest percentage) totally agrees that
they must log out of their accounts (e.g., email, university website, bank applications, etc.)
when work is complete, 200 (27.1%) respondents agreed, 80 (10.8%) respondents did not
know, 71 (9.6%) respondents disagreed, and 23 (3.1%) respondents strongly disagreed.

4.2.5. Data Protection Through Social Media Privacy

The last area of cybersecurity countermeasures this survey assesses is data protection
and privacy. Table 9 shows the responses to data protection through social media privacy
in detail.
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Table 9. Respondents’ perception of social media privacy.

Questions Totally Agree Agree
Do Not
Know

Disagree Strongly Disagree Total

There is no harm in
posting personal photos on

social media.
131 154 149 154 151 739

% 17.7 20.8 20.2 20.8 20.4 100.00

There is no harm in
accepting an extension
from anyone on social

media.

123 161 131 176 148 739

% 16.6 21.8 17.7 23.8 20.0 100.00

There is no harm in
sharing your current

location on social media.
105 121 107 174 232 739

% 14.2 16.4 14.5 23.5 31.4 100.00

There is no harm in
sharing current job

information on social
media and updating the

information continuously.

113 111 128 175 212 739

% 15.3 15.0 17.3 23.7 28.7 100.00

I know how to report any
risks or threats (such as
harassment or bullying)
that I face when using

social media.

323 238 120 36 22 739

% 43.7 32.2 16.2 4.9 3.0 100.00

Respondents were further asked some questions on data protection through social
media. A total of 131 (17.7%) respondents agreed that there was no harm in posting
personal photos on social media, 154 (20.8%) respondents agreed, 149 (20.2%) respondents
did not know, 154 (20.4%) disagreed, and 151 (20.4%) respondents strongly disagreed.
A total of 123 (16.6%) respondents totally agreed that there was no harm in accepting
an extension from anyone on social media, 161 (21.8%) respondents agreed, 131 (17.7%)
respondents did not know, 176 (23.8%) disagreed, and 148 (20.%) respondents strongly
disagreed. A total of 105 (14.2%) respondents agreed that there was no harm in sharing your
current location on social media, 121 (16.4%) respondents agreed, 107 (23.5%) respondents
did not know, 174 (23.5%) respondents disagreed, and the highest percentage (31.4%,
232 respondents) strongly disagreed. About 113 (15.3%) respondents agreed that there
was no harm in sharing current job information on social media and updating the data
continuously., 111 (15.0%) respondents agreed, 128 (17.3%) respondents did not know,
175 (23.7%) respondents disagreed, and the highest percentage (28.7%, 212 respondents)
strongly disagreed. Lastly, the highest percentage of respondents (323, 43.7%) totally
agreed that they knew how to report any risks or threats (such as harassment or bullying)
that they may face when using social media, 238 (32.2%) respondents agreed, 120 (16.2%)
respondents did not know, 36 (4.9%) respondents disagreed, and 22 (3.0%) respondents
strongly disagreed. At the end of this survey, we conducted an analysis to find out the extent
to which trainees are attracted to matters related to cybersecurity and attend seminars,
and the importance of raising awareness about cybersecurity, with the results shown in
Tables 10–12.
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Table 10. Previously attended or participated in an awareness program on cybersecurity.

Have You Previously
Attended or Participated in
an Awareness Program on

Cybersecurity?

Freq. Percentage %

No 507 68.6
Yes 232 31.4

Total 739 100.00

How long was the program
you attended?

1 to 3 days 40 5.4
3 to 5 days 21 2.8

Less than a day 142 19.2
More than 5 days 29 3.9

Total 232 31.4

Table 10 shows that 232 (31.4%) respondents had previously attended or participated
in an awareness program on cybersecurity, while a higher percentage of respondents
(507, 68.6%) had not previously attended or participated in an awareness program on
cybersecurity. Out of the 232 respondents that had participated in an awareness program
on cybersecurity, 40 respondents attended an awareness program that lasted for one to
three days, 21 respondents attended an awareness program that lasted for three to five
days, 142 respondents attended an awareness program that lasted for less than a day, and
lastly, 29 respondents participated in an awareness program on cybersecurity that lasted
for more than five days.

Table 11. Participant perceptions on the necessity of awareness programs.

Questions Totally Agree Agree
Do Not
Know

Disagree Strongly Disagree Total

It is necessary to have an
awareness program on

cyber security these days
to protect others from

falling victim to hacking

506 164 58 8 3 739

% 68.5 22.2 7.8 1.1 0.4 100.00

Filling out this
questionnaire was

interesting
352 261 69 43 14 739

% 47.6 35.3 9.3 5.8 1.9 100.00

Respondents were questioned on the necessity of an awareness program on cyberse-
curity; 506 (68.5%) respondents totally agreed that it was necessary to have an awareness
program on cybersecurity these days to protect others from falling victim to hacking,
164 (22.2%) respondents agreed, 58 (7.8%) respondents did not know, 8 respondents dis-
agreed, and a very low proportion of respondents (3, 0.4%) strongly disagreed. However,
the majority of the respondents (352, 47.6%) totally agreed that filling out this question-
naire was interesting and exciting, 261 (35.3) respondents agreed, 69 (9.3%) respondents
did not know, 43 (5.8%) respondents disagreed, and very few respondents (14, 1.9%)
strongly disagreed.
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Table 12. Previous discussions of security aspects

This Is the First Time I Have
Discussed the Security

Aspects of the Devices I
Have Used Regularly.

Freq. Percentage %

No 60 8.1
Sometimes 205 27.7

Yes 474 64.1

Total 739 100.00

A total of 474 (64.1%) respondents said that this was the first time they had discussed
the security aspects of the devices they use on a regular basis, 205 (27.7%) respondents said
that they sometimes discuss the security aspects of the devices they use on a regular basis,
while 60 (8.1%) respondents do not discuss the security aspects of the devices they use on a
regular basis.

Figure 4 shows a bar graph between the type of operating system on respondents’
devices and the tendency of being attacked, which was extracted from this survey. The
chart shows that respondents with Windows devices are more likely to be either attacked
by viruses, scammed, or hacked.

Figure 4. Relationship between type of operating systems and attacks.

4.3. Chi-Square Tests to Hypothesis Statement

This part of the study was conducted to help assess whether the likelihood of attacks
on respondents’ devices is dependent on the operating system they have installed on
their devices. A Pearson’s chi-squared test was used to evaluate the differences, where
chi-square test use two categorical variables of independence: null hypothesis (0) if the
variables are independent, and alternative hypothesis (a) if the variables are dependent. If
the p-value is less than 0.05, we will reject the null hypothesis and can conclude that the
two groups are dependent on each other. If the p-value is greater than 0.05, we will not
reject the null hypothesis and can conclude that the two groups are independent of each
other [36]. The p-value in Table 13 is greater than the 0.05 significance level and thus we do
not reject the null hypothesis and conclude that the respondents’ type of operating system
they use, either Windows, Linux, or Mac, is not linked to the likelihood of being attacked.
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That is, there is no relationship between the operating system and the whether the device
will be attacked.

Table 13. Chi-Square Tests on OS and hacking.

Chi-Square Tests Value df p-Value

Pearson Chi-Square 19.448a 18 0.365

In order to evaluate if respondents’ perceptions of an awareness program on cyber
security is dependent on their educational system, we used the chi-squared test of indepen-
dence. chi-square test use two categorical variables of independence: null hypothesis (0): if
the variables are independent, and alternative hypothesis (a): if the variables are dependent.
Furthermore, this test was used to assess if respondents’ perceptions on the necessity
to have an awareness program on cyber security were dependent on their educational
system or not. The p-value for both research questions in Table 14 is greater than the
0.05 significance level. We reject the null hypothesis and conclude that respondents who
attended or participated in an awareness program on cybersecurity are not dependent on
their educational system. Similarly, respondent perception of the necessity of having an
awareness program on cybersecurity is not dependent on their educational system.

Table 14. Chi-squared test on security awareness.

Chi-Square Tests, Pearson Chi-Square
Educational System

Value df p-Value

Previously attended or participated in an
awareness program on cyber security? 0.348 2 0.840

It is necessary to have an awareness program
on cybersecurity these days to protect others

from hacking and falling victim.
10.989 8 0.202

5. Discussion and Limitations

The analyses were presented in frequency distribution tables, charts, percentages, and
proportions using Chi-square test techniques. However, most of the respondents were
female (61.98%), followed by males (38.02), out of which 98.78% attended the Technical
and Vocational Training Corporation. The results in Table 1 report that most respondents
were diploma holders (97.43%), while very few were bachelor degree holders (2.57%). Most
respondents (54.53%) had a Windows operating system on their device, 16.64% had a Mac
operating system, and few had a Linux operating system. In contrast, some respondents
5.69% had more than one operating system on their device. However, the majority of the
respondents operating systems on their devices were updated automatically as the auto
update feature was enabled, while 34.91% of respondents updated the operating systems
on their devices manually, few respondents 4.06% had not updated their operating system
on their device before because it was new, and 7.98% had never updated the operating
system on their device. A higher percentage of the respondents used email, while few
respondents only sometimes used email. The time respondents spent on social media was
assessed, and the majority spent most of their time on Snapchat, WhatsApp, Instagram, and
YouTube. The result reveal that the majority of respondents’ devices have not been attacked
before, at about 89.31%, while 4.47% had been infected by a virus, 4.19% had been hacked,
and 2.03% had been scammed. A total of 0.4% of respondents who had been scammed did
nothing afterwards and 1.6% informed the concerned authority and their bank card was
suspended to secure their account from losing money without their authentication. A total
of 1.4% of respondents who had had their account hacked also contacted the support for
the hacked program, 0.8% did nothing, 0.8% informed everyone that their account had been
hacked at the same time as contacting the support for the hacked program, while only 1.1%
told everyone that their account was hacked. Some respondents’ devices were infected
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with a virus, and of these respondents, 0.9% ran a device scan program and deleted the
files associated with the virus as a solution and 0.8% of these respondents went to tech
support this while also running a device scan program to detect the viruses in the device. In
contrast, 1.2% of respondents deleted the related virus files. In order to provide and build
solutions to enhance protection, 36.94% of respondents had antivirus software installed
to detect and protect devices against viruses, while 22.19% had only once or sometimes
installed it on their devices. Respondents were assessed on their perception of the use and
importance of antivirus software. Most agreed that antivirus and security software must
be downloaded from licensed and trusted sources, while very few disagreed. A higher
percentage of the respondents also agreed that antivirus software must be up to date, and
very few disagreed. The responses to security questions showed that the majority disagreed
with reusing previously used passwords and the majority agreed that one password can be
used for multiple sites. In contrast, most of the respondents strongly disagreed with sharing
their passwords with others. Finally, the perceptions of social media privacy were accessed,
and most of the respondents strongly disagreed with the statement that there is no harm
in sharing their current location on social media. Similarly, most respondents strongly
disagreed that there was no harm in sharing current job information on social media and
updating the information continuously. Theses results further reveal that most respondents
know how to report any risks or threats faced on social media. Finally, respondents were
asked about their awareness of cyber security programs. The results revealed that only
31.4% of respondents had previously attended or participated in an awareness program
on cyber security. In contrast, the rest (68.6%) have never attended or participated in any
awareness program on cyber security.

The results indicate that a significant portion of the awareness and responses con-
cerning security and data privacy hinges on individual behavior and decision making,
followed by the policies and guidelines set by organizations for their members. Making
informed decisions and devising strategies to protect individuals and raise awareness
about privacy and security when using personal devices, or those owned by an organiza-
tion, can be challenging due to factors such as commitment, cost, and suitability for the
specific environment.

In response to these challenges, researchers [4] have proposed the Nudge model, an
approach that focuses on gentle interventions or prompts to encourage users to make more
advantageous choices, considering both individual behavior and organizational needs.
Rooted in behavioral economics, the Nudge concept assists individuals by subtly guiding
them toward better decisions rather than enforcing rigid rules or regulations. This approach
enables users to make more informed choices about privacy and security, fostering a safer
online environment for both individuals and organizations.

5.1. Reliability Test

We have addressed the quality criteria using a reliability test; the closer the coefficient
is to 1.0, the greater the internal consistency of items that are variables in the scale. Table 15
provides the value for Cronbach’s alpha [49], showing a value of 0.808, indicating a high
internal consistency level for our scale for these data. The item for each question presents
Cronbach’s alpha if the item is deleted. The column would present the value of Cronbach’s
alpha if a particular item were deleted from the scale shown in Table 15.

Table 15. Reliability test statistics.

Cronbach’s Alpha N of Items

0.808 30

5.2. Limitations

Although there are some limitations, this survey provides help and guidance for the
TVTC to increase cybersecurity awareness and enhance existing policies. Nevertheless,

23



Big Data Cogn. Comput. 2023, 7, 73

several limitations have been faced and should be avoided in the future, such as the data
collection time and the sample size. Another limitation of this work is the number of
questions, which can be optimized in the future to cover the most suitable cybersecurity
awareness information instead of expanding it to more dimensions, such as the behavior
on social media.

6. Conclusions and Future Work

Cybersecurity awareness is one of the most significant aspects of modern life that
should be recognized and improved, particularly at educational institutions due to their
direct connection to the network and the internet. Therefore, awareness of cybersecurity
concepts and mechanisms should be improved, such as establishing solid passwords,
upgrading systems, and employing antivirus software with the main aims of preventing
data leaks and device hacking. Therefore, this quantitative study was conducted on trainees
at the TVTC institution in the Kingdom of Saudi Arabia utilizing questionnaires. The results
indicated that the majority needed an appropriate foundation in cyber security expertise
and statistical analysis. Therefore, awareness must be raised among TVTC trainees and
training on cyber security strategies that help them protect their devices and data should be
implemented. Furthermore, a focus should be placed on developing plans and strategies
for cybersecurity awareness among students and trainees of educational institutions to
enable users to understand the threats and factors that lead to weaknesses on their devices
and data, and their effectiveness should be tested continuously. Based on the survey in our
paper, we suggest the following:

• A course should be included in each foundation specialization to raise awareness of
cybersecurity, which can be implemented as an electronic course.

• Trainees should be offered the chance to specialize in technology under the super-
vision of cybersecurity specialists who conduct awareness campaigns in the institu-
tion’s departments (for example, during a week, each day is devoted to a section of
the institution).

• Sensitive applications such as banks or university pages should contain an awareness
list regarding the application’s security, so the reader is encouraged to read it before
opening the application.

• During job interviews, a set of cybersecurity questions and their basic concepts should
be presented to test the applicability of the candidates.

• Cybersecurity awareness should be raised by conducting educational experiments to
attempt to penetrate the trainees’ devices to educate them about possible vulnerabili-
ties and the usefulness of auxiliary programs such as antivirus software.

• The Nudge model [4] is a helpful factor to assist users in making better privacy and
security decisions online for particular individuals who may not have the knowledge
or motivation to make optimal choices on their own. The Nudge model includes
several additional dimensions such as providing a realistic view of risks by making
information clear and consistent, improving the user interface, which helps in increas-
ing cognitive awareness, and also introducing incentives to encourage users to act.
By providing gentle guidance, nudges can encourage users to take actions that will
improve their online safety without feeling overwhelmed or burdened by complex
decision-making processes.

A more scalable questionnaire can be implemented to increase the sample size and
include more than one educational institution for comparison. Furthermore, another study
could be conducted after providing a cybersecurity awareness course to measure its impact
of on the respondents. The questionnaire also can be expanded to include members, em-
ployees, and trainees of industrial sectors to compare the results with academic institutions.

24



Big Data Cogn. Comput. 2023, 7, 73

Author Contributions: Conceptualization, S.A. (Shouq Alrobaian) and A.A.; methodology, S.A.
(Shouq Alrobaian); software, S.A. (Shouq Alrobaian); validation, S.A. (Saif Alshahrani) and S.A.
(Shouq Alrobaian) and investigation, S.A. (Saif Alshahrani); resources, A.A.; writing—original draft
preparation, S.A. (Shouq Alrobaian); writing—review and editing, A.A.; visualization, S.A. (Shouq
Alrobaian); supervision, A.A.; project administration, A.A.; funding acquisition, A.A. All authors
have read and agreed to the published version of the manuscript.

Funding: The authors extend their appreciation to the Deanship of Scientific Research at King
Khalid University for funding this work through large group Research Project under grant number
RGP.2/550/44.

Data Availability Statement: data is unavailable due to privacy or ethical re-strictions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jang-Jaccard, J.; Nepal, S. A survey of emerging threats in cybersecurity. J. Comput. Syst. Sci. 2014, 80, 973–993. [CrossRef]
2. Reis, J.; Amorim, M.; Melão, N.; Matos, P. Digital transformation: A literature review and guidelines for future research. In

Proceedings of the World Conference on Information Systems and Technologies ; Springer: Berlin/Heidelberg, Germany, 2018;
pp. 411–421.

3. Alharbi, T.; Tassaddiq, A. Assessment of cybersecurity awareness among students of Majmaah University. Big Data Cogn. Comput.
2021, 5, 23. [CrossRef]

4. Acquisti, A.; Adjerid, I.; Balebako, R.; Brandimarte, L.; Cranor, L.F.; Komanduri, S.; Leon, P.G.; Sadeh, N.; Schaub, F.; Sleeper,
M.; et al. Nudges for privacy and security: Understanding and assisting users’ choices online. ACM Comput. Surv. (CSUR) 2017,
50, 1–41. [CrossRef]

5. Guarino, A.; Malandrino, D.; Zaccagnino, R. An automatic mechanism to provide privacy awareness and control over unwittingly
dissemination of online private information. Comput. Netw. 2022, 202, 108614. [CrossRef]

6. Lippi, M.; Pałka, P.; Contissa, G.; Lagioia, F.; Micklitz, H.W.; Sartor, G.; Torroni, P. CLAUDETTE: An automated detector of
potentially unfair clauses in online terms of service. Artif. Intell. Law 2019, 27, 117–139. [CrossRef]

7. Guarino, A.; Lettieri, N.; Malandrino, D.; Zaccagnino, R. A machine learning-based approach to identify unlawful practices in
online terms of service: Analysis, implementation and evaluation. Neural Comput. Appl. 2021, 33, 17569–17587. [CrossRef]

8. Galinec, D.; Možnik, D.; Guberina, B. Cybersecurity and cyber defence: National level strategic approach. Autom. Časopis Autom.
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Abstract: Ransomware attacks pose significant security threats to personal and corporate data and
information. The owners of computer-based resources suffer from verification and privacy violations,
monetary losses, and reputational damage due to successful ransomware assaults. As a result, it is
critical to accurately and swiftly identify ransomware. Numerous methods have been proposed for
identifying ransomware, each with its own advantages and disadvantages. The main objective of
this research is to discuss current trends in and potential future debates on automated ransomware
detection. This document includes an overview of ransomware, a timeline of assaults, and details
on their background. It also provides comprehensive research on existing methods for identifying,
avoiding, minimizing, and recovering from ransomware attacks. An analysis of studies between 2017
and 2022 is another advantage of this research. This provides readers with up-to-date knowledge of
the most recent developments in ransomware detection and highlights advancements in methods for
combating ransomware attacks. In conclusion, this research highlights unanswered concerns and
potential research challenges in ransomware detection.

Keywords: machine learning; ransomware techniques; cybersecurity; ransomware detection; ran-
somware attacks

1. Introduction

The rapid proliferation of ransomware attacks has emerged as one of the most sig-
nificant cybersecurity threats facing organizations today. In recent years, ransomware
has become an increasingly popular tool with which cybercriminals extort money from
victims by encrypting their data and demanding payment for a decryption key. The impact
of ransomware attacks has been felt across all industries, from healthcare and finance to
government and education. Given the high stakes involved, it is crucial to understand the
nature of ransomware attacks, how they spread, and the potential consequences of falling
victim to one [1]. The importance of research in this area cannot be overstated. With the
threat of ransomware attacks continuing to grow, there is a pressing need for scholars
and practitioners to delve deeper into the problem and identify effective strategies for
prevention and mitigation. This paper aims to contribute to this effort by providing a
comprehensive overview of the ransomware threat landscape, analyzing the factors that
contribute to the spread of ransomware, and exploring potential avenues for future research.
By shedding light on this critical issue, we hope to help individuals and organizations
better-protect themselves against ransomware attacks and mitigate the potential damage
caused by these malicious programs [1].

This paper is organized as follows: Section 2 introduces the concept of ransomware and
how it works. It also discusses the different types of ransomware attacks, such as encrypting
ransomware, locker ransomware, and scareware. Section 3 describes the methodology used
for this paper. Section 4 provides studies of machine-learning-based ransomware-detection
systems developed by researchers. It discusses the methodology used, the performance
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achieved, and the limitations of each system. It also discusses the challenges of collect-
ing and preprocessing data for ransomware detection using machine learning. Section 5
provides an in-depth analysis of the evolution of ransomware over the last twelve years.
Section 6 provides an overview of the existing ransomware detection techniques, including
signature-based detection, behavior-based detection, and machine-learning-based detec-
tion. Furthermore, it discusses the different evaluation metrics used for measuring the
performance of machine learning models for ransomware detection. It also focuses on the
use of machine learning techniques for ransomware detection. It discusses the different
machine learning algorithms used for this purpose, such as decision trees, random forests,
support vector machines, and neural networks. It also addresses the different features
used for ransomware detection using machine learning and covers the techniques used
for feature selection. Section 7 discusses the challenges of developing effective machine-
learning-based ransomware-detection systems. It also highlights future directions in this
field, such as developing more robust and accurate models, incorporating real-time detec-
tion capabilities, and addressing the issue of adversarial attacks. Section 8 concludes what
has been achieved in this research. This research offers a valuable resource for researchers
and practitioners interested in developing effective ransomware-detection systems using
machine-learning techniques.

2. Background

Ransomware encrypts information or computer systems and prevents unauthorized
users from accessing them. Ransomware attacks use tactics, techniques, and procedures
that can lock computers or encrypt data and are challenging for a computer professional to
undo. They might also steal private information from victims’ PCs and network systems. In-
dividual PCs, commercial systems (and the data and software they contain), and industrial
control systems are all potential targets for ransomware attacks. Additionally, we empha-
size the variety of sensors that Internet of Things (IoT) users employ [1]. A ransomware
attack employs private key encryption to prevent authorized users from accessing a system
or data unless they pay a ransom (cash), typically in Bitcoin [2]. Ransomware operations
may include data exfiltration techniques. Hackers steal private information from vulnerable
networks and threaten to release it if the owner does not pay a ransom. The infection is
disseminated through malicious advertising, email attachments, and connections to rogue
websites. The attacker also sends a file (or files) with instructions for paying the ransom.
Once the attacker has verified that the ransom has been paid, the victim can access the
decryption key [3]. Files with encryption or ransomware infections frequently include
extensions, such as Locky, Cryptolocker, Vault, Micro, Encrypted, TTTT, XYZ, ZZZ, Petya,
etc. Each file’s extension indicates the type of ransomware that affected it. Examples of ran-
somware include WannaCry, WannaCry.F, Fusob, TorrentLocker, CryptoWall, CryptoTear,
and Reveton [4]. Figure 1 illustrates the classification of ransomware into three categories:
scareware, locker ransomware, and crypto-ransomware [2,4].

Crypto is the most prevalent ransomware that targets computer systems and net-
works. Ransomware encrypts files and data using symmetric and asymmetric encryption
algorithms. Even if the malicious software is removed from an infected computer or a
compromised storage device is introduced into another system, crypto-ransomware renders
the encrypted data unusable. Because the malware frequently does not corrupt imported
essential data, the compromised device can still be used to pay the ransom [4]. Figure 2
provides a visual representation of crypto-ransomware, a form of malicious software that
is becoming increasingly prevalent in cyberattacks [4].

However, by locking a computer or other device and demanding money, locker
ransomware prevents its owner from using it. The workstation is affected by the locker
ransomware, but saved data are not rendered inaccessible. Once the malicious program
has been eliminated, the data are not altered. The data are often recoverable by connecting
the infected storage device, such as a hard drive, to another machine. Individuals wanting
to extort money from assault victims will not be drawn to locker ransomware. Figure 3
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provides a visual representation of locker ransomware, a form of malicious software that is
becoming increasingly prevalent in cyberattacks [4].

Figure 1. Types of ransomware [2,4].

Figure 2. Crypto-ransomware [4].
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Figure 3. Locker ransomware [4].

Scareware preys on its victims by informing them that their machines have been
hijacked and promising to eradicate the ransomware using a false antivirus program backed
by the attacker. Numerous innocent consumers buy and install fake antivirus software due
to scareware alerts’ frequent appearance [5]. Human-operated malware and ransomware
without data are different from ransomware. Cybercriminals also employ human-operated
ransomware to break into networks or cloud infrastructure, carry out privilege escalation,
and launch attacks on sensitive data. Instead of simply one system, the attack actively
targets an entire organization. Attackers typically access a whole IT system, move laterally,
and exploit flaws via improper security configurations. Ultimately, unauthorized access to
privileged user credentials leads to ransomware assaults on IT systems that enable crucial
corporate activities [3,4]. Figure 4 provides a visual representation of scareware, a form of
malicious software that is becoming increasingly prevalent in cyberattacks [4].

However, ransomware without files uses a native and reliable system to launch
attacks. It is difficult to identify the attack because no code needs to be placed on the
victim’s machine for it to work. As a result, anti-ransomware technologies do not find
any suspicious files to trace during an attack. Depending on the attacker’s intentions,
file-based and human-operated ransomware can encrypt, lock, or leak data from files [2].
Ransomware poses a danger to businesses’ technology and files. Until the ransom is
paid, typically with Bitcoin, infected files or compromised devices are locked out of reach.
The decryption key is frequently withheld even after a victim pays the ransom the hackers
want. They periodically try to use the attacker’s key to decrypt the data, which damages
the system’s stored files. Technology advancements such as ransomware development kits,
ransomware-as-a-service, and bitcoins are to blame for the ongoing rise in ransomware
attacks on desktop PCs, networks, and mobile devices [2]. Attacks using ransomware
cost businesses and individuals hundreds of millions yearly [3]. New types of malware
are continually being created thanks to the enormous cash benefits that hackers gain
from ransomware assaults. Since 2013, numerous ransomware variants have appeared.
Therefore, new, effective, and reliable techniques are needed to detect, prevent, and mitigate
ransomware attacks. Different ransomware strains cannot be created using conventional
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antivirus software or other intrusion-detection systems. People and companies experience
significant financial losses as a result of ransomware attacks. The encryption of files or
devices until a ransom is paid can result in the permanent loss of important data, which
can have severe consequences for individuals and businesses alike. Even after the ransom
is paid, the decryption key is often withheld, causing additional damage to the system’s
stored files when attackers attempt to decrypt the data [1,6].

Figure 4. Scareware ransomware [4].

3. Survey Planning

The present research involved several phases to achieve its overall objectives, includ-
ing data collection and information gathering, data extraction and analysis, information
synthesis, and reporting. A visual representation of the research process flow is presented
in Figure 5, which depicts the activities involved in each phase and their interrelation.

The data collection process was carried out by selecting relevant and up-to-date
journal and conference papers from reputable databases such as IEEE, Springer, MDPI,
Elsevier, IET, and Archive.org, as well as other sources including university-based journals,
theses/dissertations, and blogs published by reputable organizations such as Microsoft,
Crowdstrike, Symantec, and Techspot. The collected materials were then categorized into
two main groups: non-technical sources and technical sources. Non-technical sources con-
tained general information on ransomware and were used to provide reliable information
while writing the introduction and detailing the history of ransomware/chronology of
attacks. Technical papers proposing solutions for ransomware attacks were divided into
detection groups based on the nature and purpose of the proposed solution. Papers focus-
ing on detection were further sub-categorized into artificial-intelligence-based methods
and non-AI-based approaches. AI-based approaches were classified into machine learning
methods, deep learning approaches, and artificial neural network approaches, while non-AI-
based papers were grouped into packet and traffic analysis categories. The data extraction
phase involved a detailed analysis and summary of each technical paper by identifying the
problem it addressed, its objectives, the method/technique used, the achievements of the
paper in terms of results obtained, and the research’s limitations. Information synthesis
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was applied to identify similarities or relationships among papers in each group and to
determine if and how the research improved upon or addressed the limitations of another
work. The reporting phase placed papers that addressed similar problems or used similar
techniques in the same group and presented their reviews in the same paragraph. This
approach provided a good flow of communication and enhanced the readability of the
paper, while also providing readers with a clear understanding of the concepts discussed
in the research.

Figure 5. Research process flow.

4. Literature Review

Preventing ransomware is challenging for several reasons. The way ransomware
functions is the same as benign software, which acts covertly. Ransomware detection in
zero-day assaults is, therefore, crucial at this time. The primary objectives are to avoid
ransomware-caused system damage, identify zero-day (previously unidentified) malware,
and minimize detection, which means reducing the number of false positives while still
detecting all instances of ransomware. False positives are instances where the system
flags a harmless program or file as ransomware, leading to unnecessary alerts and actions.
Ransomware can be found using a variety of tools and methodologies. Methods based
on static analysis decompose source code without running it. They generate many false
positives and cannot find ransomware that is disguised. Attackers frequently create new
variations and modify their codes using various packaging techniques. To solve these issues,
researchers use dynamic behavior analysis methods that monitor interactions between
the executed code and a virtual environment. However, these detection methods are
cumbersome and memory-intensive. Machine learning is ideal for analyzing any process
or application’s behavior.

Machine learning is considered ideal for analyzing the behavior of processes or appli-
cations because it can effectively learn patterns and anomalies in large datasets, which can
be difficult for humans to detect. In the context of ransomware detection, machine learn-
ing algorithms can be trained on large datasets of both benign and malicious software to
learn the behavioral characteristics that distinguish ransomware from legitimate software.
This training can be used to identify new and previously unseen variants of ransomware,
including zero-day attacks, based on their behavioral patterns.

Moreover, machine learning can be used to continuously learn and adapt to new
threats, making it an effective approach to keep up with the constantly evolving tactics of
ransomware attackers. Machine learning can also reduce false positives by accurately dis-
tinguishing between benign software and ransomware based on their behavioral patterns.

Compared with traditional signature-based detection and static analysis methods,
machine learning is considered ideal because it can provide a more comprehensive and
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accurate analysis of the behavior of software, making it a powerful tool for ransomware
detection. However, it is important to note that machine learning models need to be
properly trained and validated to ensure their effectiveness and avoid biases or errors.
The following are some machine-learning-based detection systems that follow highly
traditional methodologies.

Table 1 summarizes previous studies on machine learning techniques (behavioral
techniques) for ransomware detection from 2017 to 2022.

Table 1. Studies on machine learning techniques (behavioral techniques) for ransomware detection
from 2017 to 2022.

Reference Year Author
Resolved the

Issue
Utilized

Technique
Result Limitation

[7] 2017 Zahra and Sha
Detecting a

ransomware attack
using Cryptowall.

Blocklisting of
command-and-
control (C&C)

servers.

The web proxy
server, which acts

as the TCP/IP
traffic gateway,

extracts the
TCP/IP header.

The model’s
efficacy and
precision in
identifying

ransomware and
its attack

techniques against
various operating

system
environments were
not demonstrated

through implemen-
tation.

[8] 2018 Shaukat and
Ribeiro

Detection of
ransomware.

RansomWall,
a layered and

hybrid mechanism.

Effective at
identifying

zero-day attacks.
N/A

[9] 2019 Makinde et al.

To determine
whether an actual
network system is

vulnerable to a
ransomware

assault.

Learning machines. Correlation greater
than 0.8.

It imitated the
behavior of a small

group of users.

[10] 2019 Ahmad et al.
Differentiating

Locky ransomware
users.

Utilizing parallel
classifiers,

a behavioral
approach to
ransomware

detection.

Highly reliable
detection with a

low proportion of
false positives.

N/A

[11] 2022 Singh et al.

Discovery of new
ransomware
families and

classification of
newly discovered

ransomware
assaults.

Checks process
memory access

privileges to enable
rapid and accurate
malware detection.

Between 81.38%
and 96.28%
accuracy.

N/A

An application’s normal behavior is assessed from a user and resource perspective.
A baseline for normal behavior is established based on what is thought to be the typical
or routine operation of a computer system or network. Indicators of usual activity in-
clude logins, file access, user and file behaviors, resource utilization, and other significant
indicators [1].

The length of the learning process is determined by the amount of data needed to build
a baseline to represent typical system behavior. The tool investigates behavioral outliers
from the baseline’s depiction of the typical behavioral pattern. A ransomware-detection
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and -prevention model was created for unstructured datasets derived from Ecuadorian
Control and Regulatory Institution (EcuCERT) logs [12].

The methodology uses musing to spot peculiar behavioral patterns connected to
Windows malware. Feature selection is applied to the Log data to extract the most beneficial
and discriminating information that indicate a ransomware attack. The extracted data
represent that autonomous learning algorithms in ransomware are swiftly and precisely
identified using the input feature set and algorithms that mimic abnormal behavioral
patterns. Code obfuscation tools and new polymorphic variants have been developed as
signature additions in identifying ransomware attacks, which are constantly evolving [8].

Since generic malware attack vectors cannot effectively capture the particular behav-
ioral traits of cryptographic ransomware, they are insufficient or inaccurate for ransomware
detection. The suggested approach, RansomWall, is a hybrid system that uses static and
dynamic analytics to present a research set of properties that mimic ransomware activ-
ity. The technique allows for early ransomware detection while utilizing a strong trap
layer to detect zero-day attacks. RansomWall with the Gradient Tree Boosting Algorithm
demonstrated a detection rate of 98.25% and an incredibly low (almost nil) false-positive
rate when tested against 574 samples of 12 cryptographic ransomware running on the
Microsoft Windows operating system. It also had a detection rate of less than 10% for
30 zero-day attack samples compared with 60 VirusTotal security engines. One version of
behavioral detection methodologies uses a machine learning baseline model for simulating
and forecasting the specific network user behavior pattern at the micro level to identify
potential scenarios that could indicate a vulnerability or a true ransomware assault [9].

The goal was to find a simple network system’s vulnerability to a ransomware attack.
Comparing the outcomes from the simulated network and the log data from the server in
the existing network system revealed a realistic model with a correlation above 0.8. This
method’s drawback was that it only adequately captured the activity of a small percentage
of users. Future studies should focus on mimicking user behavior over a large user base
using big data analytics tools. A more recent method of behavioral ransomware detection
used two parallel classifiers [10].

To distinguish between the several Locky ransomware variants, one technique focused
on early detection based on the behavioral analysis of ransomware network traffic to
prevent ransomware from connecting to command-and-control servers and carrying out
damaging payloads. The study employed a dedicated network to collect information and
extract important details from network traffic. Using data at the packet and datagram
levels, two different (parallel) classifiers were used to analyze the extracted properties of
the Locky ransomware family. The results of the studies show that the technology has a
high level of success in detecting ransomware activities on the network. Furthermore, it
permits an extreme lexicon with a low percentage of false positives. Using command-and-
control (C&C), the server blocklists ransomware attacks as the means of communication
and conducts behavioral analysis of the ransomware in an IoT environment [7].

A domain-specific strategy for identifying Cryptowall ransomware attacks is provided.
The operation obtains the TCP/IP header from the web proxy server, which serves as the
TCP/IP traffic gateway. Furthermore, it retrieves source and destination IPs and compares
them to the IPs of forbidden command-and-control servers. Ransomware is identified if the
source or destination IPs match an attack targeting Internet of Things devices. However,
the model was not used to demonstrate how well it could spot ransomware and its attack
vectors against different operating system environments. Using a very recent technique
of behavioral-based detection that uses access privileges in process memory, ransomware
may now be quickly and accurately detected [11,13].

It is possible to categorize new ransomware attacks and find malware families that
have not yet been recognized by looking at a file or application’s access privileges and the
area of memory it intends to access. Examining the behavior and ascertaining the purposes
of lawful files and applications before executing them is beneficial. The experimental results
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employing these several approaches show good detection accuracy, ranging from 81.38%
to 96.28%.

Table 2 summarizes previous studies on machine learning techniques (static and
dynamic analysis) for ransomware detection from 2017 to 2022.

Table 2. Studies on machine learning techniques (static and dynamic analysis) for ransomware
detection from 2017 to 2022.

Reference Year Author Problem Addressed Method Used Result

[14] 2017 Rahman and Hasan
Enhanced

ransomware-detection
method.

Using support vector
machines as an analysis

tool.

Better ransomware
detection is achieved

with an integrated
approach than static or

dynamic analysis
used separately.

[13] 2018 Dehghantanha et al.
Windows ransomware
detection that is quick

and accurate.

Netconverse (classifier
using j48 decision tree).

97.1% actual-positive
detection rate.

[15] 2019 Jasmin Separating ransomware
traffic and regular traffic.

Algorithms used in
logistic regression

include random forest
and support vector

machine.

The best detection rate is
99.9% for the random

forest, with 0%
false positives.

[16] 2019 Ameer Detection of
ransomware.

Analyses that are static
and dynamic.

100% detection and
classification precision.

[17] 2020 Khammas Detection of
ransomware. Random forest method. 97.74% of samples

are detected.

[18] 2020 Hwang et al. An improved method of
detecting ransomware.

Random forest and
Markov models.

97.3% overall accuracy,
4.8% for false positives,

and 1.5% for
false negatives.

[19] 2022 Talabani and Abdulhadi

Tools for detecting
ransomware that involve

data mining and
machine learning

approaches have poor
accuracy.

Decision Table and
PARTially Decided

Decision Tree.

Recall (96%), accuracy
(96.01%), F-measure

(95.6%), and precision
(95.9%).

Several improved machine learning approaches have been applied for accurate and
efficient ransomware detection. These methods are meant to address the drawbacks of the
current ML-based ransomware-detection tools. One of these advancements regards the
challenges detection systems (such as sandbox analysis and pipelines) face in isolating a
sample and handling the wait time for isolated ransomware samples to be evaluated [20].

The approach predicts ransomware using a dataset containing 30,000 attributes as
independent variables. Five qualities that were obtained through feature selection were
used in the support vector machine technique. The approach provides a respectable 88.2%
accuracy rate in ransomware detection. To reduce the number of false positives, this hy-
brid technique combines the “guilt by association” hypothesis with content-, metadata-,
and behavior-based analysis. Giving the user control over recovery is necessary, and file
versioning in cloud storage is used to halt the process. The only duty of the end user is to
keep track of the recovery. Users are given classification information so they may make
educated decisions and prevent false positives. The method results in more-accurate detec-
tion and reliable recovery. An innovative method for detecting network-level ransomware
uses machine learning, certificate information, and network connection information [21].
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This technique can be used with system-level monitoring to detect ransomware out-
breaks early. This method uses connection-, encryption-, and certificate-based network
traffic characteristics to extract and model ransomware features. It is a feature model
that uses support vector machines, logistic regression, and random forest to distinguish
ransomware traffic. According to experimental findings on various datasets, random
forest has the best detection rate of 99.9% and the lowest rate of false positives. Another
more-effective detection method is a decision tree model based on big data technology that
uses Argus for packet preprocessing, combining, and malware file identification [21].

The flow replaced the packet data, resulting in a 1000-fold (1000:1) reduction in data
size. Feature selection and concatenation were used to extract and aggregate the attributes
of the actual network traffic. In order to improve classification accuracy, the technique
made use of six feature selection techniques. Machine learning has recently been creatively
applied to monitor Android device power usage as a ransomware-detection technique [13].

The suggested method measures how much energy particular Android processes use
to distinguish ransomware from valuable programs. Data on the ransomware’s unique
local energy fingerprint are gathered and analyzed to accomplish this. According to
experimental findings, the approach offers high detection and precision rates of 95.6%
and 89%, respectively. Additionally, it outperforms k-nearest neighbor, neural network,
support vector machine, and random forest regarding the accuracy, recall rate, precision
rate, and F-measure.

Another superior option is the cutting-edge, portable RanDroid approach for automati-
cally detecting polymorphic ransomware [22]. The RanDroid approach uses both static and
dynamic analyses to detect polymorphic ransomware. The method compares the structural
similarity of pieces obtained from an application with a collection of threat information
from well-known ransomware variants to detect new ransomware variants on Android
devices. Image similarity measurements (ISMs) and string similarity measurements (SSMs)
are the two similarity measures used. Using language analysis, the app’s behavioral at-
tributes and picture textural strings are mined for additional information. The strategy
reduces ransomware threats without changing the Android OS or its underlying security
module while addressing the constraints of static analysis. The methodology can detect
ransomware using evasive tactics such as complex codes or dynamic payloads, according
to an analysis of the method based on 950 malware samples. According to a related study,
a strategy combining static and dynamic analysis can help identify and separate Android
ransomware from other malware [16].

We looked at network-based features, text, and permissions using static analysis.
Furthermore, dynamic analysis was performed on the system call, CPU, and memory logs.
The strategy’s effectiveness in reducing evasive ransomware assaults is demonstrated by
experiments using traits from malicious and benign samples. Additionally, it is 100 percent
accurate at classifying and identifying unknown ransomware.

5. Evolution of Ransomware

Ransomware attacks have been around since the late 1980s; Joseph Popp showcased
the first instance of ransomware. This attack utilized symmetric-key encryption to take
control of victims’ hard drives and request a ransom. The flaw in this system was that
the same key was used for encryption and decryption, making it vulnerable. As a result,
it was possible to research the AIDS ransomware (also known as PC Cyborg) to find the
decryption key and create a solution for the malware’s encryption. Ransomware attacks
have continued evolving and have become more sophisticated in recent years, making
them a significant threat to individuals and organizations [23]. A brief timeline of various
potent ransomware attacks is shown in Table 3. The table, an excerpt from a timeline of the
most significant ransomware attacks from 2012 to 2023, contains essential information on
the evolution of ransomware based on the year the ransomware first appeared, its name,
and its primary description [2,3,23].
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Table 3. Brief chronology of major ransomware attacks from 2012 to 2022.

Reference Year Name of the Ransomware Description

[4] 1989 AIDS Trojan The first known ransomware attack, the AIDS Trojan, was distributed on floppy
disks and demanded a payment of USD 189 to unlock infected files.

[5] 2012 Reveton Ransomware that posed as law enforcement and demanded payment for
supposed illegal activities.

[23] 2013 CryptoLocker One of the first widespread ransomware attacks that used encryption to lock
victims’ files.

[24] 2014 CryptoWall A variant of CryptoLocker that caused millions of dollars in damages.

[3] 2015 TeslaCrypt A ransomware strain that targeted gamers and encrypted game-related files.

[25] 2016 Locky Ransomware that was spread through malicious email attachments.

[3] 2017 WannaCry A ransomware attack affecting over 200,000 systems across 150
different countries.

[26] 2018 SamSam A ransomware attack that targeted hospitals, municipalities,
and other organizations.

[3] 2019 Ryuk A ransomware attack that caused significant damage to several companies
and organizations.

[27] 2020 Maze A ransomware attack that encrypted victims’ files and threatened to leak
sensitive data if the ransom was not paid.

[3] 2021 REvil/Sodinokibi A ransomware attack that targeted Kaseya, a software company, and affected
over 1500 businesses worldwide.

[28] 2022 Royal Ransomware
A ransomware attack that encrypted victims and demanded a ransom payment

in order to decrypt them, targeting businesses, governments, and healthcare
organizations, with victims mostly from the United States.

[28] 2023 LockBit Ransomware
A ransomware attack that encrypts the files and demands payment in exchange
for the decryption key, often in conjunction with phishing emails or other social

engineering techniques.

Ransomware has become a popular tool for cybercriminals to extort money from
individuals and organizations. As technology advances, preventing such attacks is more
challenging. It is essential to remain vigilant and take appropriate measures to protect
against these threats, such as keeping software up-to-date and regularly backing up im-
portant data [5]. There are six levels, which can be summarized as follows, as adapted
from [29] and shown in Figure 6.

1. Distribution campaign: The attacker silently induces the victim to download the
infection-starting dropper code. The attacker uses methods including email phishing,
social engineering, and others.

2. Malicious code injection: During this phase, the target’s computer is infected with
ransomware, and malicious code is downloaded.

3. Malicious payload staging: Ransomware sets up persistence by inserting the system.
4. Scan checks for encryption on the target computer and any network-accessible re-

sources.
5. Encryption: The process of encrypting all of the selected documents begins.
6. Payday: Victims cannot access their data, and a notification seeking payment is visible

on the screen of the targeted device.
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Figure 6. Six levels of ransomware attacks [29].

6. Ransomware Detection

6.1. Ransomware-Detection Methods

The two main types of ransomware-detection methods are automated and manual.
Employing technologies to identify and report ransomware attacks is a prerequisite for
automated methods. These tools are typically software programs that have the potential to
be able to stop attacks. Techniques for manual detection focus on routinely scanning data
and devices for indicators of attacks. Checking to see if a malware attack has not modified
data or stopped authorized users from accessing their devices or files includes looking at
any changes to file extensions, the accessibility of devices and files by authorized users,
and any changes to file extensions. The flow of the presentation in this section is illustrated
in Figure 7.

Figure 7. Ransomware detection taxonomy.
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6.1.1. Manual Ransomware Detection

Manual ransomware detection refers to the process of detecting ransomware through
human analysis and intervention rather than automated systems. This approach involves
analyzing system logs, network traffic, and other indicators of compromise to identify
patterns and behaviors associated with ransomware attacks. While manual detection can
be time-consuming and resource-intensive, it can be an effective complement to automated
detection methods, as it can help identify new or unknown types of ransomware that may
not be detected by automated systems [30].

Despite its effectiveness, manual ransomware detection has some limitations. It
can be labor-intensive and requires highly trained personnel to analyze system logs and
network traffic. Additionally, manual detection may not scale well in large organizations
or networks, where automated detection methods may be more efficient [30].

Scanning

Manual ransomware-detection scanning is a technique used to detect ransomware
through the manual analysis of files and systems. This approach involves scanning individ-
ual files or systems for signs of ransomware activity, such as encrypted files or abnormal
network traffic. Manual scanning can be a complementary approach to automated scan-
ning methods, as it can help detect new or unknown types of ransomware that may not be
detected by automated systems [30].

While manual ransomware-detection scanning can be effective, it has some limitations.
It can be time-consuming and labor-intensive, especially when scanning large networks
or systems. Additionally, manual scanning may generate false positives, which can be
disruptive to normal system operations [30].

6.1.2. Automated Ransomware Detection

The current methods for detecting ransomware primarily involve monitoring the
system at the file system level. Automated approaches to detecting ransomware can be
categorized into two main groups: those based on artificial intelligence (AI) and those that
are not based on AI. AI-based methods typically employ machine learning (ML), deep
learning (DL), and artificial neural network (ANN) techniques to detect ransomware. Some
tools utilize variations of these techniques or a hybrid approach that combines two or
more techniques to combat the threat of ransomware attacks. Non-AI methods rely on
packet inspection and traffic analysis to detect ransomware. One of the major advantages
of automated approaches is their ability to detect, block, and recover from ransomware
attacks without human intervention. Additionally, these tools are highly accurate and
reliable in terms of detecting, preventing, and recovering from ransomware attacks [31].

Artificial-Intelligence-Based Approaches

Artificial intelligence (AI) techniques, including machine learning, deep learning,
and artificial neural networks, have been utilized for automated ransomware detection.
These techniques involve the use of behavioral techniques, as well as static and dynamic
analysis, to identify and prevent ransomware attacks. Machine learning algorithms can
learn from previous ransomware attacks and detect new variants by analyzing patterns
and behaviors. On the other hand, deep learning methods can leverage neural networks to
detect ransomware attacks by analyzing large amounts of data. Artificial neural networks
can also be used to identify ransomware by processing and analyzing multiple data sources.
These AI-based approaches offer a more efficient and reliable way to detect and prevent
ransomware attacks, reducing the potential impact on businesses and individuals [31].
AI-based approaches include the following:

1. Machine Learning Approaches

Machine-learning-based detection is a more advanced approach that relies on training
a machine learning model to detect ransomware based on its behavior patterns or features.
This approach is based on collecting a large dataset of benign and malicious samples,
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extracting relevant features from them, and then training a machine learning model to
classify new samples as peaceful or hostile based on their characteristics [32,33].

Machine-learning-based detection has several benefits, including its ability to detect
new or unknown ransomware variants that do not match existing signatures or patterns
and to adapt to changing ransomware behavior patterns over time. Moreover, this approach
is less prone to false positives than signature-based and heuristic-based detection, as it
relies on detecting actual behavior patterns rather than static code signatures or predefined
rules. However, machine-learning-based detection is limited by its reliance on a large and
representative dataset of training samples and by its susceptibility to adversarial attacks
that can manipulate the features or behavior of the ransomware to evade detection [31].

a. Machine Learning Algorithms for Ransomware Detection

A particular kind of artificial intelligence known as machine learning enables com-
puter systems to improve their performance on a given job without being explicitly taught.
Malicious ransomware malware encrypts a victim’s files and demands payment for the
decryption key. Due to their rising prevalence and severity, machine learning techniques
are increasingly needed to identify and stop ransomware attacks. Table 4 lists the ma-
chine learning algorithms that are employed. Support vector machines, decision trees,
random forests, k-nearest neighbors, XGBoost, and logistic regression are just a few ma-
chine learning approaches that can detect ransomware. Each method has advantages and
disadvantages, and the best approach depends on the situation and the data [1,6].

Table 4. Machine learning algorithms.

References Algorithm Characteristics

[17,34] Decision tree

Decision trees can be trained on features such as file modifications, network traffic,
and system calls to distinguish between ransomware and benign software behavior.

The resulting decision tree can then be used to determine whether new data
contain ransomware.

[17,34] Random forest

In order to guarantee that each tree in the forest has the same distribution and is
dependent on the values of a randomly selected random vector, this strategy uses an

ensemble method that combines tree predictors. Performance may be enhanced in
comparison to standalone decision trees. Using a network of decision trees, the random

forest approach is used to select and forecast the input data type.

[14,35] Support vector machine

Support vector machines can be trained on features such as system calls, network traffic,
and file behavior to distinguish between ransomware and benign software behavior.

After that, it is possible to determine whether new data constitute ransomware using the
resultant support vector machines. Support vector machines are handy when the data are

high-dimensional and non-linearly separable, as is often the case in
ransomware detection.

[36,37] k-nearest neighbor

k-nearest neighbor is a popular machine learning algorithm used in various research
fields. It is a non-parametric approach that can be used for both classification and

regression tasks. KNN is known for its simplicity, but is also computationally expensive,
with simplified and concise hyperparameters.

[38] XGBoost

Extreme gradient boosting is a powerful machine learning algorithm that has gained
widespread popularity in research. It is an ensemble method that combines multiple

decision trees to improve the accuracy of the model. XGBoost is known for its scalability,
speed, and ability to handle complex datasets.

[39] Logistic regression
Logistic regression is a widely used machine learning algorithm in various research fields.
It is a linear model that can be used for binary classification tasks. Logistic regression is

known for its simplicity, interpretability, and ability to handle small datasets.

Decision trees are a simple and intuitive machine learning algorithm that can be used
for classification tasks, including ransomware detection. Decision trees work by recursively
partitioning the data into subsets based on the values of the features and creating a tree-
like structure representing the decision-making process. Both categorical and continuous
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components can be handled by decision trees, which are simple to interpret but susceptible
to overfitting and sensitive to minute changes in the data [13,31,34].

Random forests are an extension of decision trees that improve performance and
reduce overfitting. By randomly selecting features and data, random forests create multiple
decision trees and combine their predictions. They are better-equipped to handle high-
dimensional data and are less likely to overfit. However, they can be computationally
demanding and difficult to interpret [17].

Support vector machines are reliable machine learning techniques that can be utilized
for ransomware detection and classification and regression applications. Support vector
machines operate by identifying the hyperplane that divides the data into distinct classes
according to the values of the features as thoroughly as possible. Support vector machines
can effectively handle high-dimensional data. They can accept both linear and nonlinear
borders, but the choice of the kernel function and its parameters may impact them [14].

k-NN is a non-parametric algorithm used for classification and regression tasks. It
works by finding the k closest data points in the training set to a given input, and then
predicting the label of the input based on the most common label among those k neighbors.
It is a simple but effective algorithm that can be used in a wide range of applications [36,37]

XGBoost (short for “Extreme Gradient Boosting”) is a powerful machine learning
algorithm that is especially popular for gradient boosting tasks. It uses a combination of
decision trees and gradient boosting to create a highly accurate model that can handle
large datasets and complex feature interactions. XGBoost has become widely used in the
industry [38].

Logistic regression is a parametric algorithm used for binary classification tasks (i.e.,
where the output is one of two possible classes). It works by modeling the probability of the
output class as a function of the input features. The algorithm is trained to find the optimal
parameters that maximize the likelihood of the training data and can be regularized to
prevent overfitting [39].

The choice of a machine learning algorithm for ransomware detection depends on
the specific problem and data available. Decision trees, random forests, support vector
machines, and neural networks are all effective options, and researchers have successfully
used each of these algorithms for ransomware detection in different contexts [5,31].

2. Deep Learning Approaches

Deep learning techniques have been proposed as a solution to address the limitations of
traditional supervised ransomware-detection tools to enhance the accuracy and reliability of
ransomware detection. These algorithms utilize automatic feature generation and are well-
suited to handle unstructured datasets, requiring minimal or no human intervention due to
their self-learning capabilities. Their effectiveness in classifying audio, text, and image data
makes them particularly useful in detecting textual and image-based ransomware data.
However, training deep learning algorithms demand a considerable amount of data, which
may render them unsuitable for general-purpose applications, particularly those involving
small datasets or sizes. Other challenges associated with deep learning include the need
for high processing power and difficulty with adapting to real-world datasets [6,40].

3. Artificial Neural Network Approaches

Artificial neural network approaches are well-suited for detecting various types and
variants of ransomware data, including text and image ransomware variants, due to their
wide range of applications. Neural networks are an excellent choice for adapting to new
ransomware data and identifying zero-day attacks because of their ability to continuously
learn. The versatility of neural networks makes them highly effective in detecting different
forms of ransomware data and adapting to new threats. However, these techniques are
dependent on hardware and can be vulnerable to data dependencies, as well as the black-
box nature of the technology, which limits the ability of human analysts to monitor data
processing and identify deviations in the process [5,6,41].
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Non-Artificial-Intelligence-Based Methods

Non-AI techniques such as packet inspection and traffic analysis can be utilized to de-
tect ransomware. Anomaly detection is one effective algorithm used to detect ransomware.
These algorithms analyze network traffic and identify patterns that deviate from normal
behavior. Unusual patterns of network traffic, such as a sudden increase in file encryption
activity or a large number of outbound network connections to suspicious IP addresses, are
indications of ransomware activity. By comparing network traffic to a baseline of normal
behavior, anomaly-detection algorithms can quickly identify and alert security teams to
potential ransomware attacks [2].

Other non-AI techniques include signature-based detection, which involves comparing
network traffic to known ransomware signatures, and behavior-based detection, which
looks for patterns of behavior consistent with known ransomware attacks [2].

Another approach involves the use of honeypots to monitor network activity and
detect the presence of ransomware. This method entails the establishment of a honey-
pot folder and observing any changes that may indicate the presence of ransomware.
The early detection of ransomware is critical in mitigating its impact and preventing further
damage [2].

It is important to note that these detection techniques are not foolproof and should be
used in conjunction with other security measures such as user education, regular backups,
and security patches [2].

Antivirus software is an example of a non-AI-based approach for detecting and
preventing malware, including ransomware. It typically uses a combination of signature-
based detection and behavior-based detection to identify and block malicious software.
Signature-based detection involves comparing files against a database of known malware
signatures, while behavior-based detection looks for patterns of behavior that are indicative
of malware activity. While antivirus software has been an effective tool for detecting and
preventing malware, it has some limitations. For example, signature-based detection is
only effective against known malware signatures, meaning that new or unknown forms of
malware can bypass this detection method. Additionally, some types of malware can be
designed to evade behavior-based detection methods [42].

In recent years, AI-based approaches, such as machine learning and deep learning,
have been introduced to enhance the accuracy and effectiveness of malware detection.
However, antivirus software continues to be a critical component of cybersecurity, particu-
larly for organizations with limited resources or expertise in AI-based techniques. By using
a combination of signature-based and behavior-based detection, antivirus software can
provide an effective defense against known and unknown forms of malware, including
ransomware [42].

1. Packet Inspection

Packet inspection refers to examining individual data packets’ contents as they move
through a network. This technique can be used to detect the presence of malware by
identifying packets that contain suspicious data or have characteristics that are inconsistent
with normal network traffic. For example, packets containing large amounts of encrypted
data or sent from suspicious IP addresses may indicate ransomware activity [43,44].

2. Traffic Analysis

Traffic analysis, on the other hand, involves the examination of patterns of network
traffic over a period of time. This technique can be used to detect ransomware by identifying
patterns of behavior that are consistent with known ransomware attacks. For example,
traffic analysis may reveal a sudden increase in network traffic during off-hours or a large
number of outbound network connections to suspicious IP addresses. Packet inspection
and traffic analysis are two important techniques used in detecting malicious software,
including ransomware. These techniques involve the examination of network traffic to
identify potentially harmful data packets and patterns of behavior that may indicate the
presence of malware. By examining network traffic and identifying patterns of behavior
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indicative of malicious activity, these techniques can help organizations detect ransomware
attacks and protect their critical data and systems [45,46].

Packet inspection and traffic analysis are two essential techniques for detecting ran-
somware and other forms of malware. By examining network traffic and identifying
behavior indicative of malicious activity, these techniques can help organizations detect
ransomware attacks and protect their critical data and systems. They should be used along-
side other security measures, such as regular backups and security patches, as they are
not completely infallible. Furthermore, these techniques necessitate specialized tools and
expertise, which can pose a challenge for organizations without dedicated cybersecurity
resources [43–46].

6.2. Ransomware-Detection Techniques

Ransomware detection is a critical component of cybersecurity, and various techniques
have been developed to detect ransomware attacks. This section will discuss different
ransomware-detection techniques proposed in the literature and their strengths, weak-
nesses, and limitations.

6.2.1. Signature-Based Detection

Signature-based detection is a traditional approach that relies on identifying known
ransomware signatures or patterns in the code or behavior of the malware. This approach is
based on creating a database of known ransomware signatures or marks and scanning the
system or network for matching signatures or patterns. If a match is found, the ransomware
is flagged as malicious and appropriate actions are taken [32,33].

One benefit of signature-based detection is its simplicity and effectiveness in detecting
known ransomware variants. However, this approach is limited by its inability to detect
new or unknown ransomware variants that do not match existing signatures or patterns.
Moreover, attackers can easily evade signature-based detection by modifying the code or
behavior of the ransomware to avoid detection [31].

6.2.2. Heuristic-Based Detection

Heuristic-based detection is a more advanced approach that identifies ransomware
behavior patterns or anomalies indicative of malicious activity. This approach is based on
creating rules or heuristics that describe typical ransomware behavior and then monitoring
the system or network for any deviations or anomalies from these rules. If such varia-
tions or abnormalities are detected, the ransomware is flagged as suspicious or malicious,
and appropriate actions are taken [32,33].

One of the advantages of heuristic-based detection is its ability to detect new or
unknown ransomware variants that do not match any existing signatures or patterns.
Moreover, this approach is less prone to false positives than signature-based detection, as it
relies on detecting actual behavior patterns rather than static code signatures. However,
heuristic-based detection is limited by its reliance on predefined rules or heuristics, which
may only capture some possible ransomware behavior patterns or anomalies. Moreover,
attackers can easily evade heuristic-based detection by modifying the behavior of the
ransomware to avoid detection [31].

6.2.3. Network-Based Detection

Network-based detection is an approach that relies on monitoring the network traffic
for suspicious or malicious activity that may be indicative of a ransomware attack. This
approach is based on analyzing the network traffic for anomalies or patterns characteristic
of ransomware, such as large volumes of outbound traffic, unusual network connections,
or network traffic encryption [32,33].

One of the advantages of network-based detection is its ability to detect ransomware
activity even if the malware has not yet infected the system or if the ransomware is using
non-standard encryption methods. Moreover, this approach is less prone to false positives
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than other detection approaches, as it relies on detecting actual network traffic patterns
rather than static code signatures or predefined rules. However, network-based detection
is limited by its reliance on network traffic analysis tools that may not be available or may
not capture all ransomware activity. Moreover, attackers can easily evade network-based
detection by encrypting their network traffic or using stealthy communication channels [31].

6.2.4. Hybrid Detection

Hybrid detection is an approach that combines different ransomware-detection tech-
niques to improve the overall detection accuracy and speed. This approach combines the
strengths of other detection techniques, such as signature-based, heuristic-based, machine-
learning-based, and network-based detection, to create a more robust and effective detection
system [32,33].

One of the advantages of hybrid detection is its ability to overcome the limitations of
individual detection approaches and to improve the overall detection accuracy and speed.
Moreover, this approach is less prone to false positives and negatives than unique detection
approaches, as it combines different sources of information and analysis. However, hybrid
detection is limited by its complexity and resource requirements, as it requires integrating
and coordinating other detection systems and tools [31].

6.3. Feature Extraction and Selection

Machine learning techniques have been increasingly used to detect ransomware due
to their ability to learn behavior patterns and detect anomalies. In this section, we will
discuss different features used for ransomware detection using machine learning and the
techniques used for feature selection, such as principal component analysis and correlation
analysis [18,47].

6.3.1. Features Used for Ransomware Detection

There are several features that can be used for ransomware detection, with the most
common ones including the following:

1. File access patterns are a common feature used to detect ransomware. Ransomware
often accesses and encrypts files in a specific pattern, such as alphabetical order,
extension type, or creation date. This behavior can be detected using file access
patterns as features. For example, analysis of file access patterns may reveal that
a large number of files are being accessed and modified in a short period of time,
indicating a potential ransomware attack [48].

2. System calls are another feature commonly used for ransomware detection. Ran-
somware frequently uses system calls to perform malicious activities, such as reading
and writing files, creating processes, and network communication. System-call traces
can be extracted and used as features for detection. For example, analysis of system-
call traces may reveal that a process is making an unusually high number of system
calls, which could indicate ransomware activity [34].

3. Network traffic analysis is a valuable feature for detecting ransomware. Typically,
ransomware uses a command-and-control (C&C) server to deliver and receive orders.
Analysis of network traffic can provide valuable features for detecting ransomware.
For example, analysis of network traffic may reveal that a large amount of data are
being sent to an unusual IP address, which could indicate that the system is infected
with ransomware [49].

4. Behavioral analysis is another approach to ransomware detection. This involves
monitoring the behavior of running processes and identifying anomalies that indicate
malicious activity. Features such as process creation, termination, and file access can
be used for this type of analysis. For example, the analysis of process creation and
termination events may reveal that a process is spawning multiple child processes,
which could indicate ransomware activity [1].
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5. Static analysis is the examination of the executable file’s source code to spot malicious
activity. Features such as code size, entropy, and string patterns can be used for this
purpose. For example, analysis of code size and entropy may reveal that a file contains
obfuscated code, which could indicate ransomware activity [32]. Behavioral analysis
and dynamic analysis are similar in that they both involve the monitoring of running
processes to identify malicious activity. However, there are some key differences
between the two approaches.

Behavioral analysis involves monitoring the behavior of running processes on a system
to identify anomalies that indicate malicious activity. This is typically carried out in real-
time, allowing the detection of ransomware as it is executed on a system. In contrast,
dynamic analysis involves running an executable file in a controlled environment, such
as a sandbox, to observe its behavior and identify any malicious activity. This is typically
conducted prior to deploying the executable file on a production system.

The confusion between static and dynamic analysis may arise from the fact that both
approaches involve the analysis of executable files, but they do so in different ways. Static
analysis involves looking at the executable file’s source code to spot malicious activity,
while dynamic analysis involves running the executable file in a controlled environment to
observe its behavior.

Dynamic analysis can be performed in real-time, but it can also be conducted in a
sandbox environment before deploying the executable file on a production system. In a
sandbox environment, the executable file is executed in a controlled environment, allowing
its behavior to be monitored and analyzed without affecting the production system. Once
the analysis is complete, the results can be used to determine whether the executable file is
malicious or benign.

In the case of ransomware, real-time behavioral analysis is typically the preferred
approach for detecting and responding to attacks. However, dynamic analysis can also be
useful for identifying new and previously unseen variants of ransomware, which can then
be used to improve the effectiveness of real-time behavioral analysis.

By using these features, machine-learning-based ransomware-detection methods can
achieve high detection rates and low false-positive rates.

6.3.2. Feature Selection Techniques

• Principal component analysis: This technique is used to reduce the dimensionality
of a dataset by identifying the most critical features that explain the majority of the
variance in the data. Principal component analysis can help identify redundant or
irrelevant features and select the most informative ones for ransomware detection [50].

• Correlation analysis: Correlation analysis is a technique used to identify the correlation
between features in a dataset. Highly correlated features may be redundant and can
be removed to simplify the model and improve performance [27].

6.4. Performance Evaluation of Machine Learning Models for Ransomware Detection

Evaluating the performance of machine learning models for ransomware detection
is crucial to determine their effectiveness in detecting and preventing its spread. In this
section, we will discuss different evaluation metrics used for measuring the performance
of machine learning models for ransomware detection, including accuracy, precision, recall,
F1-score, and ROC curve.

1. Accuracy: Accuracy is the most straightforward evaluation metric, representing the
percentage of correct predictions made by the model. It is calculated as the ratio of
accurate predictions to the total number of predictions. However, accuracy can be
misleading when dealing with imbalanced datasets, where negative samples greatly
outweigh the positive models [51,52].

2. Precision: Out of all samples predicted to be positive (recognized as ransomware by
the algorithm), precision is the percentage of true positives (samples of successfully
identified malware). The ratio of true positives to the total of true and false positives is
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known as precision. A model with a high precision score will have a low false-positive
rate, making it less likely to mistakenly label innocent files as ransomware [52].

3. Recall: Recall counts the number of positive samples in the collection that are true
positives. The ratio of true positives to true and false negatives is computed. A high
recall score suggests that the model has a low incidence of false negatives, which
makes it less likely to fail to detect actual ransomware samples [13,52].

4. ROC curve: The performance of a binary classifier as the discrimination threshold is
changed is graphically represented by a receiver operating characteristic (ROC) curve.
At various threshold values, it plots the actual-positive rate (TPR) versus the false-
positive rate (FPR). The model’s overall performance is assessed using the area under
the ROC curve (AUC), with higher AUC values indicating better performance [53].

7. Challenges and Future Directions

Developing effective machine-learning-based ransomware-detection systems is chal-
lenging due to several factors. This section will discuss the challenges of developing such
systems and highlight the future directions in this field.

7.1. Challenges in Developing Effective Machine-Learning-Based Ransomware-Detection Systems

Developing effective machine-learning-based ransomware-detection systems presents
several challenges, with the most common ones being:

1. Data quality and quantity—A vast amount of high-quality data are needed to train
machine learning models effectively. However, obtaining high-quality data for ran-
somware detection is challenging due to the limited availability of labeled ransomware
samples [54,55].

2. Rapidly evolving ransomware—Ransomware is a constantly changing threat, with new
variants and attack techniques being developed regularly. This makes it challenging
to build machine learning models that can detect all ransomware accurately and
quickly [56].

3. Adversarial attacks involve modifying the input data to bypass the machine learning
model’s detection capabilities. Malicious attacks can be used to evade ransomware-
detection systems, making the systems less effective [56].

4. Real-time detection requirements—Ransomware can spread rapidly and cause signifi-
cant damage within a short time-frame. Therefore, ransomware-detection systems
must be able to detect ransomware in real-time to prevent further spread and dam-
age [57].

5. One of the main challenges in collecting data for ransomware detection is the need
for publicly available datasets that include real-world ransomware samples. This is
due to the sensitive nature of the data and the fact that many victims are reluctant to
report ransomware attacks. As a result, researchers often rely on synthetic datasets or
datasets generated from sandbox environments, which may not accurately reflect the
complexity and variability of real-world ransomware attacks [3].

6. Another challenge is the diversity of ransomware families and variants, which require
a large and diverse dataset to ensure adequate coverage. Ransomware behavior
can also vary depending on the victim’s system and network environment, making
generalizing detection models across different contexts challenging [2,54].

7. Preprocessing data for ransomware detection also presents several challenges. Ran-
somware often employs obfuscation techniques to evade detection, such as encrypting
the payload or using anti-analysis mechanisms. This can make extracting relevant
data features and identifying patterns that distinguish ransomware from benign
software difficult. In addition, ransomware may use legitimate system functions
that are difficult to distinguish from malicious behavior, requiring advanced feature
engineering and modeling techniques [54].

8. Despite these challenges, several datasets have been used to train and evaluate
ransomware-detection models.
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9. Collecting and preprocessing data for ransomware detection using machine learning
presents several challenges, including the lack of real-world datasets, the diversity
of ransomware families and variants, and the obfuscation techniques used by ran-
somware. However, several datasets have been developed to address these challenges,
providing valuable resources for training and evaluating ransomware-detection mod-
els [54].

7.2. Future Work

Future work in machine-learning-based ransomware detection could include the
following:

1. Developing more robust and accurate models—Researchers must build more substan-
tial and precise machine learning models that detect a wide range of ransomware
variants and attack techniques. This can be achieved through advanced techniques
such as deep learning and ensemble learning [4,54,58].

2. Incorporating real-time detection capabilities—Ransomware-detection systems must
incorporate real-time detection capabilities to quickly identify and prevent ran-
somware attacks. This can be achieved through the use of real-time monitoring
and analysis techniques [55].

3. Addressing the issue of adversarial attacks—Researchers need to develop machine
learning models that are robust to malicious attacks. This can be achieved through
techniques such as negative training and defensive distillation [54,56].

4. Collaboration and sharing of data—Collaboration and sharing of data among re-
searchers and organizations can help develop more effective ransomware-detection
systems. This can help build more comprehensive datasets for training and testing
machine learning models [56].

5. Developing effective machine-learning-based ransomware-detection systems is chal-
lenging for several reasons. However, with advanced techniques and collaboration
among researchers and organizations, it is possible to develop more robust and
accurate ransomware-detection systems [54].

8. Conclusions

Ransomware attacks have caused significant harm to computer systems and the data
they manage, resulting in unauthorized access, disclosure, and the destruction of important
and sensitive information. These attacks have led to substantial financial losses and
reputational damage for both individuals and businesses. In response, various methods
have been suggested to detect ransomware accurately, quickly, and dependably. This
research provides readers with a historical background and timeline of ransomware attacks,
as well as a discussion of the issue’s context. The review of the recent literature offers an up-
to-date understanding of automated ransomware-detection approaches. This knowledge
will help readers stay current on the latest advances in automated ransomware detection,
prevention, mitigation, and recovery. Additionally, this research discusses future research
directions, highlighting open issues and potential research problems for those interested in
researching ransomware detection, prevention, mitigation, and recovery.
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Abstract: Decision support tools are key components of intelligent sociotechnical systems, and their
successful implementation faces a variety of challenges, including the multiplicity of information
sources, heterogeneous format, and constant changes. Handling such challenges requires the ability
to analyze and process inconsistent and incomplete information with varying degrees of associated
uncertainty. Moreover, some domains require the system’s outputs to be explainable and interpretable;
an example of this is cyberthreat analysis (CTA) in cybersecurity domains. In this paper, we first
present the P-DAQAP system, an extension of a recently developed query-answering platform based
on defeasible logic programming (DeLP) that incorporates a probabilistic model and focuses on
delivering these capabilities. After discussing the details of its design and implementation, and
describing how it can be applied in a CTA use case, we report on the results of an empirical evaluation
designed to explore the effectiveness and efficiency of a possible world sampling-based approximate
query answering approach that addresses the intractability of exact computations.

Keywords: intelligent sociotechnical systems; human-in-the-loop computing; structured probabilistic
argumentation; cybersecurity

1. Introduction

Sociotechnical systems [1] are an important class of applications of artificial intelligence
(AI) tools, since many deployments of technology built on their foundations are at the
core of decision processes at the individual and the organizational levels. An inherent
problem in this area is that of explainability and interpretability, topics that were not
central in earlier “AI booms” characterized by expert systems and rule-based models.
The issues underlying this problem are within the domain of explainable AI (XAI) [2],
which is now widely recognized as a crucial feature for the practical deployment of AI
models [3]. The importance of this aspect can be appreciated by pointing to the Explainable
Artificial Intelligence (XAI) program launched by the Defence Advanced Research Projects
Agency (DARPA) [4], which aims to create a set of new artificial intelligence techniques
that allow for end users to understand, properly trust, and effectively manage the emerging
generation of artificial intelligence systems [5]. The danger is that complex black-box
models (some of which can comprise hundreds of layers and millions of parameters) [6] are
increasingly used for important predictions in critical contexts, and these models generate
outputs that may not be justified or simply do not allow for detailed explanations of their
behavior [4]. In this direction, recent work focused on addressing these problems from
different points of view [7–9]. In this paper, we focus on cybersecurity as a salient example
of a sociotechnical domain [10] in which the availability of explanations that support the
output of a model are crucial. Transparency, together with a human-in-the-loop (HITL)
scheme, leads to more robust decision-making processes whose results can be trusted by
users [8]. Achieving this is challenging, since many domains involve information arriving
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from multiple heterogeneous sources with different levels of uncertainty due to gaps in
knowledge (incompleteness), overspecification (inconsistency), or inherent uncertainty.

In cybersecurity domains, a clear example is the task of real-time security analysis, a
complex process in which many uncertain factors are involved, given that analysts must
deal with the behavior of different actors and entities, the dynamic nature of exploits, and
the fact that the observations of potentially malicious activities are limited. Cyberthreat
analysis (CTA) [11] is a highly technical intelligence problem in which (human) analysts
take into consideration multiple sources of information, with possibly varying degrees of
confidence or uncertainty, with the goal of gaining insight into events of interest that may
represent a threat to a system. When building AI tools to assist such a process, knowledge
engineers face the challenge of leveraging uncertain knowledge in the best possible way [12].
Due to the nature of these analytical processes, an automated reasoning system with human-
in-the-loop capabilities would be best suited for the task. Such a system must be able to
accomplish several goals, among which we distinguish the following main capabilities [13]:
(i) reason about evidence in a formal, principled manner; (ii) consider evidence associated
with probabilistic uncertainty; (iii) consider logical rules that allow for the system to draw
conclusions on the basis of certain pieces of evidence and iteratively apply such rules; (iv)
consider pieces of information that may not be compatible with each other, deciding which
the most relevant are; and (v) show the actual status of the system on the basis of the above-
described features, and provide the analyst with the ability to understand why an answer is
correct, and how the system arrives at that conclusion (i.e., explainability and interpretability).
In this context, there is a specific literature to the study of techniques and methodologies for
providing explanations in cybersecurity domains [14–17]. The model that we develop in
this work is based on argumentation-based reasoning, an approach that is designed to mimic
the way humans with which rationally arrive at conclusions by analyzing arguments for
and against them, and is especially well-suited for accommodating desirable features, such
as reasoning about possibly uncertain evidence in a principled manner, handling pieces of
information that may not be compatible with each other, and showing the actual status of
the system to analysts along with the ability to understand why an output is produced.

Contributions. We contribute to the area of intelligent systems applied to cybersecu-
rity in the following ways:

• A use case for the application of a structured probabilistic argumentation model
(DeLP3E) [18] based on publicly available cybersecurity datasets.

• Design of the P-DAQAP framework, an extension of DAQAP [19], to work with
DeLP3E, and the proposal of different classes of queries in the context of applications
related to CTA.

• A preliminary empirical evaluation of an approximation algorithm for probabilis-
tic query answering in P-DAQAP, showing the potential for the system to scale to
nontrivial problem sizes, arriving at solutions efficiently and effectively.

To the best of our knowledge, this is the first system of its kind. In particular, being
able to consider the internal structure of arguments allows for the platform to be extended
to work with other defeasible argumentation formalisms, and offers greater transparency
to adapt classical approaches that do not consider probabilistic information.

2. Preliminaries

Tools developed in the area of argumentation-based reasoning offer the possibility of
analyzing complex and dynamic domains by studying the arguments for and against a
conclusion. Specifically, defeasible argumentation leverages models that contain inconsistency,
evaluating arguments that support contradictory conclusions and deciding which ones to
keep [20]. An argument supports a conclusion from a set of premises [20]; a conclusion C

constitutes a piece of tentative information that an agent is willing to accept. If the agent
then acquires new information, conclusion C, along with the arguments that support it,
could be invalidated. The validity of a conclusion C is guaranteed when there is an argument
that provides justification for C that is undefeated. This process involves the construction of
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an argument A for C, and the analysis of counterarguments that are possible defeaters of A;
as these defeaters are arguments, it must be verified that they are not themselves defeated.
There are several formalisms that are based on this idea, such as ABA [21], ASPIC+ [22],
defeasible logic programming (DeLP) [23], and deductive argumentation [24], which consider the
structure of the arguments that model a discussion. The DAQAP platform [19] on which
the presented system is based uses DeLP as its central formalism. We now briefly present
the necessary background, starting with DeLP and its probabilistic extension.

2.1. Defeasible Logic Programming (DeLP)

DeLP combines logic programming and defeasible argumentation. A DeLP program
P , also denoted as (Π, Δ), is a set of facts and strict rules (Π), and defeasible rules (Δ).
Facts are ground literals representing atomic information (or its negation using strong
negation “∼”), strict rules represent nondefeasible information, and defeasible rules represent
tentative information. Here, we consider the extension that incorporates presumptions to set
Δ, which can be thought of as a kind of defeasible fact [25].

The dialectical process used in deciding which information prevails as warranted
involves the construction and evaluation of arguments that either support or interfere with
the query under analysis. An argument A is a minimal set of defeasible rules that, along
with the set of strict rules and facts, are not contradictory and derive a certain conclusion α,
denoted as 〈A, α〉. Arguments supporting the answer for a query can be organized using
dialectical trees. A query is issued to a program (Π, Δ) in the form of a ground literal α.

A literal α is warranted if there exists a nondefeated argument A supporting α. To
establish if 〈A, α〉 is a nondefeated argument, defeaters for 〈A, α〉 are considered, i.e., coun-
terarguments that by some criteria are preferred to 〈A, α〉. An argument A1 is a counter-
argument for A2 iff A1 ∪ A2 ∪ Π is contradictory. Given a preference criterion, and an
argument A1 that is a defeater for A2, A1 is called a proper defeater if it is preferred to A2,
or a blocking defeater if it is equally preferred or is incomparable with A2. Since there may
be more than one defeater for a particular argument, many acceptable argumentation
lines could arise from one argument, leading to a tree structure. This is called a dialectical
tree because it represents an exhaustive dialectical analysis for the argument in its root;
every node (except the root) represents a defeater of its parent, and leaves correspond
to nondefeated arguments. Each path from the root to a leaf corresponds to a different
acceptable argumentation line. A dialectical tree provides a structure for considering all
possible acceptable argumentation lines that can be generated for deciding whether an
argument is defeated.

Given a literal α and an argument 〈A, α〉 from a program P , to decide whether α is
warranted, every node in the tree is recursively marked as D (defeated) or U (undefeated),
obtaining a marked dialectical tree TP (A): (1) all leaves in TP (A) are marked as “U”s; and
(2) let B be an inner node of TP (A); then, B is marked as U iff every child of B is marked as
D. Thus, node B is marked as D iff it has at least one child marked as U. Given an argument
〈A, α〉 obtained from P , if the root of TP (A) : is marked as U, then TP (A) warrants α, and
α is warranted from P . The DeLP interpreter takes a program P and a DeLP query L, and
returns one of the following four possible answers: YES if L is warranted from P , NO if the
complement of L regarding strong negation is warranted from P , UNDECIDED if neither
L nor its complement are warranted from P , or UNKNOWN if L is not in the language of
the program P .

2.2. Probabilistic DeLP: DeLP3E Framework

We now provide a brief introduction to DeLP3E; for full details, we refer the reader
to [18]. A DeLP3E KB P = (AM, EM, af) consists of three parts that correspond to two
separate models of the world, and a function linking the two; these components are illustrated
in Figure 1.
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Figure 1. Overview of the DeLP3E framework.

The environmental model (EM) is used to describe background knowledge that is proba-
bilistic in nature, while the analytical model (AM) is used to analyze competing hypotheses
that can account for a given phenomenon. The EM must be consistent, while the AM al-
lows for contradictory information as the system must have the capability to reason about
competing explanations for a given event. In general, the EM contains knowledge such
as evidence, intelligence reporting, or uncertain knowledge about actors, software, and
systems, while the AM contains elements that the analyst can leverage on the basis of
information in the EM. AMs correspond to DeLP programs, while EMs in this paper are
abstracted away, assuming that the well-known Bayesian network model is used.

Finally, the third component is the annotation function, which links components in the
AM with conditions over the EM (the conditions under which statements in the AM can
potentially be true). We use GEM to denote the sets of all ground atoms for the EM; here,
we concentrate on subsets of ground atoms from GEM, called worlds. Atoms that belong to
the set are true in the world, while those that do not are false (Therefore, there are 2|GEM|

possible worlds in the EM). This set is denoted with WEM. Logical formulas arise from
the combination of atoms using the traditional connectives (∧, ∨, and ¬); we use formEM
to denote the set of all possible (ground) formulas in the EM. Annotation functions then
assign formulas in formEM to components in the AM to indicate the conditions (probabilistic
events) under which they hold. In this way, each world λ ∈ WEM induces a subset of the
AM, comprised of all elements whose annotations are satisfied by λ; for DeLP3E program P,
we denote the subset of the AM induced by λ with PAM(λ) (cf. Figure 1). Exact probabilistic
query answering is carried out via Algorithm 1.
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Algorithm 1: Exact probabilistic query answering

1 def compute_answer(query)
Data: P = (AM, EM, af)
Result: [�, u]

2 begin

3 Initialize � = 0 and u = 1 /* the limits of the interval */
4 for EM worlds λi do

5 Compute the induced AM subprogram PAM(λi)
6 if the query is warranted in that program then

7 � ← �+ Pr(λi)
8 else if the negation of the query is warranted then

9 u ← u − Pr(λi)

10 end

11 return [�, u]
12 end

13 end

Since the number of worlds in WEM is exponential in the number of EM random
variables, this procedure quickly becomes intractable. However, a sound approximation of
the exact interval can be obtained by simply selecting a subset of WEM and executing the
same procedure. We refer to this algorithm as approximate query answering via world
sampling. It is easy to see that this approximation scheme is sound since it always yields
intervals [�′, u′] ⊆ [�, u]. Section 5 is dedicated to studying the effectiveness and efficiency
of this approach.

A Simple Illustrative Example

In order to clearly illustrate the model and query-answering procedure in DeLP3E, we
present the following simple example of knowledge base P = (AM, EM, af):

Analytical Model

θ1 : L1
θ2 : L2
θ3 : ∼L1

Annotation Function

af(θ1) : a ∧ ¬b
af(θ2) : b
af(θ3) : b

Environmental Model

World a b Pr(λi)
λ1 T T 0.25
λ2 T F 0.20
λ3 F T 0.05
λ4 F F 0.50

We have an AM consisting of three literals, an EM consisting of two variables, and
an annotation function that relates these two models; suppose we query for the literal L1.
To compute the exact probability interval, we go world by world as described above,
generating the corresponding subprogram and querying each one of them for the status of
the query. Lastly, in order to arrive at the probability interval with which L1 is warranted
in P, we keep track of the probability of the worlds where the query is warranted (for
the lower limit of the interval) and the probability of the worlds where the complement of
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the query is warranted (for the upper limit). In our example, the result for query L1 is
[0.20, 0.70]; the details of this calculation are as follows:

• Subprograms induced in each possible world:

– PAM(λ1) = {L2,∼L1}
– PAM(λ2) = {L1}
– PAM(λ3) = {L2,∼L1}
– PAM(λ4) = {∅}
Query L1 is, thus, clearly warranted only in world λ2, while its complement (∼L1) is
warranted in λ1 and λ3.

• Probability interval calculation:

[
� = ∑ Pr(λ2), u = 1 − ∑

i=1,3
Pr(λi)

]

• Result: 0.20 ≤ Pr(L1) ≤ 0.70

The resulting probability interval represents two kinds of uncertainty: the first, called
probabilistic uncertainty, arises from the environmental model since we have a probability
distribution over possible worlds; the second, epistemic uncertainty, arises from the fact that
we we generally have a probability interval instead of a point probability, which happens
when there are worlds in which neither the query nor its complement are warranted (as is
the case of world λ4 above).

Having presented the preliminary concepts, in the next section, we illustrate the
application of DeLP3E in a cybersecurity domain.

3. Cyberthreat Analysis with DeLP3E

We now present a use case leveraging several datasets developed and maintained
by the MITRE Corporation (a not-for-profit organization that works with governments,
industry, and academia) and National Institute of Standards and Technology (NIST) (MITRE
datasets: ATT&CK (https://attack.mitre.org, accessed on 21 August 2022), CAPEC (https:
//capec.mitre.org, accessed on 21 August 2022), and CWE (https://cwe.mitre.org, accessed
on 21 August 2022). NIST manages the National Vulnerability Database (NVD) (https:
//nvd.nist.gov, accessed on 21 August 2022) that includes CVE and CPE). Figure 2 shows
an overview of our approach. We first describe the basic components and then show
how the DeLP3E components are specified, along with two queries for addressing specific
problems in the CTA domain.

The ATT&CK model is a curated knowledge base and model geared towards adversar-
ial behavior in cybersecurity settings; it contains information on the various phases of an
attack and the platforms that are most commonly targeted. The behavioral model consists
of several core components:

(i) Tactics, denoting short-term tactical adversary goals during an attack.
(ii) Techniques, describing the means by which adversaries achieve tactical goals.
(iii) Subtechniques, describing more specific means at a lower level than that of techniques

by which adversaries achieve tactical goals.
(iv) Documented adversary usage of techniques, their procedures, and other metadata.

The supporting datasets provide information on attack patterns (Common Attack
Pattern Enumeration and Classification—CAPEC), software and hardware weakness types
(Common Weakness Enumeration—CWE), and the National Vulnerability Database (NVD).
The latter is a rich repository of data; here, we distinguish two subsets including data about
vulnerabilities (Common Vulnerabitlities and Exposures—CVE) and platforms (Common
Platform Enumeration—CPE).
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Figure 2. Designing a DeLP3E KB for cyberthreat analysis from a variety of publicly available cyber
security datasets.

Figure 2 shows the information provided by each dataset, and how they are related to
each other via foreign keys. For instance, attack techniques included in ATT&CK link to
entries in CAPEC, which in turn link to CWE and NVD. We augmented this structure with
two features towards deriving a DeLP3E KB. First, we labeled connections between datasets
(and components within ATT and CK) with either “[strict]” or “[defeasible]”, indicating the
type of knowledge being encoded. For instance, observed examples of a weakness included
in CWE are linked to CVEs included in the NVD as strict, since this is well-established
knowledge. On the other hand, mitigation strategies are linked to techniques as defeasible
knowledge, since the relationship between the two is tentative in nature. The second
feature, which appears in the figure as a small icon depicting a pair of dice, indicates
relationships that are subject to probabilistic events. For the purposes of this use case, we
label all defeasible relations in this way.

We used all this information to create the AM, EM, and annotation function, and
create a DeLP3E KB; an introductory example is shown in Listing 1. On the left-hand side,
we have the elements of the AM that can be used to create arguments for and against
conclusions; for instance:

〈A1, tech_in_use(account_discovery)〉, with

A1 = {δ3, θ1(adv_group(apt29))}
〈A2, ∼impl_techsub(os_credential_dumping)〉, with

A2 = {δ6, δ1(prev_techsub(os_credential_dumping)),
φ1(mitigation(credential_access_protection))}.
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Listing 1. Left: DeLP program that comprises the AM. Right: Annotation function.

Θ θ1 : adv_group(G)
θ3 : platform_available(P)
θ2 : software(S)
θ4 : tech_subtech(T_ST)

Ω ω1 : accomp_tactic(Tactic) ← tech_subtech(T_ST)
ω2 : op_in_platform(Platform) ← tech_subtech(T_ST)
ω3 : impl_techsub(T_ST) ← software(S)
ω4 : capec_rel_weaknesses(CWE_List) ← capec_id(T_ST)
ω5 : cwe_observed(CVE_List) ← capec_rel_weaknesses(CWE_List)
ω6 : nvd_cve(Vuln_info) ← cwe_observed(CVE_List)
ω7 : known_techst(T_ST) ← accomp_tactic(T)
ω8 : known_techst(T_ST) ← platform_available(P)

Φ φ1 : mitigation(M) —<

φ2 : likelihoodAttack(CAPEC_ID, Value) —<

Δ δ1 : prev_techsub(T_ST) —< mitigation(M)
δ2 : known_mit(M) —< tech_subtech(T_ST)
δ3 : tech_in_use(T_ST) —< adv_group(G)
δ4 : soft_in_use(S) —< adv_group(G)
δ5 : pos_threat(T_ST, S) —< tech_in_use(T_ST), soft_in_use(S)
δ6 : ∼impl_techsub(T_ST) —< prev_techsub(T_ST)
δ7 : intensify_mit(M) —< known_mit(M), tech_in_use(T_ST),

likelihoodAttack(T_ST, high)

af(φ1) = e1
af(φ2) = e2

af(δ1) = e3
af(δ2) = e4
af(δ3) = e5
af(δ4) = e6
af(δ5) = e7
af(δ6) = e8
af(δ7) = e9

The former indicates that account discovery is used as an attack technique, since the
advanced persistent threat group 29 (APT29, also known as Cozy Bear) is active and uses it.
The latter refers to the use of credential access protection as a mitigation technique to prevent
the use of OS credential dumping. This is a clear example of an argument that involves
uncertainty, since credential access protection is not a foolproof endeavor. An example
of this is the well-known Heartbleed vulnerability (CVE-2014-0160) that affected OpenSSL
implementations, leaving them open to credential dumping. For reasons of space, in this
simple example, we only label AM components with probabilistic events (e1–e9; elements
with no annotation are simply labeled with true) and do not describe how they are related
in the EM. One example could be to simply assume pairwise independence (as in many
probabilistic database models [26]), or a Bayesian network [27], as described in Section 5.

Queries. We lastly present two queries that we revisit in the next section:

• pos_threat(T1134, SO344):
What is the probability that access token manipulation (technique T1134) uses leveraging
the Azorult malware (software id SO344) to attack our systems?

• intensify_mit(M1026):
What is the probability that privileged account management (mitigation strategy M1026)
should be deployed? M1026 mitigates T1134.

In the next two sections, we discuss the design of a software system for implement-
ing this kind of functionalities based on DeLP3E, and a preliminary evaluation of query
answering in DeLP3E via sampling techniques.

4. P-DAQAP Platform

In an early version of the platform called DAQAP [19], we developed a web-based
client-server platform that offers an interface to visualize the interaction of the arguments
generated from an input DeLP program via dialectical trees and graphs, as well as the
abstract defeat relationships in a Dung-like graph environment. In this section, we present
the extension that incorporates probabilistic reasoning based on DeLP3E knowledge bases,
first briefly discussing the platform’s architecture and workflow, and then moving on to
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presenting a set of features that could eventually support human-in-the-loop reasoning
and XAI functionalities.

4.1. Architecture and Workflow

Figure 3 shows an overview of the tool’s architecture and workflow that is a mock-up
of a possible user interface that we are currently developing. The architecture is divided into
two main modules, the front end and the back end. Within the former, there are two main
sections: the DeLP and abstract argumentation section manages classical (nonprobabilistic)
models and is described in detail in [19]; we focus on the DeLP3E section, which is the
extension presented here. The back end is organized analogously, with the addition of three
other submodules that implement the probability model (for the EM), sampling methods,
and approximation algorithms.

DeLP3E Section DeLP3E KB

Front-end

W
eb Server

Back-end
DeLP and Abstract Argumentation section

DeLP 
Core

Abstract Argumentation 
Solver

jArgSemSat
(web service)
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What if Analysis:

Scenario 2: 
new_mitigation(M1018)
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pos_threat(T1134,SO344)

intensify_mit(M1026)

pos_threat(T1134,SO344)
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intensify_mit(M1026)

intensify_mit(M1026)

Figure 3. P-DAQAP platform architecture, including a mock-up of a dashboard for displaying
query-answering results related to our use case.

Table 1 describes the workflow focused on DeLP3E tasks in the order of the steps
labeled at the interaction between the two main modules in Figure 3 (1 → A → B →
2). This workflow is iterative in nature, and implements the human-in-the-loop model
mentioned in Section 1. In Step B, an anytime algorithm approach may be applied, in which
results are iteratively improved, and the user can decide when to stop the job depending
on the amount of time available and/or the quality of the result currently being obtained.
After Step 2, the analyst can now interact through the dashboard in response to the results
received, for example by choosing to modify the DeLP3E KB, modifying the query issued
in the first step, or a combination of such actions.
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Table 1. P-DAQAP Workflow.

Front-end

Step 1 Loads a DeLP3E knowledge base and specifies a task.

Back-end

Step A
Web server sends the job to be executed by the Probabilistic Argumentation
module.

Step B
Generate data structures and executes the job; when results become
available, it returns the output data in JSON format to the web server.

Front-end

Step 2 Client receives the response, and the data are presented to the user.

In the next section, we explore some of these functionalities, illustrating them via the
use case presented in Section 3.

4.2. P-DAQAP Functionalities

We begin by describing the design of two functionalities based on our use case, which
are illustrated in the Dashboard section of Figure 3, and then discuss the next steps to be
developed.

4.2.1. Current State: Registered Queries

The values of a subset of the EM variables are set depending on the current state of
the system (observed evidence). The analyst registers a set of queries of interest in order to
monitor the associated probabilities. Consider the queries presented in Section 3; the user
is interested in monitoring a possible threat and degree of application of a corresponding
mitigation strategy. In Figure 3 (bottom left), we can see that in the current state the query

pos_threat(T1134, SO344)

(referring to the probability that access token manipulation is used, levaraging Azorult)
is currently warranted by the KB with probability interval [0.23, 0.7]; this interval is quite
wide, which points to a large amount of uncertainty and lack of actionable insight.

On the other hand, the query

intensify_mit(M1026)

(which refers to the probability that privileged account management should be deployed
as a mitigation strategy) yields an interval of [0.76, 0.89], which signals a high probability
of the need to intensify mitigating actions associated with technique T1134.

Having this kind of insight is valuable for analysts, who can register queries regarding
mitigation strategies and attack techniques of current interest. The results can inform, for
instance, security alert levels and patching effort priorities for system administrators. As
we discuss in Section 5, approximations can be computed whenever the cost of obtaining an
exact answer is too high. In this case, the system can allow for the user to input the number
of samples to be used or, given an explicit upper bound on the time that is available, decide
on a budget for the sampling process.

4.2.2. “What-If” Scenarios

On the basis of the same setup as above, the user may wish to perform counterfactual
reasoning, also known as what-if scenarios. In this case, instead of taking facts and EM
variable settings from direct observations, the system allows for specifying scenarios as
desired and shows the resulting probabilities.
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Figure 3 illustrates this functionality with the same registered queries as before, show-
ing how their associated probability intervals change under two scenarios. In the first, the
analyst wants to know how the probabilities associated with the above queries change in
case that the token impersonation technique is very likely to be implemented successfully, as
reported by CAPEC:

likelihoodAttack(CAPEC-633, high).

The most drastic change is in the first query, which now yields a probability between 85
and 95%, while the other query’s probability increases somewhat to 90–100%. This is
because token impersonation (CAPEC-633) is a technique that, if it has a high likelihood of
success, is directly linked to privileged account management (mitigation strategy M1026).

In the second scenario, the analyst wants to know how the probabilities would change
if user account management is added as a new mitigation strategy (new_mitigation(M1018)).
Now, the query:

pos_threat(T1134, SO344)

becomes less probable (23–50%, since the new mitigation strategy helps in preventing the
T1134 technique), while for this scenario, the answer to the other query remains unchanged,
since the two mitigation strategies are unrelated.

4.2.3. Next Steps: Explainability

In addition to being able to calculate query probabilities, it is possible to accompany
such results with an explanation as to how the system arrived at that answer; explainability
was recently identified as a key feature in cybersecurity domains [28]. We discuss two
proposals for providing such insights into the kind of results presented in the previous
sections. The first is centered on the probabilistic model (EM), while the second focuses on
the rules used to derive query answers (AM).

Most Probable Scenarios. As a combination of the previous two functionalities, the
system can compute a set of the k most probable scenarios given the current set of ob-
servations. In the current implementation, which uses Bayesian networks to specify the
probability distribution in the EM, this set can be computed by the probabilistic model
module by returning the most probable explanations (MPEs) of the BN given the current
evidence in the EM. Then, the result of this first step can be combined with the counter-
factual analysis described above and each scenario can be explored taking into account its
probability of occurrence and its consequences.

Though this kind of analysis is centered on the probabilistic model, knowing the most
probable scenarios is a first step towards explaining why a given query is entailed with a
certain probability interval. For instance, an analyst may be interested in knowing why the
upper bound is lower than expected, and being shown a high-probability scenario in which
the negation of the query is entailed would be a first explanation. If further details are
needed, explanations can also be derived by analyzing the rules and arguments involved
in the derivations, as discussed next.

Rule-based Explanations. Another possibility is to show the arguments that support
the query in the subprogram generated by a particular scenario or set of scenarios. This
provides the analyst with the set of rules and facts involved in the derivation, and precisely
what role they played, which may highlight the need to revise one or more of these
components (for example, facts coming from an outdated data source); an approach in
this direction was recently reported in [29]. Another benefit of rule-based approaches is
that they can be rendered more interpretable by, for instance, using templates to translate
rules into natural language, as proposed in [30]. Lastly, it is also possible to show the user
minimal sets of EM elements (BN variables or worlds) that allow for the generation of
supporting arguments for the query, thus pointing to the uncertain elements that play a
role in the logical derivations of interest.

As a concluding remark, taking into account the general considerations of explainable AI
approaches [2], we consider that adding a probabilistic module to a platform like DAQAP
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provides additional possibilities for building explanations. On the one hand, as explained
in Section 2.2, the answers in P-DAQAP consist of probability intervals that represent two
types of uncertainty (probabilistic and epistemic), which allows for us to provide more
information about the nature of knowledge that is being processed. On the other hand,
as previously detailed, it is possible to accompany the answers with different types of
explanations, which demonstrates the potential of involving the probabilistic component
when generating explanations. All this accompanying information provides analysts with
tools that allow for them to confidently accept the obtained answer, or revise pieces of
information or knowledge that do not apply to the current situation.

5. Empirical Evaluation

We now report on the results of a preliminary empirical evaluation designed to
test the effectiveness and efficiency of a world sampling-based approximation to query
answering in DeLP3E. We used Bayesian networks for the EM and sampled directly from
the distributions they encode. The experiments focus on varying three key dimensions:
number of random variables (which determines the number of possible worlds), number of
sampled worlds, and the entropy of the probability distribution associated with the EM.
Intuitively, entropy is a measure of disorder. For probability distributions, it measures
how “spread out” the probability mass is over the space of possible worlds, so a low value
indicates a highly concentrated mass. Extreme cases thus range from a single world having
probability one, to all worlds having the same probability.

All runs were performed on a computer with an Intel Core i5-5200U CPU at 2.20GHz
and 8GB of RAM under the 64-bit Debian GNU/Linux 10 OS. Probability computations
were carried out using the pyAgrum (https://agrum.gitlab.io, accessed on 21 August 2022)
Python library.

5.1. Experimental Setup

All problem instances (DeLP3E knowledge bases and queries) were synthetically
generated to be able to adequately control the independent variables in our analysis. To
obtain an instance, we first randomly generate the AM as a classical DeLP program with
a balanced set of facts and rules; rule bodies and heads are generated in such a way as
to ensure overlap, in order to yield nontrivial arguments (see [31] for details on such a
procedure). The general design of the program generator consists of the following steps:

1. Generating the basic components on which the more complex structures are created,
that is, facts and assumptions are generated first.

2. Arguments are organized in levels, where each level indicates the maximal number of
rules used in its derivation chain until a basic element is reached.

3. Dialectical trees are generated only for top-level arguments because they have a
greater number of possible points of attack, given that they have more elements in
their body.

For the Bayesian networks in the EM, we randomly generated a graph on the basis of
the desired number of EM variables (and a random number of edges set to the number of
nodes as a maximum) using the networkx library (https://networkx.github.io, accessed on
21 August 2022). To control the entropy of the encoded distribution, we took each node
probability table entry and randomly choose between true and false; then, we randomly
assigned a probability to that outcome in the interval [α, 1], where α is a parameter varied
in {0.7, 0.9}.

Annotation functions are lastly randomly generated by assigning to each element
in the AM an element randomly chosen from the set of (possibly negated) EM variables
plus “true” (AM elements annotated with true hold in all worlds).
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Quality Metric.Given a probability interval i1 = [a, b], we used the following metric to
gauge the quality of a sound approximation i2 = [c, d] (that is [a, b] ⊆ [c, d] always holds):

Qi1(i2) =
1 − (d − c)
1 − (b − a)

Intuitively, this metric calculates the probability mass that is discarded by one interval in
relation to another. The resulting value is always a real number in [0, 1], where a value
of zero indicates the poorest possible approximation ([0, 1], which is always a sound ap-
proximation for problem instance), and a value of 1 yields the best possible approximation,
which corresponds precisely with the exact interval. Thus, we generally apply this metric
by using the result of the exact algorithm in the numerator and an approximation in the
denominator.

5.2. Results

Figure 4a shows the average running time taken per sample over all configurations
based on a set of 100 runs. We calculated the running time in this manner to adequately
compare the times for the different EM sizes. Even though the impact of this dimension
on individual running time is not significant, it may become so when sampling hundreds
of thousands of worlds. For example, consider the difference between running time per
sample for 1 billion worlds vs. 1 million worlds: 0.0289420 − 0.0289165 = 0.0000255 s; for
a sample size of 100,000 worlds, this difference amounts to 2.55 s. In the third column,
we include an estimation of running times of the brute-force algorithm based on these
values. Both running times are worst-case since optimization is possible (for instance, in
our system we avoid recomputing warrant statuses of induced subprograms for which
these values had been computed).

Figure 4b shows results concerning approximation quality; the metric was calculated
with respect to the exact result for up to 20 EM variables (≈1M worlds). For the case of
30 EM variables (≈1B worlds), we approximated the metric using 250,000 worlds (which
amounts to approximately 0.023% of the set of possible worlds), since the exact algorithm
becomes intractable for instances of this size.

The following general observations arise from these results:

• First, sampling larger sets of worlds leads to higher quality approximations. Though
this is expected, there are two interesting details:

1. For the 20 EM variable case, the quality obtained by 5000 vs. 10,000 samples was
not statistically significant (two-tailed two-sample unequal variance Student’s
t-tests yielded p-values greater than 0.08 for α = 0.7 and greater than 0.16
for α = 0.9), which means that only 5000 samples sufficed to obtain a good
approximation.

2. The proportion of repeated samples (i.e., wasted effort) was quite high for both
entropy levels; for α = 0.7 (higher entropy) on average 52% of samples were
repeated, while for α = 0.9 (lower entropy), an average of 87% were not unique.
For the 20 EM variable case, the quality levels were achieved with only 2293
and 469 unique samples, respectively. Larger sample sizes also lead to lower
variation in quality (shorter error bars).

• Next, entropy noticeably impacted solution quality (except for 10 EM variables, the
smallest setting). Since our approximation algorithm samples worlds directly from the
BN’s distribution, it is natural to observe better effectiveness with lower (less spread
out) entropy distributions. A smaller number of worlds represents a larger portion of
the probability mass.

• Lastly, even for higher values of entropy, we observed adequate quality levels for
modest numbers of samples compared to the size of the full sample space.
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These results shed light on the applicability of P-DAQAP on real-world problems
such as the CTA use case, given that relatively low numbers of effective (i.e., nonrepeated)
samples yield good approximations of the exact values.

#EM Variables Run. Time/Sample (seconds) Est. Brute Force Run. Time (hours)

10 (1K worlds) 0.0286015 0.008
15 (32K worlds) 0.0288155 0.262
20 (1M worlds) 0.0289165 8.422
30 (1B worlds) 0.0289420 8632 (≈360 days)

(a)

(b)

Figure 4. (a) Average running times per world sampled (n = 100 runs). For each case, we estimate the
running time (in hours) required to run the exact (brute force) algorithm. (b) Average solution quality
varying #EM variables (log of #worlds), #samples, and the parameter that controls the entropy (H) of
the probability distribution. For 30 EM variables (1B worlds, bottom right), quality is approximated on
the basis of a sample of 250,000 worlds. Error bars correspond to standard deviation (n > 50 for the
top charts, n > 15 for the bottom charts).

5.3. Results in the Context of Practical Applications

We now analyze the results we obtained in these experiments in the context of the
MITRE ATT and CK data that we focused on for our use case in Section 3. For the
purposes of this brief analysis, let us consider the Enterprise segment of the dataset, which
contains 191 techniques and 385 subtechniques, and this translates into a large number of
constants that would certainly lead to an intractable probabilistic model if tackled directly.
Fortunately, there is a well-understood independence relation among such techniques, and
they can, thus, be effectively pruned depending on the tactics to which they are associated.
For instance, the Privilege Escalation tactic (TA0004) that we refer to in the use case has
13 associated techniques, while the rest of the techniques in the dataset associated at most 30
(with the exception of Defense Evasion (TA0005) that has 42, though additional filtering
according to the specific operating system in question allows to bring this number down
significantly). Our preliminary results therefore show that having the capacity to scale
to 30 EM variables is within the realm of this kind of application, though further efforts are
required to effectively arrive at submodels derived from the general one that can be used
to solve specific query answering tasks. In this same vein, there are multiple research and
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development efforts to manipulate, adapt, and export data and knowledge from the ATT
and CK dataset [32–35].

6. Conclusions and Future Work

We presented an extension of the DAQAP platform to incorporate probabilistic knowl-
edge bases, giving rise to the P-DAQAP system, which is, to the best of our knowledge, the
first system of its kind for probabilistic defeasible reasoning. After discussing the details of
its design and describing applications to cybersecurity, we performed an empirical evalua-
tion whose goal it was to explore the effectiveness and efficiency of world sampling-based
approximate query answering. Our study showed that the entropy associated with the
probability distribution over worlds has a large impact on expected solution quality, but
even a modest number of samples suffices to reach good-quality approximations. Com-
pared to classical (nonprobabilistic) approaches, the results of our experiments show that
P-DAQAP allows for representing, effectively and efficiently reasoning with different types
of uncertainty, modeling complex domains in more detail, and providing more informed
answers that can be accompanied by explanations. In critical environments, having outputs
of this kind increases credibility and trust in the system by its users.

Future work involves carrying out a broader evaluation investigating other sampling
methods, avoiding repeated samples, and testing other probabilistic models. One of the
goals of this research line is to develop a method to guide knowledge engineering efforts
on the basis of domain features, requirements in terms of expressive power, approximation
quality, and query response time.
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The following abbreviations are used in this manuscript:

AM Analytical Model
CAPEC Common Attack Pattern Enumeration and Classification
CPE Common Platform Enumeration
CTA Cyberthreat Analysis
CVE Common Vulnerabilities and Exposures
CWE Common Weakness Enumeration
DeLP Defeasible Logic Programming
DeLP3E Defeasible Logic Programming with Presumptions and Probabilistic Environments
EM Environmental Model
KB Knowledge Base
P-DAQAP Probabilistic Defeasible Argumentation Query Answering Platform
NVD National Vulnerability Database
XAI Explainable Artificial Intelligence
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Abstract: Software is behind the technological solutions that deliver many services to our society,
which means that software security should not be considered a desirable feature anymore but more
of a necessity. Protection of software is an endless labor that includes the improvement of security
controls but also the understanding of the sources that induce incidents, which in many cases
are due to bad implementation or assumptions of controls. As traditional methods may not be
efficient in detecting those security assumptions, novel alternatives must be attempted. In this sense,
Security Chaos Engineering (SCE) becomes an innovative methodology based on the definition of a
steady state, a hypothesis, experiments, and metrics, which allow to identify failing components and
ultimately protect assets under cyber risk scenarios. As an extension of a previous work , this paper
presents ChaosXploit, an SCE-powered framework that employs a knowledge database, composed
of attack trees, to expose vulnerabilities that exist in a software solution that has been previously
defined as a target. The use of ChaosXploit may be part of a defensive security strategy to detect and
correct software misconfigurations at an early stage. Finally, different experiments are described and
executed to validate the feasibility of ChaosXploit in terms of auditing the security of cloud-managed
services, i.e., Amazon buckets, which may be prone to misconfigurations and, consequently, targeted
by potential cyberattacks.

Keywords: security chaos engineering; attack trees; cloud managed services; vulnerabilities

1. Introduction

Protecting Information and Communication Technology (ICT) assets against potential
threats is nowadays essential, especially with the advent of industry 4.0 and the consequent
revolution. To this extent, cybersecurity aims to protect data and technological infrastruc-
ture in different spheres, e.g., personal, familiar, business, and social. In fact, different efforts
have been made to contribute in such ways, for example, to protect persons against online
sex offenders [1], to defend IoT devices from attacks against data or services [2], to make
smart cities’ infrastructure more resilient [3], to implement cybersecurity in distributed
organizations [4], and to support LEA’s (Law Enforcement Agencies) in the detection of
malware [5] or in the prevention of cybercrimes [6]. Additionally, cybersecurity has also
been considered a field of knowledge that goes beyond the validation of identity, protection
of access, and monitorization of actions. Indeed, it has become a field that focuses its efforts
on the consistency and resilience of systems.

Besides, Site Reliability Engineering (SRE) is a set of practices that aims to improve
a system’s design parameters and the conditions where it operates to supply the system
with essential attributes such as scalability, reliability, and efficiency. The SRE concept
originated at Google around 2003 and was rapidly adopted by other companies with strict
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software requirements regarding scalability and reliability [7]. SRE may be seen as one
way to materialize a DevOps strategy as it offers a set of principles around automatization,
quantification of business-required reliability, reduction of availability risks, and observ-
ability. SRE may be implemented through the definition of reliability goals such as SLI
(Service Level Indicator) or SLO (Service Level Objective), the development of a capacity
plan, and the definition and execution of a change management process, among others [8].

A relatively new approach in the scope of SRE used to test the resiliency of distributed
systems has recently emerged, known as Chaos Engineering (CE). CE is used to validate
a system’s strengths and vulnerabilities when exposed to uncontrolled conditions. By
leveraging the CE methodology, different tests may be designed and applied with the
aim of validating in a measurable way the changes that the steady state of a system may
experiment [9]. Furthermore, another CE principle refers to the importance of including
real word events (hardware or software failures) in the experiments, especially events that
have the potential to generate a high impact or may occur with some frequency. CE also
remarks on the importance of automating experiments as much as possible as it allows for
a better analysis of the outcomes. Lastly, CE prioritizes the execution of tests in production
to guarantee authenticity in the experiments and to consider real traffic patterns, although
the impact of such experiments should be carefully estimated and contained.

Following the CE methodology, a “chaotic” experiment must be designed over a
controlled environment, which allows the observation of the variables that define the
steady state of the target system. Additionally, such a CE experiment must be ruled by
a scientific method that allows the definition and validation of a set of hypotheses [10].
Lately, CE experiments have gained importance as a way to implement SRE as it allows
testing the resiliency of a system against chaotic events so that the system’s weaknesses can
be identified and corrected in advance. Nonetheless, the resiliency of a system should be
validated not only from a perspective of availability. In fact, it should include other aspects
related to the secure and correct operation of the system. Thus, the necessity of evaluating
the system’s resiliency in a holistic way emerges and is consistently most demanded when
we evaluate distributed systems that manage sensitive information, such as secure IoT
services [11] or personal data management solutions [12].

Intending to execute a security-based evaluation of a system, a fresh concept emerged
in 2017 to apply CE principles to experiments that, together with the availability, evaluate
the confidentiality and integrity of a system under chaotic events. That is, SCE (Security
Chaos Engineering) joins the cybersecurity ecosystem, trying to defend the systems against
such events. In a cybersecurity context, chaotic events may be generated by a threat agent
that tries to: (i) make a system unavailable, e.g., through a Distributed Denial of Service
(DDoS) attack, (ii) read sensible data hosted by a system, e.g., through an elevation of
privileges that facilitate the access to restricted information, or (iii) modify users or system
files that alter the operation of the system, e.g., through the remote execution of malicious
code [13].

Noting that the CE methodology can significantly impact new developments by
reducing vulnerabilities through the scientific method and experimentation, this paper
addresses the following research question: how can SCE be used to detect application
vulnerabilities automatically, not limited to a specific context and by taking into account the
actions that are preferred by an attacker based on the effort expended in the exploitation?

Thus, the current paper proposes an SCE framework based on attack trees named
ChaosXploit. ChaosXploit is expected to support the operations of security teams in charge
of detecting and correcting in an anticipated way the vulnerabilities that an under-analysis
system may contain. The defensive labor of those teams implies understanding the attack
goal that an attacker may pursue as well as the offensive techniques that he/she may use
to achieve such an attack goal.

Thus, the main contributions of this paper are summarized as follows:
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1. The proposal of ChaosXploit, an SCE framework that leverages attack trees to address
the execution of attacks. Particularly, the ChaosXploilt architecture contains three
main components: an observer, an experiment runner, and a knowledge database;

2. The design of an attack tree that pursues a specific attack goal, i.e., the extraction or
modification of AWS S3 buckets information that enriches the knowledge database
of ChaosXploit;

3. The execution of a set of experiments that validates the feasibility of ChaosXploit
to execute an attack tree over a specific target, i.e., AWS S3 bucket, exposing multi-
ple misconfigurations.

ChaosXploit was first presented in Ref. [14], and the present paper is an extended
version of such work to include the following improvements and new content:

1. An extension of Section 2 (State of the art) with a detailed analysis of the related
works, including a comparative table with six identified key features;

2. The addition of Section 3 (Background), which includes a set of essential concepts that
introduces the reader to SCE;

3. An extension of Section 5 (Experiments) resulting in the implementation and execution
of the second branch of the proposed attack tree, which aims to extract or modify
information from the AWS S3 buckets;

4. The addition of Section 6 (Discussion), which includes an analysis of the current and
future adoption of SCE in the industry.

The remainder of this paper is organized as follows: Section 2 gathers the major works
contributing to SCE, analyzing their strengths and weaknesses. Then, Section 3 explains the
fundamentals and concepts regarding CE and SCE. In Section 4, ChaosXploit, our proposed
framework to execute SCE experiments, is described. In Section 5, diverse experiments to
test ChaosXploit are designed and performed. Section 6 presents an engaging discussion
on the adoption of SCE in enterprises. Finally, Section 7 concludes the work, adding future
work to possibly improve ChaosXploit.

2. State of the Art

Throughout the literature, CE appears as a relatively hot research topic. That is, its
robust capabilities have been described in different research items while being applied in
several contexts. Nonetheless, such an application and a proper definition must be clarified
since they have been ambiguous so far.

Starting with Netflix’s release of Chaos Monkey in 2011 [15], the CE paradigm has been
mainly used to test the resilience and robustness of virtualized appliances, demonstrating
the potentialities of the chaotic method in such scenarios.

To this extent, the work in Ref. [16] described Pystol, a fault injection framework
to argue on the resiliency of hybrid-cloud systems in adverse events. Specifically, Pystol
is presented as a Software Product Line (SPL) that can be mounted on top of cloud in-
frastructures, being able to exploit CE’s capacities. The proposal is then developed in a
production environment and deployed using standard Kubernetes objects (together with
the corresponding APIs) and Amazon Web Services (AWS) to execute the entire cluster
with three use cases. It is worth mentioning that Pystol has been made available as an
open-source code for further community development.

Additionally, Simonsson et al. [17] proposed ChaosOrca, another open-source fault
injection platform for system calls in containerized applications based on CE principles. In
this sense, ChaosOrca can calculate the self-protection ability of Docker-based microservices
with regard to system call errors. In particular, the system determines the steady state of
the Docker container by systematically registering diverse system metrics (CPU and RAM
consumption, network I/O, among others). Later, some perturbations are injected into
the system calls executed by the isolated dockerized app, avoiding the possible impact
on the ordinary operations of other containers. The proposal is tested in three Docker
microservices scenarios, namely Torrent, Bookinfo, and Nginx, demonstrating encouraging
results in noticing resilience flaws.
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An interesting case study on applying the CE methodology to a real use-case scenario
has been conducted in Ref. [18]. The main idea of the authors is to introduce the CE
paradigm at ICE Gruppen AB, a group of companies working in the grocery market.
Mainly, they started with a literature review, studying the state-of-the-art works on CE and
performing explanatory interviews in the company. The resulting framework, based on a
total of 27 open source CE tools, is then applied to the IT system of the company, including
its e-commerce. Interestingly, among the CE categories identified during the process, the
authors also indicate “network attacks” and “security attacks”.

Furthermore, ChaosMachine is described by Zhang et al. [19]. Particularly, it can be
defined as an open-source and extensible CE framework written in Java to analyze the
capacities of handling exceptions in production environments. In this sense, ChaosMachine
is able to disclose possible resilience issues of try-catch blocks, proposing an architecture
composed of three parts: (i) a monitoring sidecar, (ii) a perturbation injector, and (iii) the
chaos component. Then, ChaosMachine is tested with three voluminous open-source Java
apps, totaling 630k code lines, exhibiting its capacities in production environments with
realistic workloads.

Lately, the principal objective of the chaotic methodology has changed, shifting from
resilience surrounding a system to enclosing security issues. Starting from the assumption
that security failures will happen doubtless, SCE’s primary goal is to test the system’s
security controls using proactive experiments and, therefore, building confidence in its
capabilities to protect against potential threats.

Lamentably, since this paradigm shift has recently happened, the quantity of academic
items and tools is still insufficient. In this sense, ChaoSlingr can be depicted as the first open-
source software contribution to exhibit the potential application of the chaotic principles
to information security [20]. The tool was developed to function on AWS by a team at
the UnitedHealth Group, led by Aaron Rinehart, to demonstrate a simplified mode for
designing security chaos experiments [21]. From the main project, several companies have
started to leverage ChaoSlingr to execute chaotic experiments within their systems.

Moreover, Torkura et al. [13] proposed CloudStrike, a software architecture that mea-
sures the security of cloud environments by applying Risk-Driven Fault Injection (RDFI).
For the reader’s sake, the tool was first proposed in a previous article [22]. Concretely,
RDFI expands the CE paradigm to contemplate cloud security without losing the resilience
perspective by injecting security faults, leveraging the attack graphs representation. Such
SCE tool is tested on various cloud services of principal platforms, namely, AWS, and
Google Cloud Platform. Notably, the authors claim that they can calculate the risk value to
which the system’s assets are being exposed to by using the Common Vulnerability Scoring
System (CVSS). Then, the authors used the SCE methodology to test another tool, CSBAu-
ditor, a cloud security framework that can continuously monitor cloud infrastructures to
identify possible ill-motivated activities [23].

Additionally, the application of SCE to enhance API security is defined in Ref. [24].
Due to the popularity of RESTful APIs in distributed applications, the authors propose
utilizing this methodology to test the configuration of the API’s security controls, exposing
early vulnerabilities. After focusing on the OWASP (Open Web Application Security Project)
list of the top 10 critical web application security risks and automated attack detection,
the authors suggest the application of SCE experiments to address the abovementioned
challenges. Indeed, the work is still in an early phase, but the capabilities of SCE are
recognized as being valuable.

Besides, SCE experiments have been used to test System of Systems (SoS) robustness
against potential attackers in [25]. Concretely, the authors used Chaos Toolkit to conduct
several CE and SCE experiments on a Virtual Unmanned Aerial Vehicle (VUAV). The Attack
Trees methodology is employed to better model possible attacker moves, assuming the
level of access he/she would possess with a previous threat modeling phase. Precisely,
two Attack Trees are developed, namely, injecting corrupted navigation service and killing
ActiveMQ/WorldWind (i.e., the software tools used for communication purposes). Then,
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five separate experiments are executed, evaluating the performance by measuring the CPU
and RAM usage. Results showed a slight increase in CPU load, while RAM was not a
significant metric during tests.

Table 1 summarizes the findings of the state-of-the-art investigation. It has to be
remarked that the works [16–19] refer to CE applications while [13,24,25] propose SCE
employment. Consequently, one could argue that it is obvious that the attributes’ value
of the CE works tend to be “Resiliency”, while “Security” is predominant for the SCE
proposals. Nevertheless, the proposed framework in Ref. [18] adds security features to the
CE requirements. Such confusion is directly derived from the ambiguous definition of CE,
as previously stated.

Table 1. Comparison of the related works highlighting the main features.

Related Work Attributes Application Context CE Tool Threat Model Experimental Data
Automation

Level

Camacho et al. [16] Resiliency Cloud Ad-hoc � � �
Simonsson et al. [17] Resiliency Containers (Docker) Ad-hoc � crafted �

Jernberg et al. [18] Resiliency Security Web 27 CE tools survey � crafted �
Zhang et al. [19] Resiliency Java applications Ad-hoc � Public Java code �

Torkura et al. [13] Security Cloud Ad-hoc Could Attack Graphs crafted ≈
Sharieh, Ferwron [24] Security API � � � �

Bailey et al. [25] Security SoS ChaosToolkit Attack Trees crafted �
Our proposal ChaosXploit Security Any ChaosToolkit based Attack Trees Public buckets �

Legend: � Yes, � No, ≈ Partially.

Another clear difference between CE and SCE works is that most SCE proposals
leverage a threat model to map the attackers’ moves within the protected system. In
particular, Attack Graphs and Attack Trees seem to be a suitable choice to infer the goals of
the attackers and, possibly, anticipate them.

Regarding the tool used to implement the proposals, many of them present ad hoc
development of the CE/SCE framework. In this sense, one could say that, in specific
situations, implementing from scratch can lead to better solutions. However, re-using
already mature and tested tools should be the primary choice in order to fairly compare
different proposals.

Additionally, two key aspects must be highlighted: (i) the importance of using publicly
available data to perform experiments and (ii) the significance of a high automation level for
CE/SCE frameworks. That is, most of the analyzed papers present crafted experiments to
demonstrate their features, making the comparison challenging to execute. Then, one of the
crucial characteristics of any chaotic tool is the automation level of the experiments. Since
modern systems feature high complexity and distribution, automating those experiments
is highly desirable.

Last but not least, the surveyed works suggest the chaos tests application only in
a particular context (e.g., Cloud, containers, etc.). It is effortless to claim that the de-
sign of a full-fledged CE/SCE tool would broaden its application scope, leading to more
experimentation and, perhaps, better results.

The research presented in the paper at hand uses as reference the characteristics of all
these tools presented in related works and proposes an SCE-powered framework based on
attack trees to detect and exploit vulnerabilities in different targets as part of an offensive
security exercise. This framework, unlike those previously mentioned, can be used in any
application context whether in different clouds (AWS, GCP, Azure), containers (Docker,
Kubernetes), or web applications. Additionally, compared to current CE tools, our proposal
develops a threat model based on attack trees since these enable modeling organized
actions for more than one SCE experiment, allowing a better traceability and following
the same attack goal. Another differentiating component that stands out in our proposal
vs. other SCE tools is the high level of automation, since we can make a list of actions
to be performed and, when launching the experiment, these will be executed in a row.
Finally, we are aware that we are not reinventing the wheel, as our proposal is built on
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the ChaosToolKit, one of the most mature tools in CE. Lastly, our proposal is tested with
common cloud services, meaning that the experiments can be easily replicated.

3. Background

For the sake of the reader, some important concepts are introduced to allow a better
understanding of the context surrounding CE and SCE.

3.1. Chaos Engineering (CE)

As previously mentioned, the concept of CE emerged in 2011 when Netflix moved its
services to the AWS cloud. Netflix’s engineers feared that an internal instance could fail
during the move, severely impacting the overall operation. For this reason, ChaosMonkey
was created to test the stability of Netflix by injecting faults that randomly terminate
internal instances [26]. A year after launching ChaosMonkey, Netflix added new modes
that report different types of faults or detect abnormal conditions. Each of those modes
were considered to be a new simian, and together they formed what is known as the
SimianArmy [27].

In 2016, Kolton Andrus and Matthew Fornaciari founded Gremlin [28], which is rec-
ognized as a leading CE solution. Along with the creation of Gremlin, the formal definition
of CE was also born as “the discipline of experimenting on a system in order to build
confidence in the system’s capability to withstand turbulent conditions in production” [9].

A few CE frameworks may be found in the wild. One of the most notable frame-
works is the above-mentioned Gremlin, which allows one to experiment with more than
10 different attack strategies on different infrastructures. Nevertheless, not all of those
strategies are free to use, and it does not have reporting capabilities. Another well-known
CE framework is ChaosMesh [29], an open-source cloud-native tool built on Kubernetes
Custom Resource Definition (CRD). Specifically, it allows testing several scenarios checking
for network latency, system time manipulation, and resource utilization, among others.
Nonetheless, this tool does not have the advantage of scheduling attacks.

Another open-source CE framework is Litmus [30] which allows developers to use
a set of tools to create, facilitate, and analyze chaos in Kubernetes with automatic error
detection and resilience scoring. Last but not least, it is important to mention ChaosToolkit
(CTK) [31], an open-source tool that permits the automation and customization of CE
experiments by defining a set of probes and actions that may be pointed to different types
of targets.

It is worth remarking that the CE experiments are not chaotic at all. In fact, they are
based on the scientific method and should follow the CE principles [9] that define the
subsequent steps to guarantee that the experiments are correctly executed.

1. Define the behavior of the system (observability), which is key to measure with the
purpose of approval or disapproval of an hypothesis that may be defined later;

2. Identify the steady state to mark out what should be considered as a normal behavior
of the system;

3. Define a hypothesis that will be proved or refuted at the end of the experiment;
4. Execute the experiment by introducing real-world events such as creating instances

that expose malfunctions and interrupted network connections, among others.

The fact that CE experiments have a defined method corroborates that this discipline
does not consist of “breaking things on purpose”. On the contrary, CE experiments are
generally done in a proper testing environment with similar conditions to the ones obtained
in a real environment exposed to disruptive incidents. Thus, the application of CE allows
testing attributes such as availability and reliability in a controlled environment. Generally,
the results that arise from conducting a CE experiment can help anticipate incidents,
improve the understanding of system failure modes and reduce maintenance costs [32].

Once the method and benefits of implementing CE have been discussed, defining
and implementing an experiment can be effortless. For example, in Ref. [10], one of the
experiments considered a recommendation system that, as part of its functionality, stores
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all the searches inserted by users in a cache so that such queries may be used to redefine
the recommended product that is returned to the user. The experiment uses CE to check
what would happen if the communication were to fail between (i) the process (Redis Client)
requesting to store the queries and (ii) the cache (Redis server) that effectively stores them.
In this case, the purpose of the CE experiment is to determine if the recommendation
system may still work after injecting failures, so it is defined as follows:

• Observability: Navigate the application and view the recommended products;
• Steady State: The recommended products should be returned to the user;
• Hypothesis: A failure in the communication with the storage component (Redis

server) causes a failure in the product returned to the user by the recommendation
system, even in subsequent queries when the storage component is restored.

With the execution of this experiment it may be possible to conclude, for example, that
the hypothesis is refuted since when injecting failures in Redis Server, the recommendation
system handles the error and manages to recover automatically as soon as the access to
the storage system is re-established. Thus, it proves that the recommendation system is
resilient to failures in the storage system.

3.2. Security Chaos Engineering

By using CE, testing security in systems with the premise that “failure is the greatest
teacher” is possible. This idea was first proposed by Aaron Rinehart [21], who pursued the
application of CE in cybersecurity while working as Chief Security Architecture at the Unit-
edHealth Group [33]. As mentioned in the previous section, CE has traditionally focused
on testing system availability, while recent research is striving to apply this discipline in
the field of cybersecurity. Concretely, the main goal is to apply CE concepts by testing not
only the availability but also other attributes such as integrity and confidentiality to boost
the concept of Security Chaos Engineering (SCE). SCE has been defined as “the identification
of security control failures through proactive experimentation to build confidence in the
system’s ability to defend against malicious conditions in production” [21].

In this context, ChaosSlingr can be recognized as the first open-source framework that
demonstrated the value of applying SCE to cybersecurity [34]. This tool was created by
Aaron Rinehart and proposed a simple experiment. It sought to misconfigure some ports
on a system and observe the behavior. Although it was a good initiative, ChaoSlinger was
no longer maintained and became part of a larger project known as Verica [35].

As mentioned, while CE aims to test the resilience of a system, SCE also provides
measures and experiments to provide top-notch security to the systems. By leveraging the
SCE methodology, it is possible not only to corroborate assumptions or discover vulnera-
bilities but also to infer possible mitigations [36]. That is, SCE falls into the cybersecurity
ecosystem, as it allows checking that the security controls that validate the confidentiality,
integrity, and availability of the system are reliable. This check is based on identifying
security flaws caused by the human component, insecure design, and lack of resilience in
the system under protection. In addition, SCE experiments can identify the exact points
where security flaws exist and act on time.

The methodology applied by SCE is similar to the one described for CE, as it incorpo-
rates the definition of steady state, observability, and hypothesis. However, it pursues a
different objective as it aims to validate the security of a system, for example, by discover-
ing vulnerabilities, misconfigurations, logic flaws, and insecure design, among others. In
addition, if experiments are executed frequently, SCE may help in the reduction of security
incidents and remediation costs, as it allows developers to: (i) understand their system,
(ii) define a response plan, (iii) identify system modules failing, and (iv) note that some
components were omitted during development. In addition, SCE minimizes impacts on
users through experimentation, which in turn improves the ability of developers to track
and measure security.

One helpful experiment to explain the SCE methodology is associated with under-
standing the behavior of a firewall when some associated ports are misconfigured. This
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was one of the experiments that were executed with ChaoSlingr, a framework created by a
team at UnitedHealthGroup, explained in detail in Chapter 7: the journey to SCE of [21]. A
brief overview of the experiment is presented below:

• Observability: Detection of security configuration changes that have occurred in
a device;

• Steady State: The firewall is able to detect all changes over the ports;
• Hypothesis: A misconfigured port should be detected and blocked by the firewall,

and such an event should be appropriately logged.

From the execution of this experiment, it could be possible to prove that half of the
time, the hypothesis is fulfilled, and the other half of the time, the firewall does not detect
and block it. In addition, a cloud configuration tool could be able to detect the failure, but
this is not being logged, so it is not possible to identify that an incident has occurred. Thus,
proper remediations should be undertaken to avoid the incorrect operation of the firewall.

3.3. Differences between SCE and Traditional Pentesting

At this point, one could legitimately wonder about the difference between SCE and
traditional penetration testing techniques and the added value of using SCE. In order to
establish these differences, Table 2 illustrates some key aspects to be considered in this
comparison, which are explained in the following paragraphs.

Table 2. Main differences between traditional pentesting and SCE.

Traditional Pentesting SCE

People implementing
Executed mainly by personnel external to the

organization (external red team)
Executed mainly by organization’s internal personnel

(internal red or blue team)

Methodology behind ISECOM, EC-Council, OWASP, others Chaos Engineering principles

Security approach Offensive Defensive

Available tools Bunch of offensive tools Few SCE frameworks

Grade of automatization Mainly manual procedures Mainly automated procedures

Expected frequency
Depend on organization policies and risk appetite,

generally every 3 or 6 months
High frequency for definition, can be applied for each

incremental development

Phase of SDLC where applied Generally in production phase Along all the SDLC

Scope of tests Generally unitary tests Unitary and full system tests

Kind of vulnerabilities detected Own-system errors, misconfigurations Own-system errors, security assumptions about
the systems

As indicated in Table 2 traditional pentesting allows attacking different targets by
finding and exploiting vulnerabilities and misconfigurations. On the other hand, SCE
allows us not only to test for system errors but also for security assumptions about the
system, which includes component misconfiguration but also human errors, so we can
affirm that SCE has a bigger scope in terms of vulnerabilities that can be detected.

In addition, the pentesting process may require a set of different activities, which can
be automated in a defined way, e.g., fingerprinting, scanning, and brute forcing, but the
exploitation phase will generally require highly manual activities through the construction
of customized exploits and payloads. Secondly, SCE strives for a high automatization in
the development of experiments, so they can be reproducible and repeatable.

Additionally, traditional pentesting is generally executed by an external red team,
because generally, the aim is to emulate a double-blind scenario where an attacker does not
know the internal details about the system that he is attacking, and the persons in charge
of protecting the system do not know when the attack will be launched [37]. In this regard,
SCE offers a different approach, as SCE experiments are intended to be executed by the
persons who build (developers), maintain, and secure the system, who can be part or not
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part of a blue team or an internal red team in case the organization has one; all of this is
part of a defensive strategy.

The frequency of pentesting exercises may depend on external regulatory or internal
requirements and organization risk appetite, resulting in pentesting tests developed regu-
larly, e.g., every 3 or 6 months for the case of organizations with an intermediate maturity
security level, and mainly over systems that are in the production phase. In the case of SCE,
the experiments have a high frequency by definition, as SCE experiments may be designed
and performed along the software development life cycle. This means it is possible to
incorporate it in the early stages of development and reduce the remediation costs.

It is important to note that currently there are many tools available that can be used
in different phases of pentesting, but there are not many SCE-based tools, as indicated
in Section 2, so the contribution of a framework in this regard improves the traditional
pentesting process as it offers an alternative way of detecting vulnerabilities in the protected
assets, providing a new tactic that enriches the existing tool-set of blue and red teams.
Additionally, when considering complex or distributed systems, SCE experiments help to
understand the system as a whole, going beyond unit tests over specific components which
is common in pentesting exercises.

Finally, methodologies behind pentesting refer to quite popular publications from
ISECOM (OSSTMM methodology), EC-Council (hacking phases), or OWASP (security
testing guides), among others. However, none of them are based on a scientific method,
which SCE does by following the CE principles.

4. ChaosXploit Architecture

This section describes ChaosXploit, a SCE-powered framework composed of different
modules that support the application of CE methodology (described in Section 3.1) to
test security in different kinds of information systems. The architecture of the proposal is
depicted in Figure 1. It is worth noting that a label has been assigned to each module to
represent the step in the EC methodology that is executed in that module. Additionally,
each internal module is described in the following sections. In particular, the Knowledge
Database is described in Section 4.1, the Observer is detailed in Section 4.2, and the SCE
Experiments Runner is explained in Section 4.3.
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Figure 1. The proposed architecture of ChaosXploit and its relation to SCE methodology.

93



Big Data Cogn. Comput. 2023, 7, 1

4.1. Knowledge Database

The knowledge database is responsible for providing the steps required to conduct
an offensive SCE experiment executed by a team (blue team) interested in maturing a
defensive strategy. Thus, this module is composed of a set of attack trees and a hypothesis
generator, which will be some of those in charge of executing the second step of the CE
methodology, i.e., defining the hypothesis for the experiment. The tasks assigned to these
modules are detailed below.

4.1.1. Attack Trees

This module is in charge of delivering the intelligence for executing the SCE experi-
ments. Such intelligence is represented by different attack trees, where each tree clusters
different branches focused on achieving a specific attack goal, e.g., gaining access to data
stored in a cloud storage solution. So, different attack goals may be pursued as attack trees
are contained in the knowledge database. Each branch of an attack tree gathers different
offensive actions that may be conducted to achieve the final attack goal, where an action
may be a python script, an HTTP request, or some process to be run on the operating
system. It is worth mentioning that attack trees for different types of targets may be defined,
such as trees for user applications, managed cloud services, Kubernetes, and network
devices, among others.

4.1.2. Hypothesis Generator

The intelligence contained in the attack trees needs to be converted to a hypothesis
so that it can be consumed by the other modules of ChaosXploit. So, the Hypothesis
Generator is responsible for translating the branch actions contained in an attack tree into a
form readable for the module that executes the SCE experiments, i.e., the exploiter. Each
hypothesis generated by this module is a statement about the system being tested that
must be refuted or confirmed by the SCE experiments, e.g., an organization will not expose
private data when the recognition tool Foca [38] is pointed out to the main domain.

4.2. Observer

The observer groups all the activities related to the observation of both the target and
the SCE experiment. This module is important because it allows controlling the specific con-
ditions of the target before, along, and after the execution of the SCE experiments.Therefore,
this module will address, in its different components, the first step of the CE methodology:
identification of the steady state and the fourth step: observability and verification. This
module is composed of a steady-state validator, a continuous validator, and a terminator.

4.2.1. Steady State Validator

The steady-state validator is responsible for verifying the steady-state hypothesis
on the target representing the steady-state conditions, which allows us to create a direct
association with the first step of the CE methodology. These conditions will depend on the
target of the attack and the hypothesis defined in the hypothesis generator. For example,
a normal condition may be a well-formed response from a web server or an assumption
about the system.

4.2.2. Continuous Validator

The continuous validator is activated once the experiment starts and is constantly
checked until the end of the experiment. It allows for verifying specific signals detected
from the target, which makes it possible to determine the results of an interaction between
the exploiter and the target. These signals are especially important because they can
indicate whether a current action included in a branch of an attack tree has succeeded, so
the following action in the branch should be triggered, or they can indicate that the target
is not vulnerable and the other actions in the branch should not be executed. This leads us
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to categorize it as one of the components that perform the last step of the CE methodology,
as it allows us to observe and verify the behavior of the experiment.

4.2.3. Terminator

Each time the execution of an action is completed, the experiment status is updated
and the terminator validation is performed. This module observes the failure states of the
SCE experiment to define the actions to be taken accordingly, thus it is associated with
the last step of the CE methodology. For example, if the target stops responding due to
the execution of an SCE experiment, the experiment status is updated to failed and the
terminator will be able to inform the Rollback Runner so that it can restore the target.

4.3. SCE Experiments Runner

The SCE Experiments Runner is in charge of the SCE experiment’s execution over a
target to validate or refute a hypothesis. This component is fundamental because it not
only leads the interaction with the target but also centralizes the communication with the
observer and knowledge database. Although it is an execution module, it also includes
elements that contribute to the development of the other steps of the CE methodology. It
consists of three main elements: attack goal decider, exploiter, and rollback runner.

4.3.1. Attack Goal Decider

The attack goal decider receives a defined goal attack as input to be tested over a
target. Such an attack goal may be contributed by the user of ChaosXploit who is interested
in probing if a particular system is susceptible to a specific attack. Then, the attack goal
decider requests the knowledge database for the proper attack tree that matches such a
defined goal. This request implies that the module is involved in the hypothesis generation
process (step 2 of the CE methodology). In addition, when asking for the information
from the knowledge database, it will receive the actions to be performed to execute the
experiment, which allows it to be associated with the third step of the methodology as well.

4.3.2. Exploiter

The exploiter executes the SCE experiment over a target to validate or refute a hypoth-
esis. This is directly associated with the third step of the methodology. With such purpose,
the exploiter performs the offensive actions defined previously by the attack tree obtained
from the knowledge database. Besides, it is also able to collect information about specific
responses coming from the target to define the next step in an attack.

4.3.3. Rollback Runner

An experiment may contain a sequence of actions that reverse what was undone
during the execution; this allows us to identify the points where failures were generated.
Thus, the Rollback Runner is supported by the last phase of the methodology. The set of
actions will be called by the Rollback Runner after the Continuous Validator finishes its
execution regardless of whether an error occurred in the process or not.

4.4. Connector

The connector is responsible for searching for the most suitable extension to connect
to the target on which the user wants to run the experiment. Once an extension has been
defined, the connector establishes the link with the target and tests that the scenario is
adequate to run the SCE experiment.

While ChaosXploit has a high level of automation, some previous activities are re-
quired before executing the experiments. First, the security team in charge of testing an
under-analysis system must define the attack goal to be tested in the experiments and draw
an hypothesis with its corresponding steady state. Then, an attack tree consistent with the
previously defined attack goal is needed, which may come from an external cyberthreat
intelligence provider (in cases where the under-analysis system is common and sufficiently
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known by the provider) or from the security team that builds it as a way to understand the
possible steps an attacker could perform to achieve the attack goal. After the attack tree
is defined, ChaosXploit will automatically perform all necessary actions, i.e., identify the
vulnerability type, do the exploitation from the tree and measure steady-state, to conclude
the SCE experiments. In case the results have not been satisfactorily completed, the type of
vulnerability found will be indicated by ChaosXploit.

The interactions between the components of ChaosXploit are shown in Figure 2.
First, the user of ChaosXploit requests the Attack Goal Decider for the execution of a
SCE experiment, informing the attack goal to be considered and the target where the
SCE experiment should be addressed. Then, the Attack Goal Decider retrieves from the
knowledge database the steady-state of the experiment, the rollback procedure, and the
most proper hypothesis (a branch in the attack tree) that matches the attack goal desired by
the user. The Attack Goal Decider also requests to the Connector the preparation of the
extension for the target informed by the user. When a connection to the target is established
and a hypothesis is defined, the Attack Goal Decider then performs the following actions:
(i) It establishes the steady state of the experiment in the Observer and tests it in an initial
phase. Therefore, in this step, it is necessary to establish a new connection to validate its
stability. In case this action fails, the state of the experiment is updated to failed and it
is terminated; (ii) it starts the execution of the steps defined in the selected branch of the
attack tree with the help of the Exploiter, and (iii) it keeps continuous communication with
the Continuous Validator to monitor the execution of the exploitation in progress and in
that way be aware if the attack goal is achieved. If the Continuous Validation fails, then the
termination process is activated by the Terminator. The experiment ends with the execution
of the Rollback Runner to restore everything.

SCE Experiments Runner Knowledge DB Connector Target

RollBack Runner Attack Goal Decider Exploiter Steady-State Validator Cont. Validator Terminator

Observer

Hypothesis Generator

Figure 2. Flow diagram of the execution of a SCE experiment in ChaosXploit.

5. Experiments

Multiple experiments have been conducted using the ChaosXploit proposal mentioned
in Section 4, which are also available in the public repository of the project [39]. Based on the
fact that AWS S3 buckets and Elasticsearch databases account for nearly 45% of the cloud
misconfigured and compromised technologies [40], the proposed session of ChaosXploit
experiments focuses on evaluating the security of the AWS S3 service. It considers the
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possible configurations and whether they permit establishing a connection, whether they
are public or private buckets, or whether they permit getting the configured Access Control
Lists (ACLs) which allow managing the access to the buckets and their objects. These lists
define which AWS accounts or groups have access and what kind of permissions they have.

This section of experiments comprises the following subsections: Settings, Section 5.1,
in which the hardware and software requirements to develop the experiment, are spec-
ified. Definition of the knowledge database, Section 5.2, in which the attack tree is
presented together with the specification of the branches chosen for the experiments.
Sections 5.3 and 5.4 describe the implementation of the first and second branches of the
attack tree. Each of them contains the definition of the steady-state and the hypothesis,
as well as the input parameters and the monitored variables. Additionally, each of them
includes a subsection for result analysis.

5.1. Settings

The following setup was used to execute the above-mentioned experimental session
using ChaosXploit:

• Hardware: the experiments were executed on a Fedora OS with AMD Ryzen 5 3500U
CPU, 8 GB RAM, and 512 GB SSD;

• Internal Components: Some of the components of ChaosXploit have been built over
existing modules of ChaosToolkit, as it is an open-source framework that allows its
extension and improvement to make it oriented to security purposes. ChaosToolkit
was chosen since this tool simply allows automation of the experiments using json
files. The connection to the different targets (buckets) was done using boto3 (SDK
for python);

• Environment: The first version of ChaosXploit should be installed on a virtual envi-
ronment with python3.7 and Chaostoolkit installed.

5.2. Definition of the Knowledge Database

In Figure 3 it is possible to observe the attack tree designed for this experimental
session. In this case, ChaosXploit is used as an internal auditing tool where a user with
the role of an attacker can follow the four paths shown in the attack tree. These paths are
described as:

• Branch 1: In this case, the intruder first locates public buckets by either listing the
names or by using search engines such as the Wayback Machine. The next step aims
to verify whether the attacker is successful in connecting to the bucket. Once inside,
he has access to look at the storage system’s objects, and read the Access Control Lists
(ACL). The attacker will be able to accomplish the attack objective if these ACLs have
permissions that are available to the general public;

• Branch 2: In this route, the attacker tries to access private buckets using privilege
escalation after failing to recognize public buckets. A policy rollback in this situation,
where a user with permission to restore a previous policy is requested, presents a
chance for privilege escalation. In a perfect world, this user would have had adminis-
trator rights or full access to the S3 service;

• Branch 3: in which the attacker can use brute-forcing techniques to compromise other
user’s credentials and thereby gain access;

• Branch 4: where the attacker can use social engineering techniques such as phishing
to compromise credentials and gain access.

It is important to note that the execution of the first and second branches was included
in the scope of this project, as the actions included in such branches were easier to auto-
mate. Other branches could also be implemented through a combination of manual and
automatic actions.
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Figure 3. Designed attack tree for the experimental scenario, highlighting the implemented branches.

5.3. Results of ChaosXploit’s Execution of Branch 1: Exploitation of Public Buckets
5.3.1. Description

The reason for this experiment is that data can be stored on Amazon S3 and safe-
guarded from illegal access using encryption techniques and access management software.
However, the shared responsibility model of cloud services has caused security config-
uration errors by the designers of this sort of storage. Exposing the data to the public
endangers its availability, confidentiality, and integrity.

Based on the goal of the attack tree (Extract or modify Information), it is possible to
define this first experiment following the CE method as follows:

• Observability: AWS S3 Buckets that can be found publicly;
• Steady State: The buckets to be analyzed suggest having the access controls prop-

erly configured;
• Hypothesis: If you try to access the objects stored in the buckets, then you will not

be able to see their contents or the associated access controls since they are properly
configured to prevent information leaks.

Below is a description of how the first branch of the attack tree specified for this
scenario was implemented and executed. First, by taking regular expressions into account,
public buckets were discovered using enumeration approaches. Since Amazon S3 has
established some specifications for the bucket names, it is quite simple for an attacker to
compile a list of them. Then, boto3, the AWS SDK for Python, was used to carry out the
connection check. This stage allowed us to clean up the buckets, removing any that were
empty or had incorrect names. Then, ChaosXploit looks at the buckets to see if their objects
can be read, and lastly, it checks to see if any buckets provide access to the ACLs.

As shown in Table 3, three monitored variables were considered: (i) Object-Collectable-

Buckets, which are the buckets that have public files such as pictures, documents, exe-
cutable files, among others, which may be gathered through the experiment, (ii) ACL-

Collectable-Buckets which refers to those buckets that have public ACLs, and can be
accessed by anyone, and (iii) the Permissions obtained from the ACLs.
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Table 3. Monitored variables and input parameters considered along the execution of branch 1 by
ChaosXploit.

Monitored Variables

Name Description

Object-Collectable-Buckets N° of buckets that have public objects and are accessible by anyone
ACL-Collectable-Buckets N° of buckets that have public ACLs and are accessible by anyone

Permissions N° of permissions obtained from the ACL.
Input Parameters

Name Description

Domain (Optional) Domain name to which you want to identify the buckets
Threads N° of execution threads

Mode Object-Collectable-Buckets or ACL-Collectable-Buckets
Output Output File

Regarding the input values, four were needed to execute the experiment. First, the
domain is an optional input that should contain the name of the organization to be analyzed.
We have considered this option since ChaosXploit can be used as an internal audit tool.
Therefore, with this argument, the enumeration of the buckets will be limited to all those
that are related to the given domain. In case this input is not provided, ChaosXploit will
generate a list of names using brute-force, wordlists, and bucket naming rules defined
by AWS. Second, the number of threads is considered as an input, so that the process of
connecting and reading the buckets’ information may be performed in parallel on the
different cores, according to the defined thread’s value. Third, the mode indicates the
type of analysis to be performed, whether it aims to find Object-Collectable-Buckets or ACL-
Collectable-Buckets. The last input, output, is a file name used to store the results and feed
the ChaosXploit continuous validator.

5.3.2. Results Analysis

ChaosXploit’s functionality was tested using a list of 3k buckets obtained through a
bucket name enumeration process, which can be performed using automated tools.

As seen in the upper left part of Figure 4, all possible actions of the first branch of the
attack tree presented in Section 5.2 were executed by ChaosXploit. It is possible to identify
that for the second action (Check possible connection), out of the 3k buckets listed, 271 did
not allow a connection. This is because the bucket no longer existed or had an invalid name,
e.g., it did not follow the common bucket naming characteristics proposed by AWS. This
leaves us with 2729 buckets to be tested.

In the case of the third act of the branch (Inspect collectible buckets), 2454 buckets were
well configured and passed the steady-state defined in our experiment, since they did not
allow reading files or permissions listed in the ACLs. However, 275 did not pass validation.

The lower left part of Figure 4 shows the file extensions that were extracted from the
252 Object-Collectable-Buckets. From each bucket, only the first 50 objects were collected,
since some buckets had more than 100,000 files stored, for a total of 7465 collected files. Of
all these files it was possible to identify that more than 2000 were images (jpg and png) and
approximately 1250 were categorized as others because they could be log files, folders, or
had no extension.

To analyze the users and user groups associated with each bucket we first need to
know that Amazon S3 has a set of predefined groups:

• AuthenticatedUsers group representing all AWS accounts;
• AllUsers group allowing anyone in the world to access the resource;
• LogDelivery group allowing access logs to be written to the bucket.

Additionally, AWS also defines the following types of permissions:

• READ Allows the grantee to list the objects in the bucket;
• WRITE Allows the grantee to create new objects in the bucket. For the bucket and ob-

ject owners of existing objects, it also allows deletions and overwrites of those objects;
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• READ_ACP Allows the grantee to read the bucket ACL;
• WRITE_ACP Allows the grantee to write the ACL for the applicable bucket;
• FULL_CONTROL Allows the grantee the READ, WRITE, READ_ACP, and WRITE_ACP

permissions on the bucket
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Figure 4. Results of the execution of ChaosXploit to achieve the defined attack goal (extract or modify
information) through the branch .

In the upper right part of Figure 4 is possible to identify that 92 of the 257 buckets
allowed the extraction of the ACLs. Up to 13 permissions per bucket were identified.
Some of them showed information about the user who owned the bucket ( known as
CanonicalUser by AWS); others showed data about the users who belong to one of the
predefined groups by AWS and had access to the bucket. Then, it is worth noting that for
the information associated with canonical users, the FULL_CONTROL permission was
enabled for 84 buckets (91.3%). In the case of the data associated with the users who belong
to any of the groups, 64 (69.5%) of them allow the reading of the stored objects (READ
permission) and 89 (96.7%) allow the reading of the ACLs (READ_ACP permission).

Finally, we analyze the results of those buckets that allowed the extraction of both
objects and ACLs. As seen in the lower right part of Figure 4, 69 buckets (25%) allowed
both tasks to be performed. These were filtered by the AllUsers and AuthenticatedUsers user
groups and it was identified that 41 (38.3%) from the AllUsers group and 17 (29.8%) from the
AuthenticatedUsers group were allowed to read the ACLs and the objects. Nevertheless, it
was identified that 11 buckets (10.3%) from the AllUsers group and 11 buckets (19.3%) from
the AuthenticatedUsers group allowed the modification of their content (WRITE permission)
and the alteration of the ACLs (WRITE_ACP permission), indicating a big flaw that could
severely compromise the confidentiality, integrity, and availability of the stored data.

With these results, we have noticed the importance of not only providing a tool for the
detection of flaws or vulnerabilities but also seeing it as an aid to infer possible mitigations
to prevent the exploitation of such vulnerabilities.

Table 4 shows the summary of the results considering the differences between tradi-
tional pentesting and SCE presented in Section 3.3. In this case, it is important to highlight
that different tools (s3enum https://github.com/koenrh/s3enum (accessed on 11 October
2022), Sublist3r https://github.com/aboul3la/Sublist3r (accessed on 11 October 2022),
bucketkicker https://github.com/craighays/bucketkicker (accessed on 11 October 2022))

100



Big Data Cogn. Comput. 2023, 7, 1

may be integrated to ChaosXploit to execute this experiment, which allows us to enumerate
the names of the buckets in an optimal way. After the bucket names are identified, ChaosX-
ploit may perform the rest of the actions in a completely automated way. In addition, as
we have refuted the hypothesis, ChaosXploit allows us to report a vulnerability related
to misconfiguration because the security assumptions on the buckets have not passed the
validation of the steady state of the experiment.

Table 4. Results of ChaosXploit’s execution of branch 1 in terms of differences between traditional
pentesting and SCE.

SCE

People implementing Executed by ChaosXploit’s team
Methodology behind Chaos Engineering principles

Security approach Defensive
Available tools ChaosXploit

Grade of automatization All actions to be performed in this branch of the tree have been automated
Expected frequency By definition, high frequency

Phase of SDLC where applied Along all the SDLC
Scope of tests Full test on the buckets list

Kind of vulnerabilities detected Security assumptions about the configurations of the buckets

5.4. Results of ChaosXploit’s Execution of Branch 2: Exploitation of Private Buckets
5.4.1. Description

This second branch refers to scenarios where the AWS policy administration in an or-
ganization is not working properly, and a user account maintains unnecessary policies, e.g.,
when a user changes role or area in a company. This scenario, caused by a misconfiguration
in the IAM module, may be more critical when such a policy enables the user account to
restore policies. Thus, the user may cause an elevation of privileges that allow him/her
access to services and data in an unauthorized way. As part of the security inspection that
a cybersecurity team could execute over a business infrastructure, one may assume that
an internal attacker, e.g., an employee or contractor, could be interested in validating if
his/her account allows the execution of policies additional to the required ones for the role.
In addition, in the case of an external attacker, he/she could be interested in validating
if some previously compromised AWS account, which contains limited permissions, can
be elevated.

Considering the previous scenario, the following SCE definitions aligned to the scien-
tific method are posed:

• Observability: List and status of the policies assigned to an AWS user account un-
der analysis;

• Steady State: The AWS user account under analysis has policies assigned to him/her
according to minimum privilege and need-to-know policies specific to his/her role in
the organization;

• Hypothesis: Policies assigned to an AWS user account should not be modified in an
unauthorized way.

For the execution of the second branch of the tree, ChaosXploit checks the policies
assigned to the user account’s profile defined for the experiment setup. If it identifies that
the user account has the permission to restore previous versions of its policies, then it lists
all the policy versions and searches for the one with elevated permissions to gain access
to a privileged service, i.e., the AWS managed storage service (S3). This will achieve the
goal of the attack tree: to extract or modify information. If the user does not have such
a permission, ChaosXploit will start the execution of the third branch of the presented
attack tree.

The upper part of Table 5 shows the two main variables that were monitored through
the experiments of branch 2, i.e., Attached-User-Policies and Current-Policy. First, Attached-
User-Policies is used at two moments of the branch execution: (i) at the beginning of branch 2
to identify all policies associated with a user account, and (ii) at the middle of branch 2 to
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identify permission associated with the user account that allows for the restoration of the
previous version of policies and a previous policy that may be a suitable candidate to be
restored, e.g., a policy that allows for the extraction and modification of information in the
AWS S3 service. Second, Current-Policy represents the current version of the user’s policy
set, so this variable verifies whether the previous policy’s restoration was successful.

Table 5. Monitored variables and input parameters considered along the execution of branch 2 by
ChaosXploit.

Monitored Variables

Name Description

Attached-User-Policies Listing of policies assigned to a user
Current-Policy Policy currently assigned to the user

Input Parameters

Name Description

User-Account User account from which the actions will be performed
Output Output file

On the other hand, the lower part of Table 5 shows the input elements that ChaosXploit
receives for the execution of this branch. In this case, ChaosXploit uses the name of the user
account (user account) for whom the security inspection must be performed. In addition,
ChaosXploit takes as a parameter the name of the output file (output) for where to store
the results.

5.4.2. Results Analysis

Figure 5 shows the execution of ChaosXploit for branch 2, which includes (i) the
setup of ChaosXploit (lines 1–5), (ii) the steady state validation which assumes a correct
configuration of the policies assigned to the user account under analysis (lines 6–10), (iii)
execution of the actions that allow validating the hypothesis through an attempt to restore
a previous policy (lines 11–20). This last set of lines includes listing the user policies (line
13–14), validating the current version (line 15), identifying the version that allows the
privilege escalation (line 16), restoring the desired policy (line 17–18) and validation of the
restore (line 20).

Figure 5. Validation of the steady state and elevation of privileges achieved by ChaosXploit through
branch 2.

Table 6 shows the details of each of the policy versions found by ChaosXploit for the
user account under analysis. This table lists the policy versions, the effects on the actions
(either allow or deny access), the actions that indicate what the user can or cannot do, the
resources on which the action may be applied, and additional conditions under which the
policy has an effect. The current policy version (1) has limited actions related to the IAM
service, but it still allows to change the policy through the action SetDe f aultPolicyVersion.
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It is also possible to identify the policy version 5, which includes some actions to manage the
AWS S3 service. However, such actions would not allow reaching the attack goal because
they do not allow modifying information. Finally, the version chosen by ChaosXploit (2) to
be restored was the one that allows any action on any resource without any condition.

Table 6. Policy versions found by ChaosXploit through branch 2.

Version Effect Action(s) Resource(s) Condition

1 (Current) Allow “iam:Get*”, “iam:List*”, “iam:SetDefaultPolicyVersion” * None
2 Allow * * None
3 Deny * * IP Condition
4 Allow “iam:Get*” * Time Condition
5 Allow “s3:ListBucket”, “s3:GetObject”, “s3:ListAllMyBuckets” * None

Once the previous policy is restored, as shown in Figure 5, ChaosXploit initiates the
actions shown in Figure 6. Between the first actions, ChaosXploit establishes the connection
to the target and defines the collect mode to inspect the files in the bucket and the write
mode to write a new file (lines 1–4). Additionally, ChaosXploit creates new files in the S3
bucket, as this experiment was being executed in its own controlled environment (lines 5–6).
The validation of the steady state at lines 8–10 failed in this case as the policy settings can
be manipulated and used to alter the information.

Figure 6. Attack goal (extract or modify information) achieved by ChaosXploit through branch 2.

In experiments executed along branch 1 (Section 5.3) and branch 2 (Section 5.4), the
attack goal was achieved so the experiments ended in a critical state similar to the one seen
in line 11 at Figure 6. Table 7 shows the summary of the results for this second experiment,
considering the differences between traditional pentesting and SCE presented in Section 3.3.
In this case, we highlight the ChaosXploit capabilities to develop this kind of experiment
that exploits the AWS authorization module. Additionally, we define the scope of the
experiment only to users belonging to the same IAM account. Finally, as the experiment
ended in a critical state, we report a vulnerability associated with privilege escalation,
which allows a user to pass from few to many permissions, putting the confidentiality and
integrity of the information available in the different AWS services at risk.

Table 7. Results of ChaosXploit’s execution of branch 2 in terms of the differences between traditional
pentesting and SCE.

SCE

People implementing Executed by ChaosXploit’s team
Methodology behind Chaos Engineering principles

Security approach Defensive
Available tools ChaosXploit

Expected frequency By definition, high frequency
Phase of SDLC where applied Along all the SDLC

Scope of tests Users belonging to the IAM account
Kind of vulnerabilities detected Privilege escalation considering the policy versions assigned to users
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6. Toward an Adoption of SCE in Industry

With the growing adoption of CE, many companies have included it as a discipline for
improving reliability. According to InfoQ [41], the appropriation of CE practices to inject
failures and generate resilience has evolved to the “Early Majority stage”, which means that
its adoption is about one-third of the overall population. Gremlin, Litmus, and Steadybit
are some key CE initiatives that have contributed to this achievement.

The stories of the adoption of CE reported by companies such as Capital One, Linkedin,
Google, and Microsoft [34] are examples of its wide acceptance. The appropriation of CE as
a common discipline to inject failures and generate resilience provides arguments to justify
the success of this discipline between industry and academia.

Not only have the failures of the infrastructure attracted the attention of practition-
ers, but data breaches and security incidents have risen in recent years [42]. Failure to
implement basic configurations and appropriate security controls have led to causes that
contribute to the security incidents. Undoubtedly organizations are being asked to produce
with extremely high throughput and with very little resources to maintain the security
status quo. All the while, there is a divergent gap in how we design and build distributed
systems and approach security engineering.

In this sense, SCE serves as a foundation for developing a learning culture around
how organizations build, operate, instrument, and secure their systems. The goal of these
experiments is to move security in practice from subjective assessment into objective
measurements. As they do in CE, Security Chaos experiments allow security teams to
reduce the “unknown unknowns” and replace “known unknowns” with information
that can drive improvements to security posture. The promise in terms of adoption and
sophistication is immense.

Even though introducing false positives into production networks and other infras-
tructures under the context of CE is a common practice nowadays, SCE is still seen as more
of an academic research topic than industry practice. Nevertheless, in recent years, SCE is
starting to become known in the industry. One example is the Thoughtworks report [43],
which documented an evolution around this technique migrating SCE from a phase of
“Assess” to “Trial”, which means that SCE could be eventually used in a controlled way and
validated that the security policies in place are robust enough to handle common security
failure modes.

Another remarkable example of the application of SCE in the industry was docu-
mented by Jamie Dicken [44]. She wrote about her SCE journey at Cardinal Health, a global
Fortune 20 healthcare manufacturer and distributor of medical and laboratory products
and a provider of performance and data solutions for healthcare facilities. Cardinal Health
needed an applied security model to protect critical infrastructure and data as it was mov-
ing to the cloud, and SCE became the most appropriate answer. Cardinal Health created a
process named Continuous Verification and Validation (CVV) that, by using SCE, allowed
them to continuously verify that security controls were working correctly and as expected.

Adopting SCE first requires a solid understanding of the principles of chaos. For
example, insufficient observability of the chaotic experiments would impede drawing
reliable statements about a hypothesis. After understanding the fundamentals, the next
step should start by developing competency and confidence in the methods and tools
needed to perform the SCE experiments. For this, a new SCE practitioner may decide to
start designing small and manual experiments. In case the hypothesis is not disproved,
we can automate the experiment. Here, ChaosXploit may play a key role as one of the
few SCE platforms existing nowadays that may enable the industry to design and execute
experiments aimed at the automatic and controlled exploitation of vulnerabilities and
validation of systems security. Security validations can also be achieved progressively
through security chaos game days that allow players to advance in this path without
causing a security incident on production.

On the side, diverse teams should know and try SCE since it is no longer a limited
concept for Security Engineers or security teams. We believe that if SCE begins as an
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engineering practice, it could be quickly adopted by other roles (Cloud Engineers, Software
Engineers, Site Reliability Engineers) and teams (platform, infrastructure, operations,
and application development) as it would allow them to improve the reliability of their
applications through proactive testing of their own security.

7. Conclusions and Future Work

The digital revolution, or digital transformation, as it has been called in recent years,
has proven to be an incredible driving factor in our society. Thanks to this revolution, our
society was able to handle some of the most serious restrictions that the recent pandemic
put on different essential services, e.g., the use of highly interactive e-health services in
response to the restrictions regarding in-person medical consultations, exploitation of
e-learning platforms to face the limitations in the physical access to formal educational
services, enabling e-payments as an alternative to the use of traditional financial services,
among many others.

On the downside, such a change also implies the existence of ill-motivated entities
that constantly try to attack connected systems to damage the confidentiality, integrity, or
availability of the provided online services. Such threat entities use increasingly advanced
techniques, for example, based on malware campaigns [45] or threats addressed to a specific
technology [46].

Over the last years, a novel paradigm has emerged, the so-called Chaos Engineering
(CE), whose main objective consists of testing the resiliency of distributed and complex
systems through continuous observation and experimentation. More recently, the paradigm
has evolved to embrace the entire cybersecurity ecosystem, i.e., Security Chaos Engineering
(SCE) comes into play to defend the system assets against cyberattacks through continuous
and rigorous experimentations on possible security holes and consequent mitigations.

In this paper, we proposed ChaosXploit, an SCE-powered framework that can conduct
SCE experiments on different target architectures. Based on the hypothesis generated
by the knowledge database and the attack representations, ChaosXploit executes SCE
experiments over a target to find a potential security problem as an ultimate goal. In
addition, ChaosXploit features an observer that is in charge of verifying the change between
the steady state of a certain hypothesis and the current state of the system. To prove
the capabilities of ChaosXploit, a set of experiments was conducted on several AWS S3
buckets, evaluating their security characteristics with SCE. The results demonstrated that
our approach could be successful, highlighting several unprotected buckets for a specific
attack path. To foster its adoption, ChaosXploit was made publicly available for the
cybersecurity community through the repository of the project [39].

Future work will explore the possibility of widening the ChaosXploit framework target
architectures to include other use cases, systems, or providers. That is, the extension of the
Attack Trees knowledge base is considered mandatory to include a number of different
application scenarios, which can lead to the potential improvements of ChaosXploit, too.
Particularly, one could easily argue that using a standardized attack modeling method-
ology (e.g., MITRE ATTC&K [47]) would be beneficial for the proposed SCE framework,
even if some adjustments are needed to achieve full compliance. Besides, integrating a
recommendation module to suggest countermeasures once a security flaw is discovered
is worth investigating. In this sense, several attack models have been proposed in the
literature so far, and some of them already integrate the Attack Trees representation adding
countermeasures (e.g., Attack Countermeasures Trees [48], Attack Response Trees [49],
etc.). Thus, ChaosXploit may incorporate those representations in the Knowledge base and
select the optimal reaction to fire against the threat based on specific criteria [50]. Moreover,
the performance of ChaosXploit should be further evaluated to prove its usefulness in
performance-demanding or critical scenarios. Expressly, the assessment of the response
time and resource consumption is essential to argue the applicability of the presented
framework in scenarios where the threat discovery procedure must be executed in real-time
or with limited computation capabilities.
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Abstract: It is clear that 5G networks have already become integral to our present. However, a
significant issue lies in the fact that current 5G communication systems are incapable of fully ensuring
the required quality of service and the security of transmitted data, especially in government networks
that operate in the context of the Internet of Things, hostilities, hybrid warfare, and cyberwarfare.
The use of 5G extends to critical infrastructure operators and special users such as law enforcement,
governments, and the military. Adapting modern cellular networks to meet the specific needs of
these special users is not only feasible but also necessary. In doing so, these networks must meet
additional stringent requirements for reliability, performance, and, most importantly, data security.
This scientific paper is dedicated to addressing the challenges associated with ensuring cybersecurity
in this context. To effectively improve or ensure a sufficient level of cybersecurity, it is essential to
measure the primary indicators of the effectiveness of the security system. At the moment, there
are no comprehensive lists of these key indicators that require priority monitoring. Therefore, this
article first analyzed the existing similar indicators and presented a list of them, which will make it
possible to continuously monitor the state of cybersecurity systems of 5G cellular networks with the
aim of using them for groups of special users. Based on this list of cybersecurity KPIs, as a result,
this article presents a model to identify and evaluate these indicators. To develop this model, we
comprehensively analyzed potential groups of performance indicators, selected the most relevant
ones, and introduced a mathematical framework for their quantitative assessment. Furthermore, as
part of our research efforts, we proposed enhancements to the core of the 4G/5G network. These
enhancements enable data collection and statistical analysis through specialized sensors and existing
servers, contributing to improved cybersecurity within these networks. Thus, the approach proposed
in the article opens up an opportunity for continuous monitoring and, accordingly, improving the
performance indicators of cybersecurity systems, which in turn makes it possible to use them for the
maintenance of critical infrastructure and other users whose service presents increased requirements
for cybersecurity systems.

Keywords: 5G network; communication systems; transmitted data; hybrid warfare; cybersecurity;
security systems; cellular networks

1. Introduction

It is clear that 5G networks have become an integral part of today’s digital society.
This technology is already implemented in many places worldwide and continues to be im-
plemented rapidly, offering many benefits for ordinary users of cellular networks (standard
services) and business and specialized services (government communications, military,
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firefighters, etc.). In the context of the latest special user introductions, 5G provides high
throughput, low latency, and fairly high levels of reliability, opening up many opportunities
for special missions and entirely new use cases. For example, 5G technology allows specific
services to provide mission-critical communications whenever needed. It is clear that as
specialized users implement more sensors, services, and subscribers, there may be addi-
tional operational needs, such as cybersecurity. It has become critical in the modern world,
full of all kinds of threats, from single hackers to entire groups and even states. In this case,
a single converged network capable of managing all of these functions gives operators
the flexibility and control to manage high-bandwidth and low-latency applications while
maintaining the required level of cybersecurity.

With emerging technologies such as artificial intelligence and machine learning, 5G’s
potential is truly impressive. It can provide special users with improved situational aware-
ness, allowing entire units and platforms to respond faster and more accurately to threats
in a dynamic environment. Furthermore, 5G’s below-millisecond latency and reliability
mean it can fit into various military and other government use cases.

The problem is that existing 5G communication systems cannot fully ensure the
required quality of government line data service and the security of transmission in the
widespread use of the concept of the Internet of Things, as well as in the context of
hostilities, hybrid warfare, and cyberwar. Now, it is possible to intercept text messages,
listen to conversations, and then use the data obtained against individuals and the military,
government, etc. In addition, a remarkable landscape of other cyberattacks has appeared
over the last decade. The current 5G network increases the range and adaptability of various
services but also faces numerous security and privacy issues from attackers inside and
outside the system perimeter. For example, 35 types of cyber threats were identified that
pose significant risks in different areas of cybersecurity [1,2]: confidentiality, authentication,
integrity, and availability in networks. This creates new serious threats that may become
critical in the future. For example, an attacker can initiate eavesdropping to intercept data
packets, conduct man-in-the-middle attacks to obtain session keys, or conduct location-
tracking attacks on legitimate subscribers. These external threats that undermine the
security of services for special users, the Internet of Things, etc., are the main security
threats for every component in the structure of the modern 5G network, which is focused
on providing high-quality services to its users. All this indicates the low efficiency of
the applied methods of 5G network planning, the imperfection of the applied security
technologies for the most secure data transmission, and the lack of ability to respond
quickly to cyber incidents, etc.

The most spread-specific challenges and vulnerabilities in existing 5G communication
systems that hinder the quality of service and data security for government lines and IoT
applications were collected and reflected in Table 1.

Table 1. Specific challenges and vulnerabilities in existing 5G communication systems.

# Challenge Security Threat Target Point/Network
Element

Effected Technology
Links Privacy

SDN NFV Cloud

1. DoS attack Centralized control elements + + +

2. Hijacking attacks SDN controller, hypervisor + +

3. Signaling storms 5G core network elements + +

4. Resource (slice) theft Hypervisor, shared cloud
resources + +

5. Configuration attacks SDN (virtual) switches,
routers + +
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Table 1. Cont.

# Challenge Security Threat Target Point/Network
Element

Effected Technology
Links Privacy

SDN NFV Cloud

6. Saturation attacks SDN controller and switches +

7. Penetration attacks Virtual resources, clouds + +

8. User identity theft User information data bases + +

9. TCP level attacks SDN controller-switch
communication + +

10. Man-in-the-middle attack SDN
controller-communication + + +

11. Reset and IP spoofing Control channels +

12. Scanning attacks Open air interfaces + +

13. Security keys exposure Unencrypted channels +

14. Semantic information attacks Subscriber location + +

15. Timing attacks Subscriber location + +

16. Boundary attacks Subscriber location +

17. IMSI catching attacks Base station, identity
registers + +

Therefore, scientifically based planning and optimization of cellular network security
systems that provide the requested services with specified performance indicators for
special groups of subscribers (transmission speed, delay, security of transmitted data) is a
very complex scientific, technical, and economic problem, without which it is impossible
to create an information infrastructure that meets the needs of a developed world-class
information society.

As a leading standardization body in the field, 3GPPP pays great attention to the
problem of network slice management in 5G [3]. Then, 5GPPP considered network slice
KPIs and issued the White Paper on KPI Measurement Tools from KPI Definition to
KPI Validation Enablement. Complete 5G projects, or parts of them, are dedicated to
managing network slices and monitoring them. For example, 5G-DRIVE [4] was partially
dedicated to researching critical innovations in networking slicing, network virtualization,
etc. Moreover, 5G-MoNArch [5] in Work Package 3 worked on resilience and security and
therefore developed secure network services and slices for them.

Leading manufacturers of telecommunications equipment also pay significant atten-
tion to this topic. For example, Juniper Networks described their end-to-end solution
to manage service quality [6], Accedian paid attention to the active monitoring of net-
work slices and the appropriate tools [7], Emblasoft developed flexible testing and active
monitoring for 5G slices [8], and Huawei issued a white paper on 5G network cutting
self-management [9]. Also, many research papers are devoted to monitoring network slices,
the measurement of KPIs, level of security, etc. [10], focusing on the security challenges
of the implementation of network slices in 5G networks [11,12]. The authors proposed
that network slice controllers support security by enabling security controls at different
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network layers. The researchers [13] proposed the AI-based approach for cybersecurity in
network slices and provided a comprehensive analysis [14] of the division of the network
to develop commercial needs and challenges in the network. In [15], the authors considered
the strategy for deploying and integrating one or more network management software
with managed services. Furthermore, in [16], the authors proposed a principally novel
framework for 6G network slices.

As we found from the analysis of the above projects and articles, insufficient atten-
tion is paid to the problems of monitoring the performance indicators of network layer
security systems.

The article offers an analysis of key performance indicators (KPIs) and provides
security KPIs. The calculation model and the study of the corresponding KPIs are provided.
The paper also offers the architecture of the system to collect and estimate security KPIs
and make the most appropriate decision. The algorithm was developed that automatically
checks the organization’s security KPIs based on the corresponding parameters.

The rest of the paper is organized as follows. The next section of the paper analyzes
existing related resources and concludes with a problem statement, the goals of the paper,
and the establishment of subtasks.

2. Review of the Literature

In the paper [17], the authors propose minimized sets of security KPIs, focusing mainly
on computing and memory resources. In the article, certain key performance indicators
(KPIs) are intricately linked with the Management and Orchestration (MANO) framework,
necessitating their definition as integral components of the said MANO orchestration.

In the paper [18], the authors define the main requirements and KPIs of 5G networks.
The offered methodology’s primary focus is providing diverse vertical sectors with ultra-
reliable communication and minimizing latency. As a result, the authors provide the
requirements and key performance indicators for 5G networks.

In the article [19], the main objective of the study is to stimulate future research
towards the secure implementation of Machine Learning (ML) methodologies within 5G
infrastructures and prospective wireless networks. In the papers [20,21], the authors offer
an approach to increase the flexibility of key performance indicators in 5G networks.
However, one of the crucial indicators, Network Availability, is not considered in the
mentioned papers. This indicator’s emphasis on network availability aligns with existing
5G practices that prioritize high availability through network slicing and virtualization.
This technique ensures that critical services remain operational, even during security
incidents or disruptions. In the papers [22–24], the security aspect of 5G networks is not
fully covered.

In the paper [25], the main focus is on understanding and managing the quality and
performance of services to meet the technical quality of service (QoS) and the quality of
experience (QoE). One of the critical security KPIs of 5G networks is Mean Time to Detect
(MTTD), which shows 5G’s advanced monitoring capabilities, AI-driven analytics, and
machine learning algorithms to contribute to a shorter MTTD than traditional methods.
This enables security teams to identify potential threats faster and respond proactively. This
security KPI is not used in the above-mentioned paper. Another essential security KPI is the
Mean Time to Respond (MTTR). This KPI gives 5G’s improved data processing capabilities
and network speed, leading to a quicker MTTR when compared to conventional response
methods. Faster data analysis and communication enable efficient incident investigation
and remediation. The mentioned KPI can significantly increase the security of the level of
services to fulfill the technical quality of the service working with QoS/QoE.

Another important KPI is Data Leakage Rate, which makes 5G’s implementation of
advanced encryption protocols and secure communication channels reduce the data leakage
rate compared to less secure approaches. Robust encryption ensures the confidentiality
of sensitive information during transmission, which is essential for the security level in
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5G networks and is not presented in the articles [26,27], in which the authors perform
experiments on optimizing monitoring processes in 5G networks.

Several key performance indicators (KPIs) for security are not completely represented
in the articles [28,29]. Compared to traditional network security approaches, incident
response time is not used in the documents. In addition, 5G’s incident response time
benefits from lower latency and higher data transfer rates. This allows security teams to
detect and respond to incidents more quickly, reducing the time between identifying a
threat and taking appropriate actions to mitigate it.

Key performance indicator Security Patch Management ensures faster and more
efficient distribution of security patches and updates. It offers 5G’s more rapid data
transfer rates, enabling more efficient security patch management compared to slower
network technologies. In the papers [30–32], the authors offer 5G network functions
and characterize the performance of location management functions in 5G core networks.
Security patch management provides better distribution of security patches, reducing
exposure to known vulnerabilities and enhancing the network’s overall security while
working with the mentioned functions. In the papers [33,34], the security aspect is not fully
covered, which is one of the essential aspects of building a 5G network infrastructure. The
compliance indicator with security standards is vital for 5G network security. The security
concepts of the 5G network are designed with security standards in mind, making them
more compliant than the older approaches. Adherence to security standards ensures that
best security practices are followed, reducing the likelihood of vulnerabilities.

In the paper [35], the authors show the open challenge of integrating satellites into 5G
cellular networks. During the investigation of the open challenges of satellite integration
into 5G networks, comparing the 5G network security KPIs with existing approaches is an
important aspect, demonstrating how 5G leverages its inherent technological advantages
to strengthen network security [36,37]. Integrating faster data transfer, improved data
processing, and advanced security mechanisms contribute to better incident response,
threat detection, authentication, intrusion prevention, data protection, and compliance with
security standards.

Problem Statement

The main goal of this work is to develop a system to monitor security KPIs in fifth-
generation and subsequent-generation cellular networks. It will give the possibility of
continuous control and optimization of the network.

Achieving the set goal requires solving the following tasks:

1. Analysis of key performance indicators of 5G cellular networks.
2. Selection of optimal indicators that describe the state of cyber security in the cellular

network.
3. Development of a mathematical apparatus to evaluate safety KPIs.
4. Improvement of the 4G/5G network core to ensure continuous monitoring of security

KPIs.
5. Development of an algorithm and pseudocode for continuous monitoring and evalua-

tion of safety KPIs.

3. Definition of Performance and Security KPIs

The development of advanced communication networks is based on the establish-
ment of internationally accepted standards to ensure compatibility, cost-effectiveness, and
widespread adoption. This collaboration aims to empower the European industry to lead
the advancement of 5G standards and secure a minimum of 20% of the 5G SEP (standard
essential patents) for development and use.

We have identified the benchmarks for the new network’s operational characteristics:

• A thousand-fold increase in mobile data volume per unit area.
• Ten to a hundred times more connected devices.
• Ten to a hundred times higher average user data rate.
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• A tenfold reduction in energy consumption.
• End-to-end latency of less than one millisecond.
• Universal 5G access, even in low-density regions.

This high-performance network will operate through a scalable management frame-
work that enables the rapid deployment of innovative applications, including sensor-based
solutions. It will also reduce network management operating expenses by at least 20%
compared to current standards. Furthermore, the network will incorporate new lightweight
yet robust security and authentication measures designed to address the challenges posed
by pervasive multidomain visualized networks and services in the modern era.

The main categories of 5G key performance indicators (KPIs) typically include the
following.

Enhanced Mobile Broadband (eMBB): This category focuses on improving mobile
broadband services. Ultra-Reliable and Low-Latency Communications (URLLC) empha-
sizes reliable and low-latency communication, crucial for applications such as autonomous
vehicles or remote surgery. Massive Machine-Type Communications (mMTC): This cate-
gory addresses the requirements for connecting many IoT devices. ITU, NGMN, and 3GPP
have globally characterized 5G use cases and related requirements since their development.
Some 5G technology use cases include broadband access in densely populated areas, high
user mobility, massive IoT connectivity, tactile Internet, support during natural disasters,
electronic health services, and broadcast services.

Table 2 below summarizes the KPIs for 5G wireless technology at the ITU level,
representing the minimum performance requirements:

Table 2. KPIs for 5G wireless technology at the ITU level [38].

The Type of 5G Performance Requirement Minimum KPI Requirement and Category

Peak Spectral Efficiency The downlink spectral efficiency is 30 bits per second per hertz (bps/Hz), whereas
the uplink spectral efficiency is 15 bits per second per hertz (bps/Hz). (eMBB)

Peak Data Rate The downlink speed for data transmission is 20 Gbps, while the uplink speed
is 10 Gbps. (eMBB)

Area Traffic Capacity In an indoor hotspot, the downlink data rate is 10 Mbps per square meter. (eMBB
test environment)

Data Rate of User Experience The downlink speed for data transmission is 100 Mbps, while the uplink speed is
50 Mbps. (eMBB)

Connection Density 106 devices/Km2 (mMTC)

Latency (Control Plane) The specified target latency is 20 milliseconds, with 10 milliseconds being the
encouraged latency whenever possible. (eMBB, URLLC)

Latency (User Plane)
The specified latency requirement for enhanced mobile broadband (eMBB)

is 4 milliseconds, whereas for ultrareliable low latency communications (URLLC),
the latency target is 1 millisecond. (eMBB, URLLC)

Average Spectral Efficiency

Indoor coverage area with high-speed Internet: Download (DL) speed of 9 Mbps
and upload (UL) speed of 6.75 Mbps. Dense urban coverage area: Download (DL)

speed of 7.8 Mbps and upload (UL) speed of 5.4 Mbps. Rural coverage area:
Download (DL) speed of 3.3 Mbps and Upload (UL) speed of 1.6 Mbps. (eMBB)

Reliability
1 × 10−5 the probability of successfully transmitting a layer-2 protocol data unit

(PDU) consisting of 32 bytes in a 1 millisecond timeframe in an urban
macro-URLLC test environment with edge channel coverage quality. (URLLC)

Energy Efficiency

Demonstrating Efficient Data Transmission (Loaded Case): The effectiveness of
data transmission can be assessed by evaluating the “average spectral efficiency”
metric. Minimizing Energy Consumption (No-Data Case): This test case aims to

support a high sleep ratio and long sleep duration to achieve low energy
consumption. It is designed to optimize the system for scenarios without data

transmission. (eMBB)
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Table 2. Cont.

The Type of 5G Performance Requirement Minimum KPI Requirement and Category

Mobility In a dense urban environment, the maximum speed considered is up to 30 Km/h, while in a
rural setting it can reach up to 500 Km/h. (eMBB)

Mobility Interruption Time 0 ms (eMBB, URLLC)

Bandwidth (Maximum Aggregated System)
For operation in high-frequency bands (above 6 GHz), the minimum required bandwidth is

at least 100 MHz, while the maximum supported bandwidth can reach up to 1 GHz.
(IMT-2020)

Here are some of the key challenges and vulnerabilities that must be addressed during
the design and deployment of 5G network services for special groups of subscribers.

1. Security concerns:

• Spectrum vulnerability—the use of shared and unlicensed spectrum in 5G net-
works can make them susceptible to interference and jamming, which can disrupt
government and IoT communications.

• Cyberattacks—with more connected devices and a larger attack surface, the risk
of cyberattacks, such as distributed denial of service (DDoS) attacks, increases,
potentially affecting government and IoT services.

• Device Vulnerabilities—IoT devices often have limited security features and can
be vulnerable to hacking, compromising data security.

2. Privacy Concerns:

• Data privacy—the massive amount of data generated by IoT devices, including
personal information, can raise concerns about data privacy and unauthorized
access, particularly in government applications.

• Data Localization—governments may require data to be stored within their
borders, creating challenges for global IoT deployments.

3. Compatibility and Interoperability:

• Legacy systems—Integrating 5G with existing communication systems can be
challenging, particularly for government agencies with legacy infrastructure.

• IoT standards—The lack of universal IoT standards can hinder interoperability
and create compatibility issues.

4. Risks to the supply chain:

• Vendor Dependencies: Relying on specific vendors for 5G infrastructure or IoT
devices can create supply chain vulnerabilities, especially if the vendors are from
countries with conflicting interests.

5. Regulatory and Compliance Challenges:

• Spectrum Regulations—Regulations and licensing for spectrum use can vary by
region, complicating IoT device deployment and government communication
systems.

• Security and Privacy Regulations—Compliance with data security and privacy
regulations, such as GDPR or HIPAA, can be complex, especially in cross-border
scenarios.

Addressing these challenges and vulnerabilities in 5G communication systems for
government lines and IoT applications requires a comprehensive approach that includes
robust security measures, privacy protections, resilience, and interoperability. Collaboration
between governments, industry stakeholders, and standardization bodies is crucial to
effectively implement secure and reliable 5G and IoT solutions.

For today’s 5G networks, a new cybersecurity approach must be defined, and precise
metrics must be established to inform all stakeholders about potential threats and breaches.
Typically, the leaders of large cellular service consumers are looking for clear security
metrics that demonstrate costs and anticipated potential impacts on their business goals.
The following study results can be cited as an example of such losses. A breach lasting
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more than two hundred days has been shown to cost an organization 4.56 million USD,
which is 37% more than the cost of a breach lasting less than two hundred days (3.34 million
USD) [39].

Furthermore, the results of the study [39] showed that 44% of those surveyed said that
their organization’s security approach has improved significantly in recent years. Figure 1
lists the specific metrics companies used to measure this improvement. They mainly include
the number of attacks prevented [40], the time taken to identify the incident, and the time
required to locate the incident.

Figure 1. Results of the cyber security survey [41].

These KPIs outline the performance requirements for 5G wireless technology according
to the ITU.

It is essential to determine security KPIs for 5G wireless networks. Security key perfor-
mance indicators (KPIs) for 5G networks can help assess the effectiveness and efficiency of
the security measures in place. Based on our research, we have identified the following
security KPIs for 5G networks:

1. Incident Response Time: Measures the time taken to detect and respond to security
incidents, such as network breaches or unauthorized access attempts.

2. Mean Time to Detect (MTTD): Measures the average time to detect security incidents
or anomalies within the 5G network.

3. Mean Time to Respond (MTTR): Measures the average time it takes to respond and
resolve security incidents or vulnerabilities identified within the 5G network.

4. Network availability: Measures the percentage of time the 5G network is available
and operational without any security-related disruptions.

5. Network Resilience: Measures the ability of the 5G network to withstand and recover
from security attacks or incidents without significant impact on network performance.

6. Authentication Failure Rate: Measures the percentage of failed authentication at-
tempts within the 5G network, which can indicate potential security breaches or
unauthorized access attempts.

7. Intrusion Detection and Prevention Effectiveness: Measures the accuracy and ef-
fectiveness of intrusion detection and prevention systems deployed within the 5G
network in detecting and blocking security threats.
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8. Data Leakage Rate: Measures the occurrence of data leaks or unauthorized access to
sensitive information within the 5G network.

9. Compliance with Security Standards: Measures the level of compliance with secu-
rity standards and regulations relevant to 5G networks, such as the 3GPP security
specifications or industry best practices.

10. Security Patch Management: Measures the frequency and timeliness of applying secu-
rity patches and updates to network equipment and software within the 5G network.

It is important to note that specific security KPIs may vary depending on the network
operator, service provider, or organization that implements the 5G network. These KPIs
can be tailored to suit the network infrastructure’s specific security goals and requirements.
To ensure the success of the concrete 5G business, it is crucial to establish a well-defined
cybersecurity approach and use accurate metrics to inform relevant stakeholders. C-
level executives and board members are actively looking for security metrics that clearly
understand the costs involved and the anticipated impact on their business objectives.
According to the IBM research findings [39], organizations experience a significantly higher
cost of 4.56 million USD when a breach lasts more than two hundred days. This amount is
37% greater than the cost incurred when a breach is resolved in a shorter period, which is
3.34 million USD.

Furthermore, the study highlights that 44% of the respondents surveyed reported no-
table improvements in their organization’s security approaches during the past 12 months.
These metrics include primarily the number of prevented attacks, the time required to
identify an incident, and the time required to contain an incident. Approximately 55%, 51%,
and 48% of companies use these respective metrics for measurement purposes. Based on
this study, we can identify the security KPIs for 5G networks. To effectively assess security
operations, metrics such as Mean Time to Identification (MTTI) and Mean Time To Contain
(MTTC) are considered essential to measure cybersecurity intrusions or incidents in 5G
networks. Based on related articles, we have identified a set of main KPIs for security
measures (Table 3).

Table 3. The most relevant 5G cybersecurity KPIs.

The Type of 5G
Security Requirement

Minimum Security KPI Requirements Formula/Symbol
Challenges
Addressed

(from Table 1)

Intrusion Attempts
[42]

As a cybersecurity operative, you must monitor
intrusion attempts on your organization’s

network.
Similarly, you can regularly review your firewall
logs to see if anyone has unauthorized access to

the network.

NIA 1–3, 5–7, 9–17

Number of Security
Incidents [43]

This KPI quantifies the total number of security
incidents or breaches detected in the 5G network

over a specific period. Monitoring this metric
helps to track the security posture and identify

trends or patterns.

NSI 1–17

Mean Time to
Identification (MTTI)

[43]
The whole process must take a maximum of 12 h.

MTTI = SIT
NI

, where:
SIT—sum of identification

times;
NI—number of incidents.

1–17

Mean Time To Contain
(MTIC) [43] The entire process must take a maximum of 12 h.

MTIC = SCT
NI

, where:
SCT—sum of contain times
NI—number of incidents.

1–17

Mean Time to Recover
(MTTR) [44]

This KPI measures the average recovery time
from a security incident or breach. A shorter

MTTR indicates effective incident response and
recovery capabilities, minimizing impact on

network operations.

MTTR = STTR
NI

, where:
STTR—total time taken to

recover from incidents
NI—number of incidents.

1–17
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Table 3. Cont.

The Type of 5G
Security Requirement

Minimum Security KPI Requirements Formula/Symbol
Challenges
Addressed

(from Table 1)

Incident Response Time
[43]

Aim for a rapid incident response time to ensure timely
detection and mitigation of security incidents. A

specific target can be set, such as responding to critical
incidents within a defined timeframe (e.g., within 1 h).

IRT =
TimestampIR − TimestampID ,

where:
TimestampIR—time of incident

resolution;
TimestampID—time of incident

detection.

1–3, 5–7, 9–17

Mean Time to Detect
(MTTD) [45]

Strive to minimize the average time taken to detect
security incidents. Setting a target, such as keeping the
MTTD below a certain threshold (e.g., within 30 min),

can help promptly identify potential threats.

MTTD = SID
NI

, where:
SID—sum of detection times;

NI—number of incidents.
1–3, 5–7, 9–17

Mean Time to Respond
(MTTRes) [45]

The aim is to minimize the average time taken to
respond and resolve security incidents. Establishing a

target, such as keeping the MTTR below a specific
value (e.g., within 2 h), can help expedite

incident resolution.

MTTR = SRT
NI

, where:
SRT—sum of respond times;

NI—number of incidents.
1–3, 5–7, 9–17

Network Availability [46]

Aim for high network availability to minimize
disruptions due to security incidents. Setting a target,

such as maintaining network availability at a high
percentage (e.g., 99.99%), ensures that security events

do not significantly impact network services.

NA =
tup

ttotal
, where:

tup—total uptime;
ttotal—total time.

1–3, 9, 11

Authentication Failure
Rate [47]

Try to keep the authentication failure rate as low as
possible. Although the acceptable rate may depend on

the specific network context, aiming for a minimal
failure rate (for example, less than 1%) helps reduce the

risk of unauthorized access.

AFR = NAF
NAA

, where:
NAF—number of authentication

failures;
NAA—total number of

authentication attempts.

10, 17

Intrusion Detection and
Prevention Effectiveness

[48]

Implement robust intrusion detection and prevention
systems with high accuracy rates. Regularly assess and
monitor the effectiveness of these systems, with a goal
of a high detection and prevention rate (for example,

above 95%).

TPR = NTP
NAI

,

TPR = NFP
NAI

, where:
NTP—number of true positives;
NFP—number of false positives;

NAI—total number of actual
intrusions.

4, 7, 8, 10, 17

Data Leakage Rate [49]

Aim for a minimal data leakage rate within the 5G
network. This can be achieved through solid access
controls, encryption, and monitoring mechanisms.

Setting a target, such as keeping the data leakage rate
below a specific value (e.g., 0.5%), helps ensure

data protection.

DLR = NDLI
TVDH

, where:
NDLI—number of data leakage

incidents;
TVDH—total volume of data

handled.

13

Threat Detection Time
[50]

This KPI measures the time it takes to detect and
identify a security threat or intrusion on the 5G

network. A shorter detection time indicates a more
proactive and effective security system.

TD = TTD − TTO, where:
TTD—time of threat detection;

TTO—time of threat occurrence.
1–17

Patching and
Vulnerability

Management [51]

This KPI evaluates the time to apply security patches
and updates to address known vulnerabilities in the
5G network infrastructure. Correct patching helps

minimize the risk of exploitation.
Time taken to apply patches and updates

PVMT 1–17

Compliance with Security
Standards [52]

This KPI evaluates the extent to which the 5G network
adheres to relevant cybersecurity standards and

regulations. Compliance with standards such as the
3GPP security specifications ensures a robust

security posture.

CR = NCRM
NTNCR

, where:
NCRM—number of compliance

requirements met;
NTNCR—total number of

compliance requirements.

1–17

Table 3 is a set of performance indicators for cybersecurity systems in cellular 4G/5G
networks. It contains indicators that describe the state of security in the network as a whole
and individual elements that describe the state of individual network elements. The table
also includes both indicators (Intrusion Attempts) that need to be constantly measured.
Their deviation may indicate the occurrence of a cybersecurity incident, as well as indicators
that are measured over time and therefore require preliminary collection (accumulation)
of information (number of Security Incidents, Mean Time To Identification, Mean Time
To Contain, Mean Time to Identification, Mean Time to Detect, Mean Time to Respond,
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Network Availability, Authentication Failure Rate, Intrusion Detection and Prevention
Effectiveness, Data Leakage Rate, Threat Detection Time, Patching, and Vulnerability
Management). Their assessment indicates the need for comprehensive changes (possibly a
revision of current approaches) in the security system. Such a KPI, like “Compliance with
Security Standards”, has to be fully satisfied and continuously reviewed (Table 4).

Table 4. Table of threshold values of security KPIs.

Security KPIs
Network Slice-Type Thresholds

Slice 1 (i.e., eMBB) Slice 2 (i.e., MCC) . . . Slice N

NIA NIA1 NIA2 . . . NIAN

NSI NSI1 NSI2 . . . NSI2

MTTI MTTI1 MTTI2 . . . MTTIN

MTTR MTTR1 MTTR2 . . . MTTRN

MTTD MTTD1 MTTD2 . . . MTTDN

MTTRes MTTRes1 MTTRes2 . . . MTTResN

NA NA1 NA2 . . . NA3

AFR AFR1 AFR2 . . . AFRN

TPR TPR1 TPR2 . . . TPRN

FPR FPR1 FPR2 . . . FPRN

DLR DLR1 DLR2 . . . DLRN

TDT TDT1 TDT2 . . . TDTN

PVMT PVMT1 PVMT2 . . . PVMTN

CR CR1 CR2 . . . CRN

Minimal KPI requirements can vary depending on the organization’s specific risk
appetite and security objectives.

4. Development of Architecture

To achieve low latency, high data transfer rates, and a higher level of security, the
concept of network cutting was defined in 5G. This technology allows network operators
to divide their physical infrastructure into multiple logical networks, each configured
according to its characteristics and needs. As shown in Figure 2, each network layer is an
independent virtual subnet from end to end and can even be owned by different tenants
(or vertical markets) that manage the physical, virtualized, and service layers with different
key performance indicators (KPIs), including security metrics.

Using emerging advances in virtualization and network management, such as software-
defined networking (SDN) and network function virtualization (NFV), network partitioning
creates virtual networks that provide a customized network experience that meets pre-
defined key performance indicators (KPIs). Therefore, there are known security issues
associated with these underlying SDN and NFV technologies and access networks. Thus,
the central part of the security in the division of the network is to determine what constitutes
the main potential threats to this segment, the establishment of minimum requirements,
and their mandatory implementation. In this case, it is imperative to define isolation
attributes, create an abstraction layer to provide end-to-end isolation at a particular level,
and introduce appropriate security policies for each layer.
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Figure 2. Network slices concept for the special subscribers’ groups.

Therefore, an effective network partitioning solution requires integrated management,
performance, and security considerations. In this case, attacks directed against one seg-
ment must not affect others. Therefore, security functions must act independently for
each layer. Thus, the main challenge in designing a network partitioning solution is to
satisfy all the requirements of the segment owner while ensuring the security of each
segment independently.

As illustrated in Figure 3, a 5G network may accommodate different use cases, and
each can be served by single or multiple network slices, which can be applied to monitoring
mechanisms [53]. When the subscribers are geographically dispersed, dedicated or shared
network slices can also serve the horizontal use cases. Each network slice owns logically
isolated computation and storage resources to perform data processing and storage tasks
for all use cases that receive their services. Each network layer, which must serve a specific
group of subscribers to ensure the required quality of service and secure data transmission,
is characterized by its specific network characteristics and network security indicators
(KPIs). To respond immediately to emerging anomalies, degradation of service quality,
or lowering the level of information security, it is necessary to continuously monitor the
above parameters. This process is reflected in Figure 3. In addition, also it is also possible to
perform forced penetration tests of layers. For these two procedures, a specialized network
slices monitoring server can be used (Figure 3).
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Figure 3. Graphical representation of delivering security credentials in the key management scheme.

The operation of this system obviously must be in synchronization with the cyber-
security systems. As an example, the figure shows a case of potential use of a quantum
key distribution system, described in detail in [54], to increase the confidentiality level
of transmitted data. Thus, in the case of measuring security indicators and identifying
problems, for example, with confidentiality, quantum fundamental distribution mecha-
nisms can be used. However, in general, the study aims to describe a generalized model
and, accordingly, the architecture of the monitoring system that will ensure the main secu-
rity principles, traditionally categorized as confidentiality, authentication, authorization,
availability, and integrity.

5. The Offered Model

Based on the above, using the security KPIs from Table 2, a set of safety KPIs for the
evaluation analysis model is proposed, which can be objectively evaluated. There is a set of
network layers for which both the QoS quality of service indicators and the security KPI
indicators are clearly defined.{

n∪
i=1

Slicei

}
= {Slice1, Slice2, I, Slicen},

where

- network layers: Slicei ⊆ Slice,
(
i = 1, n

)
, n is the number of these layers.

- KPIsec
i =

{
∪mi

j=1KPIsec
i,j

}
=

{
KPIsec

i,1 , KPIsec
i,2 , . . . KPIsec

i,mi

}
, KPIsec

i,j
(

j = 1, mi
)

is a subset
KPI for cyber security systems (Table 2).

In order to collect information about any operations that occur on the network, analyze
them, and, accordingly, make decisions based on the assessments made, it is proposed to
add either an additional network function to the core of the network, which will contain all
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the functionality necessary for this or, more straightforward at first, especially for testing
the system, is to add an external server that will be connected to the network core via
standard interfaces. This approach is reflected in Figure 4.

Figure 4. Continuous security KPIs monitoring system for 4G/5G/6G.
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Thus, all the KPIs mentioned above will be collected in different parts of the network
(different nodes) and stored in a specialized database that can be combined with the
Cybersecurity Function Server (CSF) (Figure 4).

Furthermore, due to constant monitoring, the database will be filled in real-time
with primary security KPIs, for which statistics on the number of incidents, their impact,
scale, duration, etc., can be used. In the future, these primary indicators can be used to
estimate secondary parameters using the mathematical apparatus in Table 2. The following
pseudocode defines the algorithm developed for this assessment.

class Secure_KPI():
def __init__(self):
#defining the dictionary with the security KPIs as the keys and lists of desired parameters for

the corresponding KPI for the concrete organization.
self.KPI={NIA:[parameters], NSI:[parameters], MTTI:[parameters], MTTR:[parameters],

MTTD:[parameters], MTTRes:[parameters], NA:[parameters], AFR:[parameters],
TPR:[parameters], FPR:[parameters], DLR:[parameters], TDT:[parameters], PVMT:[parameters]}

def input_data(self):
# the array for storing the lists of parameters

self.data=[]
# appending the list with the needed number of empty lists

for i in range(len(self.KPI)):
self.KPI.append([])

#filling the lists with the secure KPIs data for the concrete organization
for kpi in self.KPI:

number=0
for i in self.KPI[kpi]:

d=input(“the desired data for your organization”)
self.data[number].append(d)

number=number+1
#checking security KPIs with the defined formulas
def check(self):

for kpi in self.KPI:
for i in self.KPI[kpi]:

Calculate the corresponding security kpi according to the formulas in Table 2.
If security kpi > corresponding element in data list:

alert(self.kpi)
#taking the security measures to mitigate the corresponding vulnerability, it will be defined in

future works
def alert(self, problematic_kpi):

taking the corresponding measures
#creating the object of the concrete organization
organization_x=Secure_KPI()
#inputting the data of the organization
organization_x.input_data()
#calculating and checking security KPI
organization.check()
The pseudocode offered is divided into 5 stages. The class is named Secure_KPI,

designed to manage and assess key performance indicators (KPIs) related to security for a
specific organization.

1. Initialization (Constructor):

The __init__ method is the constructor that initializes the class. Inside it, a dictionary
called KPI is defined. This dictionary stores security KPIs as keys and lists the desired
parameters for those KPIs as values.
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2. Input Data:

The input_data method is intended to gather data related to the security KPIs for the
organization. Create an empty list called self.data and append it multiple times based on
the number of KPIs in the KPI dictionary. Then, it iterates over each KPI, asking for user
input to populate the lists in self.data with the desired data for each KPI.

3. Checking Security KPIs:

The check method is used to assess the security KPIs. It iterates through the KPIs in
the KPI dictionary and compares each KPI to the corresponding data from the self.data list;
if a security KPI is greater than the corresponding element in the data list, it calls the alert
method with the problematic KPI as an argument.

4. Alerting:

The alert method is intended to take appropriate security measures to mitigate vul-
nerabilities when a problematic KPI is detected. However, implementing this method is
incomplete, and it mentions taking measures not defined in the provided code.

5. Creating an Organization and Using the Class:

At the end of the code, an instance of the Secure_KPI class is created, named organization_x.
Data for the organization are input using the input_data method.
The security KPIs are calculated and checked using the check method.
Additionally, the database should contain threshold values for the parameters of each

layer (Table 3).
Based on the comparison of actual measured (estimated) KPIs with threshold values,

a decision is made on the need to improve certain parameters (D), if necessary, based on
Decision Rules (DR) matrices for each KPI.

D =

⎧⎨
⎩

Rule1 i f cond1 = true
. . . . . . . . .

RuleN i f condN = true
,

where

DR =

⎛
⎝Rule1

. . .
RuleN

cond1
. . .

condN

⎞
⎠

where RuleN is the action that has to be applied if the condition condN is true.
These formulas are introduced to complete the work of the approach in a comprehen-

sive way. In the future, specific rules will be developed for certain conditions corresponding
to deviations in the measured indicators.

6. Conclusions

In conclusion, 5th generation cellular networks actively replace communication in
many areas of human life. The number of industries decreases, in which it is impossible
or impractical to use 5G networks. Operators of critical infrastructure, special users (such
as the police), governments, and the military are not the exception. Modern cellular
networks can and must be easily adapted to the needs of special users. In this scenario,
the network is subject to more stringent demands regarding reliability, performance, and,
most importantly, data security. This scientific article focuses on the challenges related to
ensuring cybersecurity.

To effectively increase the level of cybersecurity or ensure its sufficient level, it is
necessary to measure the leading indicators of the effectiveness of security systems. At the
moment, there are no comprehensive lists of these key indicators that require priority mon-
itoring. Therefore, this article first analyzed the existing similar indicators and presented
their list, which will make it possible to continuously monitor the state of cyber security
systems of 4G/5G cellular networks with the aim of using them for groups of special users.
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Therefore, this article proposed a method to determine these indicators and their evalua-
tion. For this method, a meaningful analysis of possible groups of performance indicators
was performed, the most relevant ones were selected, and a mathematical apparatus was
proposed for their quantitative evaluation. Furthermore, within the framework of solving
research problems, improvements were proposed for the core of the 4G/5G network, which
allows data and performing statistical analysis at the expense of special sensors and the
existing server.

Thus, to improve cybersecurity in critical infrastructure, government, military, and
particular user networks using 5G technology, it is necessary to continuously monitor the
performance of security systems. The first step is to ensure that the security architecture
and practices comply with all the regulations governing the special user groups. After this,
it is necessary to continuously monitor the presence of cyber incidents, log any violations,
and perform more comprehensive assessments of the cybersecurity parameters in Table 3.
If thresholds are exceeded, these assessments should become the basis for making decisions
about an immediate response to cybersecurity problems or a comprehensive change to
cybersecurity approaches.

Thus, the approach proposed in the article opens up an opportunity for continu-
ous monitoring and, accordingly, improving the performance indicators of cybersecu-
rity systems, which in turn makes it possible to use them for the maintenance of crit-
ical infrastructure and other users whose service requires increased requirements for
cybersecurity systems.

Future scientific research will be directed toward implementing the proposed method
and evaluating its validity. Additionally, there are plans to take advantage of artificial intel-
ligence to process large datasets and make informed decisions based on established rules.
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Abstract: The number and the diversity in nature of daily cyber-attacks have increased in the last few
years, and trends show that both will grow exponentially in the near future. Critical Infrastructures
(CI) operators are not excluded from these issues; therefore, CIs’ Security Departments must have their
own group of IT specialists to prevent and respond to cyber-attacks. To introduce more challenges
in the existing cyber security landscape, many attacks are unknown until they spawn, even a long
time after their initial actions, posing increasing difficulties on their detection and remediation. To
be reactive against those cyber-attacks, usually defined as zero-day attacks, organizations must
have Threat Hunters at their security departments that must be aware of unusual behaviors and
Modus Operandi. Threat Hunters must face vast amounts of data (mainly benign and repetitive,
and following predictable patterns) in short periods to detect any anomaly, with the associated
cognitive overwhelming. The application of Artificial Intelligence, specifically Machine Learning
(ML) techniques, can remarkably impact the real-time analysis of those data. Not only that, but
providing the specialists with useful visualizations can significantly increase the Threat Hunters’
understanding of the issues that they are facing. Both of these can help to discriminate between
harmless data and malicious data, alleviating analysts from the above-mentioned overload and
providing means to enhance their Cyber Situational Awareness (CSA). This work aims to design a
system architecture that helps Threat Hunters, using a Machine Learning approach and applying state-
of-the-art visualization techniques in order to protect Critical Infrastructures based on a distributed,
scalable and online configurable framework of interconnected modular components.

Keywords: critical infrastructures protection; cyberattacks; machine learning; threat hunting;
visualization models; architecture

1. Introduction

In today’s hyper-connected world, the dependency on the internet of production
processes and activities is absolute, leaving useless any service offered, not only by big
companies, agencies and SMEs (Small and Medium Enterprises), but also by critical in-
frastructures if internet access is lost, even for a few hours, thus leading to substantial
economic losses and high severity cascading effects. This fact is well-known and exploited
by cybercriminals who set cyber-attacks the order of the day.

To prevent cyber-attacks or, at least, to address them properly, critical infrastructures
are investing big amounts of money in the improvement of their Information Technology
(IT) security departments by making them bigger. The desired outcome is to avoid data
loss, data exfiltration, maintain the reputation, and, probably the most important concern,
minimize any impact in business continuity. Whether or not the previously stated desired
outcomes are achieved by increasing in number the employee workforce, it is needed to
continuously invest in highly skilled and specialized personnel who, without specific and
useful tools, may end up overflowed by vast amounts of near real-time data and are unable
to spot complex attacks, which are very quiet and remain in the protected infrastructure for
a long time.
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Nevertheless, a huge amount of the actionable data, both in the network and host,
are related to harmless actions of the employees (such as DNS requests or WEB browsing).
Moreover, surveys conducted with Threat Hunters [1] on the traits of those datasets con-
cluded that there were specific and characterizable patterns for each of the studied actions,
resulting in them being harmless or potentially dangerous. Being that Machine Learning
is a scientific field characterized by providing outstanding techniques and procedures
in extracting models from raw data [2], it follows that using well-designed, adequately
tuned and scenario-customized ML algorithms can be helpful in classifying data samples
according to how benign or malign they are.

Furthermore, according to several studies [3–5], human cognition tends to predict
words, patterns, etc. strongly influenced by the context [6], even further if they seem to
be under stress conditions [7]. In fact, those stressful conditions are suffered by Threat
Hunters when they must face big amounts of data in highly dynamic scenarios where the
smallest mistake can have a very high impact. Moreover, Threat Hunting is a complex
decision-making process that encompasses many uncontrolled factors, typically working
with limited and incomplete information and possibly facing unknown scenarios, for
instance, zero-day attacks [8]. As a consequence, paying attention to the previously stated
strong dependency on context in prediction by human cognition, an attack quite similar
in behavior to a non-attack could be seen as such due to human bias; however, a Machine
Learning system could discriminate between both more accurately than humans do. Thus,
with all the data provided by the output of ML systems (such as likelihoods, feasibility
thresholds, etc.), Threat Hunters could be able to understand better what is going on at the
operations theater.

Moreover, it is well known that the human brain processes visual patterns more quickly
and accurately than any textual or speech report, gaining understanding at a glimpse, and
this, naturally, also happens in cybersecurity [9,10]; as a consequence, representing the data
(both raw and ML processed data) properly is also a decisive factor for Threat Hunters
in order to achieve Situational Awareness [11,12] and therefore an early detection of any
threat. Some studies have been trying to classify which advanced visualization fits best for
each kind of attack [13,14].

Lastly, using both Machine Learning and specifically defined data visualizations,
Threat Hunters will be able to generate hypotheses about what is going on in their systems
and networks, being able to quickly detect any threat and even have enough context
information to deal with it.

Systems capable of gathering all those huge amounts of data, processing them (includ-
ing Machine Learning techniques) and providing insightful visualization techniques must
be developed following a properly designed architecture in accordance to the challenges
that such an ambitious approach must face. The most relevant contribution of this work is
an architecture proposal and its implementation devoted to fulfill the stated needs. The
proposed architecture must provide means for dynamic and adaptable addition of ML
techniques at will and the selection of which to use from the existing ones at a given
moment. In addition, big data must be taken into account for vast amounts of data that must
be stored and analyzed. Moreover, due to the time-consuming nature of ML processing,
the architecture must enforce parallelization of as many processes as possible; therefore,
architecture components must be orchestrated to maximize this parallelism. Furthermore,
asymmetric scalability must be enforced in order to be efficient; thus, means should be
instantiated to guarantee that only necessary components are working at a certain time.
The architecture must be implemented in a distributed approach; therefore, communica-
tions, synchronization and decoupling of components and processing must be carefully
envisioned and designed. Lastly, but not least, the whole system must be secured regarding
the type of data it will process.
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2. Motivation and Previous Work

The use of Machine Learning techniques in the field of Threat Hunting is booming:
The research An enhanced stacked LSTM method with no random initialization for malware threat
hunting in safety and time-critical systems [15] is focused on Time-Critical systems, paying
attention to the conditions of those fast-paced situations, benefiting from the automation
and effectiveness of malware detection that ML can provide. Both Intelligent threat hunting
in software-defined networking [16] and Advanced threat hunting over software-defined networks
in smart cities [17] are focused on developing intelligent Threat Hunting approaches on
Software-Defined Networks (SDNs). In contrast, other efforts such as A deep recurrent
neural network based approach for internet of things malware threat hunting [18] and A survey on
cross-architectural IoT malware threat hunting [19] are more oriented toward the Internet of
Things (IoT), a relevant area in the Threat Hunting community where the ML approaches
provide benefits for the IoT specificities, for instance, resource scarceness as computational
capabilities, among others. Finally, there also are works existing in the literature which try
to solve the problem in a general perspective of ML applied to Threat Hunting, such as Know
abnormal, find evil: frequent pattern mining for ransomware threat hunting and intelligence [20]
and Cyber threat hunting through automated hypothesis and multi-criteria decision making [21].

Studies trying to develop a Threat Hunting architecture using an ML approach have
already been conducted. First of all, the article ETIP: An Enriched Threat Intelligence Platform
for improving OSINT correlation, analysis, visualization and sharing capabilities [22] can be found
in the literature. In that work, an architecture which includes all steps, from data collection
to data shown, is proposed; despite that, it is focused on generating IoCs (Indicators of
Compromise) and it suggests using ML in some steps of the process. Another interesting
work is PURE: Generating Quality Threat Intelligence by Clustering and Correlating OSINT [23].
This work, similar to the previous one, tries to develop an architecture to generate and
enrich IoCs using ML at some steps. It gives another perspective on how to do it, despite
the fact that it does not take into account the visualization of the results. It is interesting to
highlight that neither of them define how to generate hypotheses using the generated data.
Finally, the approach SYNAPSE: A framework for the collection, classification, and aggregation
of tweets for security purposes [24] offers a wide and well-designed architecture, from data
collectors to contents in visualization, although it is developed for a very specific data
source (Twitter). Notwithstanding all the efforts already done, there are no specific studies
about Threat Hunting using a Machine Learning approach for Critical Infrastructures in
which an architecture is due to cope with all the stated needs that are proposed and neither
the definition of useful nor specific visualizations are provided.

Regarding useful and specific visualizations for Cyber Situational Awareness, there is
a very relevant work done in Cyber Defense and Situational Awareness [25] which states that
“Visual analytics focuses on analytical reasoning using interactive visualizations”. In order
to support the previous statement, there is a comprehensive and complete survey on the
cognitive foundations of visual analytics done in Cognitive foundations for visual analytics [26].
There is a wide variety of visualization techniques. Firstly, basic visualization charts, which
include scatter plots [27–29], bar charts [30–32], pie charts [31] and line charts [32–34].
Another kind of simple visualization include word clouds [35,36] and decision trees [37,38].
On the other end of the spectrum, there are advanced visualizations. First are those oriented
for pattern detection [39–43]. In addition, there are geo-referenced visualization charts for
assets [41,43,44], risks [45–47] and threats [41,44]. Furthermore, there are also immersive
visualization techniques using 3D models instead of 2D models which have been designed
for optimum visualization with an ultra-wide high-definition screen, wrap-around screen
or three-dimensional Virtual-Reality (VR) goggles, which allows the user to look around
360 degrees while moving [42,44,48–50].

All of them state the difficulties of the Threat Hunting process in terms of situation
understanding in a broad threat-characterization landscape, with fast-changing conditions,
sometimes unknown new threats, incomplete information and hidden features. Further-
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more, several examples of enhancing the process by using ML techniques and useful
visualizations can be found.

Besides academia, companies are also trying to develop specific Machine Learning
techniques and algorithms for their Threat Hunting products to enrich current visualiza-
tions used to understand the cyber situational awareness of the monitored systems. Some
offered products that implement ML algorithms are systems for Security Information and
Event Management (SIEM), Firewalls, Antiviruses, Instrusion Detection System (IDS) and
Intrusion Prevention System (IPS). A few examples are those like Splunk [51], Palo Alto
next generation smart Firewalls [52], IBM immune system-based approach to cyber security
(IBM X-Force Exchange [53,54]) or even Anomali ThreatStream [55].

After conducting deep research on the current state-of-the-art in the area, it can be
concluded that, despite having made several outstanding efforts towards solving specific
areas of the problem, there is no effort to define an architecture where implementation
is rich enough to generate hypotheses about what is going on the system monitored.
As a consequence, there is a lack (1) in the design of a particular unified architecture to
help Threat Hunters with a Machine Learning approach with capabilities to define and
generate (manually or automatically) hypotheses about what is going on and (2) in the
provision of specific and useful visualizations, particularly in the issues detected for Critical
Infrastructures (as might be the case of business continuity) and coping with all detected and
envisioned scenarios. To fill this gap, an architecture with a specific component to define
and generate hypotheses is proposed that must ensure security, scalability, modularity and
upgradeability. It must also constitute a proper framework for developing platforms for
Threat Hunting based on flexible and adaptable Machine Learning over the time. This
work aims to solve this problem and fill the detected gap, mainly in terms of providing a
unified framework that interrelates existing different components from data acquisition to
knowledge generation (emphasizing the hypothesis generation) and visualization, which,
despite being generic, is particularized for Critical Infrastructures Protection.

3. Outline of the System

In a brief and simplified view, a Threat Hunting tool can be seen as a closed-loop
system. The system receives continuous and real-time feeds with, potentially, high-volume
and diverse data inputs and, by means of some aiding subsystems (in this architecture
machine-learning fuelled components), it provides and generates hypotheses on what is
going on with confidence estimators or metrics. Those hypotheses and suggestions are
provided to the end user, which closes the loop by providing feedback by selecting some
selection branches more than others and even pruning complete branches, while seeking
what is more likely to be going on with the given data.

The architecture proposed to help Threat Hunters by using a Machine Learning
approach for Critical Infrastructures Protection is described in the following section. It is
composed of five main layers interconnected in a stacked manner, as shown in Figure 1.
The components within a layer can only communicate one with each other or to other
components in adjacent layers. Moreover, components will provide standardized interfaces
to communicate among themselves, and reusability will be enforced for their design and
implementation.

It is important to state that bias can be introduced in the Threat Hunting process due
to the well-known phenomena in interactive hypothesis-confirmation processes such as
the valley effect for local versus global searches [56], among others, shown in areas as
optimization or genetic algorithm evolutionary fitting [57].

Secondly, this architecture aims to be modular, efficient, and scalable. It is generic
enough that it is able to be used in any kind of Critical Infrastructure but never loses focus
on the main problems that must be tackled. By defining architecture-wide Application
Programming Interfaces (APIs) that must be implemented at any component, creating new
ones (components) is straightforward; the only requirement needed is to implement the
corresponding interface and to provide mechanisms to notify the rest of the components
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about its availability. In addition, another relevant requirement is that each component must
be completely stateless to allow decoupling and parallelization of processes. Moreover,
with the components being stateless, the order of actions to do a simple process is not
relevant, and therefore it can be a pool of available elements that dequeue pending tasks
and, properly orchestrated, proceed to its completion, receiving all the required metadata
(the state) itself.

The proposed architecture is flexible and scalable in terms of resources for its deploy-
ment. If resources are scarce, for instance, in debugging or testing or for an SME setup,
every involved component can reside in a docker container [58] or in virtual machines [59],
and the overall architecture can reside in a single machine. At the other end of the spec-
trum, where we can find setups with huge amounts of resources, the setup can be clustered
using Kubernetes [60] or via cloud using AWS [61] or Azure [61]. From the components
perspective, the type of deployment is transparent and seamless.

�

�

�

�

�

�

Figure 1. Proposed architecture. Groups of components from bottom to top and from left to right:
Sections 4.1–4.8.

To achieve that goal, components must be completely decoupled, only knowing the
existence of others on a per-needs basis on an orchestrated schema and communicating
on standardized and predefined interfaces and mechanisms. That way, inner features
of the component are completely isolated to the rest, and flexibility and decoupling can
be reached.

This is one outstanding feature of the architecture that can provide flexibility and
scalability for easily adapting to different and dynamically changing scenarios, depending
on needs and resources. In addition, being able to provide flexibility also makes the
architecture optimum for all kinds of Critical Infrastructures, deploying only the modules
required for each specific one.

133



Big Data Cogn. Comput. 2023, 7, 65

Another essential feature that must enforce the proposed architecture is the capability
of providing High Availability (HA) [62] to guarantee service continuity (one of the main
concerns of Critical Infrastructures) even in degraded conditions. To achieve that goal,
load-balancing schemas are proposed within the component orchestrator, and, for the
key elements (tagged as crucial through the following exposition) whose service must be
guaranteed at all stakes for the rest to be able to work, backup instances should be ready
in the background to replace the running ones if any issue is detected, therefore avoiding
overall system service interruption.

Security is a crucial concern for any cyber security tool. Therefore, the architecture will
establish security mechanisms to provide Agreed Security Service Levels in terms of security
guarantees. Initially, these Security Service Levels Agreements (SSLAs) will be oriented
to the capability of exchanging messages among components, and each component will
ensure the authenticity [63] of the transmission; in short, the source’s identity is confirmed
and the requested action is allowed.

Another key part of the architecture is the interconnection within platforms imple-
menting it or even with external sources. It does not matter how complex the developed
architecture is; if the Section 4.6.2 is deployed, the implemented system will never lose the
capability of being interconnected and sharing all kind of knowledge.

If several systems are deployed, creating a federation, the architecture will also provide
the ability of sharing data regarding which items are the current active attacks, their input
vectors, the IoC, etc. to warn other members of the federation if the system detects similar
devices on the monitored network or even alert Threat Hunters which devices might be
compromised. This feature is very important because a cyber-attack affecting a Critical
Infrastructure can be propagated to another Critical Infrastructure [64].

In a brief summary, the proposed architecture aims to be distributed, self-adaptative,
resilient and autopoietic [65], achieving that goal by being flexible, modular, and scal-
able but never losing the main objective of solving the detected problems in a fast and
secure way.

The architecture will enforce the usage of standards at all levels to guarantee inter-
operability capabilities of the system, both in terms of data acquisition and, eventually,
data export. Moreover, the usage of standards will provide sustainability of the life-cycle
of developments, both at the hardware and the software faces, as well as flexibility and
modularity in the selection and insertion of new elements and the replacement of existing
ones. To do so, many different standards are proposed to be implemented and they will
be specified in the corresponding sections. Among others, standard COTS (Commercial
off-the-shelf) [66] mechanisms will be enforced at several layers of the architecture.

Several data sources will be implemented and feedback from Threat Hunters will
be received in order to generate proactive security against threats. All this information,
correctly processed, can be used to measure the security levels of the analyzed Critical
Infrastructure.

4. System Architecture

The purpose of each layer is described hereunder from the bottom of Figure 1 to the top.

4.1. Layer 1: Data Collectors

The first layer contains the data collectors which are in charge of gathering data to
feed the overall system. The collected data will be stored and it will be used by the other
components within the system to process it. Both the raw and the processed data will be
used to generate hypotheses about what is going on in the monitored infrastructure.

Any kind of data source is suitable to be implemented if it is interesting for Threat
Hunters. Some examples of data sources could be:

• SIEMs, such as AlienVault [67] or IBM QRadar [68].
• Logs, such as Syslogs from the Operating System (OS), logs from network hardware

devices, etc.
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• PCAPs (Packet Captures, files with information about network traffic) [69].
• Threat Management Platforms (TMP), such as MISP [70].
• Incident Response Systems, such as The Hive [71] or RT-IR [72].
• Advanced Persistent Threat (APT) [73] management tools.
• OSINT (Open Source Intelligence [74]) sources, with their specific need in terms of

normalization due to the wide variety of data typologies.

4.2. Layer 2: Database

The data gathered by the collectors will be stored in the database. In addition, every
required metadata, which must be persistent over time, will also be stored in the database.
Furthermore, the database must provide means for the rest of the components to access the
stored data in an efficient and seamless way. Due to the previous statements, the database
is a critical element and mandatory to be up and running for all the rest of the components
to be working. Therefore, it is considered and shown as a crucial one.

Owing to the high-volume and diverse data stored into the database, this component
must provide load-balancing mechanisms to guarantee proper access and pay strong
attention to security as well as provide per-user policies per data access.

As a design requirement, all data stored must follow a specific data model that must
be used within the overall components of the architecture. This data model must be flexible
enough to be ready to adapt easily to changes and integrate new elements in the future. In
addition, it must be oriented to store and process data related to events and cyber security.
Being sort of the de facto standards, the data model must be compatible with Sigma and
YARA rules.

Sigma rules (Generic Signature Format for SIEM Systems) [75,76] is an open and
generic signature format that allows specialists to describe log events. In addition, with
Sigma, cyber security tools (such as SIEMs) are able to exchange information among them,
with the evident benefits that this interoperability can provide. One of the best features of
using Sigma rules is its Sigma Converter, which allows Threat Hunters to convert the rules
in elements such as Elastic Search Queries, Splunk Searches, as well as their ability to be
reused and integrated into many other systems.

The malware analysis technique YARA [77,78] is used to discover malware based on
its static character strings (the ones allocated inside the program itself) and signatures. It
helps, among other things, to identify and classify malware, find new samples based on
family-specific patterns, and identify compromised devices.

When designing the data model and the database structure, it is compulsory to con-
sider several elements among which aspects stand out, such as writing/reading priorities,
data storing and indexing. This is a critical element as it is the cornerstone for fast and effi-
cient future complex data searches [79], something mandatory from a big data perspective
as the one stood for the proposed architecture.

All this work and effort is needed because of the wide variety of data sources and the
diversity of nature and typologies of data (especially those collected from OSINT sources)
to be gathered by a system which implements this architecture. Each data source will,
potentially, have a different taxonomy and also heterogeneous data that must be processed
and adapted to define the data model before storing it into the database. It is evident that
having a common taxonomy will provide some sort of quantization noise and it could lead
to some information loss; nevertheless, a trade-off will be taken with regards to this aspect.

Adding new data sources is as easy as implementing the matching interface and
casting the received data attributes to their closest mapping in the data model.

Proposed Database and Data Model

After conducting the study of the existing data model solutions, it is proposed the
usage of the Elastic Common Schema (ECS) [80] because it suits the previously stated
necessities due to its wide and general definition of fields related to cyber-data and its
extended usage, maturity, wide community of users and third-party tools ecosystem.
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In Table 1, the most interesting ECS fields can be found in order to be used with the
proposed architecture. Nevertheless, the data model is not limited to those fields, but it can
be enlarged if any component of the architecture needs it.

Coupling Elastic Search (ES) as a data repository with ECS is a widely recommended
approach due to several reasons. First and mainly, both products come from the same
source, thus guaranteeing a long-standing alignment as ECS is defined and in continuous
development by Elastic. In addition, Elastic Search is big data enabled by nature [81] and
follows HA because it can be clustered.

Table 1. Data model highlighted ECS fields.

ECS Field Description

event.dataset Name of the dataset
event.id Unique ID to describe the event

event.ingested Timestamp when an event arrived to the
central data store

event.created The date/time when the event was first read by
an agent

event.starts The date when the event started
event.end The date when the event ended

event.action The action captured by the event
event.original Raw text message of entire event

source.ip IP address of the source (IPv4 or IPv6)
source.mac MAC address of the source
source.port Port of the source

source.hostname Hostname of the source.

destination.ip IP address of the destination (IPv4 or IPv6)
destination.mac MAC address of the destination
destination.port Port of the destination

destination.hostname Hostname of the destination

4.3. Layer 2: Data Preprocessing Components

Raw data, despite being defined in a specific well-designed data model, is not usually
suitable for being used, but, when required, it must be preprocessed. Provided that system
defined preprocessing techniques are finite and they are not specific for one final element,
they can be shared among them.

Regarding the previously set statements, it is considered interesting to have a pool
of preprocessing components to perform the required preprocessing techniques. When
an ML system is being defined, the ML expert will have the possibility of introducing
one step between selecting data from the database and one step between executing the
desired ML technique where the selected data will be preprocessed according to the chosen
preprocessing techniques. Furthermore, there must be the possibility of adding, upgrading
or removing those components according to the necessities of the system.

Some examples of preprocessing components are as follows:

• Sigma Converters: Sigma Converters components allows to convert Sigma rules [75,76]
to Elastic Search Queries, Splunk Searches or any other supported output.

• Number Normalization: Number normalization components are in charge of modi-
fying a dataset of numbers by generating a new dataset with standard deviation 1 and
mean 0, by multiplying all values by a specific factor, setting all minimum values to a
specific threshold, etc.

• Text Normalization: Text normalization components are in charge of modifying texts by
removing all forbidden characters, by adapting sentences to a predefined structure, etc.

• One-Hot Encoders: One-Hot Encoders components convert a categorical classifica-
tion to a numerical classification by assigning a number to each one of the possible
values [82].
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4.4. Layer 2: ML Components

Machine Learning has several techniques, algorithms, etc., and they are evolving day
by day. Instead of having one big element which contains all the ML knowledge, it is
proposed to split it into several small components, each one responsible for doing one
specific task. In addition, the components can be added, upgraded or deleted according to
the requirements.

It is important to highlight that some ML techniques such as neural networks [83–86]
must have external data such as pre-trained models, etc. Those external files are also taken
into account, providing an external repository of data that is ML specific and which can be
accessed by every ML component.

Some of the proposed ML components are as follows:

• APT Clustering: Cluster tactics and techniques with their associated APTs. Thanks to its
hierarchical method to cluster and reduce data, the Birch algorithm is proposed [87,88].

• Anomaly Detection: This detect anomalies at logs and network behavior. Several
ML techniques such as DBSCAN [89,90], Isolation Forest [91,92] or One Class Vector
Machine [93,94] can be used.

• NLP: Natural Language Processing is mainly used for generating intelligence from
analysts reports [95–97].

• Decision trees: Decision trees is an ML technique based on a process to classify data
through a series of rules. The final result is obtained after deriving some specific
characteristics from a pre-defined structure of rules [2,98].

• Neural networks: Several Neural Networks techniques can be used, such as Multi-
Layer Perceptron (MLP), Convolutional Neural Network (CNN) and Recurrent Neural
Network (RNN), among others [2,99].

4.5. Layer 3: Big Data, Exchangers, and Generators
4.5.1. Big Data Statistics

The overall system is collecting and generating huge amounts of data per second,
which makes the work of Threat Hunters difficult because they are not able to process all
the data at the proper pace; as a consequence, data is tagged by Threat Hunters manually
depending on the level of criticality. In order to help Threat Hunters in tagging those vast
amounts of data, this paper proposes the automatization of this process by means of ML.

After this previous stage of data tagging, one step further must be taken in terms
of providing means to Threat Hunters to help them in constructing or elaborating Cyber
Situational Awareness. To do so, the usage of visualization techniques must be taken to
provide valuable insights not easily seen by the human eye [100].

This final step is where big data statistics components make the difference, generating
on-demand and real-time specific datasets on what is considered relevant for Threat Hunters.

Some examples could be:

• Which are the types of attacks that have greater occurrence?
• Which are the types of attacks that have greater impact?
• Which are the devices usually attacked?
• Which are the devices not usually attacked but were attacked recently?

4.5.2. Data Exchangers

To speed up incident handling performance, it is mandatory to have proper and
standardized interoperability mechanisms. Basically, the system must have the ability to
request data from external sources and to send data to foreign sinks. This specific ability
will be defined in the proposed architecture using data exchangers.

As defined previously, firstly, this component enables the system to request data from
external sources of information using standardized protocols. Several specific components,
per data originator system and per protocol, will be available in the architecture to request,
on a periodic basis or at a one shot schema, remote data with the required authentication.
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This will be left open for customization by administrator users to set up the data to the
approach that fits best on each data source.

Secondly, this component also allows the system to provide stored data, potentially
filtered following given requests, to any authorized external requester using one of the
standards that best fits its query.

Standard approaches such as JSON data format [101] or XML [101] will be used and
are recommended due to their widespread nature. However, proprietary schemas and
methods will be used when no other approaches are left open, as happens to be with several
proprietary products and systems.

One step further, cyber security standards will also be used in the architecture for data
exchanges. For instance, STIX (Structured Threat Information eXchange) [102] is going to
be used as it is the de facto standard for cyber threat intelligence nowadays [103]. Moreover,
widely used existing standards for cyber intelligence, such as CVE (Common Vulnerability
enumeration) [104] or the SCAP (Security Content Automation Protocol) [105] suite, are
going to be enforced and less extended usage ones would also be considered.

All the previously related standard mechanisms will be implemented in the architec-
ture for both data gathering and delivery, and one of the goals of the proposed approach is
to avoid proprietary data exchange mechanisms at all levels, if possible, and enforce stan-
dards usage. The usage of standards is mandatory for the scalability and extendability of
the platform. One example that is considered is the capability of connecting the system on
demand to external sources such as Virustotal [106], URLHaus [107], among others, which
also do provide their own APIs to request/provide data, mostly based on well-known
standards such as API REST to enrich the data processed by the platform. External data is
beneficial for aspects such as IP/URLs/fqdn, hashes/files, etc., regarding detected IoCs
with relevant intelligence from those well-known and reputed internet repositories.

Regarding the communication mechanisms, other standards such as API REST [108]
for one-shot requests or AMQP [109] to publish/subscribe messaging are to be used to
exchange data.

4.5.3. Hypothesis Generators

In order to help Threat Hunters discriminate which are the most current critical threats
and their likeliness, and as contribution to the current state-of-the-art, we propose a specific
component in charge of generating hypotheses.

Humans follow patterns in every action they do in their life, and even further when
they interact with IT systems. Some of these patterns can cause cyber security events
recognizable by pattern detection tools as a cyber security threat, for example, trying to
gain access to some resource without enough rights, requesting Virtual Private Network
(VPN) access out of business hours, etc. After conducting deep research with cyber security
analysts, it was discovered that the detection of these specific harmless human patterns
can be automated as they have common traits such as a specific user always coming from
the same IP address. In order to automate the detection of harmless human patterns, a
hypothesis generator component must be able to reduce the likelihood of a specific cyber
threat being harmful, following some rules or even with specific ML algorithms. As a
consequence, this component is considered relevant due to the benefits that it provides to
cyber security analysts by freeing them from attending repetitive and harmless threats and
allowing them to focus on those which are harmful.

In order to use this component, Threat Hunters must create rules which will be used
to process the data. A rule consists of one or more filters executed in a specific order set
by Threat Hunters. Each filter returns a numeric value that can be added, subtracted,
multiplied or divided between steps to generate a likelihood of being benign or malign.
The available hypothesis generators filters are classified as follows:

• Simple filters: Basic filtering rules (e.g., if/else rules).
• Complex filters: These rules find context by selecting more data related to the ana-

lyzed one (e.g., find how many times this pattern has been repeated).
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• ML filters: These apply ML techniques from ML components to generate hypotheses.

In addition, each rule has a frequency value used by the Hypothesis Generator compo-
nent to automatically request data to the database, process it and generate a hypothesis.

Regarding the previously set statements, the hypothesis generator component will be
able to reduce or increase the likeliness of a detected threat being harmful according to the
established configuration.

4.5.4. ML Sequences Presets

As said in previous sections, Machine Learning systems are composed of several
components and steps that can be ordered depending on given needs: firstly, collecting
the data; next, preparing it to fit the requirements of each specific ML technique; third is to
process it using Machine Learning techniques; and finally, storing the results that must be
persistent at a data storage.

Therefore, the user will be given the possibility to choose which Machine Learning
components they want to use, and in which order. To do so, the definition and the orches-
tration are proposed to be done by a specific component named ML sequences presets,
which will also hold the responsibility of triggering them.

In Section 4.6.1, there will be a specific interface to create, update and delete definitions
of ML systems.

When a specific system is launched, this component will request the required compo-
nents to start at the required moment as well as to keep track of the status of the execution.

4.6. Layer 4: Interaction Components
4.6.1. HMI

Threat Hunters and Machine Learning experts should be able to interact with the
overall system using a simple, well-designed and easy-to-use graphical interface where all
the required tools and visualizations will be accessible. In the proposed architecture, this
specific task is implemented at the Human–Machine Interface (HMI).

The HMI must be modular enough to allow the configuration of all fields required
by the different components that compose the overall system. Furthermore, the HMI will
represent the data considered as relevant by Threat Hunters in the most efficient way.

As well as with the other components of the system, the access to the HMI will also be
restricted by a user/password combination. The Role-Based policy [110], where each user
has assigned a specific role which defines the allowed permissions, will be enforced for use
in the HMI.

A web-based approach is proposed for the HMI as it is OS-agnostic without losing
usability in desktop environments [111].

4.6.2. External Access Gateway

As specified in Section 4.5.2, the system must be accessible by third-party elements to
gather data in a standardized way. For security reasons, it is interesting to have a specific
element to act as proxy or API Gateway [112,113]; in the proposed architecture, that specific
element is the External Access Gateway.

The main functions of this element are as follows. First, providing the endpoint for
external requests. Second, checking the authentication of the request to decide whether
it must be processed or not. Third, verifying the format of the request to ensure it is
valid. Fourth, checking the authorization of the request to ensure that the requester has
the required permissions to obtain that specific set of data. Fifth, forwarding the request to
Section 4.5.2. Sixth, forwarding the response from Section 4.5.2 to the requester.

4.7. Common Layer: Communications

Being a distributed system introduces several complexities and challenges in the
overall architecture design. For instance, it is necessary to have a communications broker in
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charge of exchanging and forwarding messages between each component and guaranteeing
their proper delivery. As a consequence, the communications broker is a crucial component.

As stated before, all components of the system must send their messages using the
communications broker and, in order to avoid the possibility of any unauthorized agent
sending or receiving messages, the access to the communications broker network will
be restricted and can be considered the first authentication factor, enforcing messages
integrity [63].

In addition, messages will be exchanged using the AMQP [109] protocol and using
several communications patterns: namely, one-to-one, one-to-many, in a broadcast manner,
etc. Not only that, components will be sending messages using a request-response or
subscription-publishing mechanism.

The usage of a communications broker provides many benefits to any distributed ar-
chitecture. First of all, there are several extended-usage platforms that are widely tested by
huge communities ensuring minimal communication issues. Moreover, the new elements
addition process is relayed in the broker procedures and usually consists in connecting the
broker following its mechanisms. Not only that, but networking issues are reduced because
each component only needs to obtain access to the communications broker endpoint, so
network administrators do not need to take care of broadcasting issues or other related prob-
lems. In addition, most brokers, if not all of them, provide real-time broadcast queues and
subscription-publishing mechanisms which allow for immediate data updates. As a side
effect, one-to-many message exchange patterns, such as those provided by communication
brokers, do yield significant bandwidth consumption reduction.

4.8. Common Layer: Authentication Management

In order to manage the authentication of the different components and also the users
that could interact with the system, and the different roles defined in the overall system by
the administrators, there must be a specific component in place, referred to in the proposed
architecture as authentication management. As the first step to be taken by each component
or user is to log into the system to verify the permissions of the assigned role to the user,
this component is crucial.

There are several options, being most outstanding OTP (One-Time Passwords) and
OAuth 2.0. Despite some efforts being done in order to authorize using OTP [114,115], the
proposed protocol is OAuth 2.0 due to the reasons detailed hereunder.

Nowadays, OAuth 2.0 has become the standard authorization protocol for the in-
dustry [116]. It enables a third-party application to obtain limited access to a specific
service [117]. In addition, it can be configured to send not only the username and assigned
role but also metadata when needed. Moreover, there are many implementations which
allow systems administrators to choose which one of them fits best the requirements of
the deployment, and it could be deployed locally or remotely, allowing the use of the im-
plemented application either in isolated or shared networks. To summarize, many OAuth
2.0 implementations offer High Availability, which is a positive reinforcement of other
architecture’s requirements.

5. System Prototype

In order to validate the proposed system architecture a prototype, has been implemented.
A brief view of the different components developed are shown in Figure 2, including each
component in their corresponding layer in Figure 1, regarding the group of components.

The prototype has been evaluated using synthetic data simulating real networks and
hosts by means of a digital twin. A digital twin can be defined as a clone of physical assets
and their data in a virtualized environment simulating the cloned one. Digital twins also
allow to test the physical one at all stages of the life cycle with the associated benefits of
bugs and vulnerabilities detection [118].
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Figure 2. Prototype architecture.

In Figure 3 the implemented digital twin used to simulate a real Critical Infrastructure
setup is detailed, including networks and assets (workstations, servers, network hardware,
etc.) to verify the developed prototype that has been implemented using a virtualization
platform. Three networks have been created. The first one contains all the monitored
systems which will be attacked by an external actor in order to detect threats. The second
one contains all the systems that the system prototype will collect data from. Lastly, the
third network contains all the deployed components of the prototype.

5.1. Components

The components developed and deployed to verify the architecture will be described in
this section. All of the developed components used Python [119–121] as the implementation
language.

Following the same order as in previous sections, the data collectors were developed
beforehand:

• MISP [70].
• OSSIM [67].
• QRadar [68].
• The Hive [71].
• PCAPs [69].
• Syslogs.
• Raw logs.

Regarding the database, Elastic Search was chosen along with Elastic Common Schema
as the data model.

In addition, the data preprocessing components (Section 4.3) that were developed are
the following:

• Sigma Converters.
• Number Normalization.
• Text Normalization.
• One-Hot Encoders.
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Figure 3. Digital twin.

Furthermore, the developed machine learning components (Section 4.4) used for
verifying the architecture were the following:

• APT Clustering components.
• Anomaly detectors.
• NLP.
• Decision trees.
• Neural networks.

A model repository component was also used where pre-trained models were stored
in order to feed the components which require them.

Big data statistics, the hypothesis generator, ML sequence presets and data exchang-
ers components were also developed. It is considered interesting to highlight that data
exchangers were able to query data from MITRE ATT&CK [122–124] as well as export data
using STIX.
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In order to interact with the system, an HMI and an External Access Gateway were also
developed, acting as proxy to authenticate and authorize the requests before forwarding
them to the available data exchangers.

Lastly, RabbitMQ [125–127] was used as a communications broker and a compo-
nent which the OAuth 2.0 protocol implements was developed in order to manage the
authentication.

5.2. Validation

The prototype has been validated layer by layer, following the same path that the data
does, from the collection to the visualization.

The first step was to collect data from several sources. In order to do this, data
collectors for MISP, OSSIM, QRadar and The Hive were deployed and properly configured,
and, for each one of them, it was checked that the content was correctly collected and
normalized following the proposed data model.

After that, the following step was to create Machine Learning systems using the ML
Sequence Presets component. In the prototype, several ML Components along with Data
Preprocessing Components were deployed in order to be used to generate sequences by
concatenating all of those required in the order set by the ML expert. Those ML systems
were executed either for one single shot or for recurrently generating valuable information
about what is happening.

Having raw collected data and information generated by ML systems, the next step
was to test the data exchangers in the two available ways: to export data to and import
data from third parties. On one hand, using the External Access Gateway components,
data was exported to an external system using STIX. On the other hand, data was imported
from MITRE ATT&CK successfully.

As one key element of the proposed architecture, the Hypothesis Generator component
was properly configured to process all the collected data and produce knowledge to
generate valuable intelligence from those hypotheses previously checked and tuned by a
Threat Hunter using the HMI.

The last step was to analyze and visualize all the gathered data, information and
hypotheses to find threats in the monitored infrastructure. Some parts of the HMI regarding
raw and chart data visualizations will be explained hereafter.

5.2.1. HMI: Raw Data Visualizations

The first highlighted generated data is used by Threat Hunters in order to conduct
deep research about which actor is more likely to be targeting the monitored system.
The information displayed relates actions detected by data collectors with some actors
evaluating the relation with an anomaly flag. The data shown is generated using ML
clustering and with data collected from external sources such as MITRE ATT&CK. The
result is shown in Figure 4.

Figure 4. HMI: Data Context data.
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A key of the proposed architecture is the ability of hypothesis generation, and, in order
to do this, there is a specific component called Hypothesis Generator which is in charge of
doing that specific task. The output of that component is listed at a specific visualization at
the HMI which also enables to validate generated hypotheses.

A hypothesis is a group of “Data Context” data which has been executed in a specific
order and, optionally, can be associated to some APT. Once a hypothesis has been generated,
it is shown to Threat Hunters with details containing the action chain to conduct a manual
analysis in order to determine whether it is a threat or not. In Figure 5, there is an example
of what would be seen by a Threat Hunter.

Figure 5. HMI: Hypothesis: APT.

One outstanding feature of the proposed architecture is to provide ML capabilities to
both Threat Hunting and hypothesis generation procedures. The Hypothesis Generators
component is capable of continuously learning from Threat Hunters’ hypothesis resolutions
to distinguish between threats and benign behaviors, and, using the acquired intelligence,
it is able to suggest to Threat Hunters the result of new hypotheses. The results proposed
are shown in a view like the one in Figure 6.

Figure 6. HMI: Hypothesis: Automation.

Another developed capability for the prototype is a hypothesis generator based on an
anomaly detector, which creates results when some behavior deviates from the normal one
of the system. It works by calculating an anomaly factor of the generated event and there is
a configurable threshold which flags whether it is anomalous or not. One example can be
shown in Figure 7.
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Figure 7. HMI: Hypothesis: Anomalies.

5.2.2. HMI: Chart Data Visualizations

As explained in [13,14], visual analysis can help Threat Hunters to solve difficult
problems faster and ensure good results.

Regarding the importance of offering as many useful tools as possible for Threat
Hunters, several configurable visualizations have been developed. It is considered impor-
tant to highlight that color codes are enforced at any kind of visualization to obtain fast
recognition about what is being visualized. Visualized data can also be filtered by Threat
Hunters if they need it. In addition, all visualizations are interactive, offering zoom in,
zoom out and pan capabilities to examine in detail those complex aspects.

Hereunder are some examples of implemented visualizations (Figures 8–11) in which
all of them show the given assets with their existing services per asset and the vulnerabilities
detected for that specific service but displayed using different visualization techniques.

Figure 8. HMI: Chart Force Graph.

In the previous figure, we can find a graph showing the assets (brown color) connected
to the services (yellow color) they have and the vulnerabilities (sky blue color) associated
to them.

The same query to the data storage is shown in Figure 9 (i.e., assets per services per
vulnerabilities) but with a different visualization technique, in this case, circle packing. The
packing visualizations do lose the graph interconnection-display capability but provide
means to see which element encircles another. Therefore, we can see here inside an
asset (brown), its services (yellow circle), and inside each service its vulnerabilities (sky
blue disc).
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Figure 9. HMI: Chart Circle Packing.

Figure 10. HMI: Chart Sun Burst.
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In the above snapshot, the same query is shown (assets per services per vulnerabilities)
with the same color schema (assets displayed with brown color, services with yellow color,
and vulnerabilities with sky blue color) but, in this case, elements are not encircled but laid
on a concentric set of discs, each one representing a layer.

It is remarkable to state that, in all the views, the user can interact at any time with
what is currently displayed; if the users clicks on any figure, a new window with all the
detailed information about the element is shown.

Figure 11. HMI: Chart Tree Map.

The tree map view is quite similar to the circle packing, but in this case it is repre-
senting a Hilbert space decomposition. Again, assets, their services and their associated
vulnerabilities are shown with the same color code and grouped in the shown boxes. It is
important to state that the user can interact with the visualization as they can do in all the
other visualizations.

Implemented visualizations are not limited to these examples but they are composed
of an extended range of techniques, all of them enforcing the capability of helping in
detecting patterns in complex and multi-dimensional datasets. As relevant features, we
can point out that they are graph-based and provide means to show multi-dimensional
interrelated data in a few dimensions’ graph.

5.3. Verification

After the validation process was successfully completed, a verification of the prototype
was conducted with Threat Hunters (i) to ensure that the defined architecture copes with
all the envisioned scenarios outlined in Section 2 and (ii) to validate the performance of the
prototype against other solutions in the existing state-of-the-art.

Because there are no two identical people, it is difficult to ensure that a system is good
enough for everyone, but with enough population, there can be a subjective approximation
if it is fairly good or not. The subjective verification process was split into three stages:
(i) Firstly, the implemented prototype was deployed in the networks monitored by the
Threat Hunters in charge of evaluating it. (ii) After several months (time enough to have
sufficient data in the prototype to obtain valid results through the ML components), the
prototype was used by Threat Hunters in parallel with their own systems. (iii) Lastly,
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Threat Hunters were asked to answer specific surveys (some of whose questions are shown
in Table 2) to determine how valid the system is.

Table 2. Sample of verification survey questions.

Question

Does the prototype give fast access to the information considered as relevant?
Does the prototype receive updated information from external sources?

Does the prototype send information to external sources?
Does the prototype provide tools to easily create/edit/delete preprocessing components?

Does the prototype provide tools to easily create/edit/delete ML components?
Does the prototype help at the decision making process?

Is the prototype easy to use?

The survey answers showed that, generally, the prototype was useful and the proposed
architecture is strong enough to be used as a Threat Hunting tool for Critical Infrastructures.

Aside from the subjective evaluation of the prototype, some calculated metrics of
the hypothesis generator component were also calculated, whose results are presented in
Table 3.

Table 3. Metrics of the hypothesis generator component.

Metric After 1 Month After 6 Months

Percentage of benign events marked correctly by
the prototype 31.56% 83.49%

Percentage of malign events marked correctly by
the platform 23.16% 73.08%

Ratio of likeliness of the hypothesis 24.62% 89.24%
Percentage of attacks detected by the platform 26.74% 86.31%

6. Conclusions

In the previous sections, the architecture and all its features have been presented,
followed by an exhaustive overall validation and verification. The results obtained can
be used to compare given features to others from the tools and systems in the existing
state-of-the-art. This comparison has drawn the following conclusions.

Firstly, it has been pointed out that there is a need to improve the tools used by Threat
Hunters in Critical Infrastructures to improve their daily job. Among all the difficulties
that Threat Hunters must face, a critical one is the vast amount of data that they must
process with the consequent degradation in the process of situation understanding, decision
making and the associated cognitive overwhelm.

This work, alongside others existing in the state-of-the-art, aims to solve that problem
by proposing an architecture in order to help Threat Hunters by coping with the stated
problem by means of a reduction of information presented to them using a Machine
Learning approach that provides suggestions and hints about what is going on.

The current systems and tools stated in the state-of-the-art are mainly focused on
the generation of IoCs, but none of them take into account tools to help Threat Hunters
in the hypothesis generation process. As a consequence, there is gap in the generation
of hypotheses using raw and/or ML processed data to know what is going on in the
system monitored, which the proposed architecture tries to fill by enforcing hypothesis
generation as a main aid to Threat Hunters. Consequently, one of the main contributions
of the work described (and not fully found in similar solutions) is the provided capability
to Threat Hunters to be helped by ML processes in generating complex and elaborated
hypotheses about the current situation and what is more likely to happen in the near future.
Furthermore, a key aspect of this kind of system, namely, visualization, is not fully exploited
through the tools surveyed in the state-of-the-art, whereas in the proposed architecture,
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this element is enforced to help Threat Hunters in elaborating a proper understanding of
the situation and the most likely evolution of events.

The proposed architecture takes into account several aspects. First of all, it is modular
and upgradeable, as elements can be added or removed on demand dynamically, which
gives it the capability of being ready for any kind of critical infrastructure. This is considered
important from our point of view due to the fact that there are no two systems that
are identical and this is not enforced in other papers and projects from the state-of-the-
art. Secondly, it is asymmetrically scalable, so each resource assignment is orchestrated
depending on the needs. Furthermore, it is big data-enabled, which means it can store
and analyze vast amounts of data, and all the stored data is not only used for generating
hypotheses, but Threat Hunters can also use it for conducting a deep study of potential
malicious data or even for measuring the security levels of the Critical Infrastructure that is
being monitored.

It is also able to exchange (request and response) data with external sources using
standardized formats. This specific capability enables it to warn other Critical Infrastruc-
tures when there are common dependencies and when an attack with a similar entry vector
is detected. In addition, as each component is stateless, the order of actions to perform
a simple process is not relevant; therefore, processes can be parallelized to increase the
performance of the overall system. Unlike the papers and projects in the current state-of-
the-art, the proposed architecture follows High Availability enforcement schemas at all the
essential components (database, communications broker and authentication management)
to be confident about the uptime of the deployed system, which is crucial to be used in
critical situations. Furthermore, this type of system is used in IT security departments to
prevent and respond to cyber-attacks. Consequently, the data processed by the system are
very sensitive, so being secure is a significant concern. To address this, the architecture
allows several authentication methods to work safely with the data.

Lastly, the proposed architecture has been validated and verified implementing a
prototype that was tested by Threat Hunters by answering specific surveys (Table 2) and
by analyzing metrics of the hypothesis generator component (Table 3).
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Abbreviations

The following abbreviations are used in this manuscript:

API Application Programming Interface
APT Advanced Persistent Threat
CI Critical Infrastructures
CSA Cyber Situational Awareness
ECS Elastic Common Schema
ES Elastic Search
HA High Availability
HMI Human-Machine Interface
IDS Instrusion Detection System
IoC Indicator of Compromise
IoT Internet of Things
IP Internet Protocol
IPS Intrusion Prevention System
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IT Information Technology
ML Machine Learning
OS Operating System
OSINT Open Source Intelligence
OTP One Time Passwords
SDN Software-Defined Networks
SIEM Security Information and Event Management
SME Small and Medium Enterprise
SSLA Security Service Levels Agreements
TMP Threat Management Platforms
VPN Virtual Private Network
VR Virtual-Reality
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Abstract: As a system capable of monitoring and evaluating illegitimate network access, an intrusion
detection system (IDS) profoundly impacts information security research. Since machine learning
techniques constitute the backbone of IDS, it has been challenging to develop an accurate detection
mechanism. This study aims to enhance the detection performance of IDS by using a particle
swarm optimization (PSO)-driven feature selection approach and hybrid ensemble. Specifically,
the final feature subsets derived from different IDS datasets, i.e., NSL-KDD, UNSW-NB15, and
CICIDS-2017, are trained using a hybrid ensemble, comprising two well-known ensemble learners,
i.e., gradient boosting machine (GBM) and bootstrap aggregation (bagging). Instead of training
GBM with individual ensemble learning, we train GBM on a subsample of each intrusion dataset
and combine the final class prediction using majority voting. Our proposed scheme led to pivotal
refinements over existing baselines, such as TSE-IDS, voting ensembles, weighted majority voting,
and other individual ensemble-based IDS such as LightGBM.

Keywords: multi-stage ensemble; particle swarm optimization; feature selection; anomaly detection;
intrusion detection

1. Introduction

An intrusion detection system, often known as an IDS, has the potential to make signif-
icant contributions to the field of information security research due to its capability to mon-
itor and identify unauthorized access targeted at computing and network resources [1,2].
In conjunction with other mitigation techniques, such as access control and user authentica-
tion, an IDS is often utilized as a secondary line of defense in computer networks. In the
past few decades, machine learning techniques have been applied to the network audit
log to construct models for identifying attacks [3]. In this scenario, intrusion detection can
be viewed as a data analytics process in which machine learning techniques are used to
automatically uncover and model characteristics of a user’s suspicious or normal behavior.
Ensemble learning is a popular machine learning approach in which multiple distinct
classifiers are weighted and combined to produce a classifier that outperforms each of them
individually [4].

Tama and Lim [5] looked at how recent ensemble learning techniques have been
exploited in IDS through a systematic mapping study. They argued that ensemble learning
has made a significant difference over standalone classifiers, though this is sometimes the
case, depending upon the voting schemes and base classifiers used to build the ensemble.
This makes it challenging to design an accurate detection mechanism based on ensemble
learning. Moreover, an IDS has to cope with an enormous amount of data that may contain
unimportant features, resulting in poor performance. Consequently, selecting relevant fea-
tures is considered a crucial criterion for IDS [6,7]. Feature selection minimizes redundant
information, improves detection algorithm accuracy, and enhances generalization.
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This article focuses on evaluating anomaly-based IDS by leveraging the combination
of a feature selection technique and hybrid ensemble learning. More precisely, we adopt
a particle swarm optimization (PSO) method as a search algorithm to traverse the whole
feature space and assess potential feature subsets. Next, a hybrid ensemble learning
approach, comprising two ensemble paradigms—gradient boosting machine (GBM) [8]
and bootstrap aggregation (bagging) [9]—is utilized to improve the detection accuracy. Our
proposed detector, combined with a feature selection technique, can substantially affect
the performance accuracy of network anomaly detection with a comparable result over
existing baselines. To put it in a nutshell, this article presents advancements to the existing
IDS techniques.

(a) A simple yet accurate network anomaly detection using hybrid bagging and GBM
ensemble is proposed. GBM is not trained independently as a classifier; rather,
we use it as the base learning model for bagging in order to increase its detection
performance.

(b) A PSO-guided feature selection is applied to choose the most optimal subset of
features for the input of the hybrid ensemble model. The full feature set may not give
substantial prediction accuracy; thus, we use an optimum feature subset derived
from the PSO-based feature selection approach.

(c) Based on our experiment validation, our proposed model is superior compared to
existing anomaly-based IDS methods presented in the current literature.

We break down the remaining parts of this article as follows. In Section 2, a brief
survey of prior detection techniques is provided, followed by the description of the datasets
and hybrid ensemble in Section 3. The experimental result is discussed in Section 4; lastly,
some closing notes are given in Section 5.

2. Related Work

Ensemble learning approaches are not a novel IDS methodology. In IDS, combin-
ing multiple weak classifiers to generate a robust classifier has been discussed for a very
significant period of time [5,10–15]. In this section, existing anomaly-based IDS meth-
ods employing feature selection and ensemble learning are explored briefly. It is worth
mentioning that in order to give the most up-to-date literature on anomaly detectors, we
have included publications published between 2020 and the present. Table 1 presents a
summarization of each existing work published as an article, listed in chronological order.

Table 1. Summarization of prior anomaly-based intrusion detection techniques that employ fea-
ture selection and ensemble learning. The articles are chronologically ordered between 2020 and
the present.

Author(s)
Ensemble
Approach(es) Base Learner(s) Feature Selector

Validation
Method(s)

Dataset(s)

[16] Stacking NN, NB, DL, SVM IG Hold-out Private
[17] AB, stacking LR, RF PCA CV and hold-out NSL-KDD, UNSW-NB15

[18] RF, XGBoost, HGB,
LightGBM - RF+PCA CV CICIDS-2018

[19] XGBoost - GA CV CIRA-CIC-DoHBrw-2020,
Bot-IoT, UNSW-NB15

[20] RF -
Gain ratio,
Chi-squared,
Pearson correlation

Hold-out UNSW-NB15

[21] Stacking RF, LR K-means Hold-out NSL-KDD, CIDDS-2017,
Testbed
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Table 1. Cont.

Author(s)
Ensemble
Approach(es) Base Learner(s) Feature Selector

Validation
Method(s)

Dataset(s)

[22] Majority voting SVM, NB, LR, DT
Filter and
univariate
ensemble

CV Honeypot, NSL-KDD,
Kyoto

[23] LightGBM - - CV NSL-KDD, UNSW-NB15,
CICIDS-2017

[24] RF - - Hold-out CIDDS-001, UNSW-NB15
[25] Weighted voting C4.5, MLP, IBL IFA CV NSL-KDD, UNSW-NB15

[26] RF - - CV NSL-KDD, UNSW-NB15,
CICIDS-2017

[27] XGBoost, RF - - Hold-out NSL-KDD, CIDDS-001,
CICIDS-2017

[28] Weighted majority
voting SVM, LR, NB, DT

Gain-ratio,
Chi-squared,
Information gain

Hold-out Honeypot, NSL-KDD,
Kyoto

[29] Stacking DT, RF, XGBoost SelectKbest CV NSL-KDD, UNSW-NB15

[30] LightGBM - DNN Hold-out KDD-99, NSL-KDD,
UNSW-NB15

Stacking [31] has been commonly mentioned as one of the ensemble procedures. It
is a general method in which a classification algorithm is trained to integrate heteroge-
neous algorithms. Individual algorithms are referred to as first-level algorithms, while the
combiner is referred to as a second-level algorithm or meta-classifier. Jafarian et al. [16],
Kaur [17], Jain and Kaur [21], Rashid et al. [29], Wang et al. [30] demonstrate that stack-
ing generates a promising intrusion detection capability; however, most of the proposed
stacking procedures do not consider LR as a second-level algorithm, as suggested by [32].
Alternatively, combiner strategies, such as majority voting [22] and weighted majority
voting [25,28] may be utilized as anomaly detectors. The most prevalent mode of voting
is majority rule. In this context, each algorithm casts a vote for one class label, with the
class label receiving more than fifty percent of the votes serving as the final output class
label; if none of the class labels acquires more than fifty percent of the votes, a rejection
choice will be given, and the blended algorithm will not make a prediction. On the other
hand, if individual algorithms have inequitable performance, it seems reasonable to assign
the more robust algorithms more significant influence during voting; this is achieved by
weighted majority voting.

Furthermore, it is possible to construct homogeneous ensembles in which an ensemble
procedure is built upon a single (e.g., the same type) algorithm. Kaur [17] compares three
different adaptive boosting (AB) [33] families of algorithms for anomaly-based IDS, while the
rest of proposed approaches utilize tree-based ensemble learning, such as RF [18,20,24,26,27],
LightGBM [18,23,30], and XGBoost [18,19,27].

In the intrusion detection field, feature selection techniques have also been exploited [34,35].
Specifically, bio-inspired algorithms have gained popularity and evolved into an alternate
method for finding the optimal feature subset from the feature space [19,25,36]. Other filter-
based approaches such as IG, gain ratio, chi-squared, and Pearson correlation have been
intensively utilized to remove unnecessary features [16,20,22,28,29]. The filter technique
assesses feature subsets according to given criteria regardless of any grouping. Information
gain, for example, utilizes a weighted feature scoring system to obtain the highest entropy
value. In addition, previous research indicates that feature selectors using the wrapper
technique are taken into account. A wrapper-based feature selector evaluates a specific
machine learning algorithm to search optimal feature subset [17,18,21,30]. Examining
the above-mentioned methods for anomaly detectors, our study fills a gap by examining
hybrid ensemble and PSO-based feature selection, both of which are underexplored in the
existing literature.
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3. Materials and Methods

This seeks assess the performance of network anomaly detection using PSO-based fea-
ture selection and hybrid ensemble. Figure 1 denotes the phases of our detection framework.

Figure 1. Proposed framework for intrusion detection based on PSO-driven feature selection and
hybrid ensemble.

A PSO-driven feature selection technique is applied to identify the optimum feature
subsets. Next, each dataset with an optimal feature subset is split into a training set and a
testing set, where the training set is used to construct a classification model (e.g., a bagging–
GBM model), and the testing set is used to validate the model’s performance. Finally,
different combinations of ensemble methods are statistically assessed and contrasted, along
with a comparison study with prior works. In the following section, we break down the
datasets used in our study, as well as the concept of our anomaly-based IDS.

3.1. Data Sets

In this study, we focus on using three distinct datasets, namely, NSL-KDD [37], UNSW-
NB15 [38], and CICIDS-2017 [39]. Both datasets are extensively used for appraising IDS
models and have been considered as standard benchmark datasets. The NSL-KDD dataset
is an enhanced variant of its earlier versions, KDD Cup 99, which was the subject of
widespread debate due to data redundancy, performance bias for machine learning al-
gorithms, and unrealistic representation of attacks. We use an original training set of
NSL-KDD (e.g., KDDTrain) that contains seven categorical input features and 34 numer-
ical input features. There are a total of 25,192 samples, which are assigned as follows:
13,449 normal samples and 11,743 attack samples.

Furthermore, two independent testing sets (e.g., KDDTest-21 and KDDTest+) are
used to appraise our proposed anomaly detector. KDDTest-21 and KDDTest+ consist of
11,850 samples and 22,544 samples, respectively. On the other hand, the UNSW-NB15
dataset also contains two primary sets, i.e., UNSW-NB15-Train and UNSW-NB15-Test,
which are used for training and evaluating the model, respectively. The UNSW-NB15-Train
includes six categorical input features and 38 numerical input features. There are a total of
82,332 samples, 45,332 of which are attack samples and 37,000 of which are normal samples.
The UNSW-NB15-Test possesses a total of 175,341 samples, including 119,341 attack samples
and 56,000 normal samples. The original version of the CICIDS-2017 dataset consists of
78 numerical input features and 170,366 samples, of which 168,186 are benign and 2180
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are malicious. Given that the CICIDS-2017 does not provide predetermined training and
testing sets, we employ holdout with a ratio of 80/20 for training and testing, respectively.
Therefore, the CICIDS-2017 training set includes 136,293 instances that are proportionally
sampled from the original dataset. The characteristics of the training datasets are outlined
in Table 2.

Table 2. Description of training data sets.

Dataset #Total Samples
#Samples
Labelled Normal

#Samples Labelled
Anomaly

#Categorical
Features

#Numerical
Features

NSL-KDD 25,192 13,449 11,743 7 34
UNSW-NB15 82,332 37,000 45,332 6 38
CICIDS-2017 136,292 134,548 1744 - 78

3.2. Methods
3.2.1. PSO-Based Feature Selection

A feature selection approach is a strategy for determining a granular, concise, and plau-
sible subset of a particular set of features. In this work, we pick a correlation-based feature
selection (CFS) method [40] that measures the significance of features using entropy and
information gain. At the same time, a particle swarm optimization (PSO) algorithm [41]
is taken into account as a search technique. A particle swarm optimization (PSO)-based
feature selection approach models a feature set as a collection of particles that make up a
swarm. A number of particles are scattered across a hyperspace and each of those particles
is given a position ξn and velocity υn, which are entirely random. Let w represents the
inertia weight constant, and δ1 and δ2 represent the cognitive and social learning constants,
respectively. Next, let σ1 and σ2 denote the random numbers, ln denote the personal best
location of particle n, and g denote the global location across the particles. The following
are thus the basic rules for updating the position and velocity of each particle:

ξn(t + 1) = ξn(t) + υn(t + 1) (1)

υn(t + 1) = wυn(t) + δ1σ1(ln − ξn(t)) + δ2σ2(g − ξn(t)) (2)

3.2.2. Hybrid Ensemble Based on Bagging-GBM

The proposed hybrid ensemble is constructed based on a fusion of two individual
ensemble learners, i.e., bagging [9] and gradient boosting machine (GBM) [8]. In lieu of
training a bagging ensemble with a weak classifier, we employ another ensemble, e.g., GBM,
as the base classifier of bagging. A bagging strategy is devised using K GBMs built from
bootstrap replicates β of the training set. A training set containing π instances will be used
to generate subsamples by sampling with replacement. Some peculiar instances appear
several times in the subsamples, but others do not. Each individual GBM can then be
trained on each subsample. Final class prediction is determined by the majority voting rule
(e.g., each voter may only choose a single class label, and the class label prediction that
gathers more than fifty percent of the most votes is chosen). We present a more formal way
description of bagging–GBM in Algorithm 1.

159



Big Data Cogn. Comput. 2022, 6, 137

Algorithm 1: A procedure to construct bagging–GBM for anomaly-based IDS.
Building classification model:
Require: Training set D = {(x1, y1), (x2, y2), . . . , (xα, yα)}; base classifier (e.g.,
GBM); number of GBMs K; size of subsample γ.

1. κ ←1
2. repeat

3. Dκ ← replacement-based subsample of γ instances from D.
4. Construct classifier hκ using GBM on Dκ .
5. κ ← κ + 1
6. until κ > K
Evaluating classification model:
Require: An object deserving of a classification x.
Output: Final class label prediction τ
1. Counter1, . . . , Countery ← 0
2. for i = 1 to K do

3. votei ← hi(x)
4. Countervotei ← Countervotei + 1
5. end for

6. τ ← the most prevalent class label chosen by constituents.
7. Return τ

3.2.3. Evaluation Criteria
3.3. Metrics

The objective of a performance evaluation is to ensure that the proposed model works
correctly with the IDS datasets. In addition, such an assessment seeks specific criteria so that
the effectiveness of the proposed model can be better justified. As an anomaly-based IDS is
a binary classification problem, we utilize various performance indicators that are relevant
to the task, such as accuracy (Acc), precision, recall, balanced accuracy (BAcc), AUC, F1,
and MCC. It is important to note that various metrics have been applied in prior research,
except for BAcc and MCC, which have not been widely utilized. Balanced accuracy shows
benefits over general accuracy as a metric [42], while MCC is a reliable measure that
describes the classification algorithm in a single value, assuming that anomalous and
normal samples are of equal merit [43]. More precisely, BAcc is specified as the arithmetic
mean of the true positive rate (TPR) and true negative rate (TNR) as follows.

BAcc =
1
2
× (TPR + TNR) (3)

MCC assesses the strength of the relationship between the actual classes a and pre-
dicted labels p:

MCC =
Cov(a, p)

σa × σp
(4)

where Cov(a, p) is the covariance between the actual classes a and predicted labels p,
while σa and σp are the standard deviations of the actual classes a and predicted labels p,
respectively.

3.4. Validation Procedure

As stated in Section 3.1, except for the CICIDS-2017 dataset, each intrusion dataset
was built with a predefined split between training and testing sets. As a result, we utilized
such a training/testing split (e.g., hold-out) as a validation strategy in the experiment.
The hold-out procedure was repeated five times for each classification algorithm to verify
that the performance results were not achieved by chance. The final performance value
was calculated by averaging the five performance values.
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4. Results and Discussion

The experimental assessment of the proposed framework is presented and discussed
in this section. The final subsets of the NSL-KDD and UNSW-NB15 derived by PSO-based
feature selection are taken from our earlier solutions reported in [6,7]. Here, 38 optimal
features from the NSL-KDD and 20 optimal features from the UNSW-NB15 were employed,
respectively. In contrast, the proposed feature selection identifies 17 optimal features from
the original CICIDS-2017 dataset.

Furthermore, we appraised the potency of the proposed model under several ensem-
ble strategies corresponding to different ensemble sizes. The size of the ensemble was
determined by the number of base classifiers (e.g., GBM in our example) used to train the
ensemble (e.g., bagging in our case). For instance, GBM-2 indicates that two GBMs were
included when training the bagging ensemble, and so on. The experiment was conducted
on a Linux operating system, 32 GB, and Intel Core i5 using the R program. Figure 2 shows
the performance average with five times of hold-out for each ensemble strategy. The plot
also depicts the performance of the base classifier as a standalone classifier. Taking AUC,
F1, and MCC metrics as examples, the proposed model surpasses the individual classifier
in all datasets considered by a substantial margin.

Figure 2. Performance average of all classification algorithms on KDDTest-21 (a), KDDTest+ (b),
UNSW-NB15-Test (c), and CICIDS-2017 (d).

We next analyzed the performance difference of all algorithms using statistical signifi-
cance tests. Here, we adopted two statistical omnibus tests, namely the Friedman test and
the Nemenyi posthoc test [44]. Performance differences across classification algorithms
were calculated by Friedman rank, as illustrated in Table 3. Each algorithm was given a
rank for each dataset based on the MCC score, and the average rank of each algorithm was
then determined. Table 3 demonstrates that bagging with 30 GBMs (e.g., GBM-30) was the
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top-performing algorithm, followed by GBM-15. Interestingly, GBM-2 was the weakest
performer, failing to outperform a standalone GBM model.

Table 3. Friedman rank matrix of all classifiers relative to each dataset with respect to MCC metric.
Bold indicates the best rank, while the second best is underlined. The Friedman test indicates that
performance differences across algorithms are significant (p-value < 0.05).

Dataset GBM-10 GBM-15 GBM-2 GBM-20 GBM-25 GBM-30 GBM-5 Individual

CICIDS-2017 2 1 6 3 4 5 7 8
KDDTest-21 2 4 8 6 1 3 5 7
KDDTest+ 6 1 8 3 4 2 7 5
UNSW-NB15-Test 6 3 7 2 4 1 5 8

Average rank 4.00 2.25 7.25 3.50 3.25 2.75 6.00 7.00

p-value 0.01197

The Nemenyi test employs the Friedman rank; if such average differences are more
than or equal to a critical difference (CD), then the performances of such algorithms
are substantially different. Figure 3 illustrates that there are no significant performance
differences across the benchmarked algorithms, as no average rank exceeds the critical
difference (CD) of the Nemenyi test. As shown by a horizontal line, all algorithms are
linked. As a final comparison, our best-proposed model (e.g., GBM-30) is compared against
existing solutions for anomaly-based IDS. We contrast the efficacy of our proposed scheme
to those with a comparative validation approach (e.g., hold-out using predetermined
training/test sets).

Figure 3. Critical difference plot based on Nemenyi test with respect to MCC metric. Critical
difference (CD) is at 5.74, which exceeds the average rank, while all classifiers are tied altogether.

Table 4 compares the performance of our proposed model (e.g., GBM-30) against that
of a variety of existing studies published in the latest scientific literature. The proposed
model achieves the highest FPR, recall, AUC, and F1 metrics on KDDTest+. Nonetheless,
compared to [45], there are minor variations in accuracy and precision measures. Except for
the precision metric, our proposed model is the best performer on the KDDTest-21 across
all performance criteria. Similarly, on UNSW-NB15-Test and CICIDS-2017, our proposed
model outperforms all other models in all performance measures except the FPR metric.
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In general, our proposed model is shown to be a feasible solution for anomaly-based
IDS, at least for the public datasets addressed in this study. Specifically, with respect
to the lowering of FPR and increasing recall, AUC, and F1 scores, our suggested model
has shown a significant improvement over the existing studies. In addition, we show the
computational time required for individual GBM as well as GBM-15 on the reduced and full
feature sets for each dataset in Figure 4. Our feature selection technique significantly lessens
the training and testing complexity by roughly one-third compared to the complete feature
set, particularly when large datasets such as CICIDS-2017 and UNSW-NB15 are employed.

Table 4. Comparison of the proposed model’s outcomes to that of previous network anomaly
detectors. Bold indicates the best values.

Ref. Method Feature Selection Acc (%) FPR (%) Precision (%) Recall (%) AUC F1

KDDTest+

[45] Stacking - 92.17 2.52 - - - -
[46] Autoencoder - 84.21 - - 87.00 - -
[23] LightGBM - 89.79 9.13 - - - -
[26] MFFSEM RF 84.33 24.82 74.61 97.15 - 0.841
[28] Weighted majority voting GR, IG, and χ2 85.23 12.8 90.3 - - 0.855
This study Hybrid ensemble PSO 90.39 1.59 84.94 98.68 0.9767 0.907

KDDTest-21

[47] Voting ensemble CFS-BA 73.57 12.92 73.6 - - -
This study Hybrid ensemble PSO 81.72 2.1 65.87 94.00 0.8886 0.7332

UNSW-NB15-Test

[45] Stacking - 92.45 11.3 - - - -
[26] MFFSEM RF 88.85 2.27 - 80.44 - -
[20] RF GR, χ2, and PC 83.12 3.7 - - - -
[23] LightGBM - 85.89 14.79 - - - -
[30] LightGBM DNN 88.34 12.46 - - - 0.881
This study Hybrid ensemble PSO 95.20 4.03 92.93 93.84 0.9925 0.9338

CICIDS-2017

[48] Rough set theory + Bayes FPE 97.95 - - 96.37 - 0.9637
[21] Stacking K-Means 98.0 0.2 97.0 98.0 - 0.98
[49] ICVAE-BSM - 99.86 - 99.68 99.68 - 0.9968
This study Hybrid ensemble PSO 99.98 2.6 99.99 99.99 1.00 0.9998

Lastly, we discuss two main implications of our study as follows. First, most previous
comparisons were made on particular performance metrics. Our work, however, aims to
examine a more trustworthy metric (e.g., MCC) that creates more accurate estimates for the
proposed model [43]. The MCC measure could be used to judge future work, especially for
detecting network anomalies. Second, a strategy for detecting intrusions should ideally
have a low proportion of false positives. Unfortunately, it is nearly impossible to prevent
false positives in network anomaly detection. Our work, however, produces the lowest false
positive rate on the NSL-KDD dataset and fair results on the UNSW-NB15 and CICIDS-2017.
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Figure 4. Training and testing complexity for individual GBM (a) and GBM-15 (b) on reduced and
complete feature sets for each data set.

5. Conclusions

An anomaly-based intrusion detection system (IDS) was proposed to thwart any
malicious attack and was recognized as a viable method for detecting novel attacks. This
work investigated a novel anomaly-based intrusion detection system (IDS) strategy that
combines particle swarm optimization (PSO)-guided feature selection with a hybrid ensem-
ble approach. The reduced feature subset was utilized as input for the hybrid ensemble,
which was a combination of two well-known ensemble paradigms, including bootstrap
aggregation (Bagging) and gradient boosting machine (GBM). The proposed model re-
vealed a substantial performance gain compared to existing studies using the NSL-KDD,
UNSW-NB15, and CICIDS-2017 datasets. More specifically, our anomaly detector achieved
the lowest FPR at 1.59% and 2.1% on KDDTest+ and KDDTest-21, respectively. With respect
to the accuracy, recall, AUC, and F1 metrics, our proposed model consistently surpassed
previous research across all datasets considered.
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List of Acronyms

AB Adaboost
AUC Area Under ROC Curve
BA Bat Algorithm
CFS Correlation-based Feature Selection
CV Cross Validation
DL Deep Learning
DNN Deep Neural Network
DT Decision Tree
FPE Feature Probability Estimation
GA Genetic Algorithm
GR Gain Ratio
HGB Histogram-based Gradient Boosting
IBL Instance-based Learning
IFA Improved Firefly Algorithm
IG Information Gain
LR Logistic Regression
MCC Matthew Correlation Coefficient
MLP Multilayer Perceptron
NB Naive Bayes
NN Neural Network
PC Pearson Correlation
PCA Principle Component Analysis
RF Random Forest
SVM Support Vector Machine
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Abstract: Flying ad hoc networks (FANETs) or drone technologies have attracted great focus recently
because of their crucial implementations. Hence, diverse research has been performed on establishing
FANET implementations in disparate disciplines. Indeed, civil airspaces have progressively embraced
FANET technology in their systems. Nevertheless, the FANETs’ distinct characteristics can be tuned
and reinforced for evolving security threats (STs), specifically for intrusion detection (ID). In this study,
we introduce a deep learning approach to detect botnet threats in FANET. The proposed approach
uses a hybrid shark and bear smell optimization algorithm (HSBSOA) to extract the essential features.
This hybrid algorithm allows for searching different feature solutions within the search space regions
to guarantee a superior solution. Then, a dilated convolutional autoencoder classifier is used to
detect and classify the security threats. Some of the most common botnet attacks use the N-BaIoT
dataset, which automatically learns features from raw data to capture a malicious file. The proposed
framework is named the hybrid shark and bear smell optimized dilated convolutional autoencoder
(HSBSOpt_DCA). The experiments show that the proposed approach outperforms existing models
such as CNN-SSDI, BI-LSTM, ODNN, and RPCO-BCNN. The proposed HSBSOpt_DCA can achieve
improvements of 97% accuracy, 89% precision, 98% recall, and 98% F1-score as compared with those
existing models.

Keywords: FANETs; intrusion detection; botnet attack; deep neural network; feature selection; optimization

1. Introduction

In recent years, unmanned aerial vehicles (UAVs) have attracted additional focus. The
use of UAVs provides several distinct benefits over standard human-crewed airplanes,
particularly concerning the operative charge, the operator’s protection, the UAVs’ func-
tionality in arduous or risky settings, and their availability for civil implementations [1].
The latest technological developments have made it easy to set up an unmanned aerial
system with a complex topology for crucial operations [2]. Their swift development and
intense involvement in intelligent transportation (IT) has significantly affected the path that
drone societies have attempted to establish for the prospective UAV systems. The present
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decentralized technology advances allow for diverse operations and the correlation of
resources [3]. This technique permits unnecessary the use of crucial elements and enhances
the system’s comprehensive strength [4]. Nevertheless, many contemporary developments
in the network-attached UAV fleet domain concentrate on the path to attaining a drone
network (DN) [5]. Low regard is given to the DN systems’ cyber security, resulting in the
very advanced DN systems being defenseless against diverse STs [6,7].

This assures the data’s secrecy, attainability, and unity while transmitting during
UAV-to-UAV transmission, and the safety of UAV-to-ground-node transmission remains a
major problem experienced by FANETs. In FANETs, UAVs transfer data that encompass
audio, video, image, text, GPS position, and other formats. In transmitting these data, they
must possess a fine QoS, having low delay and error rates [8]. For dependable data delivery,
FANETs send the most significant data in disparate deployments that must be dispatched
in a time-bound way. Hence, the networks’ dependability remains excellent [9].

The compromised FANET-IoT devices (IoTD) in no way exhibit signs of being hacked
and function as zombies for the botmaster (BM) when initiating the attacks [10]. A BN’s
dimensions may remain small, comprising hundreds of bots, while a bigger BN can have
thousands of bots. A few bots will be present on the dark web very inexpensively, while
enormous BNs have heavy costs [11].

There are two kinds of BNs: (i) BNs accepting commands and in consistent interaction
with the BM within a client–server framework; (ii) peer-to-peer bots that communicate in-
dependently with one another and initiate the attacks after obtaining the BM’s commands.
BMs interact with bots by employing the aid of a command-and-control (CnC) server;
the bots remain concealed until the BM gives commands. The concealed bots’ conduct
creates infested bots and a botnet attack (BA), which is an intricate job [12]. The BAs
include the following: (i) scan commands employed in discovering the defenseless IoTD;
(ii) ACK, SYN, UDP, and TCP flooding; (iii) combination attacks employed in starting
a link and transferring the spam into this [13]. The current drawback in UAV-assisted
FANETs is the effective detection of security threats. For that purpose, the feature selec-
tion and classification methods need improvement. The contributions of this study are
described below:

• A new technique is proposed that utilizes the hybrid shark and bear smell optimization
algorithm (HSBSOA) for FS and the deep neural classifiers to enhance the efficient and
precise BN identification approach in FANETs;

• The aim of this study remains in identifying and classifying the implementation-
specified threats, such as scan attacks, DDoS, TCP, UDP, and sync flooding, which are
a few of the typical attacks.

The proposed hybrid HSBSOpt_DCA approach allows for more precise multiclass
classification, including various types of attacks and non-attacks (NAs), and has shown
encouraging results. The organization of remainder of this paper is as follows. Section 2
provides a state-of-the-art literature review. Section 3, the Materials and Methods, discusses
the dataset used and the proposed methods. Section 4 provides a detailed analysis and the
results. Section 5 concludes the article.

2. Related Works

In [14], Fried and Last proposed a novel and optimistic technique of employing
wide-range and publicly accessible flight records for training in machine learning (ML)
paradigms, which could identify anomalous flight designs and was proven to be a coherent
counteractant for many ADS-B attacks. This novel technique varies from the formerly
proffered methodologies, incorporating elementariness with the present ADS-B system.
In [15], Mall et al. discussed unsupervised settings with sensors fixed in specific regions
where the data can be gathered via mobile gadgets that remain attached to a UAV or drone.
The authors initially modeled an appropriate framework and a lightweight convention for
initiating safe transmission amongst the gadgets and the cloud through a portable drone.
This convention also employs the physically unclonable function’s (PUF) advantages for
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creation, which is employed to encrypt the messages in transmission. The familiar Scyther
simulator is employed to stimulate the convention, and the outcomes show that this
convention remains fully secured, preventing confidential data seepage.

In [16], Mairaj et al. attempted to learn the benefits of game-theoretic (GT) imple-
mentations for the avoidance of DDoSAs upon a drone emanating data out of standard
game solutions, and optimized this with an encompassed authenticity concept named
the quantal response equilibrium (QRE). The authors detected possible schemes for every
player via simulations and devised five non-collaborative game scenarios for the DDoSAs’
two versions. In such games, the conventional GT resolution or Nash equilibrium (NashE)
gives data regarding the drone’s suggested modes, the hacker’s favored scheme, and the
GT threshold (TH), presuming that the participants remain exceptionally brilliant.

In [17], Popoola et al. suggested the federated DL (FDL) methodology for zero-day
BA identification to prevent data secrecy seepage in IoT-edge gadgets (IoTEG). This study
utilizes an optimal deep neural network (ODNN) framework for NT classification. A
model parameter server (MPS) distantly organizes the DNN paradigms’ training in several
IoTEGs when the federated averaging algorithm is employed to sum up the local paradigm
updates. A global DNN paradigm is generated after many transmission rounds between
the MPS and the IoTEG.

In [18], Hatzivasilis et al. introduced WARDOG, an awareness and digital forensic
system, which notifies the end-user of the BN’s contamination, reveals the BN framework,
and catches confirmable data, which is then employed in a law court. The accountable
administration system collects the data and automatically creates documentation for each
instance. The document comprises authentic forensic data tracing entire engaged bodies
and their parts in the attack.

In [19], Xi et al. proposed convolutional neural networks (CNNs) with a new deep
learning framework that consists of dilated convolutional neural networks and recurrent
neural networks. These stacked dilated convolutional networks perform effective feature
selection, and the softmax classifier is used to recognize activities, which increases the
accuracy of the classification performance. In [20], Alharbi and Alsubhi proposed a graph-
based machine learning (ML) technique for botnet detection. For feature evaluation,
filter-based theories are used, which exhibit robustness to zero-day attacks. This method
achieved high precision, but its accuracy was moderate. In [21], Sung et al. presented a new
methodology for discovering the malware in GCSs, which employed a fastText paradigm
to generate low-size vectors when compared with the vectors from one-hot encoding (OhE)
and a bidirectional LSTM paradigm for a comparison alongside sequential opcodes (SO).
Furthermore, the API function names were employed to enhance the classification precision
of the SO. In the experimentation, the Microsoft malware classification competency database
was employed, and the family types classified the malware within the database. This
proffered methodology exhibited an execution enhancement of 1.8%, correlating with the
execution of the OhE-related technique.

In [22], Shitharth and Prasad proposed the supervisory control and data acquisition
(SCADA) systems with the Markov chain clustering (MCC) technique, rapid probabilistic
correlated optimization (RPCO) approach, and block-correlated neural network (BCNN)
method to improve the accuracy of the network. However, it failed to reduce the cost-
effectiveness of the process. Several studies have executed intrusion and malware iden-
tification processes. Nevertheless, there is a deficit of research discussing the problems
concerning BN detection and feature extraction, magnitude reductions to repress coun-
terfeit data, overfitting, and meticulous criteria calibration. Many research studies have
employed actual BA databases in actual settings.

Furthermore, studies have analyzed ML paradigms for synthetic BN data devoid of
apportions for feature engineering and an exhaustive overfitting analysis. Many studies
have employed unbalanced live databases for learning and BN identification. The research
studies chiefly concentrate on achieving greater precision, without discussing the con-
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straints of greatly unbalanced databases or acquiring ostensive precision. In Table 1, a
summary is provided with the limitations of the earlier research studies.

Table 1. Summary and limitations of some existing studies.

Ref. Method Name Outcome Limitation Advantage

[14] Recurrent autoencoder
classifier Better classification rate Quality predictions need large

amount of data

Able to manage abundant
amounts of data and input
variables

[15] Physically Unclonable
Function (PUF) Lower packet delivery ratio Lots of labelled data are required for

classification
Great capacity in predicting
models

[16] Quantal response equilibrium
(QRE). More throughput Computational process is expensive

during initialization More flexible

[17] Federated Averaging
Algorithm Less accuracy Vanishing gradient problem is there

while training network More efficient

[18] WARDOG Less speed
Computationally expensive—data
splitting is complicated and it
maintains unbalanced database

Easy to deploy

[19] Dilated Convolutional Neural
Network High accuracy Computationally expensive process Higher classification

performance

[20] Graph-based Machine
learning for botnet detection High precision Accuracy is moderate, needs to be

improved Easy to deploy

[21] Bidirectional LSTM Less complexity Takes long time to process large
neural network

Appealing attributes of
non-linear identification and
control

[22] RPCO-BCNN High accuracy Computationally expensive process More flexible

3. Proposed HSBSOpt_DCA

UAV sets can be linked with one another to function as a relay to transfer the data out
of a remote area (RA) network. Generally, the UAVs possess a mission for a surveillance
operation and an operation to create a relay network for gathering data from RAs, such as
in a desert or jungle. The UAVs’ motility and versatility make it effortless to arrive at these
RAs and give connectivity to the network. Nevertheless, with minor exertion, the attacker
could effortlessly hijack the system. As a result, the deficit of a firm framework and the
vulnerable wireless medium within FANETs make the nodes liable to attackers.

The N-BaIoT database comprises traffic data for pre-processing using the one-hot
encoding method. The pre-processed data are then input in the feature selection step using
the hybrid shark and bear smell optimization algorithm, after which the classification
is performed using a dilated convolutional autoencoder. The proposed HSBSOpt_DCA
(Figure 1) consists of several segments, including the dataset description, pre-processing
employing OhE, FS employing HSBSOA, optimization initialization, odor absorption,
frontward motion (FtM) toward the target, rotatory motion, updating the particle location,
attaining the GS and LS, and classification employing DCAE.

Figure 1. Block schematic illustration for attack classification.

3.1. Dataset Description

The N-BaIoT database [23] comprises traffic data out of nine Industrial IoTD, whereby
seven gadgets gather instances for eleven classes, and the other two gather data for
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six classes (Ennio_doorbell and Samsung_SNH_1011_N_Webcam). The data consist of
harmless traffic and diverse malevolent attacks such as scan, TCP, UDP, and SYN attacks.
There remains a sum of eighty-nine csv files in the current database’s variant, having sum
dimensions of 7.58 GB and 1,486,418 instances for ordinary and attack happenings. The
2 Bas—MIRAI and BASHLITE—have been classified into ten attack classes (AC) and NA.
The AC includes:

• Scan commands for finding the defenseless IoTD;
• ACK, SYN, UDP, and TCP flooding;
• Combo or combination attacks employed to open a link and transmit the spam into this.

3.2. Pre-Processing Employing OhE

A categorical column (CC) is a column containing classes, where the cardinality
remains minimum in nature. In the N-BaIoT database, four columns are detected as CCs,
specifically ‘Dir’, ‘Proto’, ‘sTos’, and ‘dTos’. The first column comprises seven classes, the
second one comprises fifteen classes, the third one comprises six classes, and the fourth one
comprises five classes. OhE indicates the procedure of transforming CCs into vectors of
zeros and ones. A column with two and three classes has vector lengths of two and three,
respectively. Transforming a five-class CC into a vector of zeros and ones with a length of
five produces multicollinearity problems (MP).

The MP leads to unnecessary data and associated anticipators. The MP could be
resolved by dropping a column’s OhE classes. Thus, a column having five classes possesses
a vector length of four rather than five. Relating to N-BaIoT, the OhE columns’ quantity
for four CCs would be twenty-nine columns currently. Every categorical feature (CF)
exhibiting m feasible categorical values will be converted into a value in Rm employing a
function e, which maps the feature’s jth value into the m-dimensional vector’s jth element.

e(xi) = (0, . . . 1, . . . , 0) i f xi = j (1)

The two arithmetical CFs will be scaled concerning every feature’s average π and
standard deviation β:

n(xi) =
x1 − π

β
(2)

Pre-processing transforms NT into an observance sequence in which every observance
will be portrayed as a feature vector (FV). The observances will be selectively labelled by
their class as ‘normal’ or ‘anomalous’. Such FVs will later be appropriate as inputs for data
mining or ML algorithms.

3.3. FS Employing HSBSOA

The motivation behind the shark smell optimization (SSO) algorithm is the shark’s
capability and supremacy in capturing prey by employing a strong sense of smell (SoS)
in a short time. A bear’s olfactory bulb remains many times bigger than the rest of the
beasts when its top job is to forward smell data from the nose toward the brain. In the bear
smell optimization (BSO) methodology, the bear’s SoS is exemplary in seeking foodstuffs at
1000 miles and beyond (known as the global solution (GS)) in optimization). As bears
cannot see foodstuffs that far away, the statistical paradigm centered upon the SoS proposes
a decisive manner for seeking such goals. By merging these two algorithms, a better fitness
value (FtV) could be acquired for the FS procedure.

3.4. Initialization Procedure

The initial solution (IS) for the SSO algorithm’s (SSOA) populace should be produced
haphazardly inside the search space (SSp). Every IS portrays an odor particle (OP) that
exhibits a feasible shark location at the start of the search procedure. The IS vector will be
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illustrated in Equations (3) and (4), accordingly to which X1
i = ith refers to the populace

vector’s starting location and NP = population size refers to the populace’s dimensions:

X1 =
[

x1
1, x1

2, . . . x1
NP

]
(3)

The concerned optimization issue could be conveyed by:

x1
i =

[
x1

i,1, x1
i,2, . . . x1

i,NP

]
(4)

where x1
i,j represents the jth size of the shark’s ith location and ND represents the decision

variables’ numeral. By employing the BSO methodology, the bear’s nose absorbs disparate
smells; every one exhibits a location for movement, since all things possess a distinct odor
in the ecosystem. Notice that several of these are called local solutions (LS). The desirable
foodstuff’s specific smell remains the final solution and is regarded as the GS. Consider
Fi =

[
f c1

i , f c2
i , . . . f cj

i , . . . f ck
i

]
being the ith obtained smell having k elements or particles,

which is designed to solve the optimization issue x1
i =

[
x1

i,1, x1
i,2, . . . x1

i,NP

]
. As the bear

obtains n smells during the breathing duration, the IS remains a matrix FM = [ f cj
i ] N ∗ k.

Presently, as per the glomerular layer procedure and breathing action in a sniff sequence,
DSj

i indicates the jth smell element within ith. Centered upon statistical formulas, we obtain
two conditions, which are t_ inhale ≤ t ≤ t_ exhale and t_ exhale ≤ t with the presence of
fairness, which includes the balanced energy to maintain the traffic in the transmission line:

DSj
i = MGi (t − tinhale) + DSt_ inhale

i + BEi (t − tinhale) (5)

Equation (5) works for the condition t_ inhale ≤ t ≤ t_ exhale, where t_ inhale rep-
resents the inhalation time (IT) and BEi (t − tinhale) denotes the balanced energy required
during the inhalation process:

DSj
i = DSt_ exhale

i ∗ BEt_ exhale
i exp

(
t_ exhale − t

ε exhale

)
(6)

Equation (6) works for the condition t_ exhale ≤ tt_ inhale, where t_ exhale represents
the exhalation time (ET) and BEt_ exhale

i denotes the balanced energy required during the
process of exhalation. In the optimization procedure, the comprehensive duration of a
breathing cycle remains identical to k or the ith smell’s length, and as per the ET and IT the
smell elements are split into 2 sets.

The total balanced energy is the summation of the energy required for the processes of
vital energy (VE) and energy loss (EL) and is mathematically expressed below:

BEtotal = BEvital + BEloss (7)

where BEvital denotes the dissipated energy during the process of inhalation and exhalation
and BEloss denotes the transmission loss that occurs.

3.5. Odor Absorption (OA)

For the process of odor absorption, mitral and granular parts are used to contain the re-
ceptor sensitivity, OA, as well as the input data, which are presented as
OBMG =

(
OB1

MG, OB2
MG, . . . , OBi

MG, . . . , OBN
MG

)
. Presently in this condition, DSj

i = 0
exhibits that there is no smell in the olfactory epithelium prior to the subsequent inhalation.
The non-negative array could be computed as:

OBi
MG(Fi) =

1
k

k

∑
j=1

f
(

f cj
i

)
, f
(

f cj
i

)
∗ S f actor (8)
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where k indicates the odor’s extent in ith odor, while Equation (7) works for two conditions,
which are the threshold values Vt ≤ f cj

i and Vt ≥ f cj
i , where the arrays centered upon the

odors data’s represent the mean value. Here, S f actor denotes the satisfaction factor, whereby
the mathematical expression for this factor is expressed as:

S f actor = W ∗ ∑N
i=1(1 − W) (9)

where N denotes the total number of odor absorption mitral and W denotes the weight
factor. The neural dynamics evolving out of the granular and mitral (GM) layers are
calculated as:

X = −H0ωy(Y)− ∝x X + ∑ L0ωy (X) + DS + (Einitial − Eleast)

Y = W0ωx (x)− ∝y Y + DSc ++(Einitial − Eleast)
(10)

where X = {x1, x2, . . . xn} and Y = {y1, y2, . . . yn} represent the G-M cell (GMC) actions
accordingly; DS = {ds1, ds2, . . . dsn} and DSc = {dsc1, dsc2, . . . dscn} represent the outward
inputs to the mitral and middle of the granule cells, respectively; Einitial denotes the initial
energy and Eleast denotes the lowest energy unit.

3.6. Frontward Motion (FtM) toward the Target

If the blood is discharged into the water, a shark possessing a velocity V goes towards
the powerful OPs in every position to move nearer to the prey (target). Thus, the velocity
within each size will be computed as:

vk
i,1 = μk.R1.

∂(OF)
∂xj

(11)

where k = 1, 2, . . . kmax
∂(OF)

∂xj , which would be the objective function (OF) at location xk
i,1;

kmax indicates the phases’ maximal quantity for the forward motion of the shark, k indicates
the phases’ quantity, μk indicates a value within the interval [0, 1], and R1 is a haphazard
number in the interval [0, 1]. The rise in the odor intensity decides the increase in the
shark’s velocity. Owing to inertia, the shark’s acceleration remains a constraint. Thus,
the present shark’s velocity depends upon its former velocity, which can be utilized by
altering (9), as exhibited in the following expression:

vk
i,1 = μk.R1.

∂(OF)
∂xj

+ ∝ k.R2vk−1
i,1 (12)

where ∝ k portrays the inertia coefficient within the interval [0, 1], vk−1
i,1 portrays the shark’s

former velocity, and R2, like R1, remains a haphazard number in the interval [0, 1]. Because
of the shark’s FtM, its novel location remains Yk+1

i,1 , which is decided depending upon its
former location (xk

i ) and velocity (vk
i ). Hence, the shark’s novel location can be described as:

Yk+1
i,1 = xk

i + vk
i .Δtk (13)

where Δtki denotes a time interval that can be presumed to be one for simplicity:
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Pseudocode for frontward motion begins
Calculate velocity V

Update the position of target prey
Velocity of each shark (vk

i,1)

vk
i,1 = μk.R1. ∂(OF)

∂xj
Find maximal quantity for forward motion
Release the odor and find its intensity
Update the shark’s novel location
End

3.7. Rotatory Motion (RM)

The shark also possesses an RM that will be employed to discover powerful OPs. The
SSOA procedure can be named the local search (LcS), which can be defined as:

Zk+1,m
i,1 = Yk+1

i + R3.Yk+1
i, (14)

in which m = 1, 2, . . . , M, and R3 denotes a haphazard number in the interval [−1, 1]. In
the LcS, several points (M) will be linked to create closed contour lines and to design the
shark’s RM within the SSp.

3.8. Updating the Particle Location

The shark’s search path will carry on with the RM, since this is nearer to the point of
having a powerful SoS. This feature within the SSOA could be described by:

xk+1
i = argmax

{
OF(Yk+1

i ), OF
(

Zk+1,i
i

)
, . . . OF

(
Zk+1,M

i

)}
(15)

in which xk+1
i portrays the shark’s subsequent location with the greatest OF value.

3.9. Attaining GS and LS

In the process of attaining GS and LS at the initial stage, two values are determined,
which are ωx (X) and ωy (Y), and the expression for this is given below:

ωx (X) = { fx(x1), fx(x2) . . . fx(xn)} (16)

ωy (Y) =
{

fy(y1), fy(y2) . . . fy(yn)
}

(17)

The expressions ωx (X) = { fx(x1), fx(x2) . . . fx(xn)} and ωy (Y) ={
fy(y1), fy(y2) . . . fy(yn)

}
indicate the GMC accordingly; ∝x and ∝y portray the GMC’s

time constants, and their values remain as 0.14; fx and fy simulate the cell output actions
for the GMCs. Thus, we can obtain:

fx(X) =

⎧⎨
⎩

∝x + ∝x tanh
(

x−ϕ
∝x

)
∝x + ∝x tanh

(
x−ϕ
∝x

) (18)

fy(Y) =

⎧⎨
⎩

∝y + ∝y tanh
(

x−ϕ
∝y

)
∝y + ∝y tanh

(
x−ϕ
∝y

) (19)

In both Equations (18) and (19), the term ϕ represents the threshold value, and the
values of ∝x and ∝y are 0.14 and 0.29, respectively. Here, the synaptic-strength connection
matrices are calculated, which are represented as H0, W0, and L0, which indicate the
association between the GMCs and the mitral cells. This is computed as:

H0
j
i =

rand()
Th

, W0
j
i =

rand()
Tw

, L0
j
i =

rand()
Tl

(20)
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Th, Tw, and Tl indicate the connection constants, rand() indicates a haphazard value,
dj

i indicates the space between the ith and gth odors based on their data, and the gth odor
indicates the desirable odor for the bear; that is to say, this distance can be described between
every odor (LS) and the intended odor (GS). This exhibits that the supervised operation
centered upon the GS will be utilized while performing the optimization procedure to
enhance the exploitation. As per the above-mentioned explanations, if the brain acquires
all data from the neural action, the disjoining procedure is centered upon the discrepancy
analysis. This procedure will be simulated while centered upon the Pearson correlation.
Hence, this point assists the bear in choosing the finest manner for the subsequent location.
The probability odor components (POC), probability odor fitness (POF), and odor fitness
(OF) are described by:

POCi =
F

max(Fi)
∗ midscale (21)

POFi =
OFi

max(OF)
∗ midscale (22)

where midscale denotes the lower and upper limits of the odor components. The mathemati-
cal expression for the calculation of midscale is described as:

midscale =
(OCul/OCil) ∗ OCil

2
(23)

where OCul and OCil are the lower and upper limits of the odor components, respectively.
The discrepancy between 2 odors can be computed using the expected odor fitness (EOF)
and distance odor component (DOC) formulas as:

DOCi = 1 −
∑k

i=1

(
POC1

j − POC2
j

)
√

∑k
i=1

(
POC1

j − POC2
j

)2
∗ d(POCi) (24)

EOFi = (POFi − POFg) ∗ d(POFi) (25)

where g denotes the GS. The values of the odor fitness (EOF) and distance odor components
(DOCs) are measured according to Equations (19) and (20), where the distances of the
probability odor components (POC) and probability odor fitness (POF) are considered. The
mathematical expressions for the calculation of d(POCi) and d(POFi) are given below:

d(POCi) =
√

∑N
k=1(xi − yi) (26)

d(POFi) =
√

∑M
k=1

(
xj − yj

)
(27)

where the distances between the source and destination coordinates are used for the
calculation of the distances of POC and POF; xi, xj denotes the source coordinates and yi, yj
denotes the destination coordinates.

These expressions denote the feasible manner shift. Indeed, these indices describe the
association between the odors that have been reached at the desirable location. It is legibly
exhibited that the brain’s output determines an appropriate manner for the subsequent
location. In the mesh grid region, the distance between entire odors can be centered
upon 2 THs.

In this phase, the HSBSOA can be employed to extract the finest features. Initially,
the shark and bear’s beginning locations will be located to be in the middle of the data.
Next, the fitness or finesse is noted for every position surrounding the shark and bear by
employing the fitness function. Then, the HSBSOA will be implemented to extract the
finest features. In this study we extracted twenty-one features via the HSOSOA out of
every datapoint by implementing twenty-one repetitions. Every repetition possesses just
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one feature extracted with the greatest FtV. While performing each repetition, the shark
and bear’s positions will be updated to be frontward or rotatory-centered upon the FtV.
When the position’s FtV in the shark position’s FM remains above the shark RM’s FtV, the
shark’s location will be updated. The shark’s trajectory will move frontward or rotatory
depending upon the position’s FtV; additionally, the positions that will be viewed using
the HSBSOA can be reviewed.

Pseudocode: HSBSOA Algorithm
Begin: Initialize search space

Indicate the total number of populations
Compute the optimization issue

x1
i =

[
x1

i,1, x1
i,2, . . . x1

i,NP

]
Compute decision variables numeral
Compute local solution (LS) from decision variable

Update the inhale and exhale parameter
Update exhalation time (ET), inhalation time (IT)

Initiate Odor absorption

MG = {MG1, MG2, . . . MGi, . . . MGn}
Compute non-negative array MGi(Oi)
Compute granular and mitral (G-M) layers
Initiate Frontward motionCompute velocity V for each shark

Update kmax for all location

Find shark’s acceleration
Initiate Rotatory motion
Compute local search (LcS)

Updating the particle location

Compute probability odor components
Compute probability odor fitness (POF)
Find the fitness parameter

End

3.10. Classification Employing DCAE

Before introducing DCAE, for detailed comprehension, it remains notable that the
notation ‘dilated convolution’ (DC) portrays a convolution procedure with a dilated filter
(DlF). Generally, the DC is implemented in the wavelet decomposition discipline. As the DC
operant solely employs a similar filter at disparate scales having disparate dilation factors
(DtF), its application in no way encompasses the DlF’s formation. In addition, the dilated
convolutional network can extend the receptive field (RF) dimension, which depends upon
enhancing the DtF instead of expanding the network’s field map (FMp) dimensions.

The layers involved in the process of the ACAE framework are the input layer, con-
volutional layer, DC layer, flatten and reshape layer, recurrent layer, and then finally the
output layer as shown in Figure 2. The dilated convolutional layer is incorporated with a
filter size of (3, 3) and with a dilation size of (1, 2, 4). In order to process the dilation in the
mathematical order, the discrete function is given as Dc = ◦F → S , while the size of the
discrete filter is mentioned as (2r+1)×(2r+1)

(2r−1) . The math expression for the calculation of the
DC operator © is given below:

(F©k)(x,y) =
r

∑
g=1

r

∑
h=1

F(X, Y) ∗ (vi
ci(X, Y)) ∗ (Lce(X, Y)) ∗ (k(g − h)) (28)
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Figure 2. ACAE framework.

In Equation (28), the term X represents (x − g), Y represents (y − h), and k : ρr → R ,
which is the discrete filter with a size of (2r+1)×(2r+1)

(2r−1) . Here, vi
ci(X, Y) denotes the corre-

sponding integer index value, which lies between (0 to 5) and Lce(X, Y), denoted as the
entropy loss calculation, which lies between 0 and 10.

Secondly, an improved dilation convolution is developed with the variants XI and YI .
The math expression for the calculation of the improved DC operator ©I is given below.

(F©Ik)(x,y) =
r

∑
g=1

r

∑
h=1

F(XI , YI) ∗ (vi
ci(XI , YI)) ∗ (Lce(XI , YI)) ∗ (k(g − h)) (29)

Thus, the convolutions © and ©I are called one-DC. Here, we presume that
F0, F1, . . . Fn−1 : ◦F2 → S for the remaining DFs and k0, k1, . . . kn−2 : ρ1 → R for the remain-
ing 3 × 3 DsFs. Furthermore, the filters are implemented by aggressively enhancing DtFs
such as 20, 21, . . . 2n−2. Next, the DF ◦Fi+1 could be conveyed as:

◦Fi+1 = α◦Fi × βki for i = 0, 1, 2, . . . g − 2 (30)

Similarly:
◦Fj+1 = α◦Fj × βkj for j = 0, 1, 2, . . . h − 2 (31)

As per the RF description, two sections are present for every component, which are
◦Fi+1 and ◦Fj+1. The terms α and β are the constant values that are used for experimental
purposes and which satisfy the condition (α + β = 1). The math expression for the combined
detection methodology is given below:

M◦F = (◦Fi+1)× (◦Fj+1) =
((

2i+2 − 1
)
∗
(

2i+2 − 1
))

×
((

2j+2 − 1
)
∗
(

2j+2 − 1
))

(32)

Thus, RF remains a square of aggressively enhanced dimensions. In the convolutional layers
(CvLs), the former layer’s FMs will be convolved with multiple convolutional kernels (CKs), especially
FMp. Next, the independent layer’s outcomes added with a bias will be supplied to an activation
function (AF) to create an FM. Presuming that vx,d

i,j remains a value at the xth row for channel d within

the jth FM of the ith layer, the value of vx,d
i,j could be acquired as:

vx,d
i = tan

◦
B1(bi + ∑g

pi−1

∑
p=1

ω
p
ig ∗ (v

x+p,d
(i−1)g) ∗ (o f x+p,d

(i−1)g)) d = 1, 2, 3 . . . D (33)

vx,d
j = tan

◦
B2(bj + ∑h

pj−1

∑
p=1

ω
p
jh ∗ (v

x+p,d
(j−1)h) ∗ (o f x+p,d

(j−1)h)) d = 1, 2, 3 . . . D (34)

where tanh(·) refers to a hyperbolic tangent function for vx,d
i and vx,d

j ; specifically, bi and bj are the

biases for the FM (i, j), g refers to the present FM linked to the (i − 1)th layer, and ω
p
ig and ω

p
jh refer to

a value at location p within CK to which the dimensions are pi and pj, while the terms o f x,d
i and o f x,d

j
are the objective functions.

For the initial block, every CvL layer will be incorporated by (1) a CL that convolves its inputs
with an array of kernels to be learnt in the training stage, (2) a rectified linear unit (ReLU) layer
that maps convolved outcomes by the function relu(v) = max(v, 0);, and (3) a normalization layer
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that normalizes values of disparate FMs in the former layer. The math expression for vi and vj is
given below.

vi = v(i−1)(k + α) ∑
tεG(i)

v2(i − 1)t (35)

vj = v(j−1)(k + β) ∑
tεG(j)

v2(j − 1)t (36)

In Equations (35) and (36), the terms k, α, and β remain the hyper-criteria, and G(i) and G(j)
remain the FMs’ array-incorporated terms during normalization. The ensuing 3 layers remain DC
layers, having disparate dilated factors. For example, in this study we consecutively selected one,
two, and four.

For the next block, centered upon the former exposure, the depth of a minimum of 2 recurrent
layers remains advantageous for processing the concatenative data. This study utilizes a 2-layer
stacked LSTM. Moreover, a ReLU will be used as the AF. The dropout layer is implemented in the
LSTM layer’s input for regularization. Furthermore, recurrent batch normalization is employed to
lessen the internal covariance shift amidst the time phases.

The next block remains a completely linked network layer. This remains akin to a conventional
multilayer perceptron neural network (NN), which maps the latent features into the output classes
(OC). In this layer, the softmax function is described below:

vi,j =
exp(v(i−1)j)

∑c
j=1 exp(v(i−1)j)

(37)

Next, an entropy cost function will be incorporated, centered upon the probabilistic outcomes and
the training instances’ actual labels. In the course of the training stage, all the criteria will be modified to
search for the minimal cost. Additionally, a sliding window (SW) scheme will be utilized to segment
the time sequence signal into signals’ small pieces. In particular, an instance employed by the CNN
remains a 2D matrix comprising r unprocessed samples (with every sample having D features). In
this way, r will be selected to remain as the sampling rate or the finite duration, and the SW’s phase
dimension will be selected to retain a fifty percent overlap between the nearby windows. Hence, the
shorter phase dimension remains the instances’ bigger quantity that experiences greater calculative
workloads. Furthermore, the signals’ small portion will be generally very frequently labelled.

Pseudocode: Proposed Approach
Begin

five classes = CC
categorical feature (CF) = Rm, e

e(xi) = (0, . . . 1, . . . , 0) i f xi = j
Compute average π

Compute standard deviation β

Find n(xi) = x1−π
β

Check the shark’s capability

Capture the prey
EmploySoS
Initiate the smelling process
Achieve global solution
Find the fitness value

Indicate the total number of population
Compute the optimization issue

x1
i =

[
x1

i,1, x1
i,2, . . . x1

i,NP

]
Compute decision variable numeral
Compute local solution (LS) from decision variable

Update the inhale and exhale parameter
Update exhalation time (ET), inhalation time (IT)
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Initiate Odor absorption

MG = {MG1, MG2, . . . MGi, . . . MGn}
Compute Compute non-negative array MGi(Oi)
Compute granular and mitral (G-M) layers

Calculate velocity V
Update the position of target prey
Velocity of each shark (vk

i,1)

vk
i,1 = μk.R1. ∂(OF)

∂xj

Find maximal quantity for forwarding motion
Release the odor and find its intensity
Update the shark’s novel location

Initiate Frontward motion

Compute velocity V for each shark
Update kmax for all locations
Find shark’s acceleration

Initiate Rotatory motion
Compute local search (LcS)

Update the particle location

Compute probability odor components
Compute probability odor fitness (POF)
Find the fitness parameter

Stop

4. Performance Analysis

The dilated convolutional classifier-based botnet detection method (HSBSOpt_DCA) is imple-
mented in Python 3.7 using the Ubuntu 16.04 operating system with 8 GB of RAM. The database
chosen for the feature selection is the N-BaIoT database, which includes the traffic data for nine
industrial IoTD. Seven databases are the gadgets’ gathered instances for eleven classes, and two are
the gadgets’ gathered data for six classes (Ennio_doorbell and Samsung_SNH_1011_N_Webcam). The
experimental outcome will be assessed by measuring the performance matrices, such as the accuracy,
precision, recall, and F1-score. Such criteria will be correlated with four advanced methodologies:
CNN-related SS for DD and its identification (CNN-SSDI), the bidirectional LSTM model (BI_LSTM),
ODNN, and RPCO_BCNN with the proffered HSBSOpt_DCA.

4.1. Performance Matrices
• Accuracy: This provides the capability for comprehensive anticipation generated by the paradigm.

The true positive (TP) and true negative (TN) give the ability to anticipate the intrusion’s
existence or non-existence. The false positive (FP) and false negative (FN) provide the false
anticipation given by the employed paradigm. The mathematical expression for the calculation
of the accuracy is described as [15]:

Accuracy =
TP + TN

TP + TN + FP + FN
(38)

• Precision: Precision is defined as the positive output achieved by the algorithm used in the
proposed model, which lies in the range of (0 to 1). It computes the intrusion classification
paradigm’s victory. It defines the classifier’s probability for anticipating the outcome as positive
if the intrusion exists. It is as called the TP rate. It can be measured as:

Precision(P) =
TP

TP + FP
(39)

• Recall: This is the classifier’s probability of anticipating the outcome as negative if the intrusion
does not exist. It is also known as the TN rate, as mentioned below:

Recall(R) =
TP

TP + FN
(40)
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• F1-Score: This is used to measure the anticipation execution. It is defined as the weighted mean
calculation of the precision and recall. The F1-score lies between 0 and 1. If the score is 1, it
is considered the most acceptable value; if it is 0, it is regarded as weak. The mathematical
expression for the calculation of the F1-score [15] is given below:

F1-Score =
2 ∗ P ∗ R

P + R
(41)

4.2. Results and Discussion
In this section, the metrics such as the accuracy, precision, recall, and F1-score are measured with

respect to 50 and 100 epochs. Each metric calculation on the various epochs is evaluated. The accuracy
calculations with variable epochs numbering 50 and 100 are demonstrated in Figures 3 and 4.

Figure 3. Accuracy calculation with 50 epochs.

Figure 4. Accuracy calculation with 100 epochs.

Figure 3 shows the accuracy calculation for methods such as the CNN-SSDI, BI_LSTM, ODNN,
RPCO_BCNN, and HSBSOpt_DCA. It can be understood from Figure 3 that the proposed HS-
BSOpt_DCA produces better accuracy when compared with other methods with respect to the
50 epochs. Various levels of accuracy are achieved by the CNN-SSDI (73%), BI_LSTM (75%), ODNN
(81%), RPCO_BCNN (90%), and HSBSOpt_DCA (98%) methods. The accuracy achieved by the
proffered HSBSOpt_DCA method is high and is achieved by using the hybrid optimization and
dilated convolution process.
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Figure 4 shows the accuracy calculation for methods such as CNN-SSDI, BI_LSTM, ODNN,
RPCO_BCNN, and HSBSOpt_DCA. The figure proves that the proffered HSBSOpt_DCA method
produces better accuracy than the other methods for 100 epochs. The accuracy scores achieved by
the methods vary for CNN-SSDI (78%), BI_LSTM (82%), ODNN (89%), RPCO_BCNN (95%), and
HSBSOpt_DCA (99%). The accuracy achieved by the proffered HSBSOpt_DCA method is high using
the hybrid shark and bear smell optimization algorithm.

The precision calculations with 50 and 100 epochs are demonstrated in Figures 5 and 6. Figure 5
shows the precision calculation for methods such as CNN-SSDI, BI_LSTM, ODNN, RPCO_BCNN,
and HSBSOpt_DCA. The figure proves that the proffered HSBSOpt_DCA method produces better
precision when compared with the other methods for 50 epochs. The precision scores achieved by
the methods vary for CNN-SSDI (58%), BI_LSTM (69%), ODNN (75%), RPCO_BCNN (93%), and
HSBSOpt_DCA (99%). The precision achieved by the proffered HSBSOpt_DCA method is high using
the hybrid shark and bear smell optimization algorithm.

Figure 5. Precision calculation with 50 epochs.

Figure 6. Precision calculation with 100 epochs.

Figure 6 shows the precision calculation for methods such as CNN-SSDI, BI_LSTM, ODNN,
RPCO_BCNN, and HSBSOpt_DCA. The figure proves that the proffered HSBSOpt_DCA method
produces better precision when compared with the other methods for 100 epochs. The precision scores
achieved by the methods vary for CNN-SSDI (68%), BI_LSTM (75%), ODNN (81%), RPCO_BCNN
(95%), and HSBSOpt_DCA (99.9%). The precision achieved by the proffered HSBSOpt_DCA method
is high using the hybrid shark and bear smell optimization algorithm.
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The recall calculations with 50 and 100 epochs are demonstrated in Figures 7 and 8. Figure 7
shows the recall calculation for methods such as CNN-SSDI, BI_LSTM, ODNN, RPCO_BCNN, and
HSBSOpt_DCA. The figure proves that the proffered HSBSOpt_DCA method produces better recall
than the other methods for 50 epochs. The recall scores achieved by the methods vary for CNN-
SSDI (85%), BI_LSTM (81%), ODNN (85%), RPCO_BCNN (85%), and HSBSOpt_DCA (91%). The
recall achieved by the proffered HSBSOpt_DCA method is high and is achieved by using the hybrid
optimization and dilated convolution process.

Figure 7. Recall calculation with 50 epochs.

Figure 8. Recall calculation with 100 epochs.

Figure 8 shows the recall calculation for methods such as CNN-SSDI, BI_LSTM, ODNN,
RPCO_BCNN, and HSBSOpt_DCA. The figure proves that the proffered HSBSOpt_DCA method pro-
duces better recall than the other methods for 100 epochs. The recall scores achieved by the methods
vary for CNN-SSDI (75%), BI_LSTM (78%), ODNN (81%), RPCO_BCNN (85%), and HSBSOpt_DCA
(88%). The recall achieved by the proffered HSBSOpt_DCA method is high and is achieved by using
the improved dilated convolution process.

The F1-score evaluations for 50 and 100 epochs are demonstrated in Figures 9 and 10. Figure 9
shows the calculation of the F1-scores for the proposed and existing methods. The figure proves
that the proffered HSBSOpt_DCA method produces a better F1-score than the other methods for
50 epochs. The F1-scores achieved by the methods vary for CNN-SSDI (73%), BI_LSTM (75%), ODNN
(81%), RPCO_BCNN (94%), and HSBSOpt_DCA (98%). The F1-score achieved by the proffered
HSBSOpt_DCA method is high and is achieved by using the improved dilated convolution process.
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Figure 9. F1-score calculation with 50 epochs.

Figure 10. F1-score calculation with 100 epochs.

Figure 10 shows the calculation of the F1-scores for the proposed and existing methods. The
figure proves that the proffered HSBSOpt_DCA method produces a better F1-score compared with
other methods for 100 epochs. The F1-scores achieved by the methods vary for CNN-SSDI (79%),
BI_LSTM (82%), ODNN (85%), RPCO_BCNN (95%), and HSBSOpt_DCA (99%). The F1-score
achieved by the proffered HSBSOpt_DCA method is high and is achieved by using the improved
dilated convolution process. Therefore, it is evident from the experiments that the proposed approach
outperforms other existing methods, and it can be concluded that the feature extraction using the
optimization algorithms definitely increases the performance of the classification model; therefore,
the model can be used to detect and classify security threats in FANET.

5. Conclusions

In this study, we proposed an effective model combining hybrid shark and bear smell optimiza-
tion (HSBSOA) to secure the FANET from security threats. It provides a solution to investigate the
FANET botnet detection threat and to solve the combinational optimization problem. Then, a dilated
convolution autoencoder classifier is employed to detect and classify the security threats in the net-
work. The parameters considered for the performance analysis of the proffered HSBOpt_DCA are the
accuracy, precision, recall, and F1-score. Moreover, the performance of the proposed approach was
compared with CNN-SSDI, bi_LSTM, ODNN, and RPCO-BCNN. The performance of the proposed
HSBOpt_DCA network was evaluated with different epochs. The proposed model with 50 epochs
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achieved 98% accuracy, 99% precision, 91% recall, and a 98% F1-score. For 100 epochs, it achieved 99%
accuracy, 99.9% precision, 88% recall, and a 99% F1-score. The comparison showed that the proposed
HSBOpt_DCA achieved 33% better accuracy, 30% better precision, 13% better recall, and a 20% better
F1-score than the existing methods. The proposed method provides a global security solution to the
security issues in the UAV-FANET framework. The proposed hybrid-optimization-based feature
selection process reduced the computational time. It achieved higher accuracy, precision, recall, and
F1-scores than the existing approaches. However, the classification tasks still require improvement,
which can be considered in the future.

Author Contributions: Conceptualization, N.F.A., F.A., H.M.A.G., S.K. and A.A.; methodology,
N.F.A. and A.A.; software, N.F.A. and A.H.A.; validation, A.H.A., A.S.A. and A.A.; formal analysis,
N.F.A.; investigation, A.S.A.; resources, A.H.A.; data curation, M.H.H. and F.H.A.; writing—original
draft preparation, A.A. and A.H.A.; writing—review and editing, S.K.; supervision, A.H.A. and S.K.
All authors have read and agreed to the published version of the manuscript.

Funding: The research received no external funding.

Data Availability Statement: Not Applicable.

Acknowledgments: This work was supported by the Ministry of Science and Higher Education of
the Russian Federation (Government Order FENU-2020-0022).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gupta, S.; Sharma, N.; Rathi, R.; Gupta, D. Dual Detection Procedure to Secure Flying Ad Hoc Networks: A Trust-Based Framework;
Springer: Singapore, 2021; Volume 210, pp. 83–95. [CrossRef]

2. Jasim, K.S.; Alheeti, K.M.A.; Alaloosy, A.K.A.N. A Review Paper on Secure Communications in FANET. In Proceedings of
the 2021 International Conference of Modern Trends in Information and Communication Technology Industry (MTICTI),
Sana’a, Yemen, 4–6 December 2021; 146, pp. 1–7. [CrossRef]
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Abstract: This paper proposes a solution to the transfer problem between blockchain-based heteroge-
neous cryptocurrencies and CBDCs, with research derived from an analysis of the existing literature.
Interoperability between heterogeneous blockchains has been an obstacle to service diversity and
user convenience. Many types of cryptocurrencies are currently trading on the market, and many
countries are researching and testing central bank digital currencies (CBDCs). In this paper, existing
interoperability studies and solutions between heterogeneous blockchains and differences from
the proposed service model are described. To enhance digital financial services and improve user
convenience, transfer between heterogeneous cryptocurrencies, transfer between heterogeneous
CBDCs, and transfer between cryptocurrency and CBDC should be required. This paper proposes an
interoperable architecture between heterogeneous blockchains, and a decentralized peer-to-peer (P2P)
service model based on the interoperable architecture for transferring between blockchain-based
heterogeneous cryptocurrencies and CBDCs. Security threats to the proposed service model are
identified and security requirements to prevent the identified security threats are specified. The
mentioned security threats and security requirements should be considered when implementing the
proposed service model.

Keywords: blockchain; cryptocurrency; central bank digital currency; virtual asset; transfer; payment;
blockchain interoperability; decentralized finance

1. Introduction

About ten thousand cryptocurrencies are being traded on cryptocurrency exchanges [1],
and about one hundred countries are exploring central bank digital currencies (CBDCs)
in one form or another. For example, some countries are researching, some are testing,
and some have already distributed CBDCs to the public [2–4]. To enhance digital financial
services and improve user convenience, transfer between heterogeneous cryptocurrencies,
transfer between heterogeneous CBDCs, and further transfer between cryptocurrency and
CBDC should be required.

However, due to the lack of interoperability between heterogeneous blockchains, there
is a problem related to the transfer between blockchain-based heterogeneous cryptocurren-
cies (e.g., Bitcoin [5], Ether [6], etc.) and CBDCs (e.g., US CBDC, UK CDBC, Korean CBDC,
Chinese CBDC, etc.). For example, it is difficult to transfer between a Bitcoin wallet and an
Ether wallet, between a US CBDC wallet and a Korean CBDC wallet, or between a Bitcoin
wallet and a US CBDC wallet. Existing studies to address the lack of interoperability be-
tween heterogeneous blockchains have progressed towards centralized architectures where
intermediaries handle ledger data sharing between blockchains. The sharing of ledger data
that records the transaction history of cryptocurrencies and CBDCs is an essential operation
for the interoperability between heterogeneous blockchains.
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This paper proposes a decentralized peer-to-peer (P2P) service model for transferring
between blockchain-based heterogeneous cryptocurrencies and CBDCs. The proposed
service model provides a solution for transferring between blockchain-based heterogeneous
cryptocurrencies and CBDCs without centralized intermediaries, such as cryptocurrency
exchanges, banks, transfer service providers, and so on.

The contribution of this paper is as follows: to the best of our knowledge, there has
been no previous study on a decentralized P2P service model for transferring between
blockchain-based heterogeneous cryptocurrencies and CBDCs, and the proposed service
model, based on an interoperable architecture that shares ledger data without intermedi-
aries between heterogeneous blockchains, provides a solution for transferring between
blockchain-based heterogeneous cryptocurrencies and CBDCs. The proposed decentralized
P2P service model improves user convenience and ledger data security compared to the
existing centralized service model.

This paper is organized into the following sections. Section 1 introduces cryptocur-
rency market trends and CBDC-related activities. Section 2 proposes an interoperable ar-
chitecture to share ledger data without intermediaries between heterogeneous blockchains.
Section 3 describes related studies including a problem with the transfer between blockchain-
based heterogeneous cryptocurrencies and CBDCs. Section 4 proposes a decentralized P2P
transfer service model to solve the problem identified in Section 3. Section 5 identifies secu-
rity threats to the proposed service model and specifies security requirements to counter
those security threats. Section 6 discusses the results and concludes the paper.

2. Interoperable Architecture between Heterogeneous Blockchains

This section proposes an interoperable architecture to share ledger data without inter-
mediaries between heterogeneous blockchains. Interoperability between heterogeneous
blockchains should be required to transfer between blockchain-based heterogeneous cryp-
tocurrencies and CBDCs.

The proposed interoperable architecture is based on the proposed service model in
Section 4 for sharing ledger data between heterogeneous blockchains. The proposed in-
teroperable architecture is a decentralized architecture without intermediaries, whereas
existing interoperable architectures, such as the inter-blockchain communication (IBC) pro-
tocol and the heterogeneous multi-chain framework described in Section 3.2, are centralized
architectures with intermediaries.

In Figure 1, the blockchain-based interoperable management system (BIMS) maintains
the registered information of blockchains and distributes common operations (COPs) to
the contact nodes running on the blockchains. The BIMS does not store and maintain the
ledger data from blockchain-1 and blockchain-2. Blockchain-1 and blockchain-2 can directly
share ledger structure and ledger data through contact node-1 and contact node-2. The
registered information of the blockchains includes the names of the blockchains, names
of the consensus algorithms, names of the cryptocurrencies, IP addresses of the contact
nodes, and more. The contact nodes running on the heterogeneous blockchains share data
between the heterogeneous blockchains by common operations.
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Figure 1. The interoperable architecture between heterogeneous blockchains.

The common operations are described as follows:

• (COP-1) Identification and authentication: operation for mutual identification and
authentication between heterogeneous blockchains;

• (COP-2) Requesting ledger structures: operation to request the ledger structures of
other blockchains;

• (COP-3) Responding with ledger structure: operation to provide the ledger structure of
one’s own blockchain in response to operation ‘(COP-2) Requesting ledger structures’;

• (COP-4) Requesting ledger data: operation to request ledger data from other blockchains;
• (COP-5) Responding with ledger data: operation to provide the ledger data of one’s

own blockchain in response to operation ‘(COP-4) Requesting ledger data’;
• (COP-6) Transforming ledger data: operation of converting (e.g., processing, com-

bining, etc.) ledger data provided from other blockchains according to the ledger
structure and data format of one’s own blockchain;

• (COP-7) Adding ledger data: operation to add the data converted (e.g., processed,
combined, etc.) by operation ‘(COP-6) Transforming ledger data’ to the ledger of one’s
own blockchain;

• (COP-8) Removing ledger data: operation to delete ledger data provided from other
blockchains.

In Figure 2, the ledger data sharing process based on the interoperable architecture
between heterogeneous blockchains is described as follows:

1. Contact node-1 and contact node-2 register the information (e.g., the names of
blockchains, names of the consensus algorithms, names of the cryptocurrencies, the IP
addresses of the contact nodes, etc.) of blockchain-1 and blockchain-2 with the BIMS;

2. BIMS distributes the common operations to contact node-1 and contact node-2;
3. Contact node-1 and contact node-2 identify and authenticate each other by COP-1;
4. Contact node-1 requests contact node-2 for the ledger structure of blockchain-2 by the

COP-2;
5. Blockchain-2 provides its own ledger structure to contact node-2;
6. Contact node-2 responds to contact node-1 with the ledger structure of blockchain-2

by COP-3;
7. Contact node-1 requests contact node-2 for the ledger data of blockchain-2 by COP-4;
8. Blockchain-2 provides its own ledger data to contact node-2;
9. Contact node-2 responds to contact node-1 with the ledger data of blockchain-2 by

COP-5;
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10. Contact node-1 transforms the ledger data of blockchain-2 by COP-6, and then contact
node-1 stores the transformed ledger data to blockchain-1 by COP-7. Contact node-1
removes the transformed ledger data and the ledger data of blockchain-2 by COP-8.

Figure 2. The ledger data sharing process based on the interoperable architecture between heteroge-
neous blockchains.

3. Related Studies

This section describes the problem with the transfer between blockchain-based hetero-
geneous cryptocurrencies and CBDCs and examines other studies related to the problem.

3.1. Problem with the Transfer between Blockchain-Based Heterogeneous Cryptocurrencies
and CBDCs

It is easy for users to transfer cryptocurrencies within the same blockchain (e.g.,
Bitcoin blockchain [7], etc.). For example, when an originator with a Bitcoin wallet wants
to transfer to a beneficiary with a Bitcoin wallet, the originator can easily transfer Bitcoins
to the beneficiary using the beneficiary’s wallet addresses within the Bitcoin blockchain.

However, it is difficult for users to transfer cryptocurrencies between heterogeneous
blockchains (e.g., a transfer between Bitcoin blockchain and Ethereum, etc.). For example,
when an originator with a Bitcoin wallet wants to transfer to a beneficiary with an Ether
wallet, the originator cannot transfer Bitcoins to the beneficiary using the beneficiary’s
wallet addresses within the Ethereum. This problem is due to the lack of interoperability
between heterogeneous blockchains. Due to the nature of blockchain, transfer between
blockchain-based heterogeneous CBDCs has the same problem as cryptocurrency. Addi-
tionally, transfer between blockchain-based cryptocurrencies and CBDCs encounters the
same problem.

3.2. Other Approaches for the Transfer between Blockchain-Based Heterogeneous Cryptocurrencies
and CBDCs

Several organizations and studies have made proposals to solve the problem men-
tioned in Section 3.1, but their proposals differ from the proposed service model in terms of
concept and concreteness.
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The inter-blockchain communication (IBC) protocol is proposed in [8]. The Cosmos is
a network of independent parallel blockchains with a Tendermint [9] consensus algorithm,
such as the practical byzantine fault tolerance (PBFT [10]) consensus algorithm. The
Cosmos Hub will be the first blockchain in the Cosmos network. Many other blockchains
are connected by the Cosmos Hub using the IBC protocol. The Cosmos Hub can track
many token types and record the total number of tokens for each connected blockchain.
All inter-blockchain coin transfers go through the Cosmos Hub, allowing tokens to be
transferred from one blockchain to another without a liquid exchange between blockchains.
The Cosmos Hub is an intermediary that connects heterogeneous blockchains.

The heterogeneous multi-chain framework Polkadot is proposed in [11]. Polkadot
is a sharded blockchain, meaning it connects several blockchains together in a single
network, allowing them to process transactions in parallel and exchange data between
blockchains [12]. Polkadot allows any type of data to be sent between any type of
blockchains [12]. Polkadot is an intermediary connecting heterogeneous blockchains,
which is very similar to the Cosmos Hub.

The hub-and-spoke payment route called universal payment channels (UPC) is pro-
posed in [13]. UPC can be used to support digital currency transfers of funds across
different networks through payment channels. UPC hub can be useful in the context of
CBDCs to support cross-border payment flows between CBDCs that may run on different
blockchains [13]. UPC hub can also play an important role between private stablecoins [14]
and public CBDCs by providing permissioned access for whitelisted stablecoins to be
interoperable with CBDCs. The UPC hub concept that emerged would connect different
blockchains by establishing dedicated payment channels between them—whether that
means connecting CBDC blockchains between countries or connecting CBDC blockchains
with vetted private stablecoin blockchains [15]. UPC hub is an intermediary that connects
heterogeneous blockchains for CBDCs and stablecoins.

The blockchain implementation method for interoperability between CBDCs is pro-
posed in [16]. This paper focuses on a blockchain system and management method, based
on the ISO/IEC 11179 metadata registries (MDR) [17], for exchanges between CBDCs that
records transactions between registered CBDCs. Furthermore, this paper describes imple-
menting the blockchain system and experiment with the operation method, measuring the
block generation time of blockchains using the proposed method.

The blockchain interoperability towards a sustainable payment system is proposed
in [18]. This paper investigates different blockchain interoperability approaches, including
industrial solutions, categorizing them, identifying the key mechanisms used, and listing
several example projects for each category. As examples of the underlying technologies for
cross-blockchain transactions, this paper describes the notary schemes such as centralized
cryptocurrency exchanges (e.g., Coinbase [19], Binance [20], etc.), the sidechain-based
solutions, the blockchain routers, the hashed time locks, and the industrial solutions (e.g.,
Cosmos Hub [8], Polkadot [11], etc.).

The formation and development of Von Hayek’s theory of private money is analyzed
in [21]. This paper concludes that when the national currency is replaced by digital currency,
due to the international nature of digital currencies, both developing and developed
economies will be vulnerable to ‘digital dollarisation’. Moreover, this paper describes
how governments can ask central banks to use a CBDC, which is preferable to a national
currency for forecasting, computation, and accounting.

The main objective of this paper is to propose an interoperable architecture between
heterogeneous blockchains without intermediaries, and a new decentralized P2P transfer
service model based on the proposed interoperable architecture between blockchain-based
heterogeneous cryptocurrencies and CBDCs.
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4. Decentralized P2P Transfer Service Model and the Service Scenarios

This section proposes a decentralized P2P service model based on an interoperable
architecture for transferring between blockchain-based heterogeneous cryptocurrencies
and CBDCs to solve the transfer problem mentioned in Section 3.1.

4.1. Service Model

The decentralized P2P service model, based on the interoperable architecture for trans-
ferring between blockchain-based heterogeneous cryptocurrencies and CBDCs, includes
transfer between cryptocurrencies, transfer between cryptocurrency and CBDC, and trans-
fer between CBDCs. In the proposed service model, the transfer agent is an entity that
receives cryptocurrency and CBDC from the originator and sends another cryptocurrency
and CBDC to the beneficiary. Any entity can be a candidate for the transfer agent.

In Figure 3, cryptocurrency-1 (e.g., Bitcoin) is transferred from the originator’s wallet
to the transfer agent’s wallet-1 on blockchain-1. Contact node-1, running on blockchain-1,
directly provides the ledger data for the transfer of cryptocurrency-1 to contact node-2,
running on blockchain-2, without any intermediaries (see Figure 2). Cryptocurrency-2
(e.g., Ether) is transferred from the transfer agent’s wallet-2 to the beneficiary’s wallet on
blockchain-2.

In Figure 4, cryptocurrency-1 (e.g., Bitcoin) is transferred from the originator’s wallet
to the transfer agent’s wallet-1 on blockchain-1. Contact node-1, running on blockchain-1,
directly provides the ledger data for the transfer of cryptocurrency-1 to contact node-2,
running on blockchain-2, without any intermediaries (see Figure 2). CBDC-1 (e.g., Korean
CBDC) is transferred from the transfer agent’s wallet-2 to the beneficiary’s wallet on
blockchain-2.

 
Figure 3. The service model for the transfer between cryptocurrency-1 and cryptocurrency-2.
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Figure 4. The service model for the transfer between cryptocurrency-1 and CBDC-1.

In Figure 5, CBDC-1 (e.g., Korean CBDC) is transferred from the originator’s wallet
to the transfer agent’s wallet-1 on blockchain-1. Contact node-1, running on blockchain-1,
directly provides the ledger data for the transfer of CBDC-1 to contact node-2, running
on blockchain-2, without any intermediaries (see Figure 2). CBDC-2 (e.g., US CBDC) is
transferred from the transfer agent’s wallet-2 to the beneficiary’s wallet on blockchain-2.

The key features of BIMS are included in Figures 3–5. BIMS registers and maintains the
information of the blockchains (e.g., the names of the blockchains, names of the consensus
algorithms, names of the cryptocurrencies, IP addresses of the contact nodes, etc.), and
distributes common operations (COPs) to the contact nodes running on the registered
blockchains. The transfer agents are elected by a consensus algorithm. The transfer records
are stored and maintained.

Figure 5. The service model for the transfer between CBDC-1 and CBDC-2.
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4.2. Service Scenarios and Data Flow

The service scenarios include the transfer between cryptocurrency-1 and cryptocurrency-
2, the transfer between cryptocurrency-1 and CBDC-1, and the transfer between CBDC-1
and CBDC-2. The service scenario for the transfer between cryptocurrency-1 and CBDC-1
and the service scenario for the transfer between CBDC-1 and CBDC-2 are very similar to
the service scenario for the transfer between cryptocurrency-1 and cryptocurrency-2.

In Figure 6, the service scenario for the transfer between the cryptocurrency-1 and
cryptocurrency-2 is describes as follows:

1. BIMS elects transfer agents with wallets on blockchain-1 and blockchain-2 by a con-
sensus algorithm;

2. Cryptocurrency-1 is transferred from the originator’s wallet to the transfer agent’s
wallet on blockchain-1. In the transfer between CBDC-1 and CBDC-2, CBDC-1 is
transferred from the originator’s wallet to the transfer agent’s wallet on blockchain-1.
This process is performed by the originator;

3. The ledger for the cryptocurrency-1 transfer from the originator’s wallet to the transfer
agent’s wallet is stored in the blockchain-1. The ledger data include the transfer date,
the originator’s wallet address, the transfer agent’s wallet address, cryptocurrency-1
amount, and the fee amount for blockchain-1. In the transfer between CBDC-1 and
CBDC-2, the ledger for the CBDC-1 transfer from the originator’s wallet to the transfer
agent’s wallet is stored in blockchain-1. The ledger data include the transfer date, the
originator’s wallet address, the transfer agent’s wallet address, CBDC-1 amount, and
the fee amount for blockchain-1;

4. The record for the cryptocurrency-1 transfer from the originator’s wallet to the transfer
agent’s wallet is stored in BIMS. Examples of the record data include the transfer
date, the originator’s wallet address, the beneficiary’s wallet address, the amount of
cryptocurrency-1, the fee amount for blockchain-1, and the fee amount for the transfer
agent of blockchain-1. In the transfer between CBDC-1 and CBDC-2, the record for the
CBDC-1 transfer from the originator’s wallet to the transfer agent’s wallet is stored in
BIMS. Examples of the record data include the transfer date, the originator’s wallet
address, the beneficiary’s wallet address, the amount of CBDC-1, the fee amount for
blockchain-1, and the fee amount for the transfer agent of blockchain-1;

5. Contact node-1, running on blockchain-1, directly provides the ledger data to contact
node-2, running on blockchain-2, without any intermediaries. The ledger data are
for the cryptocurrency-1 transfer from the originator’s wallet to the transfer agent’s
wallet on blockchain-1. In the transfer between CBDC-1 and CBDC-2, the ledger data
are for the CBDC-1 transfer from the originator’s wallet to the transfer agent’s wallet
on blockchain-1;

6. Cryptocurrency-2 equal to the amount of cryptocurrency-1 is transferred from the
transfer agent’s wallet to the beneficiary’s wallet on blockchain-2. In the transfer
between CBDC-1 and CBDC-2, CBDC-2 equal to the amount of CBDC-1 is transferred
from the transfer agent’s wallet to the beneficiary’s wallet on blockchain-2. In the
transfer between cryptocurrency-1 and CBDC-1, CBDC-1 equal to the amount of
cryptocurrency-1 is transferred from the transfer agent’s wallet to the beneficiary’s
wallet on blockchain-2. This process is performed by the transfer agent or an applica-
tion that can use the transfer agent’s private key;

7. The ledger for the cryptocurrency-2 transfer from the transfer agent’s wallet to the
beneficiary’s wallet is stored in blockchain-2. For example, the ledger data include
the transfer date, the transfer agent’s wallet address, the beneficiary’s wallet address,
the cryptocurrency-2 amount, and the fee amount for blockchain-2. In the transfer
between CBDC-1 and CBDC-2, the ledger for the CBDC-2 transfer from the transfer
agent’s wallet to the beneficiary’s wallet is stored in blockchain-2. Examples of ledger
data include the transfer date, the transfer agent’s wallet address, the beneficiary’s
wallet address, the CBDC-2 amount, and the fee amount for the blockchain-2. In the
transfer between cryptocurrency-1 and CBDC-1, the ledger for the CBDC-1 transfer
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from the transfer agent’s wallet to the beneficiary’s wallet is stored in blockchain-2.
For example, the ledger data include the transfer date, the transfer agent’s wallet
address, the beneficiary’s wallet address, the CBDC-1 amount, and the fee amount for
the blockchain-2;

8. The record for the cryptocurrency-2 transfer from the transfer agent’s wallet to the
beneficiary’s wallet is stored in BIMS. Examples of the record data include the trans-
fer date, the transfer agent’s wallet address, the beneficiary’s wallet address, the
cryptocurrency-2 amount, the fee amount for the blockchain-2, and the fee amount
for the transfer agent of blockchain-2. In the transfer between CBDC-1 and CBDC-2,
the record for the CBDC-2 transfer from the transfer agent’s wallet to the beneficiary’s
wallet is stored in BIMS. Examples of the record data include the transfer date, the
transfer agent’s wallet address, the beneficiary’s wallet address, the CBDC-2 amount,
the fee amount for the blockchain-2, and the fee amount for the transfer agent of the
blockchain-2. In the transfer between cryptocurrency-1 and CBDC-1, the record for the
CBDC-1 transfer from the transfer agent’s wallet to the beneficiary’s wallet is stored
in BIMS. Examples of the record data include the transfer date, the transfer agent’s
wallet address, the beneficiary’s wallet address, the CBDC-1 amount, the fee amount
for the blockchain-2, and the fee amount for the transfer agent of blockchain-2.

 
Figure 6. The service scenario for the transfer between the cryptocurrency-1 and cryptocurrency-2.

5. Security Threats and Requirements

Security threats (STs) to the proposed service model for the transfer between cryp-
tocurrencies and CBDCs are identified and security requirements (SRs) countering the
security threats are specified in this section.

5.1. Security Threats

Security threats to the proposed service model for the transfer between blockchain-
based heterogeneous cryptocurrencies and CBDCs are identified as follows:

• (ST-1) Breach of contract by originator’s transfer agents: If the originator’s transfer
agents and the beneficiary’s transfer agents are not the same entity (for example, see
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Figure 3), the originator’s transfer agents may not pay the transfer amount exclud-
ing the transfer fee to the beneficiary’s transfer agents. This threat may lead to the
beneficiary’s transfer agents not transferring the cryptocurrencies and CBDCs to the
beneficiary. As a result, the transfer between cryptocurrencies and CBDCs will fail;

• (ST-2) Ledger data leakage during transmission between contact nodes: The ledger
data can be leaked during transmission between the contact nodes running on hetero-
geneous blockchains. The leaked ledger data can be misused to steal cryptocurrencies
and CBDCs;

• (ST-3) Massive ledger data leakage from blockchains: The massive ledger data can
be leaked from blockchains registered with BIMS. The contact nodes running on
blockchains which is registered with BIMS can request massive ledger data from the
contact nodes running on other blockchains registered with BIMS. The leaked massive
ledger data can be misused to track cryptocurrencies and CBDCs transfers. This threat
can cause privacy issues related to the originators and beneficiaries;

• (ST-4) Monopoly by specific transfer agents: The transfer between cryptocurrencies
and CBDCs can be monopolized by specific transfer agents. This threat can allow
transfer agents that monopolize transfers to control transfers between cryptocurrencies
and CBDCs. Ultimately, this threat can force the originators and beneficiaries to pay
higher transfer fees;

• (ST-5) Data request by unauthorized blockchains: The contact nodes running on a
blockchain which is not registered with BIMS can request ledger data from the contact
nodes running on a blockchain registered with BIMS. The ledger data obtained from
the blockchains registered with BIMS can be misused to steal cryptocurrencies and
CBDCs.

The security threats are specific to the proposed service model for the transfer between
cryptocurrencies and CBDCs, not to the general IT services.

5.2. Security Requirements

Security requirements countering the security threats identified in Section 5.1 are
specified as follows:

• (SR-1) Stablecoin deposit: The proposed service model should allow the originator’s
transfer agents to deposit stablecoins equal to the amount of transfer prior to the trans-
fer. As soon as the transfer from the originator’s wallet to the transfer agent’s wallet
occurs, the stablecoins are automatically held in escrow by the smart contract [22,23]
for the beneficiary’s transfer agents. The smart contract runs on blockchains for
stablecoins, such as Tether coin (USDT) on Ethereum;

• (SR-2) Data encryption in transmission: The proposed service model should provide
safe cryptographic protocol (e.g., TLS) [24,25] to prevent ledger data leakage during
transmission between the contact nodes running on heterogeneous blockchains. The
ledger data should be protected with the cryptographic protocol in the transmission;

• (SR-3) Minimization of the amount of retrieved ledger data: The proposed service
model should allow the contact nodes to minimize the amount of ledger data retrieved
from the blockchains. More specifically, this can be implemented by narrowing the
query conditions to seek ledger data;

• (SR-4) Election of transfer agents by a consensus algorithm: The proposed service
model should elect the transfer agents by a consensus algorithm prior to the transfer.
The elected originator’s transfer agent and beneficiary’s transfer agent may or may
not be the same. Depending on the type of transfer (e.g., transfer between Bitcoin and
Ether, transfer between Bitcoin and Korean CBDC, transfer between Korean CBDC and
US CBDC, etc.), the transfer agents should be elected in consideration of the transfer
agent’s properties (e.g., wallet type, stablecoin deposit amount, transfer fee, etc.);

• (SR-5) Identification and authentication between the contact nodes: The proposed
service model should provide an identification and authentication mechanism between
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contact nodes. The contact nodes running on heterogeneous blockchains should
identify and authenticate each other before sharing ledger data.

In Table 1, SR-1 (stablecoin deposit) can prevent ST-1 (breach of contract by originator’s
transfer agents). This means that if the originator’s transfer agent does not pay the transfer
amount, excluding the transfer fee to the beneficiary’s transfer agent, the stablecoins
deposited by the originator’s transfer agent are automatically paid to the beneficiary’s
transfer agent by the smart contract. SR-2 (data encryption in transmission) can prevent
ST-2 (ledger data leakage during transmission between contact nodes). This means that
although the ledger data are leaked during transmission between the contact nodes running
on heterogeneous blockchains, it is difficult to use the leaked ledger data encrypted with
a cryptographic algorithm. SR-3 (minimization of the amount of retrieved ledger data)
can prevent ST-3 (massive ledger data leakage from blockchains). This means that it
is possible to prevent leakage of massive ledger data from blockchains by narrowing
down the query conditions to seek ledger data in the contact nodes. SR-4 (election of
transfer agents by a consensus algorithm) can prevent the ST-4 (monopoly by specific
transfer agents). This means that the monopoly of specific transfer agents can be prevented
by electing transfer agents based on the consensus algorithm for each transfer. SR-5
(identification and authentication between the contact nodes) can prevent ST-5 (data request
by unauthorized blockchains). This means that the contact nodes running on blockchains
which are not registered with BIMS cannot request ledger data from the contact nodes
running on blockchains registered with BIMS, in accordance with the results of mutual
authentication between contact nodes.

Table 1. Relationship between security threats and security requirements.

SR-1
(Stablecoin

Deposit)

SR-2
(Data Encryption
in Transmission)

SR-3
(Minimization of

the Amount of
Retrieved Ledger

Data)

SR-4
(Election of

Transfer Agents
by a Consensus

Algorithm)

SR-5
(Identification

and
Authentication

between the
Contact Nodes)

ST-1
(breach of contract

by originator’s
transfer agents)

O

ST-2
(ledger data

leakage during
transmission

between contact
nodes)

O

ST-3
(massive ledger

data leakage from
blockchains)

O

ST-4
(monopoly by

specific transfer
agents)

O

ST-5
(data request by

unauthorized
blockchains)

O

(Note: ST = security threat; SR = security requirement).
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6. Discussion and Conclusions

The main objective of this paper is to propose an interoperable architecture between
heterogeneous blockchains, and a new decentralized P2P service model for the transfer
between blockchain-based heterogeneous cryptocurrencies and CBDCs. The experimental
evaluation of the proposed service model could be done as future work.

This paper identifies potential security threats to the proposed service model and
describes security requirements to prevent the identified security threats. The proposed
service model should be implemented to meet the security requirements.

The interoperable architecture enables the exchange of transaction ledger data of
cryptocurrency and CBDC without intermediaries between heterogeneous blockchains.
This enables cryptocurrency and CBDC to be transferred by decentralized transfer agents,
even if the originator’s blockchain and the beneficiary’s blockchain are different.

The service scenario in Figure 6 demonstrates that the transfer between an originator
and a beneficiary with heterogeneous cryptocurrency and CBDC can be processed very
conveniently and usefully. This is because the originator does not have to consider what
the beneficiary’s wallet type is. Thus, the proposed service model based on the proposed
interoperable architecture solves the transfer problem between heterogeneous blockchain-
based cryptocurrencies and CBDCs.

There are several advantages of the proposed service model: (1) The proposed interop-
erable architecture allows the sharing of ledger data between heterogeneous blockchains
without intermediaries. (2) BIMS provides the common operations for sharing ledger data
between the blockchains, rather than storing and maintaining the ledger data retrieved from
the blockchains. (3) The proposed service model allows the transfer between cryptocur-
rencies, between cryptocurrency and CBDC, and between CBDCs without cryptocurrency
exchanges and banks.

There are several reasons why BIMS service provider and transfer users would be
interested in accepting the proposed service model: (1) The originator can directly transfer
cryptocurrencies and CBDCs regardless of the beneficiary’s wallet type. (2) The originator
does not need to exchange the cryptocurrency and CBDC to be transferred for the same
cryptocurrency and CBDC as the beneficiary’s wallet type. (3) Transfer fees to be paid
by the originators and beneficiaries are lower than the centralized organization, such as
cryptocurrency exchanges, banks, transfer service providers and so on. (4) BIMS service
providers are not burdened with storing and maintaining the ledger data retrieved from
other blockchains for interoperability.

The proposed interoperable architecture will be developed as an international stan-
dard by ITU-T (International Telecommunication Unit) SG17, and the proposed service
model will be developed as Korean ICT standard by TTA (Telecommunications Technology
Association) PG1006. Private companies will be able to implement the proposed service
model based on the interoperable architecture as a decentralized P2P transfer system by
technology transfer in the future.
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Abstract: Although artificial intelligence (AI) and machine learning (ML) can be deployed to im-
prove cyber security management, not all managers understand the different types of AI/ML and
how they are to be deployed alongside the benefits associated with sociocultural intelligence. The
aim of this paper was to provide a context within which managers can better appreciate the role
that sociocultural intelligence plays so that they can better utilize AI/ML to facilitate cyber threat
intelligence (CTI). We focused our attention on explaining how different approaches to intelligence
(i.e., the intelligence cycle (IC) and the critical thinking process (CTP)) can be combined and linked
with cyber threat intelligence (CTI) so that AI/ML is used effectively. A small group interview was
undertaken with five senior security managers based in a range of companies, all of whom had
extensive security knowledge and industry experience. The findings suggest that organizational
learning, transformational leadership, organizational restructuring, crisis management, and corporate
intelligence are fundamental components of threat intelligence and provide a basis upon which a
cyber threat intelligence cycle process (CTICP) can be developed to aid the resilience building process.
The benefit of this is to increase organizational resilience by more firmly integrating the intelligence
activities of the business so that a proactive approach to cyber security management is achieved.

Keywords: artificial intelligence; cyber security manager; cyber threat intelligence; learning; resilience;
sociocultural intelligence

1. Introduction

For an organization to become more resilient, top management needs to take heed
of the fact that cyber attacks are likely to intensify in the years ahead and because of this,
cyber security needs to be placed in a strategic cyber security management context [1].
The need for such an approach is clear, bearing in mind that: “Even with U.S. company
losses due to cyberattacks nearing a reported $1 trillion by late 2020, a survey of nearly
1000 organizations found that only 44% had cyber preparedness and incident response
plans in place” [2] (p. 2). It seems logical, therefore, for managers to counteract cyber
attacks by utilizing cyber security technology more fully, but also for them to discover
new ways to engage in cyber security management. A key role of senior management is
to help managers draw on operand and operant resources so that they can strengthen the
organization’s defenses against cyber attacks.

Advice relating to the appropriateness of cyber security technology comes in the form
of government advice, highly specialized companies that operate cyber security technologi-
cal solutions, consultants that have in-depth knowledge of cyber security problems and
working practices, and university research teams that develop specific types of security
software. There are, of course, other sources of intelligence that originate from government
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agencies and specialist consultancies, for example. Taking this into account, it can be
suggested that managers need to adopt a pro-active approach to cyber security as resilience
requires that intelligence-gathering involves the deployment of technology that has the
power of human cognition and the ability to learn/reason and hear/see [3] (p. 109). An
important point that surfaces, however, is that to be effective, organizational resilience
needs to be placed within the context of how organizational staff coordinate investment in
cyber security across the supply chain [4] (p. 169). Bearing this in mind, it is pertinent to
suggest that cyber security management is to be viewed as a strategic-level capability [5],
whereby security is linked with business continuity management and a set of procedures
whereby security is placed within a crisis/disaster management setting. The case can be
made, therefore, for a cyber security manager to be appointed to take charge of cyber
security, which is at the heart of an organization’s security [1].

Understanding the motivations of those who carry out a cyber attack means having
an in-depth appreciation of human behavior and establishing what causes an individual to
behave in an anti-social/illegal manner. The cyber security manager is, therefore, required
to have an appreciation of human psychology and possess adequate knowledge of how
cyber security policy is formulated and implemented, if they are to provide guidance and
advice to a range of functional heads. If a data breach does occur and results in reputational
damage and an increase in adverse publicity resulting from a fine imposed by regulators,
then cascading effects may have a debilitating effect on the organization and its trading
partners. It is for this reason that the cyber security manager needs to have both technical
and managerial knowledge relating to cyber security or have expertise available to them
that can be drawn on when necessary.

The remit of the cyber security manager is to work with other senior managers and
devise, manage, and implement cyber security policy decisions across the organization’s
networks. The focus of the research is, therefore, to explain how different approaches to
intelligence (i.e., the intelligence cycle and the critical thinking process) can be combined
and linked with cyber threat intelligence (CTI), which utilizes AI. To explain this, we
explore how the cyber security manager can draw on social interaction and establish how
it drives cognition [6] (p. 306). This can be viewed as logical in terms of establishing
organizational resilience because cyber security management requires the cyber security
manager to develop and share cyber security knowledge with individuals that are viewed
as first responders. Social interaction is enhanced through trust-based relationships and
open communication between staff and provides the basis for institutionalized learning.
This gives rise to a defined risk mitigation policy and strategy within partner organizations
and the utilization of cyber security models [7].

In terms of AI-based cyber attacks, it can be argued that cyber security experts will
be required to intensify their effort to develop AI defense systems [8]. This will require
that risk mitigation strategies are put in place to counteract cyber attacks; it also will focus
attention on cyber defense from an intellectually driven and holistic perspective. It is
with this in mind that the focus of the paper was to outline how sociocultural intelligence
can be combined with AI to increase the organizational cyber security provision and
enhance an organization’s level of resilience. In doing so, we focused our efforts on
providing answers to two questions: (1) How can a non-security specialist develop their
appreciation and understanding of resilience through undertaking threat intelligence?
(2) How can knowledge regarding different types of AI help managers better understand
the complexities associated with different algorithms and their functionality vis-à-vis
different types of defense system?

To assist us in our task, we drew on the knowledge derived from a small group in-
terview that involved an academic researcher discussing various aspects of intelligence
in relation to organizational security with five experts. Each participant had spent over
twenty years in security and had worked in different industries and was known to be an
expert in the field of organizational resilience. We contribute to the field of cyber security
management by combining elements of the intelligence cycle (IC) with the critical thinking
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process (CTP) [9] (p. 139) to produce a cyber threat intelligence cycle process (CTICP). This
should enable staff to adopt a strategic cyber security intelligence perspective. We also
highlight the importance of organizational learning and how it facilitates a higher level of
intelligence that involves sociocultural interaction and thus makes the organization more
resilient. The advantage of this approach is that we reflect on the interplay between central-
ized versus localized learning and how sociocultural intelligence is viewed as a necessary
component of the strategic cyber security management process. Finally, through linking AI
with sociocultural intelligence, we outline the steps in the cyber threat intelligence cycle
process (CTICP) that enable managers across various industries to adopt a resilience centric
approach that hardens the organization.

2. Background

Bearing in mind that those carrying out cyber attacks are becoming more sophisticated
and linked more firmly to those carrying out all types of scams, the cyber security manager
needs to make a value judgement with regard to how cyber threat intelligence (CTI) is
perceived by top management and how, because operant resources are scarce, staff can
draw on technological aids such as artificial intelligence (AI) to enhance their cyber threat
intelligence (CTI) decision-making capability. Hasan et al. [10] (p. 354) indicated that the
advanced persistent threat (APT) is challenging organizational defenses because signature-
based defense mechanisms are unable to respond in real-time to new types of malicious
code/intelligent mutant codes. It is worth noting that “Conventional cybersecurity tools
look for historical matches to known malicious code, so hackers only have to modify small
portions of that code to circumvent the defense. AI-enabled tools, on the other hand, can
be trained to detect anomalies in broader patterns of network activity, thus presenting a
more comprehensive and dynamic barrier to attack” [10] (p. 354).

Surya [11] (p. 991) has provided a useful definition of AI: “Artificial intelligence (AI)
refers to the technology involved in the development of smart machines and software. This
includes the developments of applications and systems that can reason, collect intelligence,
prepare intelligently, learn, interact, interpret, and manipulate objects”. Hence, AI allows
users of big data to capture data from a variety of sources, store the data, and apply
analytics so that decision-makers can use the outcome [11] (p. 992) in a variety of contexts
(e.g., tactical and strategic).

AI can help managers to interpret patterns of cyber attack, and the outcome of a cyber
threat intelligence (CTI) analysis can be placed in report form so that senior managers can
offer advice based on the type of threat identified with a view to utilizing operand and
operant resources. In addition, those charged with managing security can interact more
fully with other functional managers and establish how cyber threat intelligence (CTI) can
be strengthened using AI. However, it is worth noting that although it is recognized that AI
can be used to defend an organization against cyber attacks [12] (p. 363), there are a number
of challenges that senior management need to overcome vis-à-vis the use of AI. One such
problem is the gap in knowledge relating to what AI/ML represents and how AI/ML can
be used by managers operating at different levels of authority. It is possible to suggest that
the complexities associated with AI/ML may well militate against individual managers
understanding how AI can be used. To overcome the likely resistance of using AI, we
propose that managers first develop an appreciation of AI/ML and think of how AI/ML
can benefit them in terms of their decision-making so that the day-to-day operations are
reinforced through contingency plans.

Managers need to be mindful of the fact that AI is refined through the application of
ML but “humans are able to understand the behavior of others in terms of their mental
states-intentions, beliefs and desires-by exploiting what is commonly designated as ‘folk
psychology’” [13] (p. 279). By acknowledging this, managers can avoid the various pitfalls
associated with the use of AI, especially the contradiction whereby chatbots are used to
help individuals (i.e., those using an organization’s website) to gain certain information by
responding/acting in known and logical ways. Gallese [13] (p. 285) suggests that although
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it is possible to make sense of how people respond to an event, with regard to human
social cognition, “Language is the most specific hallmark of what it means to be human”.
It is with this in mind that we reflect on and pose the question: how can sociocultural
intelligence be linked with AI to increase an organization’s resilience?

Before progressing, we consider it necessary to reflect on the notion of what resilience
is and to have a clear understanding of what it incorporates. HSSAI [14] (p. 9) provides
a useful definition of resilience by indicating that it is “the ability of a system to attain
the objectives of resisting, absorbing, and recovering from the impact of an adverse event,
before, during, and after its occurrence. It is also a dynamic process that seeks to learn
from incidents to strengthen capabilities of the system in meeting future challenges. The
goals are to maintain continuity of function, degrading gracefully, and recover system
functionality to a pre-designated level, as rapidly as desired and feasible”.

The focus is clearly to learn from an event/incident and to make sure that those with
operational responsibility can “learn from incidents”, as this is what machine learning sets
out to achieve. In the context of organizational learning, whereby the focus of attention is
on how an individual’s skill level is enhanced, Argyris [15] (p. 8) provides guidance by
indicating that: “Learning is defined as occurring under two conditions. First, learning
occurs when an organization achieves what it intended; that is, there is a match between its
design for action and the actuality or outcome. Second, learning occurs when a mismatch
between intentions and outcomes is identified and it is corrected; that is, a mismatch it
turned into a match”.

Whether data are collected, analyzed, and interpreted by humans or are left to a
machine(s) is not what is under consideration. What is important to acknowledge is that
adequate resilience requires managers to consider how best to utilize intelligence and to
make use of limited intelligence. McCreight [16] (p. 5) has offered a comprehensive view
as to what resilience encompasses by indicating that there are five main dimensions of
resilience, which are: personal and familial socio-psychological well-being; organizational
and institutional restoration; economic and commercial resumption of services and produc-
tivity; restoring infrastructural systems integrity; and operational regularity of public safety
and government. The five dimensions highlighted prove useful with regard to a manager
developing a comprehensive understanding of what resilience involves and how to place
resilience within an organization–government–society context. Whether the relationships
developed are transactional in nature or transformational in nature depends upon the
organization’s value system, and the leadership style/model in place.

In order to utilize big data to counteract sophisticated cyber attacks, managers are
paying increased attention to the capability of AI and its deployment. Hence, it is useful
to acknowledge two main but contradictory issues: the volume of data that needs to be
processed versus the time available to carry out an analysis, which yields an outcome that
has relevance and can be acted upon. Additionally, attention needs to be given to the cost of
hiring experts for labeling the data, which relates to the issue of supervised learning, semi-
supervised learning, and unsupervised learning. In terms of cyber threat protection, deep
learning (DL) is receiving renewed attention. For example, one area that needs immediate
attention is ransomware attacks. Andrade and Yoo [17] (p. 2) noted that between 2014 and
2017, 327 families of ransomware were identified that accounted for 184 million attacks.
Because cyber criminals are behind such attacks and do, of course, use technology to carry
out their actions, it would be logical to suggest that advances in deep learning (DL) will
help those involved in cyber security to protect computer systems and networks better.
An interesting and relevant point raised by Andrade and Yoo [17] is how cyber security
specialists can consider using psychology to enhance cyber security situation(al) awareness
and they make clear that cognitive sciences can be utilized to enhance cyber security.

Bearing in mind that the focus of this paper was to deepen our understanding of
cyber threat intelligence (CTI) and provide arguments as to how AI/ML can help senior
managers to make an organization more resilient, we first need to take cognizance of what
Dawson [18] (pp. 268–269) has said about an organization as it provides the basis for better
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understanding the relational processes that allow individual managers to utilize technology
for the benefit of the organization and its partners, and at the same time, provide the basis
for strategic cyber security management [1] that is aimed at safeguarding the organization
against cyber attack. Dawson [18] (pp. 268–269) highlights seven points that epitomize an
organization: (i) an interactive system (e.g., change in one aspect will have repercussions
for another); (ii) high level of complexity (e.g., uncertainty is evident); (iii) there is no single
way in which to manage a situation; (iv) resources are scare; (v) different interest groups
prevail (e.g., conflict, consensus and indifference are evident); (vi) constraints exist that
effect action; and (vii) the level of the individual/group needs to be known in order to
identify and solve problems. It is with these seven points in mind that we embrace the view
that organizational resilience is dependent upon managers having a clear appreciation of
what sociocultural intelligence involves and how AI can be utilized to enable managers to
make more informed cyber security-based decisions.

3. Placing Sociocultural Intelligence in Perspective

The concept of sociocultural intelligence has been gaining momentum over a number
of years and it is clear that the field of intelligence is expanding, and new perspectives are
being offered that allow managers such as the cyber security manager to comprehend how
intelligence is managed across organizational networks. To ensure that AI is not misused,
we advocate a cautious and incremental approach to its use but also advise a wider un-
derstanding of AI’s application in terms of intelligence provision. What can be deduced
from the study of intelligence is that sociocultural intelligence (SOCINT) is purported
to include “the process of directing, collecting data related to any of the social sciences,
analyzing, producing, and then disseminating such data for situational awareness in any
operational environment” [9] (p. 11). This is a well-known and accepted view. To better
understand the antecedents of cyber threat intelligence CTI), we suggest that managers
take cognizance of the intelligence cycle (IC) process and the critical thinking process
(CTP), as outlined by Patton [9] (p. 139). The intelligence cycle (IC) is known to be com-
posed of five separate but linked stages including (i) planning and direction; (ii) collection;
(iii) processing; (iv) analysis and production; and (v) dissemination. The critical thinking
process (CTP) is known to include eight separate but linked stages: (i) purpose; (ii) question
at issue; (iii) information; (iv) interpretation and inference; (v) concepts; (vi) assumptions;
(vii) implications and consequences; and (viii) point of view. By merging the intelligence
cycle (IC) with the critical thinking process (CTP), it should be possible to establish how
AI can be utilized by managers to better understand the role that cyber threat intelligence
(CTI) plays and how it is to be managed across organizations. Before we explain this, we
need to understand how the differences in learning capabilities associated with AI/ML
can be drawn on to provide an intelligence focused appreciation, leading to an enhanced
appreciation of resilience. To achieve this, we focused on AI/ML in relation to business so
that managers in charge of various business functions can relate better to the learning capa-
bilities afforded by AI/ML, and not worry too much about the technical aspects. Should
managers need to, they can deepen their knowledge of AI/ML by consulting those with
expert knowledge and/or attend specialist courses of study.

4. Algorithms and Their Learning Capability

Deep learning (DL) is a subset of AI, and it structures algorithms in layers to create an
artificial neural network (e.g., a human brain) for filtering information and learning from
it and making intelligent/informed decisions. DL applies ML to large datasets. ML uses
algorithms to analyze, learn from the data, and make decisions based on the learning. Both
DL and ML are subsets of AI. It is useful to note that different algorithms have their own
unique functionality and capability for learning, some of which can be used for specific
tasks. Table 1 shows different forms of learning in DL. AI systems can be divided into three
types such as narrow AI (which is goal-oriented and programmed to perform a single task);
general AI (representative of a machine that can learn, understand, and act in a way similar
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to that of a human in a given situation); and super AI (a hypothetical AI where a machine
exhibits intelligence that surpasses the brightest humans).

Table 1. The different types of learning associated with functionality/capability.

Functionality for
Different Types
of Learning

ML, DL, and AI Learning Style
and Algorithm

Use of AI/ML in Business

Mechanical
ML—(un)supervised—minimum
degree of learning

To predict similar event in future, e.g., utilize simple tasks such as greeting
or simple order taking on behalf of waiters/waitresses; self-service.
Algorithms for supervised learning such as: linear and logistic regression,
decision tree, k-nearer neighborhood (KNN), naïve Bayes (NB), random
Forest, neural network (NN), support vector machine (SVM).
Algorithms for unsupervised learning such as: K-means clustering, factor
analysis (FA), principal component analysis (PCA), DBSCAN, SVD.

Analytical

DL—supervised

Deep learning (DL) is inspired by the way a human brain works for
filtering information, which helps a computer model to filter data
through layers and classify information.
Selecting an advertisement for a particular platform that will gain more
popularity via surfing the Internet (to increase clickability based on
algorithm learning to make a match between a particular advertisement
that was placed and individuals that visit a particular site).
Spam filter.
DL network architectures are classified such as convolutional neural
networks (CNN) and recurrent neural networks (RNN).

CNN
Used widely for the use for visual image/object analysis, classification,
e.g., search engines and recommender systems—Facebook/Google
photos suggest tag by recognizing the face.

RNN

It uses sequential data, which is distinguished by memory, and prior
inputs influence current input and output, but the outcome can vary
depending on the type of RNN such as for music generation, sentiment
classification, and machine, e.g., IBM Watson Studio and Watson Machine
Learning, trailers (“binging show”) in Netflix, OTT platforms.
Monitoring buying habits—particular types of platforms for shopping,
surfing the purchasing history of groups of customers and placing them
into similar purchasing segments to market specific items among
suitable segments [19].

DL—Semi-supervised
learning (SSL)

Combination of supervised and unsupervised learning for data
deduction and labeling from large unlabeled data.
It can be used for graph-based label propagation; speech recognition; web
content classification; text document classification (e.g., URL:
https://www.altexsoft.com/blog/ (accessed on 15 June 2021)).

DL—Unsupervised learning
Without human intervention, algorithms work on datasets to identify hidden
patterns or for groupings based on similarities/differences in the data, e.g.,
useful for building recommend system (look at “rating” and “preference”).

Self-organizing maps Typically, 2-dimentional representation. Useful for visualization.
Boltzmann Machines Handwritten and visual object recognition tasks [20].

Intuitive AutoEncoders Useful for reducing audio data, e.g., through anomaly detection
algorithms to detect specific fraud.

Intuitive
Reinforcement learning
(RL)—ML/part of AI

Watson’s Jeopardy (question-and-answer system), AlphaGo, Mario,
Deepmind, self-driven car, Keras (in libraries), etc.
Alpha Zero (RL with AI).

Intuitive
Advanced AI—focused
on cognition

Able to make a deductive decision based on the analysis of data and able
to predict without data input like human (gut feeling based on cognition
of patterns in the data).

Empathetic
Super Advanced AI—Focus on
emotion and empathy

Identify consumer emotional status and interact empathetically through
the use of natural language processing [21].

Source: The authors.
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Managers in various industries such as banking, the motor industry, and health
care have paid careful attention to AI implementation in relation to learning capabilities.
Retailers utilize augmented reality for a better image (e.g., ASOS, visual search [22] and
some retailers such as M&S and Kohl’s have partnered with Snapchat and implemented
a virtual fitting room [23]). The use of an avatar, a virtual character, with virtual reality
and/or with a chatbot, is also gaining the attention of an increasing number of managers in
business. It allows them to create virtual social touch points as well as create entertaining
effects that result in a richer customer experience and higher customer engagement [24–26].

The application of methods and algorithms in AI/ML varies and produces a specific
effect in the way in which the interaction process with end users is managed. Different
algorithms also have implications for the types of data that are needed and how the
data are captured and analyzed. AI is concerned with designing intelligent systems that
exhibit characteristics associated with human intelligence and behavior and involves
cognitive processes such as adapting to the latest information and problem-solving [27].
AI’s capability varies, for example, Google Home and Alexa, integrate AI and advanced
analytics (ML algorithms); chatbots sense the context of the conversation, but cannot
perform a set of activities on their own; virtual assistants (e.g., Alexa, Apple Siri, Google
assistant or Corona) provide daily activities such as emails or schedule meetings and can
crawl through existing resources for a range of requests but with regard to customer service,
however, they cannot resolve queries on their own [28] and friendly conversational chatbots
such as Mitsuku and Replika, which are humanoid AI, are able to respond to emotional
verbal reactions in a meaningful way [29,30]. What can be noted from this is that the
communication process between a potential customer and the organization itself can be
enriched by staff providing reassurance about the organization in terms of its resilience,
which is mapped to an end user’s understanding of security awareness. From this, we can
identify the following question: how can an individual’s learning capability be enhanced
through using AI/ML? Finding an answer is important because managers need to link AI
learning with the analysis of data and the interpretation of data so that the intelligence
derived can be evidence based and used to underpin various plans/strategies. However,
we stress that it is not just about AI enhancing what the organization is in terms of its
commitment to dealing with customer requests or undertaking cyber threat intelligence
(CTI) analysis. It is more about assuring external individuals that the staff are pro-active
in terms of security awareness and can link the need for intelligence with the learning
capability of those interested in buying the company’s products and services, so they feel
confident in buying from the company and avoid buying from rogue websites.

Learning can, according to Campbell et al. [31] and Ma and Sun [19] be divided into
four types: supervised learning; semi-supervised learning; unsupervised learning; and
reinforcement learning. In supervised learning, an expert trains the system by feeding la-
beled training data and defines variables to algorithms whereas in the case of unsupervised
learning, the machine can learn inductively from unlabeled/unorganized data by analyzing
the datasets to draw meaningful correlations or inferences by identifying hidden groups
or grouping patterns. It can be noted that reinforcement learning (RL) is behavior-driven
auto-learning where the algorithm/model (called agent) learns from interaction with its
environment (by choosing from a set of possible actions) and their outcome. The sequential
order and time plays an important role in reinforcement learning and is linked with a
reward or penalty depending on the performance correctness and attempts to maximize
the cumulative number of rewards.

The functions of AI/ML in an online business context can be grouped. For example,
the basic mechanical function is an analytical tool, and the intuitive function includes
humanoid AI [32]. Understanding different functions of AI/ML is useful as it helps
managers to choose appropriate AI/ML tools in relation to the company’s positioning
strategy. We reiterate that the positioning strategy links learning with security awareness
and is derived from the leadership style/model and organizational value system.

209



Big Data Cogn. Comput. 2022, 6, 110

With regard to the basic mechanical function, it is based on rule-based learning at the
minimum and relies on prior knowledge to perform repeated routines and/or transactional
tasks (e.g., search engine used by Google or Bing). The analytical function relates to how
information is processed for problem-solving in logical reasoning and how AI/ML tools
learn from it. It is advanced, rule-based learning that carries out complex tasks and executes
rational decisions (e.g., Deep Blue, IBM’s chess player). The intuitive function incorporates
digital technology that can mimic a human’s learning intuitively. It is this, we feel, that
can be used to ensure that sociocultural intelligence can be harnessed to get an individual
to look more deeply at the issues relating to cyber threat intelligence (CTI) and map the
outcomes to their own level of security awareness. Table 1 outlines the different types of
AI/ML associated with learning and their use in business and is for illustrative purposes
only. The differences in supervised learning, semi-supervised learning, unsupervised
learning, and reinforcement learning are discussed next.

4.1. Supervised Learning

There are various algorithms for supervised learning such as a neural network (that
has layers of nodes and trains data by mimicking the connectivity of the human brain,
through each node being made up of inputs, weights, a threshold (bias)), and output;
K-nearest neighbors (for prediction); naïve Bayes (is a classification method and well-
used for text mining, spam filtering, and a recommend system); linear regression (used
to identify relationships between a dependent and one or more independent variables);
logistic regression (used to produce binary output by leveraging linear regression); support
vector machine (SVM) (used for both data classification and regression, however, especially
useful in the decision boundary to separate classes of data points); and decision tree (based
on one input variable, each step split an existing subset into two, and has the capability of
intuitive interpretations [19,33].

With respect to the analytical function of AI and ML, there are various levels of so-
phisticated applications [33,34]. For example, a convolutional neural network (CNN) is
normally used for visual image analysis, classification, medial recreation, and is the recom-
mended system, for example, whereas recurrent neural network (RNN) uses sequential
data, which is distinguished by memory, and prior inputs influence the current input and
output [19,35], but the outcome can vary depending on the type of RNN such as music
generation, sentiment classification, and machine translation (e.g., IBM Watson Studio and
Watson Machine Learning) [36]. The use of supervised learning in retail allows managers to
use a shopper’s basket datasheet to further define sub-segment groups by using the price
of each product and the budget of an individual. It helps to uncover demand patterns for
different products at different stores. For example, the combination of regression techniques
may allow a retailer to predict the probability of a target variable (e.g., predict churn and
switching behavior) that measures the satisfaction and engagement in the website charac-
teristics and demographic information. This can be considered as confidence building from
the perspective of the customer and provides them with a sense of well-being. However,
supervised learning requires knowledge and the time to train the model, which can result
in human error, which affects whether the algorithm performs as expected. Reflecting on
this point, it can be suggested that should an error occur for whatever reason, it is likely
that the end user will become less trusting of the technology and therefore seek to purchase
another company’s product/brand.

4.2. Semi-Supervised Learning (SSL)

The SSL approach is a combination of supervised and unsupervised ML. SSL uses
small amounts of labeled data and a large amount of unlabeled data to train a model
to label data. It is useful in a situation where limited labeled training data are available
with a large amount of unlabeled samples [37]. According to Ouali et al. [38], SSL and its
applications can be used to reduce the amount of labeled data required either by developing
new methods or adopting existing SSL frameworks for a DL setting. For example, cluster
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analysis is a method that groups datasets into homogenous subgroups that contain similar
characteristics in the data such as the same gender or common group associations as the
goal is to identify the similarities and differences between data points. The application of
cluster analysis in SSL is to use some known cluster information to classify other unlabeled
data, which uses both labeled and unlabeled data. There are various methods and ap-
proaches such as consistency regularization (or consistency training) for perturbed vision,
for example, proxy-label uses a heuristic approach and leverages trained model on the
labeled set to produce training examples by labeling unlabeled sets; generative models use
learned features on one task that can be transferred to other tasks; and graph-based meth-
ods that propagate labels from labeled nodes to unlabeled nodes by using the similarities
of two nodes [38].

4.3. Unsupervised Learning

With regard to the unsupervised machine learning algorithms, these include K-means
clustering for identifying groups and iteration, factor analysis (FA), principal component
analysis (PCA, to reduce dimensions), DBSCAN (density-based spatial clustering of ap-
plications with noise, which are used for data mining), and singular value decomposition
(SVD) [19]. In unsupervised deep learning, the learning models such as self-organizing
maps (SOMs); Boltzmann machines and AutoEncoders [39,40] are used to reduce dimen-
sionality as the output is always 2-dimentional and is well-used. These allow the user to
identify clusters of a specific type of input pattern [41]. The network of Boltzmann machines
(or stochastic model) is a systematically connected neuron-like sampling learning algorithm
and allows for interesting features in complex training data to be identified [42]. AutoEn-
coders are used in processing audio raw data into secondary vector space (e.g., word2vec)
and have various variations such as spare AutoEndoders (allows a hidden layer and a
reduction in overfitting), or contractive AutoEncoders (prevents overfitting and copying of
values from hidden layers, add to the loss function), which are useful in terms of building
the recommend systems or reducing dimensionality [35].

Unsupervised learning is useful for monitoring a system or building a binary rec-
ommend system. For example, it can be used to detect specific types of fraud. The key
aspect of unsupervised learning is to unveil hidden patterns or groups from unlabeled
large volumes of data, faster than supervised ML can do. Based on past purchase data,
unsupervised ML can assist managers to identify trends in the data that can be used to
plan a cross-selling strategy through add-on recommendations to customers during the
check-out stage [43]. However, there are some aspects that need attention. Issues such as
complexity in computation to train high volumes of data, and a lack of clarity as to which
data were clustered and how the data were labeled. This means that users need time to
understand the labeling and classifications, and interpretation. Unsupervised learning
can be used for segmentation or understanding different customer groups, which helps
managers to redefine their communication strategy better to fit the needs of certain groups
and to monitor for fraudulent transactions or analyze the customer preference based on
their search history [44].

4.4. Reinforcement Learning (RL)

Reinforcement learning (RL) models are either positive or negative based. The meth-
ods for RL such as SARSA (state-action-reward-state-action for learning Markov decision
process policy), n-step method (the increment for rewards is estimated value of at time t,
that incorporates n-step backup), actor–critic methods (or TD methods), and Q-learning [45].
Q-learning is value-based learning, which helps the agent (model) determine the optimal
action within an environment. Examples of RL are in AlphaGo, Alpha Zero, Mario, Deep-
mind in Google data centers (with AI), self-driven car (with AI), and Keras in libraries [19].
RL can be applied widely such as self-driving in the automotive industry, for business
strategy planning and data processing, but attention is needed in various aspects such as
the parameters as this may affect the speed of learning.
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Intuitive AI is an artificial natural network based on deep learning that can level up
the result of analytics through the emulation of a wide range of human cognition and
learning and the adaption of intuitively based understanding (e.g., Google’s Deep mind
(AI)). In AI development, there are different types of AI such as narrow AI is descriptive
and performs one task at a time (answers are provided to the question of what happened);
general AI, which is diagnostic (answers to comprehend the question of why did it happen)
and makes a decision based on learning (independent); and predictive (answers to the
question of what might happen next) [46,47]. Intuitive AI can identify anomalies in the
dataset and make a deduction based on analyzed information, which, for example, helps to
detect threats in financial services [46,47].

Some applications such as Replica, Sophia, Ellie, Nao, and Kasper recognize emotion
and learn and adapt when interacting with humans. Empathy is an important ingredient
in social interaction. Through the retailer deploying humanoid AI, they can manage the
relationship with customers better as they can respond better to consumer requests by being
able to detect the consumer’s emotional state [48,49]. This can be looked upon positively as
it represents a commitment to the customer centric approach and making the customer feel
safe knowing that their needs are understood and that effort has gone into service their
requirements, thus ensuring their expectations are met.

From the above, it can be noted that there are many different algorithms with different
capabilities and functionalities, which associate with different levels of expert requirements
and commitments. Table 1 is useful as it briefly outlines the different types of learning
and their capabilities/functionalities and their application, especially in relation to DL.
It provides a basic understanding to people who are enthusiastic in terms of using big
data, but who have a limited knowledge of information technology and its application.
Table 1 can be considered as useful with regard to answering questions such as:

(1) How should individuals make a decision as to what type of algorithm(s) is to be used
or combined for the effective use of AI?

(2) What are the differences between supervised learning and unsupervised learning,
and the implications regarding commitments vis-à-vis the expected quality outcome
and the implication for implementation?

(3) Which aspects of the functionality of a system (e.g., mechanical, analytical or intuitive)
should an individual focus on and why?

5. Improving Cyber Security through Utilizing AI

It can be argued therefore that various managers (e.g., marketing managers, logistics
and distribution managers, and finance managers) will have knowledge of the use of AI,
and will understand the benefits afforded by AI. Hence, it is possible for managers to
relate the use of AI from advertising and product promotion to security awareness and
counteracting fraud by making staff aware of the need to improve their security behavior.
For example, Bresniker et al. [50] (p. 46) provided a number of insights into how AI can be
used to aid the cyber security management process, especially from the stance of detecting
threats and state: “AI/ML can drive down response times from hundreds of hours to
seconds and scale analyst effectiveness from one or two incidents to thousands daily. With
an adequate knowledge base, it can preserve corporate knowledge and use that knowledge
to automate tasks and train new analysists”.

Bresniker et al. [50] (p. 46) indicate that AI/ML will be increasingly used to:

1. Create pattern-matching tools that highlight security issues in networks;
2. Automate mundane tasks so that cyber security staff can use their time to respond to

events in real time; and
3. Identify a range of threats and ensure that appropriate action is taken.

Bresniker et al. [50] provide a useful guide as to how AI/ML can enhance cyber security,
however, in order for various managers in the organization to work together and provide an
integrated approach toward strategic cyber security management [1], whereby the cyber se-
curity manager works closely with various other managers including the risk manager, the
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business continuity manager, the IT manager, and the training manager, for example, it is
necessary to match the human dimension of cyber security (e.g., identify human vulnerabil-
ities) with the technical dimension of cyber security (e.g., identify technical vulnerabilities)
through the application of the concept of sociocultural intelligence. The reason why
matching is necessary is because fake news/disinformation is causing confusion and dis-
ruption and is likely to be weaponized further and used to complement various forms
of cyber attack.

Fake news is well-orchestrated and targeted [51]. Petratos [52] (p. 764) draws on the
United Nations definition and suggests that disinformation has been used “to confuse or
manipulate people through delivering dishonest information to them”. Bearing in mind
that there has been an upward movement in ransomware attacks, managers need to realize
that dealing with cyber criminals is not always as straight forward as expected. Drawing
on the work of Greenberg, Tatar et al. [53] make known that a ransomware attack may
be confused with data destruction malware whereby there is no possibility that the data
would be made available to the target because the master boot records are in fact deleted
by those carrying out the attack. It is for this reason that senior security managers within
organizations need to develop a holistic approach to security because they may not be
aware of the subtly behind disinformation. By accepting that disinformation detection
requires a large investment in AI/ML, it should be possible for managers to develop
resilience-based security by integrating cyber threat detection with security awareness.

6. Materials and Methods

To gain insights into how the concept of resilience can be embedded in the psyche of
the organization so that it is a recognized component of the organization’s memory, one
of the researchers of this paper undertook a small group interview involving five highly
knowledgeable organizational security experts. The experts were selected on the basis that
they were knowledgeable in terms of strategic intelligence and were well able to place
threat intelligence in the context of an organization’s commitment to building resilience.
The participants were all based in London and received permission from their employer to
be involved in the research. Originally, it was envisaged that two small group interviews
would be undertaken but it was not possible to organize two separate groups because
those approached were busy and had commitments. Those that did attend and participate
possessed operational knowledge that allowed them to offer unique insights into the topics
under discussion [54] and uncover the underlying conditions [55]. In addition, they were
known to have served in various senior security positions within an organization and
were able to establish how intelligence and security could be integrated better so that
security provision across business functions could be improved. The small group interview
method was chosen because it allows for broad based questions to be asked that result in
an open-ended group interview [56] (p. 17), whereby the participants can articulate their
view, challenge and critique their peers, and then provide unique insights and solutions.
Indeed, the selection of the group members (e.g., senior security professionals with work
experience gained in both the private sector and the public sector) proved valuable in the
sense that it was necessary to establish a group ethos [57] (p. 354) that allowed for meaning
through reflection [9] (pp. 116–117). The small group interview was limited to one and
a half hours and prior to the group interview commencing, the participants had agreed
that the interview could be audio recorded. The researcher-facilitator agreed that specific
comments made by individuals would not be attributed to the individuals concerned or
the organization that they worked for. The group interview was framed so that the insights
provided allowed for a holistic view of security to be derived that could then be interpreted
from an organizational intelligence perspective. An interactive style was adopted during
the small group interview, and this allowed each participant to explore the subject matter
in the way they considered appropriate.

When undertaking a small group interview, it is important for the researcher to give
attention to what the purpose of the group interview is and how the group members
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relate to each other. For the purpose of this research, the objective was not to look at a
basic set of conditions or derive insights in relation to government policy. The objective
was to bring a highly experienced group of security experts together so that they could
provide an in-depth understanding and appreciation of the topics discussed [58]. This
was conducted by placing intelligence in the context of organizational resilience and at
the same time, allowing each participant to gain intellectual satisfaction and knowledge in
relation to perfecting their own organizational resilience policy. A semi-structured, open-
ended approach was adopted as this allowed specific questions to be posed and provided
the participants with some latitude to branch out and provide answers that incorporated
real world examples.

In order to generate the required data, a number of questions were posed during the
small group interview that included: How useful is the organizational learning concept
in relation to the development of a security culture? How effective is transformational
leadership in terms of the strategic intelligence approach? How can organizational vul-
nerabilities be eradicated through threat intelligence? The advantage of this approach is
that the predetermined open-ended questions used were supplemented with additional
questions that emerged as the interview progressed [59] (p. 315). The sub-questions that
emerged were related to a range of topics that surfaced including crisis management,
intelligence tools, networks, organizational skills, outsourcing, transformational leadership,
trend analysis, trustworthy behavior, and risk management.

The data collection process was judged important in terms of the evidence and linking
theory and practice. However, it was recognized that differences in regulatory conditions
meant that senior security managers in one industry operated under different conditions
compared to security managers in other industries. Although the view taken by the
researchers was that the regulatory conditions exhibited differences, they were differences
in degree only.

Immediately after the small group interview had been completed, the transcript was
transcribed and then analyzed by the researchers. Each participant was provided with a
copy of their portion of the transcript so that they could verify what they had said. Each
participant, and indeed the facilitator, were assigned a number as names had not been used,
and were identified accordingly. For the data analysis, the inductive approach was used
whereby “the patterns, themes, and categories” were derived from the data as opposed
to being imposed by the researchers before the data were collected [56] (p. 390). The
main themes were identified and reported in [60]. In terms of the analysis of the data, we
adapted the process associated with the grounded theory approach whereby we undertook
open coding, axial coding, and selective coding [60], and developed a set of themes. The
researchers then constructed a narrative in relation to each of the main themes. This would
help the non-security specialist to understand how security practitioners placed threat
intelligence in a sociocultural context from the perspective of enhancing an organization’s
resilience. This allowed the researchers to relate the main themes identified back to the
intelligence cycle (IC) and critical thinking process (CTP) so that a cyber threat intelligence
cycle process (CTICP) could be produced that was generic in nature and could be extended
or adapted by managers in different industries.

7. Results

From the small group interview, it was clear that organizational learning, transforma-
tional leadership, organizational restructuring, crisis management, and corporate intelli-
gence emerged as the main management considerations (themes) to be taken into account
by top management because together, they provided insights into how threat intelligence
was viewed and managed.

Organizational learning is viewed as important because it is a process whereby the
mindsets of managers can be changed to embrace organizational values. In relation to how
threats can be confronted and communicated to stakeholders, it is important for threat-
based intelligence to be shared in real-time. As security covers a range of sensitive topics, it
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is for this reason that staff are required to understand what trustworthy behavior is and
why acts of benevolence are considered important and underpin relationship building.
By establishing trust-based relationships, it is easier for individuals to share information
when necessary and to safeguard themselves. This can be achieved by working within
the organization’s ethical code of conduct. Managers need to understand that the insider
threat is continually evident, and the best approach appears to be for senior management to
establish clearly defined security related roles that individuals can adopt when performing
their duties. This means that security training needs to be formalized and a distinction made
between training and education. The latter can be viewed as a higher level of knowledge
attainment and inclusive of the understanding of what cyber threat intelligence (CTI)
involves and how it is used on a day-to-day basis. Although not all staff need to be aware
of the technical aspects of cyber security, those in positions of responsibility are required to
have an all-round appreciation of the subject. In-house, formal cyber security awareness
programs can be organized and administered on a continual basis to up-date staff and
to make sure information technology staff talk with staff throughout the organization
about security related issues. This should prove beneficial in terms of establishing and
maintaining a security culture and ensuring that staff are aware of why and how they are
to relate to law enforcement personnel when problems occur such as fraudulent practice,
for example.

Transformational leadership was considered as a precursor of organizational change
and is brought about through the implementation of strategic vision. Acknowledging
that people can become complacent, it is necessary to ensure that people also do not
become demotivated and lose sight of important considerations such as day-to-day security.
However, transformational leadership is about establishing an organizational security
culture, which should be viewed as a collectivist process. Another point that arose was
that staff need to develop an understanding of the needs of people in other organizations.
This will help staff to recognize symptoms such as corrupt practices and inefficiency in
operations that could prove detrimental to the organization and its partners. Part of the
transformational process involves staff using their own social network(s) to gain intelligence
about cyber related attacks and centralizing this in the form of threat intelligence within a
central command and control system within the organization. With regard to the security
skill base of employees, managers need to ensure that security is defined in a certain way
so that risk management is given adequate attention. To ensure that transformational
leadership is effective, people within the organization that are viewed as supportive of
security initiatives can adopt the role of champion of the cause and be given prominence to
participate in in-house security seminars.

Organizational restructuring can result in an upheaval that places the organization at
risk, especially when the management’s attention is focused on other, non-security issues.
Internal conflict can result in an organization becoming vulnerable because the type of
uncertainty being dealt with relates more to an organization’s internal situation than an
outside threat penetrating the organization’s defenses.

Crisis management is considered necessary because it can be assumed that at some point
in time, the organization will be penetrated, and it is likely that other partner organizations
will also be affected. Although essentially crisis management may be undertaken in
different ways (e.g., depending upon the size and complexity of the organization), it must
be noted that there are both direct and indirect influences involved. The organization’s
value system needs to support teamwork and requires that crisis management is viewed as
an essential and combined process, whereby senior management make known to employees
what a resilient organization is and how such an organization remains resilient. Areas often
overlooked or underplayed include cyber insurance, and therefore the risk management
process needs to be more formalized than it sometimes is.

Corporate intelligence is aided by the process of risk management and an area of atten-
tion is advances in biometrics, which covers threats brought about by fake IDs. Regarding
the protection of the identity of employees, managers need to ensure that a person’s
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identity is always safeguarded and because information about an individual can be used
against them, attention needs to be given to issues such as identity theft. This means that
risk management is viewed from several perspectives and can also be related to human
resource management policy and the recruitment of staff both from within the country
and from abroad.

The findings from the small group interview highlight various issues that the cyber
security manager needs to be aware of. These include the need to define what the organiza-
tion’s stance is in terms of security and resilience; and what the boundaries are that staff
need to pay attention to when sharing information. These are important considerations
with regard to how staff obtain data and information from outside the organization and
share intelligence/knowledge with internal staff so that a cyber attack does not get through
the organization’s defenses. The quality of the data shared, and the way in which the data
are shared, need to be given consideration in advance of a crisis occurring. During a crisis
(e.g., an attack has penetrated the organization’s defenses and staff struggle to deal with it
in real-time), staff need to follow the policy laid down and ensure that cascading effects
do not materialize.

Security awareness is, therefore, reflective of the investment in security training and
education, however, it is recognized that more investment is needed in making staff aware
of the consequences of an impact and convincing them that a proactive approach to gaining
cyber security knowledge from appropriate sources is viewed as good practice.

8. Discussion

As well as placing emphasis on the quality of information/data derived from outside
the organization, we also focus attention on the use of AI and whether managers can deploy
supervised, semi supervised, or unsupervised algorithms for data analysis. This brings
to attention whether managers have the knowledge required to interpret the results of
the analysis (e.g., through human interpretation or machine interpretation) or whether
a higher-level knowledge interpretation is required. Senior managers do need to invest
time and effort into discussing these points and will need to put in place a protocol that
provides guidance with regard to the analysis of big data. Acknowledging that sociocultural
intelligence needs to be analyzed in a certain way and is dependent on the insights of experts
brings to the fore the fact that managers need to consider the issue of resource availability.

The findings from the small group interview also highlight the need for a senior
security manager/cyber security manager to adopt a transformational approach to se-
curity whereby threat analysis is an integral part of intelligence activity. By including
current information pertaining to cyber threats, it is possible to highlight the need for
cyber threat analysis to be viewed as necessary and to advocate a strategic cyber security
management [1] approach. This will provide a basis for cyber security to be more widely
appreciated than it is at present by managers that have a non-technical disposition. By
adopting a more corporate intelligence focused approach to cyber security, whereby the
lead organization takes greater responsibility for security, especially cyber security, guid-
ance and support can be provided to the suppliers. Security staff, and the cyber security
manager in particular, can promote the stakeholder view of security whereby supply chain
partners take responsibility for updating their security and at the same time, pass threat
intelligence data and information onto other stakeholders/network members. This will
allow each stakeholder to coordinate their investment in cyber security [4]. The key point
to note is that AI/ML can assist managers to undertake cyber threat intelligence (CTI),
however, gaining permission across various supply chains is time consuming and requires
negotiated access. This involves the sharing of sensitive data and information, and a
commitment to building a sociocultural intelligence knowledge base.

To achieve linkage between security and intelligence, it is necessary to have an appro-
priate leadership model in place that embraces organizational learning and integrates the
key aspects of the intelligence cycle (IC) with the critical thinking process (CTP) [9] (p. 139).
The COVID-19 pandemic is continuing to have a lasting effect on the international econ-
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omy, and evidence of this can be seen in the actions of unscrupulous individuals who
are intent on exploiting health care provision [61]. By including issues such as fake news,
identity theft, and ransomware, for example, in cyber threat intelligence (CTI), it is possible
to establish how organized criminals are exploiting the market for legitimate drugs by
engaging in online activities in relation to COVID-19 and the methods by which they
gain financially. A question that arises is how can senior management devise a strategic
approach to cyber security management that results in a collectivist appreciation whereby
organizational partners pool resources to mitigate the risks identified? This is a question
that top management appears to be discussing but the problem basically remains that not
all business relationships are long-term in orientation. Opportunistic behavior may militate
against a more structured and integrated approach to cyber security management across
supply chains. Another issue that arises is, if partner organizations do not cooperate and
share risk related data/information, how is a potential crisis to be effectively dealt with
in real-time? Although the cyber security manager may focus on a specific type of cyber
threat, it can be suggested that the scale of the problem means that it is necessary to utilize
AI/ML to help counteract a range of cyber attacks.

It can be noted that AI is developing through time and its capability is to be viewed
as several inter-locking AI and ML capabilities. By progressing from supervised to unsu-
pervised learning and beyond, AI and ML assume a high level of decision-making that is
freeing managers to invest time in strategy formulation as they are no longer required to
undertake a lot of the analytical tasks themselves. Hence, it can be suggested that managers
view the utilization of AI in terms of fostering the strategic capability of the organization
and aiding business planning and resilience policy. To understand how AI is to be imple-
mented requires strategic vision and a commitment to investing in a range of platforms
(business platforms, enterprise platforms and enabling platforms) [62] that provide the
company with a sustainable competitive advantage through relationship building.

Through establishing data-driven knowledge base construction, cyber security staff
can guard against the problem of “inaccurate entity recognition and unreliable prop-
erty/relation discovery due to insufficient training data” [63] (p. 11). In other words,
it can be pointed out that cyber security specialists should work with those involved in
cognitive sciences such as psychology to better understand how cyber security awareness
and other areas of interest such as situational analysis can be incorporated more fully
into the process of cyber threat intelligence (CTI) [17]. This should ensure that spikes of
activism are noted and linked with disruptive geopolitical campaigns and specific types of
hacking activity. Furthermore, emerging trends in fraudulent behavior may be linked to
deteriorating economic conditions and the rise in criminal behavior, whereby organized
criminal syndicates seek and exploit new market opportunities (e.g., fake websites linked
to fictious products and services). Through converting information into intelligence and
developing cyber security knowledge, a formalized approach to cyber threat intelligence
(CTI) will materialize. Hence, threat actors need to be identified and categorized and this
can be conducted by means of a threat template that outlines the opportunities in relation
to the selected threat actors [64] (p. 6). By establishing the motivations of threat actors and
linking through with their intended actions, it should be possible to understand the nature
of the threat(s) and how matters escalate and an impact occurs [64] (p. 8).

Intra- and inter-company relationship building is important from the stance of sharing
and utilizing threat-based data and information and can be considered as an integral part
of cyber threat intelligence (CTI). Incident analysis tools exist [65] (p. 169) that can undergo
further development that results in new initiatives in cyber security provision. It is also
hoped that the sharing of such technology will encourage more dialogue between govern-
ments and a concerted effort will arise that results in a greater pooling of resources and
cutting-edge joint research projects. The logic underpinning this view is to acknowledge
that the pressures on managers to analyze big data will increase and new ways of detecting
threats need to be found and implemented across industry sectors. Taking note of the risk
associated with advanced persistent threats (APTs), it can be suggested that the incident
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management process needs to be given increased attention. In addition, staff involved in
cyber security need to have the confidence to question management practices and lobby
for changes in company policy so that improved cyber security occurs at the same time as
cyber threat intelligence (CTI) is upgraded.

Bearing the above in mind, we can reflect on the individual stages of the intelligence
cycle (IC) and the critical thinking process (CTP) [9] (p. 139) and suggest that cyber threat
intelligence (CTI) should be merged into the cyber threat intelligence cycle process (CTICP)
so that the following stages are visible: (1) objective resilience (e.g., top management
define resilience so that the organization is able to withstand a range of cyber attacks);
(2) question framing (e.g., top management establish how the organization is to be made
more resilient through human action and the combined usage of AI and ML); (3) threat
intelligence (e.g., managers define what is involved and map the identified impacts against
possible outcomes); (4) work tasks established (e.g., individual managers and experts are
appointed to undertake specific tasks and roles); (5) collection of threat intelligence data
and information (e.g., various research and data collection exercises are undertaken but
mostly utilize AI and ML); (6) the analysis of threat intelligence data and information
(e.g., cause and effect established/patterns in the data are identified that indicate a certain
type of attack is occurring/is likely to occur); (7) interpretation of the results (e.g., risk
register(s) up-dated within the organization and partner organizations); (8) dissemination
of the results (e.g., the cyber security manager liaises with government bodies/agencies,
trade associations and various resilience community groups and shares relevant industry
information); (9) cyber threat intelligence (CTI) concepts/frameworks/models devised
(e.g., industry specific and improved through additional evidence from university research
group(s); (10) strategic cyber security management (e.g., assumptions are incorporated
into a new way of thinking about the role that cyber security management plays); (11) re-
flection (e.g., staff focus on how advances in AI and ML will change the nature of future
cyber threat intelligence (CTI) analysis and interpretation); and (12) intelligence culture
(e.g., promotional activity undertaken within the partnership arrangement and more widely
to help people in society prepare for cyber attacks and develop their own level of cyber
security awareness so that they are better able to handle the psychological consequences
of such attacks).

The benefits of such an approach are clear to see. The cyber security manager and
various managers throughout the organization and its partners can utilize sociocultural
intelligence to gain a more strategic view of the nature of cyber threats and how various
cybers attacks are to be unleashed. The advantage of formalizing cyber threat intelligence
(CTI) as opposed to viewing it as ad hoc is clear to see. Cyber threat intelligence (CTI)
can be viewed from several stances including allowing “early detection of malicious
behavior, preferably before a malicious actor gains a foothold in the network” and aiding
the sense-making process by providing “insight into the relevant threat environment to
decisionmakers” [66] (p. 301). Cyber threat intelligence (CTI) can therefore improve
situational awareness and focus attention on key concerns such as how to guard against
bias. Bias originates from cyber threat intelligence (CTI) feeds and/or analysis and can be
linked to both criminal groups and state actors [66] (pp. 309–310). Bias is associated with
the process itself whereby poisoning attacks occur as a result of training data, derived from
open-source platforms, being manipulated/contaminated by malicious actors [67,68].

The cyber threat intelligence cycle process (CTICP) can help managers to identify how
malicious actors are targeting organizations and how they are identifying future targets.
This is conducted through the cooperation of designated managers, a commitment to
using quality data and appropriate data analysis tools, and the sharing of intelligence on
malicious actors and their networks. It is also envisaged that a range of ethical concerns
will need to be addressed including data privacy, integrity and the accuracy of predictive
intelligence [69]. By incorporating ethical issues and concerns into the process, it should be
possible for managers to view predictive intelligence from the perspective of the changing
needs of society, maintaining individual privacy and meeting legal challenges as and when
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they occur. In addition, by embracing the sociocultural intelligence approach, the cyber
security manager should be well placed to challenge and verify the patterns identified
during the analysis of the big data.

9. Conclusions

For managers within an organization that are not familiar with AI to understand more
fully what is involved when applying AI to help deal with cyber threats and to deal with
cyber attacks when they occur, it is important to understand what cyber threat intelligence
(CTI) is and how it feeds into strategic cyber security management [1]. Well-established
intelligence concepts can be drawn on and modified to help the cyber security manager
devise a cyber threat intelligence (CTI) blueprint that can be used to produce a more
generic model or industry specific model, which is aimed at hardening the organization’s
defenses. By being committed to the use of situational analysis and embracing sociocultural
intelligence inputs from external experts as well as in-house company staff, a security
culture can be developed that has cyber security at the heart of it.

The advantage of placing cyber security at the center of security is that sociocultural
intelligence can be reinforced by AI and in turn, AI can be monitored in terms of its ability
to detect fake data and information and counter acts of data poisoning. The greater the
quality of the data and the more sophisticated the process of analysis, the more the cyber
security manager is able to work alongside colleagues to strengthen the organization’s
defenses. Through the process of integrating a number of separate but related tasks into a
proactive stakeholder approach to cyber security management, the organization’s supply
chain will become more resilient and better able to withstand various forms of cyber attack.

10. Future Research

It is clear from the forgoing that a follow-up study can be undertaken that focuses
more deeply on how AI/ML can enhance cyber security provision from the stance of
a coordinated investment in cyber security from the organizations in a specific supply
chain. This will provide insights into how organizations with a common trading mandate
anticipate and guard against a possible cyber attack(s) and coordinate their defense [4]. The
advantage of such a study is that it will provide evidence of a specific type of cyber threat
intelligence (CTI) and outline how managers identify and organize supply chain resilience.
Another research project that can be undertaken is to establish how managers overcome
their lack of knowledge in relation to AI, and how they can develop relevant insights
and/or contribute to the development of AI focused cyber security tools that lead to a
better understanding of company–industry–society considerations and the need to ensure
that AI is regulated appropriately [3] (p. 114). In addition, the insights into knowledge
creation through various forms of learning [70] can be drawn on and placed more firmly in
the context of managers understanding why network associations are important and how
they can be developed through investment in AI.

It would also be appropriate to undertake research that contributes to cyber threat
intelligence (CTI) methodology as this would help broaden the base of cyber threat intelli-
gence (CTI) and solve a well-stated problem: “The volume and velocity with which new
attacks are reported leads to a high daily influx of many single IoC datapoints that need
further triangulation to assess their relevance to the specific threat context” [66] (p.304).
Indeed, it should be possible to deploy soft systems methodology [71] and scenario plan-
ning [72] to link planning and modeling with strategy formulation and answer “what if”
type questions that arise and once answered, enable initiatives in policy to be aimed at
solutions to be found through learning.

Author Contributions: Conceptualization, Y.-I.L. and P.R.J.T.; Methodology, Y.-I.L. and P.R.J.T.; Formal
analysis, Y.-I.L. and P.R.J.T.; Writing—original draft preparation, Y.-I.L. and P.R.J.T.; Writing—review
and editing, Y.-I.L. and P.R.J.T. All authors have read and agreed to the published version of
the manuscript.

219



Big Data Cogn. Comput. 2022, 6, 110

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to express their gratitude to the reviewers for their
in-depth comments and suggestions for improving the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Trim, P.R.J.; Lee, Y.-I. Strategic Cyber Security Management; Routledge: London, UK; New York, NY, USA, 2022.
2. Abraham, C.; Sims, R.R. A comprehensive approach to cyber resilience. MIT Sloan Manag. Rev. 2021, 63, 1–4.
3. Wirkuttis, N.; Klein, H. Artificial intelligence in cybersecurity. Cyber Intell. Secur. 2017, 1, 103–119.
4. Simon, J.; Omar, A. Cybersecurity investments in the supply chain: Coordination and a strategic attacker. Eur. J. Oper. Res.

2020, 282, 161–171. [CrossRef]
5. Rajan, R.; Rana, N.P.; Parameswar, N.; Dhir, S.; Sushil; Dwivedi, Y.K. Developing a modified total interpretive structural model

(M-TISM) for organizational strategic cybersecurity management. Technol. Forecast. Chang. 2021, 170, 120872. [CrossRef]
6. Frith, C.D. The social brain? In Social Intelligence: From Brain to Culture; Emery, N., Clayton, N., Frith, C., Eds.; Oxford University

Press: Oxford, UK, 2008; pp. 297–310.
7. Trim, P.R.J.; Lee, Y.-I. The Global Cyber Security Model: Counteracting cyber attacks through a resilient partnership arrangement.

Big Data Cogn. Comput. 2021, 5, 32. [CrossRef]
8. Yamin, M.M.; Ullah, M.; Ullah, H.; Katt, B. Weaponized AI for cyber attacks. J. Inf. Secur. Appl. 2021, 57, 102722. [CrossRef]
9. Patton, K. Sociocultural Intelligence: A New Discipline in Intelligence Studies; The Continuum International Publishing Group:

London, UK, 2010.
10. Hasan, K.; Shetty, S.; Ullah, S. Artificial intelligence empowered cyber threat detection and protection for power utilities.

In Proceedings of the IEEE 5th International Conference on Collaboration and Internet Computing, Los Angeles, CA, USA,
12–14 December 2019; pp. 354–359.

11. Surya, L. An exploratory study of AI and Big Data, and it’s future in the United States. Int. J. Creat. Res. Thoughts 2015, 3, 991–995.
12. Hagendorff, T.; Wezel, K. 15 Challenges for AI: Or what AI (currently) can’t do. AI Soc. 2020, 35, 355–365. [CrossRef]
13. Gallese, V. Chapter 12: “Before and below ‘theory of mind’: Embedded simulation and the neural correlates of social cognition”.

In Social Intelligence: From Brain to Culture; Emery, N., Clayton, N., Frith, C., Eds.; Oxford University Press: Oxford, UK, 2008;
pp. 279–296.

14. HSSAI. Risk and Resilience: Exploring the Relationship; Department of Homeland Security, Science and Technology Directorate:
Arlington, MA, USA, 2010.

15. Argyris, C. On Organizational Learning; Blackwell Publishers Limited: Oxford, UK, 1996.
16. McCreight, R. Resilience as a goal and standard in emergency management. J. Homel. Secur. Emerg. Manag. 2009, 7, 1–7. [CrossRef]
17. Andrade, R.O.; Yoo, S.G. Cognitive security: A comprehensive study of cognitive science in cybersecurity. J. Inf. Secur. Appl.

2019, 48, 1–13. [CrossRef]
18. Dawson, S. Analysing Organisations; Palgrave: Basingstoke, UK, 1996.
19. Ma, L.; Sun, B. Machine learning and AI in marketing—Connecting computing power to human insights. Int. J. Res. Mark.

2020, 37, 481–504. [CrossRef]
20. Salakhutdinov, R.; Hinton, G. Deep Boltzmann machines. In Proceedings of the 12th International Conference on Artificial

Intelligence and Statistics (AISTATS), Clearwater Beach, FL, USA, 16–18 April 2009; pp. 2735–2742. [CrossRef]
21. Moerland, T.M.; Broekens, J.; Jonker, C.M. Emotion in reinforcement learning agents and robots: A survey. Mach. Learn.

2018, 107, 443–480. [CrossRef]
22. Jones, L. AI Trends in Retail, Retail & E-Commerce, 23 April. Available online: https://www.transperfect.com/blog/2021-ai-

trends-retail (accessed on 15 June 2021).
23. Kohl’s. 2020 Reimaging the Digital Shopping Experience with Snapchat. Available online: https://corporate.kohls.com/news/

archive-/2020/august/reimagining-the-digital-shopping-experience-with-snapchat (accessed on 15 June 2021).
24. Roggeveen, A.L.; Grewal, D.; Karsberg, J.; Noble, S.M.; Nordfält, J.; Patrick, V.M.; Schweiger, E.; Soysal, G.; Dillard, A.;

Cooper, N.; et al. Forging meaningful consumer-brand relationships through creative merchandise offerings and innovative
merchandising strategies. J. Retail. 2021, 97, 81–98. [CrossRef]

25. Holzwarth, M.; Janiszewski, C.; Neumann, M.M. The influence of avatars on online consumer shopping behavior. J. Mark.
2006, 70, 19–36. [CrossRef]

26. Grewal, D.; Noble, S.M.; Roggeveen, A.L.; Nordfalt, J. The future of in-store technology. J. Acad. Mark. Sci. 2020, 48, 96–113.
[CrossRef]

220



Big Data Cogn. Comput. 2022, 6, 110

27. Roggeveen, A.L.; Sethuraman, R. Customer-interfacing retail technologies in 2020 & beyond: An integrative framework and
research directions. J. Retail. 2020, 96, 299–309. [CrossRef]

28. Srikanth, A. Virtual Assistants vs Chatbots: What’s the Differences & How to Choose the Right One? 2020, Freshdesk Blog.
Available online: https://freshdesk.com/customer-engagement/virtual-assistant-chatbot-blog/ (accessed on 16 June 2021).

29. Croes, E.A.J.; Antheunis, M.L. Can we be friends with Mitsuku? A longitudinal study on the process of relationship formation
between humans and a social chatbot. J. Soc. Pers. Relatsh. 2021, 38, 279–300. [CrossRef]

30. Skjuve, M.; Følstad, A.; Fostervold, K.I.; Brandtzaeg, P.B. My chatbot companion—A study of human-chatbot relationships.
Int. J. Hum. Comput. Stud. 2021, 149, 102601. [CrossRef]

31. Campbell, C.; Sands, S.; Ferraro, C.; Tsao, H.Y.; Mavrommatis, A. From data to action: How marketers can leverage AI. Bus. Horiz.
2020, 63, 227–243. [CrossRef]

32. Huang, M.-H.; Rust, R.T. Artificial intelligence in service. J. Serv. Res. 2018, 21, 155–172. [CrossRef]
33. Kitchens, B.; Dobolyi, D.; Li, J.; Abbasi, A. Advanced customer analytics: Strategic value through integration of relationship-

oriented big data. J. Manag. Inf. Syst. 2018, 35, 540–574. [CrossRef]
34. Vollrath, M.D.; Villegas, S.G. Avoiding digital marketing analytics myopia: Revisiting the customer decision journey as a strategic

marketing framework. J. Mark. Anal. 2022, 10, 106–113. [CrossRef]
35. Gupta, R. Deep Learning Models—When Should You Use Them? From ANN to AutoEncoders, Towards Data Science,

2019, October. Available online: https://towardsdatascience.com/6-deep-learning-models-10d20afec175 (accessed on
18 June 2021).

36. IBM Cloud Education. Recurrent Neutral Networks, 2020, 14 September. Available online: https://www.ibm.com/cloud/learn/
recurrent-neural-networks (accessed on 14 June 2021).

37. Wu, H.; Prasad, S. Semi-supervised deep learning using pseudo labels for hyperspectral image classification. IEEE Trans.
Image Process. 2018, 27, 1259–1270. [CrossRef]

38. Ouali, Y.; Hudelot, C.; Tami, M. An Overview of Deep Semi-Supervised Learning. arXiv 2020, arXiv:2006.05278. Available online:
https://arxiv.org/abs/2006.05278 (accessed on 12 September 2022).

39. Manukian, H.; Pei, Y.R.; Bearden, S.R.B.; Di Ventra, M. Mode-Assisted unsupervised learning of restricted Boltzmann machines.
Commun. Phys. 2020, 3, 105. [CrossRef]

40. Sakkari, M.; Zaied, M. A convolutional deep self-organizing map feature extraction for machine learning. Multimed. Tools Appl.
2020, 79, 19451–19470. [CrossRef]
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