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Abstract: This paper explains the architectural design and development of an application for the 
reception, visualization and storage of inertial sensor data provided by an inertial measurement 
system (IMU). The application is built to run in a Raspberry Pi equipped with a small size screen 
that allows the visualization of the data and the control of data recording. The IMU is connected to 
a Raspberry Pi through a serial port (USB-TTY). 

Keywords: IMU; inertial sensors; Raspberry Pi; Java 

1. Introduction

Spain is the European Union country with the longest coastline, with a length of 8000 km. Its
geographical location positions it as a strategic element in international shipping and a logistics 
platform in southern Europe. Events that could disrupt the normal operations of a port, and actions 
aimed to improve or optimize processes, can have a big economic impact. Port infrastructures are 
subject to different meteorological conditions (waves, wind, currents ...) that can produce such 
disruptions. The port must minimize the effect that the meteorological conditions have on ship 
movements, ensuring that they can operate in a safe manner [1,2]. 

Port operability is usually quantified based on the movements of moored ships, therefore the 
lower the impact the meteorological conditions have on ship movements during operations inside 
the port, the greater the performance of the port is. Our group is currently measuring vessel 
movements using Inertial Measurement Units [3] and computer vision [4]. The IMUs are also used to 
validate new computer vision algorithms. 

2. System Development

In order for an IMU to be suitable to use in a port environment it should be portable, autonomous 
and precise. With these characteristics in mind, we developed a system, based on Raspberry Pi and 
coded in Java, to visualize and record IMU data. The Raspberry Pi is equipped with a small size 
screen that allows the visualization of the data (see Figure 1). The IMU is connected to a Raspberry 
Pi through a serial port (USB-TTY). 

1
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(a) (b)

Figure 1. Main screens of the application: (a) IMU selection and connection; (b) Inertial sensor data 
visualization and data storage parameters. 

The system has been designed to be able to receive data in a precise manner, i.e., the sampling 
frequency of the IMU needs to be accurate and configurable. This precision is required because the 
system will be used not only to measure object movements, but also to calibrate and correct computer 
vision techniques (that allow measuring the movement of objects in a non invasive manner). In Figure 
2 we can see an example where the IMU is used to test a Computer Vision based tracking system 
used to measure the movement of a pendulum. 

Figure 2. Results of using the IMU to test a Computer Vision tracking algorithm using a pendulum 
movement (in degrees). 

The system is going to be assembled in a water proof case and will be powered by batteries, 
allowing the system to be autonomous and capable to be used in harsh environments (such as a cargo 
vessel). 
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Abstract: We introduce a “Chunk-and-Pass” parsing technique influenced by a psycholinguistic 
model, where linguistic information is processed not word-by-word but rather in larger chunks of 
words. We present preliminary results that show that it is feasible to compress linguistic data into 
chunks without significantly diminishing parsing performance and potentially increasing the 
speed. 

Keywords: Parsing; Syntax; natural language processing; NLP; dependency parsing; Chunking 

1. Introduction 

Syntactic information is required to fully understand linguistic information: utterances are not
just a string of words with a meaning solely derived from the semantics of each individual word. 
The way they are combined also affects meaning. In this context, syntactic analysis can augment 
many applications in natural language processing (NLP), e.g., state-of-the-art semantic analysis and 
information retrieval. Dependency parsers are used in these systems as the other main flavour of 
parsers, constituency parsers, are orders of magnitude slower. Still, state-of-the-art dependency 
parsers can only process about 100 sentences per second [1]. For large-scale analyses, this is 
cost-prohibitive. 

Dependency parsing represents relations between words with arcs, e.g., the phrase “I felt” 
would have an arc from “felt” (the head) to “I” (the dependent) and with a nsubj label (see Figure 1). 
Attachment scores are used to evaluate dependency parsers: unlabelled (UAS) measures the number 
of correct heads and labelled (LAS) measures this and the labelling accuracy. 

Figure 1. Initially the sentence is processed by the chunker. The contents of the chunks are then sent 
to the inside parser and the abstract representation of the sentence is sent to the outside parser. The 
predictions from both are then collated to form the full parse. 

Our technique to increase parsing efficiency is inspired by the “Chunk - and - Pass” 
psycholinguistic model, where an ever increasing abstract hierarchical representation of linguistic 
input is created in order to process it efficiently and to overcome working-memory restrictions [2]. 
This entails finding phrases in sentences which can be extracted and processed by a faster but less 

4



Proceedings 2018, 2, 1160  

robust parser, while the more abstract form with more complicated relations is parsed by a slower 
and more thorough parser.  

2. Materials and Methods 

The implementation consists of a supervised chunker; an inside parser which analyses the
words within the chunks; and an outside parser which analyses the relationships between chunks 
(see Figure 1). The dataset used was the Universal Dependency English EWT treebank v2.1 [3]. 

The supervised chunker was implemented using a neural sequence labelling toolkit (NCRF++) [4]. 
We generated gold labels for the chunker using the BIO tagging scheme, where B is the beginning, I 
is inside, and O is outside of a chunk. B and I tags were suffixed with the phrase type of the chunk, 
e.g., B-NP and I-NP for noun-phrase chunks. The labels were generated by using part-of-speech rule 
sets automatically extracted from the training data. An example rule for a noun phrase could be DET 
ADJ NOUN. Each set has a threshold on the ratio between invalid (containing unrelated words) and 
valid chunks when used with an unsupervised rule-based chunker.

The inside parser used the arc eager algorithm in MaltParser [5]. The outside parser used a 
neural network (NN) implementation of the stack-based arc standard algorithm [6] with 
universal-dependency-specific features [7]. The inside parser has a speed of 16,500 tokens per 
second (TPS), the chunker of 10,200 TPS, and the outside of 2000 TPS, so a compression ratio 
(initial tokens to resulting chunks) of 1.6 can theoretically increase the speed relative to using just the 
NN parser by 15%. 

3. Results 

Figure 2a shows the dependency of the supervised chunker’s performance on the global ratio
threshold of the rule sets used to generate gold-labelled data as described above. Also in Figure 2a 
the chunker’s compression ratio with respect to the rule threshold is shown. Figure 2b shows the 
parsing performance of the full system, the inside parser, the outside parser, and the corresponding 
performance of the baseline model (NN stack-based arc standard) for each. 

(a) (b) 

Figure 2. (a) NCRF++ performance and the corresponding compression rate for different rule sets. 
(b) Inside (green, square), outside (blue, triangle), and full-system (magenta, circle) scores using
NCRF++ chunker for different rule sets. Baseline refers to the performances of the baseline model for 
the corresponding sections that were sent to each sub-parser and are displayed as continuous lines. 

4. Discussion 

As seen in Figure 2a, it is not useful to use rule sets with ever decreasing performances as the
compression return begins to diminish, so there appears to be an upper limit of efficiency 
improvement. In Figure 2b, it can be observed that the inside chunker does not lose much accuracy. 
The loss is more pronounced for the outside parser. This is likely due to the decrease in contextual 
information it has and the more complicated relationships it has to process. Despite this, the best 
compression to performance rule set (9% threshold) only loses 1.25 UAS and 2.2 LAS points. 
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We have shown initial results that highlight the efficacy of this approach. Further research will 
be focused on optimising the implementation and acquiring accurate speed measurements. Beyond 
this, we will expand the system to process other languages. 
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Abstract: This work presents an automatic method to characterize the presence or absence of the 
epiretinal membrane (ERM) in Optical Coherence Tomography (OCT) images. To this end, a 
predefined set of classifiers is used on multiple local-based feature vectors which represent the inner 
limiting membrane (ILM), the layer of the retina where the ERM can be present. 
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1. Introduction 

Optical Coherence Tomography (OCT) is a non-invasive imaging technology which is able to
obtain in vivo, cross-sectional and high-resolution images from within the retina. These benefits 
helped to establish the OCT technique as one of the most widely used techniques for medical 
imaging. OCT is used in the analysis of pathologies such as glaucoma, Age-related Macular 
Degeneration (AMD) or Diabetic Macular Edema (DME). Among other eye-related pathologies, OCT 
imaging can be used to detect the early presence of the epiretinal membrane (ERM) in the surface of 
the retina, which is crucial to avoid further deterioration, blurring or distortion of the central vision 
in the affected eye. 

This work [1] presents a fully automatic methodology to identify the ERM presence in the OCT 
images. Other works are focused on the use of manual markers or supervised detections by the 
specialists, whereas this methodology faces a precise and automatic identification of the region of 
interest and classification of the points inside this area without the need of any external input.  

2. Methodology 

The identification of the region of interest (ROI) is done by means of a deformable model which 
adapts its contour to the ILM layer, area where the ERM can be present. 

Once the ILM is identified precisely, we define a feature vector from a local window around 
each ILM point by applying a feature extraction procedure, as seen on Figure 1a. 

Finally, the points of interest inside the ROI are classified using the obtained feature vectors to 
identify the presence or absence of the epiretinal membrane. 
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(a) (b) 

Figure 1. (a) Vertical window around a ROI point. Central region surrounds the analyzed point. (b) 
Result from the classification process. The circles show the area where the ERM is placed on the ILM, 
whereas the squares represent the ERM that is separated from the retina. 

3. Experimental Results 

This methodology was proved by using a dataset of 129 OCT images. 120 samples were equally 
taken from the complete dataset, highlighting zones with and without ERM presence. Multilayer 
perceptron, naive Bayes and random forest classifiers were tested to establish the validity of the 
proposal on top of refining the accuracy and quality of the results. Results (Figure 1b) show the areas 
with ERM presence, differentiating between areas where the ERM is next to the ILM and areas where 
the ERM is separated from the retina. 
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Abstract: Many times it has been taken for granted that information and communication 
technologies (ICT) are intrinsically good for human beings or at least neutral. The first position is 
assumed by “techno-enthusiasts”, the second by those who have a well-meaning opinion of ICT. 
Here we briefly framed a third possibility leaded by South-Korean philosopher Byung-Chul Han, a 
position that allows us to think about how ICT is shaping society and human beings as we know it. 
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1. Introduction 

Since their appearance it has been usually taken for granted that information and
communication technologies (ICT) are good for human beings or at least neutral. The first position 
is assumed by “techno-enthusiasts”, the second by those who have a well-meaning opinion of ICT. 
All in all those views are not the only ones and have been challenged recently. Some philosophers 
are reluctant to consider information and communication technologies positive or even neutral. 
Here we frame this position leaded by Byung-Chul Han. 

2. Discussion 

If information and communication technologies are neutral they are not good or bad
themselves but the use of them could be considered good or bad. This position excludes any 
responsibility of those who produce these technologies and it makes the ICT user the responsible 
alone. This view forgets that human actions are mediated and partially determined by objects, tools 
and technologies (1). It also forgets that objects like a chair or a smart-phone are far from having the 
same influence in human beings (2). As objects and tools become more and more complex are 
designed not by craft makers but by prestigious and clever engineers. If we think twice, a chair 
made by a carpenter and a smart-phone made by a group of engineers force us to have a very 
different perspective and a different judgment on our relations with technology. 

Leading South-Korean philosopher Byung-Chul Han has underlined the negative effects of 
digital technology in society. Han defines our society as a “positive society”, but this is not positive 
in the sense of good. By positive he means that we live in an immature society unable to face reality 
and especially what is hard or painful: illnesses, death, ugliness or even disagreement [1] (pp. 11–
23).  

Han also states that Information and Communication Technologies lead not to more 
communication between people but, on the contrary, to incapacity to listen, narcissism, loneliness 
and depression. Those are some of the features of what he calls “homo digitalis”. With respect of 
narcissism and the loss of the principle of reality Han’s source is Sigmund Freud and his well-
known distinction between the reality principle and that of pleasure. The digital realm keeps reality 
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distant and puts the individual and its pleasure in the center. Websites, apps, screens in general, are 
completely adapted to the tastes of each user. Tastes known by the clicks, likes or any information 
recorded about that person.  

Han also analyses the digital realm as a manifestation of developed capitalism where 
everything is in plain-sight (as a shop window) and everything has a price. As a consequence 
transparency and homogeneity become the rule. In a market society money can buy everything and 
even people become products. People are obsessed of their image, fame and online social 
recognition. Thus every detail of their lives should be in plain-sight to be “consumed”, with the 
obvious consequence of the loss of privacy and a not real interaction. 

Against those negative effects of technology Han’s proposal is the recovery of “distance”, the 
recognition of the other as a different person out of our control [1] (p. 16). A person we cannot 
“delete” from reality although we can delete him or her in social media.  

We do not need to accept completely Byung-Chul Han’s philosophy to learn from it how to 
understand technology. In my opinion we do not need to get technology out of our lives, but put it 
in the real service of human beings. We need a “technology with a human face” as Schumacher, 
following Gandhi, expressed it [2] (p. 126). The recovery of a direct and real relationship with others 
in a low-tech environment seems critical and this point becomes stronger as we realized that Silicon 
Valley parents are raising their kids tech-free and are not precisely techno-enthusiasts [3].  
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Abstract: Evaluation and comparison of analog and digital wireless transmission systems. 
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1. Introduction 

In this work, we address the design and evaluation of an analog Joint Source Channel Coding
(JSCC) system [1,2] for the transmission of grayscale still images. This kind of systems offers some 
interesting characteristics with respect to digital systems under certain circumstances: high 
transmission rates over noisy channels and avoiding retransmissions, graceful degradation with a 
fixed coding scheme (i.e., if the transmitter does not know the quality of the channel) and lower 
computational complexity. 

The second part of this work evaluates the proposed analog system and compares its 
performance to that of an all-digital system based on JPEG compression. It is very important the 
selection of the metrics used to evaluate the perceived quality of the received image respect to that of 
the transmitted one and defining an adequate strategy to make a fair comparison between the analog 
and digital systems. 

2. System Model 

The transmission system consists of three parts: the transmitter, where the image is prepared,
adapted and encoded; the channel; and the receiver, where the image is recovered by two operations: 
undoing the operations carried out in the transmitter and trying to correct the errors due to the 
distortions introduced by the wireless channel. 

Orthogonal Frequency Division Multiplexing (OFDM) is selected as the waveform for both the 
analog and the all-digital systems. The latter also encodes the data frames using Turbo Codes. The 
wireless channel can be (1) a simulated one considering a channel model defined by the ITU or (2) a 
real one obtained by means of over-the-air transmissions with the GTEC testbed [3–6]. 

2.1. Image Pre-Processing 

The image is loaded from a grayscale file with values from 0 to 255 (grayscale intensity). The 
system divides the image in 8 × 8 blocks and they are transformed with a DCT (Discrete Cosine 
Transform) (Figure 1a) to concentrate most of the image information into a few coefficients (Figure 1b), 
such that the least relevant coefficients can be disregarded with a small loss in terms of perceived 
image quality. Each 8 × 8 block is further subdivided into four blocks, from the first to the third will 
be transformed (see Section 2.2), whereas the fourth is always discarded. 

After this, the system rearranges the transformed blocks into a sequential data frame (Figure 1c) 
which is ready for the next step. 
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(a) (b) (c) 

Figure 1. (a) The DCT is applied to each 8 × 8 pixel block. (b) Each 8 × 8 block is split into 4 sub-blocks 
in order to apply different analog mapping/transformation schemes. (c) Each sub-block is placed in a 
sequential data frame. 

2.2. Analog JSCC Scheme 

The system maps the DCT coefficients of the three first blocks (Figure 1c) in channel symbols 
using analog JSCC techniques [7]. This strategy represents an appealing alternative to the traditional 
all-digital approaches based on source-channel separation because of its lower complexity and 
graceful degradation against variations of the channel conditions [2,8]. The system works with two 
analog JSCC methods: expansion and uncoded. The expansion method applies an analog spherical 
code, based on the exponentially chirped modulation (Equation (1)), whereas the uncoded method 
performs only a normalization. 

 (1) 

Equation (1). Analog spherical code used in the encoding operation 
s: symbols at the mapping input, : mapping parameter;  normalization factor; : expansion 
factor. 

At the receiver, we use an optimal Minimum Mean Square Error (MMSE) or a Maximum 
Likelihood (ML) decoder depending on the selected scheme. 

2.3. Comparison Methodology between Digital and Analog Systems 

The main objective of this work is to compare the transmission speed between the proposed 
analog system and an all-digital one used as a benchmark. One cannot find in the literature a standard 
procedure to carry out this very specific comparison. To ensure a fair comparison, we first measure 
the image quality obtained with the analog system, and next, we design the digital JPEG-based 
system to compress the source image with that same quality, while ensuring a free-error transmission 
of the information. 

The digital transmission is software-simulated over the estimated channel in the analog system 
in order to compare the two systems in the same situation. In addition, knowing the channel before 
transmitting allows for calculating the optimal CQI (Channel Quality Indicator) obtaining the 
minimal data frame avoiding errors. 

The selected quality metric is the SSIM (Structural Similarity Index) [9]. This metric returns a 
real value 1 (identical images) or less than 1 (different images). 

The time needed to transmit the data frames containing the image, encoded with the digital or 
the analog scheme, is the considered performance metric, which measures the transmission speed. 
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Abstract: Bootstrap methods are used for bandwidth selection in: (1) nonparametric kernel density
estimation with dependent data (smoothed stationary bootstrap and smoothed moving blocks
bootstrap), and (2) nonparametric kernel hazard rate estimation (smoothed bootstrap). In these
contexts, four new bandwidth parameter selectors are proposed based on closed bootstrap expressions
of the MISE of the kernel density estimator (case 1) and two approximations of the kernel hazard rate
estimation (case 2). These expressions turn out to be very useful since Monte Carlo approximation is
no longer needed. Finally, these smoothing parameter selectors are empirically compared with the
already existing ones via a simulation study.

Keywords: hazard rate; Kernel Method; Mean integrated squared error; moving blocks bootstrap;
Smooth Bootstrap; smoothing parameter; stationary bootstrap; Stationary Processes

1. Introduction

This work deals with the well known problem of data-driven choice of smoothing parameters
in nonparametric density and hazard rate estimation (see [1–4]). Our aim is also to propose new
bootstrap procedures for nonparametric density estimation considering dependent data. On the other
hand, hazard rate estimation is considered and two bootstrap bandwidth selectors based on some
approximation of the kernel hazard rate estimator are proposed.

2. Nonparametric Density Estimation

Let us consider a random sample, (X1, . . . , Xn), coming from a population with density f and
the kernel density estimator (see [5,6]), which strongly depends on a bandwidth selector, h. In fact,
its choice is really important since it regulates the degree of smoothing applied to the data.

In this context, the smoothed stationary bootstrap (SSB) resampling plan has been proposed (see
the Appendix for a detailed description of the algorithm and [7]), as well as a bandwidth selector,
namely h∗SSB. It is the result of minimizing the SSB version of the MISE. A closed expression for the
bootstrap MISE is also obtained by [7]. On the other hand, smoothed moving blocks bootstrap (SMBB)
has been proposed (see the Appendix for a complete description of the method), as well as a bandwidth
selector, h∗SMBB, which is the minimizer in h of the closed expression for the MISE∗

SMBB (see [8] for a
deeper insight on the topic). It is worth mentioning that the exact expressions for the MISE∗

SSB(h) and
MISE∗

SMBB(h) are really useful since Monte Carlo approximation is no longer necessary.

Proceedings 2018, 2, 1164; doi:10.3390/proceedings2181164 www.mdpi.com/journal/proceedings14
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3. Nonparametric Hazard Rate Estimation

Let us consider (X1, X2, . . . , Xn), a simple random sample coming from a population with
continuous density f and cumulative distribution function F. Consider, additionally, the nonparametric
hazard rate estimator (see [3,4]), the kernel density estimator f̂h and the kernel distribution estimator F̂h.
In order to establish a bootstrap bandwidth selector for the hazard rate estimator, two approximations
of the hazard rate estimator are considered. The two hazard rate approximated versions are given by:

r̃h,1(x) =
f̂h(x)

1 − F(x)
.

r̃h,2(x) =
1

1 − F(x)
f̂h(x) +

f (x)
(1 − F(x))2 F̂h(x)− f (x)

(1 − F(x))2 + r(x).

Closed-form expressions of the MISE of r̃h,1 and r̃h,2, as well as their bootstrap versions can be
found in [9]. Moreover, two bootstrap bandwidth selectors, namely hBOOT1 and hBOOT2, are defined
as the minimizers of MISE∗̃

rh,1,w(h) and MISE∗̃
rh,2,w(h), respectively (see [9] for a deeper insight on the

approach). It is worth mentioning that Monte Carlo approximation is not required.

4. Simulation Results

A simulation study is now carried out in order to check the good empirical behaviour of the new
smoothing parameter selectors in both contexts. These are the models considered:

1. Density estimation: An AR(1) model given by Xt = −0.6Xt−1 + 0.8at, where at
d
= N(0, 1).

2. Hazard rate estimation: A Gumbel model such that f (x) = e−xe−e−x
, ∀x ≥ 0.

5. Discussion

Figure 1 shows that h∗SSB and h∗SMBB display a similar performance, actually the best one.
According to Table 1, hBOOT1 and hBOOT2 display the overall best performance.

CV_l SMCV PCV SSB SMBB PI

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

Figure 1. Boxplot of log
(

MISE(ĥ)/MISE(hMISE)
)

, n = 100, where ĥ = hCVl (first box), hSMCV

(second box), hPCV (third box), h∗SSB (fourth box), h∗SMBB (fifth box) and hPI (sixth box).
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Table 1. Mean and median of ISE(ĥ), n = 100, where ĥ = hCV (third column), hDO (fourth column),
hBOOT1 (fifth column), hBOOT2 (sixth column) and h∗GCM (seventh column).

CV DO BOOT1 BOOT2 GCM

Gumbel model Mean 0.1656 0.01651 0.02914 0.02882 0.03595
Median 0.15527 0.01037 0.012844 0.01282 0.01739
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Abbreviations

The following abbreviations are used in this manuscript:

MISE Mean integrated squared error
ISE Integrated squared error
SSB Smoothed stationary bootstrap
SMBB Smoothed moving blocks bootstrap
iid Independent and identically distributed
hDO DO-validation bandwidth selector for hazard rate estimation (see [10])
h∗GCM González-Manteiga, Cao, Marron bandwidth selector for hazard rate estimation (see [11])
hPI Plug-in bandwidth selector for bandwidth selection with dependent data (see [12])
hCVl Leave-(2l + 1)-out cross-validation for density estimation (see [13])
hSMCV Modified cross validation for density estimation with dependent data (see [8])
hPCV Penalized cross validation for density estimation with dependent data (see [8])
hCV Cross validation bandwidth selector for hazard rate estimation (see [14])
hMISE Bandwidth selector which minimizes the theoretical MISE(h)

Appendix A

Smoothed stationary bootstrap

1. Draw X∗(SB)
1 from Fn, the empirical distribution function of the sample.

2. Define X∗
1 = X∗(SB)

1 + gU∗
1 , where U∗

1 has been drawn with density K and independently

from X∗(SB)
1 .

3. Assume we have already drawn X∗
1 , . . . , X∗

i (and, consequently, X∗(SB)
1 , . . . , X∗(SB)

i ) and

consider the index j, for which X∗(SB)
i = Xj. We define a binary auxiliary random

variable I∗i+1, such that P∗ (I∗i+1 = 1
)
= 1 − p and P∗ (I∗i+1 = 0

)
= p. We assign X∗(SB)

i+1 =

X(j mod n)+1 whenever I∗i+1 = 1 and we use the empirical distribution function for

X∗(SB)
i+1 |I∗i+1=0, where mod stands for the modulus operator.

4. Once drawn X∗(SB)
i+1 , we define X∗

i+1 = X∗(SB)
i+1 + gU∗

i+1, where, again, U∗
i+1 has been drawn from

the density K and independently from X∗(SB)
i+1 .

Smoothed moving blocks bootstrap

1. Fix the block length, b ∈ N, and define k = min�∈N � ≥ n
b
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2. Define:
Bi,b = (Xi, Xi+1, . . . , Xi+b−1)

3. Draw ξ1, ξ2, . . . , ξk with uniform discrete distribution on {B1, B2, . . . , Bq}, with q = n − b + 1

4. Define X∗(MBB)
1 , . . . , X∗(MBB)

n as the first n components of

(ξ1,1, ξ1,2, . . . , ξ1,b, ξ2,1, ξ2,2 . . . , ξ2,b, . . . , ξk,1, ξk,2, . . . , ξk,b)

5. Define X∗
i = X∗(MBB)

i + gU∗
i , where U∗

i has been drawn with density K and independently from

X∗(MBB)
i , for all i = 1, 2, . . . , n
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Abstract: Over the last few years, the research group MODES has carried out a research line
(in collaboration with researchers from the Sustainable Agriculture Institute of the CSIC in Córdoba)
on statistical modeling in weed science. One of the aspects dealt with in this line is that of the
estimation of the so-called emergence curves from data obtained from field studies. In this context,
new indices have been developed for hydrothermal times, new nonparametric methods have been
proposed, which have been compared with other existing parametric methods and applied to relevant
pests. In this context, the objective pursued was the development of an R package that can be useful
for the statistical analysis of weed science data and, in particular, for the estimation of emergence
curves. Currently, the package is available in the CRAN and it is intended to become a standard of
use among the research community in weed science.

Keywords: binned data; nonparametric; kernel density; kernel distribution; bandwidth selection

1. Scenario

Let X1, . . . , Xn be a random sample of our random variable of interest, X, with density function
f and distribution function F. Let us assume that a set of k intervals, [yj−1, yj), j = 1, . . . , k,
whose midpoints will be denoted by tj = 1

2 (yj−1 + yj), j = 1, . . . , k. Let us also assume that
we do not know the values of each Xi but only the interval to which each of them belongs.
Therefore, in this scenario we cannot directly observe the sample X1, . . . , Xn but only the proportion of
observations that fall into each of the intervals, that is, our random sample turns to be (w1, . . . , wk),
where wj = Fn(y−j ) − Fn(y−j−1), j = 1, . . . , k, and Fn denotes the empirical distribution function of
X1, . . . , Xn. In this context, the classical kernel density and distribution estimators cannot be computed
and must be adapted to this interval-grouping scenario. Kernel density and ditribution estimators for
interval-grouped data were proposed in [1,2], respectively.

2. Bandwidth Selection for Interval-Grouped Data

The bandwidth selectors proposed in [3] were analyzed through several simulation studies and
some modifications were proposed. For instance, in the case of kernel density estimation, a new
method for the selection of a pilot bandwidth for the bootstrap selector was proposed and shown to
outperform the previously used one in most scenarios. In the case of kernel distribution estimation,
a bootstrap bandwidth selector was developed along with a method to select a pilot bandwidth
similar to the one proposed for the density case. For both kernel density and distribution estimation,
the bootstrap bandwidth selectors were shown to outperform the plug-in selectors in most cases.

Proceedings 2018, 2, 1165; doi:10.3390/proceedings2181165 www.mdpi.com/journal/proceedings18
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3. Application to the Estimation of Seedling Emergence Curves

Weed scientists are usually interested in the prediction of seedling emergence using environmental
variables such as the cumulative hydrothermal time (CHTT). However, due to several factors such
as budget constraints, the value of the CHTT cannot be measured continuously and so we end up
facing an interval-grouped scenario. Weed scientists have traditionally modeled the relationship
between seedling emergence and CHTT through parametric regression. To overcome the limitations of
this approach, we decided to face the task of seedling emergence estimation from a nonparametric
distribution estimation viewpoint. Namely, we want to estimate the distribution (or density) of the
random variable CHTT. Furthermore, due to the nature of the measuring process and the fact that the
seedlings under study are at different soil depths, we also face the problem of selecting the depth at
which to measure the CHTT. Since the depth at which the CHTT is measured will affect the shape of
the distribution of our random variable, our objective is to find a depth such that it maximizes the
flatness of the distribution of the CHTT. For this task, emergence indices were proposed in [4].

4. Implementation

The methods were coded in C++ to minimize the execution time and integrated into an R
package, binnednp [5], through the Rcpp API (see [6]). The package is composed of four functions
focused on different tasks: kernel density estimation (bw.dens.binned), plug-in bandwidth selection for
kernel distribution estimation (bw.dist.binned), bootstrap bandwidth selection for kernel distribution
estimation (bw.dist.binned.boot) and nonparametric estimation of emergence indices (emergence.indices).

Author Contributions: Conceptualization, D.B., R.C. and M.F.; Methodology, D.B., R.C. and M.F.; Software, D.B.,
R.C. and M.F.; Validation, D.B., R.C. and M.F.; Formal Analysis, D.B., R.C. and M.F.; Investigation, D.B., R.C. and
M.F.; Resources, D.B., R.C. and M.F.; Data Curation, D.B., R.C. and M.F.; Writing—Original Draft Preparation, D.B.,
R.C. and M.F.; Writing—Review & Editing, D.B., R.C. and M.F.; Visualization, D.B., R.C. and M.F.; Supervision,
D.B., R.C. and M.F.; Project Administration, D.B., R.C. and M.F.; Funding Acquisition, D.B., R.C. and M.F.

Funding: This research received no external funding.

Acknowledgments: This research has been supported by MINECO grant MTM-2014-52876-R and by the Xunta
de Galicia (Grupos de Referencia Competitiva ED431C-2016-015 and Centro Singular de Investigación de Galicia
ED431G/01), all of them through the ERDF.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1. Reyes, M.; Francisco-Fernández, M.; Cao, R. Nonparametric kernel density estimation for general grouped
data. J. Nonparametr. Stat. 2016, 2, 235–249.

2. Cao, R.; Francisco-Fernández, M.; Anand, A.; Bastida, F.; González-Andújar, J.L. Modeling bromus diandrus
seedling emergence using nonparametric estimation. J. Agric. Biol. Environ. Stat. 2013, 18, 64–86.

3. Reyes, M.A. Statistical Methods for Studying Emergence Curves in Weed Science. Ph.D. Thesis, Universidade
da Coruña, A Coruña, Spain, 2015.

4. Cao, R.; Francisco-Fernández, M.; Anand, A.; Bastida, F.; González-Andújar, J.L. Computing statistical
indices for hydrothermal times using weed emergence data. J. Agric. Biol. Environ. Stat. 2011, 149, 701–712.

5. Barreiro-Ures, D.; Fraguela, B.; Doallo, R.; Cao, R.; Francisco-Fernández, M.; Reyes, M. binnednp:
Nonparametric Estimation for Interval-Grouped Data. CRAN 2018. Available online: https://cran.r-
project.org/package=binnednp,Rpackageversion0.1.0 (accessed on 9 September 2018).

6. Eddelbuettel, D.; Francois, R. Rcpp: Seamless R and C++ integration. J. Stat. Softw. 2011, 40, 1–18.

c© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

19



Extended Abstract

Bandwidth Selection in Nonparametric Regression
with Large Sample Size †

Daniel Barreiro-Ures ‡, Ricardo Cao ‡ and Mario Francisco-Fernández ‡

Department of Mathematics, Faculty of Computer Science, University of A Coruña, A Coruña 15008, Spain;
ricardo.cao@udc.es (R.C.); mario.francisco@udc.es (M.F.-F.)
* Correspondence: daniel.barreiro.ures@udc.es
† Presented at the XoveTIC Congress, A Coruña, Spain, 27–28 September 2018.
‡ These authors contributed equally to this work.

Published: 17 September 2018

Abstract: In the context of nonparametric regression estimation, the behaviour of kernel methods
such as the Nadaraya-Watson or local linear estimators is heavily influenced by the value of the
bandwidth parameter, which determines the trade-off between bias and variance. This clearly
implies that the selection of an optimal bandwidth, in the sense of minimizing some risk function
(MSE, MISE, etc.), is a crucial issue. However, the task of estimating an optimal bandwidth using
the whole sample can be very expensive in terms of computing time in the context of Big Data,
due to the computational complexity of some of the most used algorithms for bandwidth selection
(leave-one-out cross validation, for example, has O(n2) complexity). To overcome this problem,
we propose two methods that estimate the optimal bandwidth for several subsamples of our large
dataset and then extrapolate the result to the original sample size making use of the asymptotic
expression of the MISE bandwidth. Preliminary simulation studies show that the proposed methods
lead to a drastic reduction in computing time, while the statistical precision is only slightly decreased.

Keywords: nonparametric; regression; bandwidth; Big Data; cross-validation; subsampling

1. Scenario

Let us consider a sample of size n, {(xi, yi)}i=1,...,n, drawn from a nonparametric regression model
yi = m(xi) + εi. We assume random design, E[ε | x] = 0 and E[ε2 | x] = σ2(x) < ∞. In this context,
we deal with the Nadaraya-Watson estimator [1] for the regression function, m, which is characterized
by the kernel function K and the bandwidth or smoothing parameter h > 0. Under suitable conditions,
the asymptotically optimal (in the sense of minimum AMISE) bandwidth satisfies

hAMISE,n = c0n− 1
5 . (1)

Since we are assuming that the sample size, n, is very large, the task of computing a
bandwidth selector using the whole sample would be too computationally expensive. For example,
the leave-one-out cross-validation (LOO CV) bandwidth selector has complexity O(n2).

2. Bandwidth Selection

The idea behind our proposal is to find the LOO CV bandwidth for several subsamples and
then extrapolate the result to the original sample size using the asymptotic expression of the MISE
bandwidth (1).

Proceedings 2018, 2, 1166; doi:10.3390/proceedings2181166 www.mdpi.com/journal/proceedings20
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2.1. One Subsample Size (OSS)

The idea behind this method is to draw several subsamples of size r, much smaller than n,
then compute the LOO CV selector and finally use Equation (1) to extrapolate the CV bandwidth
for the original sample size (this idea was already proposed in [2] in the context of kernel density
estimation to reduce the variance of the CV bandwidth selector).

1. Obtain s subsamples of size r � n subsampling without replacement from our original dataset.
2. For each subsample, find the LOO CV bandwidth.
3. Let ĥr denote the average of these bandwidths.

4. We estimate the unknown constant c0 by ĉ0 = ĥrr
1
5 .

5. Therefore, our estimate of the AMISE bandwidth would be ĥAMISE,n = ĉ0n− 1
5 = ĥr

( r
n
) 1

5 .

2.2. Several Subsample Sizes (SSS)

We now propose a method that considers several subsamples of different sizes.

1. Consider a grid of subsample sizes, r1, . . . , rs, with rj � n.
2. For each rj, compute the LOO CV bandwidth, ĥj (several subsamples of each size could

be considered).
3. Solve the ordinary least squares problem (or a robust analogue) given by (β̂0, β̂1) =

arg min
β0,β1

s
∑

i=1
(log(ĥi) − β0 − β1 log(mi))

2, in which case ĉ = eβ̂0 and p̂ = β̂1 is our estimate of

the order of convergence of the AMISE bandwidth.
4. Our estimate of the AMISE bandwidth for the original sample size, n, would be ĥAMISE,n = ĉnp̂.

3. Simulation Study

Let us consider samples of size n = 106 drawn from the model Y = m(X) + ε, where X ∼
Beta(2, 2), ε ∼ N(0, 0.22) and m(x) = 1 + x sin(5.5πx)2. Furthermore, we have considered a Gaussian
kernel and, as a weight function, w(x) = 1{F−1

X (0.05)≤x≤F−1
X (0.95)}, where F−1

X denotes the marginal
quantile function of X.

It is clear from Figure 1 that the OSS selector outperforms the SSS selector in terms of statistical
precision. Moreover, in many cases bandwidths that are quite distant from the optimum do not have
an associated large error (in terms of AMISE). On the other hand, as we can observe in Tables 1 and 2,
the OSS selector is substantially faster than the SSS selector due to the fact that the former works
with a single subsample size which, in turn, is even smaller than most of those considered for the SSS
selector). It should be noted that the source code for both selectors was written in C++ and run in
parallel on an Intel Core i5-8600K 3.6 GHz.
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OSS (red) and SSS (green) bandwidth selectors.

Table 1. CPU elapsed times for the OSS selector with n = 106. 10 subsamples of the corresponding size
were considered.

Subsample Size CPU Elapsed Time (s)

500 1.62
1000 2.82

Table 2. CPU elapsed times for the SSS selector with n = 106 considering uniform grids (of 20 elements)
of subsample sizes ranging from 100 to the corresponding maximum size. 10 subsamples of each of the
corresponding sizes were considered.

Maximum Subsample Size CPU Elapsed Time (s)

500 9.21
1000 17.9
1500 32.1
2000 51.0
2500 75.1
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Abstract: Some authors have recently warned about the risks of the sentence with enough data,
the numbers speak for themselves. The problem of nonparametric statistical inference in big data under
the presence of sampling bias is considered in this work. The mean estimation problem is studied in
this setup, in a nonparametric framework, when the biasing weight function is unknown (realistic).
The problem of ignoring the weight function is remedied by having a small SRS of the real population.
This problem is related to nonparametric density estimation. The asymptotic expression for the
MSE of the estimator proposed is considered. Some simulations illustrate the performance of the
nonparametric method proposed in this work.

Keywords: Bias Correction; Big Data; Kernel Method; mean estimation; Nonparametric Inference

1. Introduction

At certain times a large sample is not representative of the population, but it is biased (B3D).
Some of the problems coming from ignoring sampling bias in big data statistical analysis have been
recently reported by Cao [1]. A good example cited by Crawford [2] is the data collected in the city
of Boston through the StreetBump smartphone app that underestimates the number of potholes in
some neighborhoods of the city, with the consequent deficient management of resources. Another
example is the database of more than 20 million tweets generated by Hurricane Sandy. These data
come from a biased sample of the population, since most of the tweets came from Manhattan, while
few tweets were originated in the most affected areas by the catastrophe. In other examples, such as
those cited in Hargittai [3], survey data show that the use of sites is biased yielding samples that limit
the generalizability of findings.

In this context, let us consider a population with CDF F (density f ) and consider a SRS,
X = (X1, . . . , Xn), of size n from this population. Assume that we are not able to observe this sample
but we observe, instead, another sample Y = (Y1, . . . , YN), of a much larger sample size (N >> n) from
a biased distribution G (density g), such that g(x) = w(x) f (x), for some weight function w(x) ≥ 0, ∀x.

2. Mean Estimation in B3D

To deal with the mean estimation problem in this context, we propose the realistic estimator
(unknown w case) whose motivation is explained by Cao and Borrajo [4]:

μ̂ŵh,b =

1
N

N

∑
i=1

Yi

ŵh,b (Yi)

1
N

N

∑
i=1

1
ŵh,b (Yi)

=

1
N

N

∑
i=1

Yi
f̂h (Yi)

ĝb (Yi)

1
N

N

∑
i=1

f̂h (Yi)

ĝb (Yi)

. (1)
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In order to work with this estimator, extra information is required. We propose a scenario in which,
in addition to the biased sample, Y, we also observe a SRS, X, of small size of the real population.
The Parzen-Rosenblatt KDE (see [5,6]) based on X and Y can be used to estimate f and g.

The final expression of the AMSE of (1) (h → 0, b → 0, nh → ∞, Nb → ∞ and N/n → ∞) is:

AMSE
(

μ̂ŵh,b
)

=

(
C1b2 +

C2

Nb

)2
+

C3

n
+

C4

Nn
+

C5

N2 +
C6

Nnh
+

C7

N2b

+
C8h2

N2b
+

C9h4

N
+

C10b4

N
+

C11h2b2

N
+

C12h
Nn

+
C13b
N2 .

3. Case Study with Simulated Data

Let us consider f (x) = 3
14 (x2 + 1) 1[0,2](x) and w(x) = 1.5 1[0,1.5](x) + x 1(1.5,2](x) (Figure 1a):

Figure 1. (a) Densities involved in the model. (b) Logarithm of the MSE of mu depending on the
logarithm of h and b for this model, considering n = 100 and N = 10, 000.

Figure 1b shows that the proposed estimator improves the estimation performed using the SRS,
X, and the biased sample, Y, for a large number of combinations of h and b. Looking at Table 1,
we observe that the best choice for h and b based on the simulation study contradicts the assumption
(h → 0, b → 0) used in obtaining the asymptotic results. The AMSE for (1) under these non-standard
asymptotic conditions (h → h0, b → b0) is:

AMSE
(

μ̂ŵh0,b0

)
=

D1

N
+

D2

Nn
+

D3

N2 +
D4

N3 .

Table 1. MSE of the different estimators and optimal bandwidths obtained from the simulation study.

n N MSE(X) MSE(Y) MSE(μ̂wh,b) h b

10 100 2.9 × 10−2 4.4 × 10−3 2.4 × 10−3 1.99 1.05
50 2500 5.6 × 10−3 1.7 × 10−3 9.9 × 10−5 3.97 1.18

100 10, 000 2.9 × 10−3 1.6 × 10−3 2.5 × 10−5 5.00 1.20
500 250, 000 5.0 × 10−4 1.6 × 10−3 1.1 × 10−6 12.22 1.23

1000 1, 000, 000 2.0 × 10−4 1.6 × 10−3 2.7 × 10−7 12.22 1.24
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4. Conclusions

Big Data brings new statistical challenges since bias is much more present. Ideas from
length-biased data and nonparametric smoothing techniques are important in this context, testing for
bias is a relevant problem in Big Data and smoothing parameter selection may be paradoxical in B3D.
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Abstract: This paper proposes a system for the three-dimensional identification and visualization 
of the retinal vasculature using Optical Coherence Tomography (OCT) scans. This fully automatic 
tool provides useful biomarkers to the medical specialists that facilitate the prevention, diagnosis 
and treatment of various retinal and systemic pathologies. 

Keywords: computer-aided diagnosis; Retinal imaging; Optical Coherence Tomography; vasculature; 
Retinal microcirculation 

1. Introduction 

The eye fundus is the only part of the human body where the blood vessels can be directly
visualized non-invasively and safely in real time. An accurate analysis of the morphology of the 
retinal microvasculature allows the early diagnosis of different systemic diseases that can affect 
multiple parts of the body, such as hypertension, diabetes or arteriosclerosis, all of which are leading 
global public health concerns. 

Nowadays, Optical Coherence Tomography (OCT) technique is increasing its use in clinical 
studies, health service research and daily clinical practice. This biomedical imaging system is capable 
of providing high-resolution cross-sectional scans of the internal microstructure of different retinal 
tissues in real time. These OCT scans allow the medical specialists to analyze and identify anatomical 
and physiological changes in the complex microvascular network of the retina. 

In this work, we propose the development of a novel and complete methodology for the 
automatic identification and three-dimensional visualization of the retinal vasculature using OCT 
scans. This fully automatic system provides an intuitive visualization tool that facilitates a more 
complete and reliable analysis of the complex vascular structure of the retina. 

2. Methodology 

The proposed methodology is divided into four main steps: a first step, where we extract the
two-dimensional vessel tree in the NIR retinography image; second, we estimate the vessel calibers; 
third, we obtain the corresponding depth of the vessel profiles in the OCT sections; and a final fourth 
step, where we make a complete three-dimensional representation of the retinal vasculature. This 
system allows the manipulation of the retinal vessel tree by means of graphical transformations 
including translation, scaling and rotation and their arbitrary combinations [1]. 
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3. Results and Conclusions

The proposed method reached satisfactory results, providing a consistent and coherent three-
dimensional retinal vessel tree reconstruction and visualization that can be posteriorly used in 
different medical analysis and diagnostic processes of various retinal and systemic pathologies. 
Figure 1 shows a representative example of the three-dimensional reconstruction and visualization 
where the caliber scale bar is also presented in the screen to facilitate the analysis of the medical 
specialists. 

Figure 1. Representative example of the three-dimensional reconstruction and visualization of the 
retinal vessel tree using OCT images. Note the caliber scale bar that facilitates the analysis of the 
specialist. 
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Abstract: We propose an automatic methodology that identifies the vascularity zones in OCT-A 
images and their measurement for its use in clinical analysis and diagnostic processes. The 
segmentation and measurement contributes objectivity and repeatability in the results, desirable 
characteristics in any diagnosis and monitoring process. In the validation of the method, the 
correlation coefficient of Pearson and Jaccard index were used, obtaining satisfactory results. 
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1. Introduction 

Optical Coherence Tomography Angiography (OCT-A) is a new non-invasive imaging
modality that facilitates the analysis of the vascularity in the retina. The extraction of this vascular 
and avascular zones is useful for the analysis of several pathologies such as diabetic retinopathy, 
but their correct extraction requires objectivity, determinism and repeatability factors. Given the 
recent appearance of this image modality, there are few works, most of them are clinical proposals 
that study the repeatability and reproducibility of different biomarkers that are based on the OCT-
A vascular properties in healthy patients, indicating the satisfactory impact of this analysis. For this 
reason, the automatic extraction of this zones is interesting, given the repeatability and objectivity 
that support its automation. 

2. Methodology 

We propose an automatic methodology that identifies the vascular and avascular zones in
OCT-A images and their measurement for its use in clinical analysis and diagnostic processes [1]. 
We firstly intensify the vascular characteristics using morphological operators, facilitating the 
extraction in further steps. Then, a set of image processing techniques are combined to maximize 
their differences and, posteriorly, estimate their representative parameters, respectively. These 
biomarkers are based in the area of the Foveal Avascular Zone (FAZ) and the vascular density, 
features that can vary in healthy and pathological patients. In the case of the vascular density, four 
different ways of measurement were performed based on: the original image, the enhanced image, 
the thresholded image and the vascular skeletonization of the image. Figure 1, represents an 
example of input and outputs system. 
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(a) (b) (c) 

Figure 1. Example of the input (a) of the system and the outputs: avascular zone (b) and vascular 
zone (c). 

3. Results 

The proposed methodology was tested on a set of 144 non-pathological images labeled by an
expert ophtalmologist, being used as reference in the validation of the method. The correlation 
coefficient of Pearson and the Jaccard index were used to validate the results between the expert 
and the system, validating the measurements and the coverage of the zone. In the correlation 
coefficient of Pearson, the areas of the expert and the areas of the system were compared, obtaining 
an average of 0.76, which represents a good correlation between both segmentations. With the 
Jaccard index, we obtained 0.73, also offering satisfactory results. Summarizing, the proposed 
methodology presented satisfactory results in both validation experiments. 
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Abstract: User-generated content published on microblogging social platforms constitutes an 
invaluable source of information for diverse purposes: health surveillance, business intelligence, 
political analysis, etc. We present an overview of our work on the field of microtext processing 
covering the entire pipeline: from input preprocessing to high-level text mining applications. 

Keywords: microtext normalization; Language Identification; sentiment analysis; text preprocessing; 
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1. Introduction 

Extracting information from microtexts (e.g., tweets) requires the use of Natural Language
Processing (NLP) techniques. Unfortunately, their performance is sensitive to the so-called texting 
phenomena (shortenings, substitutions, word concatenation, etc.) present in these texts. Thus, we 
first need to adapt the input to writing standards in a process called microtext normalization.  

2. Microtext Normalization 

One of the most usual approaches when implementing a microtext normalization system is
decomposing it into two steps [1]: normalization candidate generation, where domain dictionaries, 
phonetic algorithms [2], as well as other spell checking techniques are used to obtain standard 
words to replace in the input text; and candidate selection, where the most likely normalized 
sequence according to some language model is constructed. 

Notably, this approach works at the word level, as candidates are generated and selected for 
each word in the input text. However, word boundaries (in this case, blank spaces) are also affected 
by texting phenomena, hence their positioning cannot be assumed to be correct. 

To address this issue we can add, as an early step in the normalization pipeline, a word 
segmentation subsystem that will try to normalize the positioning of word boundaries. In particular, 
we have experimented with character-based n-gram language models paired with a beam search 
algorithm, obtaining state-of-the-art results [3].  

On top of this, in order to support multilingual environments such as most microblogging 
social platforms, it becomes essential to know in advance the language or languages in which the 
texts we want to normalize are written in, so that we can choose the right modules for the task. 
Consequently, we have added an automatic language identifier to our normalization pipeline. In 
this regard, we have tested and adapted well-known tools for the task [4]. 
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The ongoing work is currently focusing on obtaining an accurate candidate selection 
mechanism, where language models play again a key role. 

3. Sentiment Analysis 

Normalization systems have many applications in downstream NLP tasks, such as Sentiment
Analysis (SA) in Twitter, where the goal is to predict the polarity of a text being positive, negative 
or neutral. In this context, we have studied symbolic systems that compute the sentiment of 
sentences by taking into account their syntactic structure. The hypothesis is that syntactic relations 
between pairs of words are helpful to process linguistic phenomena such as negation, 
intensification or adversative subordinate clauses, very relevant for the task at hand. Our 
experiments suggest that our approach better deals with these phenomena than lexical-based 
systems. We also have developed machine learning models that have been evaluated in 
international evaluation campaigns [5,6].  

These techniques are usually applied to monolingual environments, but their application to 
multilingual and code-switching texts, where words coming from two or more languages are used 
indistinctly, is gaining increasing interest [7]. 

Normalization and sentiment analysis might also be useful in higher level text mining 
applications. Political analysis, where the main goal is to use social media to estimate the popularity 
of politicians, is of special interest as it can be used as an alternative to traditional polls [8].  

Furthermore, NLP techniques can be used in social analysis to study the cultural differences 
across different countries. More in particular, in [9] we explore the semantics of part-of-day nouns 
for different cultures in Twitter, which can be helpful to understand how different societies 
organize their day schedule. 
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Abstract: Obtaining relevant information from the vast amount of data generated by interactions in a
market or, in general, from a dyadic dataset, is a broad problem of great interest both for industry and
academia. Also, the interpretability of machine learning algorithms is becoming increasingly relevant
and even becoming a legal requirement, all of which increases the demand for such algorithms.
In this work we propose a quality measure that factors in the interpretability of results. Additionally,
we present a grouping algorithm on dyadic data that returns results with a level of interpretability
selected by the user and capable of handling large volumes of data. Experiments show the accuracy
of the results, on par with traditional methods, as well as its scalability.

Keywords: market segmentation; interpretability; Explainability; scalability; Machine Learning;
Big Data

1. Introduction

Data obtained by monitoring a marketplace are mainly dyadic [1], that is, they represent the
relation between two entities (for instance user vs products, buyers vs sellers or any other pairing of
agents). This sort of data are also prevalent in common problems such as recommender systems [2],
computational linguistics, information retrieval and preference learning [3], besides being used in
more specific problems like automatic test grading [4].

A traditional problem to be solved with this kind of data consists on obtaining groups of entities
that show a similar behavior. Market segmentation is the process of performing this analysis on market
data [5]. The resulting grouping is coveted by companies since it offers valuable insight, but it is hard
to obtain.

Also, having results that are easily interpretable by managers is essential. Interpretability is given
by a collection of characteristics that promote ease of understanding of a model [6] and can be achieved
by providing transparent models and algorithms or by offering additional explanations for the outputs
of the model.

The algorithm introduced in this work aims to obtain informative and easy to interpret data for
human supervisors. It is implemented in the Apache Spark [7] distributed framework, which enables
the analysis of large amounts of data in a reasonable time.

2. Proposal

Given a dataset X containing data showing the interactions between two entities U and V in which
each data point x ∈ X has the form (u, i, f (u, i)) with f being a utility function f : (U , I) → {−1,+1},
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a grouping Cl(U ) = {Clu1, . . . , Clum} on one of the entities can be defined as a set of m groups
containing all the elements in U . The aptness of this grouping can be measured as the homogeneity of
the value v across the elements in each Cluk [8]. Using this measure, we can define the weighted entropy
of a grouping as

WE(Cl(U )) = ∑
k,j

|Cluk|
|U ||I|H(

| {u ∈ Cluk : f (u, ij) = +1
} |

|Cluk| ). (1)

where H(x) represents the Shannon entropy of x.
Since each u ∈ U is a defined by a set of variables, each Cluk is defined by giving a range for

those variables. We can obtain a measure of the quality of Cl(U ) by adding a factor that measures its
interpretability. We do that by adding the number of such variables needed to define each group Cluk.

Q(Cl(U )) = −WE(Cl(U ))− λ ∑
Cluk∈Cl(U )

NV(Cluk). (2)

where NV(x) represents the number of variables needed to characterize x and λ is a hyperparameter
that enables the user to manage the balance between accuracy and ease of understanding.

The proposed algorithm takes a dataset X as input and returns a grouping Cl(U ) that maximizes
Q(Cl(U )). It does so by constructing a decision tree over the variables in U which defines the
grouping Cl(U ).

Algorithm 1: Grouping algorithm.
Data: U , f , LMAX (MAX DEPTH OF THE TREE), N(MEASURES THE EXPLORATION SPACE)
Result: Decision tree that defines the grouping.
function BUILDTREE(U , level, splitPoints, f , LMAX , N)

if level >L_MAX then
return ∅

end

candidates ← sorted list with capacity N;
for (variable, value) ∈ splitPoints do

1 le f t ← {u ∈ U : u[variable] < value};
right ← {u ∈ U : u[variable] > value};
if HEURISTIC(le f t, right) > candidates.minimum then

2 candidates.add((variable, value));
end

end

best ← ∅;
for (variable, value) ∈ candidates do

3 le f t ← {u ∈ U : u[variable] < value};
4 right ← {u ∈ U : u[variable] > value};
5 treeLe f t ← BUILDTREE(le f t, level + 1, splitPoints);
6 treeRight ← BUILDTREE(right, level + 1, splitPoints);
7 new ← (variable, value, le f tTree, rightTree) if WE(new, f ) > WE(best, f ) then

8 best = new;
end

end

return new;
end

splitPoints ← list of split points in every variable;
return BUILDTREE(U , 0, splitPoints, f , LMAX , N);
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3. Results

Experiments performed on a large real world dataset containing information about readers and
news items show that the proposed algorithm obtains a grouping consisting of 18 groups with a
weighted entropy similar to that of the grouping with 100 elements obtained by Kmeans with k = 100.

Additional experiments show that the Apache Spark implementation of the algorithm shows
almost linear scalability when adding more computation nodes.
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Abstract: Some problems in the field of health or industry require to obtain information from the
inside of a body without using invasive methods. Some techniques are able to get qualitative images.
However, these images are not enough to solve some problems that require an accurate knowledge.
Normally, the tomography processes are used to explore inside of a body. In this particular case,
we are using the method called Electrical Impedance Tomography (EIT). The basic operation of this
method is as follows: (1) The electrical potential difference is measured in the electrodes placed around
the body. This part is known as forward model. (2) Get information from the inside of the body using
the measured voltages. This problem is known as inverse problem. There are several approximations
to solve this inverse problem. However, these solutions are focused on obtaining qualitative images.
In this paper, we show the main challenges of how to obtain quantitative knowledge when Machine
Learning techniques are used to solve this inverse problem.

Keywords: Electrical Impedance Tomography; Machine Learning; Artificial Neural Networks;
inverse problems

1. Introduction

Certain medical and industrial problems need to get information from the inside of a body without
damaging it. There are techniques able to get qualitative images about the distribution of some physical
characteristic of a particular body. However, these images are not useful to solve problems that require
a quantitative knowledge of a concrete physical feature. One of the ways to get this knowledge is
using tomography processes, which explore the inside of a body in a non-invasive way. In this paper,
we have focused our efforts on the tomography process called Electrical Impedance Tomography (EIT).
We have chosen EIT because it can be useful for both medicine and industry due to the fact it is easy
to deploy.

Signals obtained through a tomography process are used to solve an ill-posed [1,2] nonlinear
inverse problem with the purpose of obtaining the distribution of a physical characteristic. To deal
with this mathematical problem exist different approaches. On the one hand, some techniques apply
iterative algorithms [3,4]. They are quite accurate but they demand a lot of time and large computing
capacity. On the other hand, there are some algorithms that assume some linearity in the response of
the body. These algorithms are fast but inaccurate [5,6].

In this paper, we show what are the main challenges to solve this inverse problem in an accurate
and fast way thanks to Machine Learning (ML) techniques. Some previous work [7–9] explore the
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possibility of using ML to solve the inverse problem. However, their focus is on reconstructing the
images from a qualitative point of view instead of quantitative.

2. Challenges

The first problem is to get an appropriate dataset. Because there is not a dataset large enough to
train the models, it is necessary to generate it. This new dataset must contain simulations of bodies
with distributions and volumes of different physical properties. In addition, it is necessary to take
into account the position and dimensions of the electrodes used. Once this set has been generated,
it is necessary to simulate the tomographic processes to each body. In the case of EIT, the software
EIDORS [10] is appropriate to perform this simulation. After the simulation is done, noise should be
added to make the signals more similar to those obtained in a real environment. This implies studying
and defining an appropriate function that allows the signals to be distorted in an appropriate way.

The second challenge is to train different algorithms of Machine Learning, with the objective
of making a comparison that allows identifying the algorithms that best adapt to this type of highly
non-linear problem. It must be taken into account that the final algorithm must be robust to the noise
of the sensors, the body shape and the position of the sensors. Furthermore, to be able to train so
many different models, it is necessary to have available a large computing capacity and a lot of storage.
At the same time, this implies to carry out an efficient management of the computational resources.

The third challenge (very related to the previous one) is to develop adequate metrics for the
training of the algorithms. Traditional metrics do not seem appropriate due to the atypical unbalance
between inputs and outputs (many more outputs than inputs).

The fourth problem is the validation of the final algorithm. This implies testing the model with a
real test set that has been obtained through tomographic tests.

3. Results

We have done some initial tests using Artificial Neural Networks. To perform these first tests,
we have made various simplifications. For example, we have maintained the same body shape and
we have not introduced noise in the measurements of the sensors. Having this in mind, the results
obtained are very interesting and promising taking into account the complex nature of the problem.
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Abstract: In these days, organizations rely on the availability and security of their communication
networks to perform daily operations. As a result, network data must be analyzed in order to
provide an adequate level of security and to detect anomalies or malfunctions in the systems. Due to
the increase of devices connected to these networks, the complexity to analyze data related to its
communications also grows. We propose a method, based on Self-Organized Maps, which combine
numerical and categorical features, to ease communication network data analysis. Also, we have
explored the possibility of using different sources of data.

Keywords: Self-Organizing Maps; IDS; network security; categorical SOM; visualization;
unsupervised clustering

1. Introduction

These days network data analysis has become essential to provide adequate levels of security in
mid and big sized networks. The number of connected devices has increased to 20 thousand million of
devices in 2017 and will exceed 30 thousand million devices in 2020, as it is reflected in the forecast
from Statista [1]. As a result of the exponential increase of the traffic generated, classical analysis
techniques based on payload packet inspection become unfeasible [2].

One possible approximation to this problem is unsupervised clustering. These techniques allow
to cluster elements with similar characteristics without prior knowledge, easing the analysis of the
data as it was shown in previous research [3]. In particular for the scope of this work we have chosen
Self-Organized Maps (SOM) technique [4] as it allows to perform clustering as well as dimensionality
reduction. Also, this technique has been successfully applied to Intrusion Detection Systems [5,6].

As it is said in [7], a habitual traffic profile, called baseline, is present in communication networks.
Different kind of attacks present deviations from this baseline and these features could be used to
detect certain anomalies in traffic behavior (DoS [8], DDoS [9], brute force attacks [10]).

The objective of this work is to present a method to ease the analysis of communication network
data. Providing a system to allow the study and detection of anomalies out of data gathered from
different sources.

2. Methods

For the scope of this work, to generate the clusters, we have modified SOM technique to accept
numerical and categorical features, as explained in [11]. Besides we have only used information present
on IP packet headers or values derived from them. From the data available on the IP header we have
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selected a number of features such as source, destination, source port, destination port, protocol,
duration and bytes transmitted.

Two different datasets have been used to perform the experiments. One the one hand, the UNB
ISCX which is a synthetic and labeled flow dataset generated by the Cybersecurity Institute of Canada
intended for Intrusion Detection research [12]. On the other hand, we have used a log dataset gathered
in the firewall of the Computer Science faculty of the University of A Coruña. We have divided both
datasets to use the 80% of them to train and the 20% were left to test.

Before the clustering technique could be applied, a preprocessing step must be preformed in order
to categorize certain variables and to normalize numeric features. We performed a shallow approach
to the analysis of the map configuration with three different map sizes: 10 × 10 (100 neurons), 20 × 20
(400 neurons) and 30 × 30 (900 neurons). Increasing the number of neurons could help to get better
detection rates but it also rises the complexity of map analysis.

Finally, to evaluate the clustering we have used some tags referred to the nature of the connection.
In the case of the flow dataset we have used the synthetic labels showing if it is part of an attack or
normal traffic. On the other dataset we have taken the actions of the firewall as an approach. In the
last case it also allows the revision of the firewall rules by studying the misclassification.

3. Results

The aim of these experiments was to determine if a mixed numerical-categorical version of SOM
technique was suitable for network data classification, by using only IP header information gathered
from different sources. Also, other objective was to study how the information obtained could be used
in relation with the source of the data. For example, network flows could help to detect attacks and
firewall logs analysis could help to detect misconfiguration.

As it can bee seen in Table 1 where the results are shown both for the flow labeled dataset (ISCX)
and the firewall log (FIC), there are similarities between their results. Bigger map sizes tend to increase
the performance of the technique for both datasets but with the drawback of a more complex map
analysis. Also, it should be noticed that the better overall results are achieved with logs rather than
with flows.

Table 1. Experiment results.

Flows Logs

10 × 10 20 × 20 30 × 30 10 × 10 20 × 20 30 × 30

Sensitivity 90.33% 94.09% 94.28% 87.78% 90.20% 94.66%
Specificity 98.36% 99.00% 99.26% 96.37% 99.24% 99.12%
Precision 67.06% 77.80% 82.44% 86.56% 96.95% 96.62%
Accuracy 98.07% 98.83% 99.08% 94.56% 97.34% 98.18%

4. Discussion

As it can be seen in the results, despite the differences between both datasets, we can conclude
that the technique could be applied to different sources of network data. This difference should be
studied in order to determine if it is related to the nature of the dataset, the differences in the features
or other reasons. Also, additional research using other sources of data and different configurations
over the proposed technique should be performed.
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Abstract: The classification of sleep stages is a crucial task in the context of sleep medicine. It involves
the analysis of multiple signals thus being tedious and complex. Even for a trained physician scoring
a whole night sleep study can take several hours. Most of the automatic methods trying to solve
this problem use human engineered features biased for a specific dataset. In this work we use deep
learning to avoid human bias. We propose an ensemble of 5 convolutional networks achieving a
kappa index of 0.83 when classifying 500 sleep studies.

Keywords: sleep staging; convolutional neural network; classification

1. Introduction

Sleep disorders are a common problem: insomnia has a prevalence of 20% and daytime
sleepiness between 12% and 15% [1,2]. Sleep disorders can be diagnosed analysing a set of bio-signals
recorded during the sleep period, a technique called polysomnography. This analysis is expensive,
uncomfortable for the patient and difficult to interpret. Thus, it is usually presented as an hypnogram,
a graph showing the evolution of the sleep stages.

The gold standard for the hypnogram construction is the American Academy of Sleep Medicine
(AASM) guide, which includes how to identify sleep stages and associated events such as arousals,
movements and cardiac and respiratory events. This guide identifies 5 sleep stages: Awake (W), Rapid
Eye Movements (REM), and 3 Non REM known as N1, N2, and N3. A well built hypnogram allows
a quickly and accurate diagnosis. Yet, the agreement between two experts trying to build the same
hypnogram is lower than 90% (with a kappa index between 0.48 and 0.89 [3]), with even less agreement
for specific stages such as N1.

The aforementioned reasons motivated several works that automate the sleep stages classification.
Traditionally, these works were based on feature extraction and later classification [4–8], solutions
commonly biased towards the available dataset. To solve the bias problem we propose the use of Deep
Learning, an option already explored by some authors [9–13].

Particularly, we use a convolutional network that learns the relevant features for the classification
by itself. Following the AASM guides we use multiple channels, namely two electroencephalogram
(EEG), one electromyogram (EMG) and both electrooculogram (EOG). Furthermore, our signals are
filtered to reduce noise and remove artefacts induced by the electrocardiogram (ECG).

2. Materials

Our experiments were carried out using real polisomnographs (PSG) from the Sleep Heart Health
Study (SHHS) [14]. These PSG were scored by several experts following the AASM rules [15] and
include 2 EEG, both EOG, EMG and ECG.

Proceedings 2018, 2, 1174; doi:10.3390/proceedings2181174 www.mdpi.com/journal/proceedings43
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From the database we randomly selected 3 datasets for training, testing and validation containing
400, 100, and 500 registers respectively, or 288,000, 119,121, and 606,981 samples. Most of the samples
belong to class N2 (36%) or W (38%), and the less represented one is N1 (3%). Imbalanced classes is a
typical problem in sleep medicine.

3. Method

We use a convolutional network that is fed with 5 filtered signals simultaneously: two EEG
derivations, both EOG and one EMG. The filtering pipeline includes a Notch filter in 60 Hz for all the
signals, and a high pass in 15 Hz for the EMG signal. We also remove ECG artefacts using an adaptive
filter [16].

Following clinical procedure, the network input are 30 s windows (usually called epochs) with
the signals re-sampled (if needed) to 125 Hz, resulting in a sample dimension of 3750 × 5. Each signal
is normalised to mean 0 and deviation 1, using as reference the training dataset.

Figure 1 represents the proposed convolutional network. The convolutional block presented in
the figure is a set of four layers including: 1D convolution, batch normalization, ReLu activation and
average pool. This block is repeated n times. All the 1D convolutions have the same kernel size but
layer i has twice the filters of layer i − 1.

Figure 1. Proposed Convolutional Network.

The network was trained using Adam optimiser with 64 samples per batch and early stopping
with a patience of 10, monitoring the loss made in the validation dataset.

To select the hyper-parameters: n, the number of filters for the first layer, kernel size, and learning
rate; we used a Tree-structured Parzen Estimator (TPE), which is sequential model-based optimisation
(SMBO) approach. We trained 50 models using the TPE and selected the 5 best to build an ensemble.

4. Results

The ensemble built with the 5 best models was used to carry out experiments with the test dataset,
obtaining the performance measures and confusion matrix shown in Figure 2. The class with the best
classification is W and then N2, N3, REM show similar values regarding the F1 score, although there
are significant differences in the sensitivity. As expected, N1 is the class with the worst classification,
with values lower than 0.4. Apart from the problems classifying class N1, most of the errors happen
between classes N2 and N3.

Stage Precision Sensitivity F1 score

W 0.94 0.96 0.95
N1 0.39 0.21 0.27
N2 0.87 0.89 0.88
N3 0.92 0.77 0.84
REM 0.82 0.90 0.86

Average 0.78 0.75 0.76

Figure 2. Confusion matrix for the test set classification using the 5 model ensemble.
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5. Discussion and Conclusions

In this work we propose an ensemble of convolutional networks to classify sleep stages. The main
reason is to avoid introducing human bias in our solution with a method that learns the relevant
features by itself.

To configure the network hyper-parameters we used a tree-structured parzen estimator, evaluating
50 different models and selecting the best 5 to build an ensemble. This ensemble achieves an average
precision, sensitivity, and F1 score of 0.78, 0.75 and 0.76 with a kappa index of 0.83. Yet it shows
difficulties to classify class N1 and a bias towards class N2.

Given the lack of standards or benchmarks related to this problem, it is difficult to compare our
solutions against previous works. Some references are shown in Table 1. Our values are competitive,
achieving the highest kappa index and the best classification for class W.

Table 1. Performance achieved in previous works.

Work Dataset Kappa
F1 Score

W N1 N2 N3 REM

Biswal et al. [12] Massachusetts General Hospital, 1000 recordings 0.77 0.81 0.70 0.77 0.83 0.92
Längkvist et al. [9] St Vicent’s University Hospital, 25 recordings 0.63 0.73 0.44 0.65 0.86 0.80

Sors et al. [13] SHHS, 1730 recordings 0.81 0.91 0.43 0.88 0.85 0.85
Supratak et al. [11] MASS dataset, 62 recordings 0,80 0,87 0,60 0.90 0.82 0.89
Supratak et al. [11] SleepEDF, 20 recordings 0.76 0.85 0.47 0.86 0.85 0.82
Tsinalis et al. [10] SleepEDF, 39 recordings 0.71 0.72 0.47 0.85 0.84 0.81
Tsinalis et al.[17] SleepEDF, 39 recordings 0.66 0.67 0.44 0.81 0.85 0.76

This work SHHS, 500 recordings 0.83 0.95 0.27 0.88 0.84 0.86

Results are promising and the approach should be easily extended to other PSG sources. Moreover,
if we could have PSG acquired in different conditions during the training phase, regularisation
should improve.

As future work, we need to understand how and why the model makes the decisions instead of
treating it as a black box.
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Abstract: This article quantifies the variation of the discharge capacity of an urban river of the 
Galicia region due to the tidal level at the river discharge. During high tides, the water level on the 
river outlet produces a backwater effects that reduces the maximum discharge. This results in a 
decrease of the maximum capacity to one third of the maximum discharge during low tide. 

Keywords: urban hydraulics; computer fluid dynamics; urban flood 

1. Introduction 

Floods are the most frequent natural disaster. Over the last two decades they have affected
more than 2.500 million people and caused economic damages worth 625 billion dollars. Urban 
environments are becoming more sensitive to flood events due to the increase of the catchments 
imperviousness and the anthropic pressure on waterways.  

This fact becomes significant for the urban waterways of the Galicia region. This region, located 
at the Northwest of Spain, has a very dense river network characterized by short rivers, many of 
them with important localities situated at the river discharge. Urban floods in Galicia are 
conditioned by both the amount of rainfall conveyed by the river and the tidal level at the discharge. 
During high tides, the sea level at the river outlet causes a backwater effect which reduces the 
waterway capacity. In this article, a study to quantify the effect of tidal level on the river discharges 
of two urban river reaches is presented. 

2. Study Case 

The studied rivers correspond to the Mendo and the Mandeo rivers, which comprise draining
areas of 353 and 84 km2 respectively. The lengths of the rivers are 50 km (Mandeo) and 30 km 
(Mendo) and both of them run along predominantly forest and agricultural lands. Due to its location 
at the Atlantic coast, the studied catchments are located on the path of low pressure fronts, resulting 
in frequent adverse storm events characterized by a large spatial and temporal variability of rainfall. 
The locality of Betanzos (around 30,000 inhabitants) is located at the junction of the Mendo and 
Mandeo rivers and suffers frequent floods. 

3. Methodology 

The effect of the tidal level on the maximum discharge capacity of the Mendo and the Mandeo
rivers was analyzed using the Iber model [1]. This bidimensional flow model was used to simulate 
the hydrodynamic of the rivers on their pass through the locality of Betanzos. The model extended 
from approximately 1 km upstream the locality to the discharge of the Mandeo river at the Betanzos 
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estuary. The domain was discretized in an unstructured mesh with elements size ranging between 
60 m (at the estuary) to 1.5 m (at the river reaches along the locality of Betanzos). The elevation of 
each element was interpolated from the Digital Elevation Model provided by the Instituto 
Geográfico Nacional (IGN) with a spatial resolution of 5 m. 

An inflow was imposed at each boundary condition of the Mendo and Mandeo rivers, 
increasing from 0 to 400 m3/s during 36 h for the Mandeo river, and from 0 to 34 m3/s during the 
same 36 h for the Mendo river. At the outlet boundary, a constant water level was imposed. Multiple 
simulations were performed with different levels in order to reproduce the tidal levels reported by 
the National Port Authorities of Spain for the Betanzos estuary. The maximum discharge was 
considered as the one that caused the river to overflow the natural waterway, as illustrated in Figure 1. 

(a) (b) 

Figure 1. (a) Example of water depth fields before flow exceeds the waterway (b) Maximum 
discharges obtained for the simulated tidal levels. 

4. Results 

Results show a significant decrease of the maximum discharge with the increase of tidal level
(Figure 1). During the peak of spring tides, maximum discharge is nearly one third of the one 
corresponding to low tide in both rivers. Therefore, flood studies should be performed taking into 
account the impact of tidal level on the flood extent and the maximum discharge conveyed by the 
rivers. 
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Abstract: Channel estimation for Massive MIMO systems has drawn a lot of attention in the last
years. A number of estimation methods rely on the knowledge of the channel covariance matrix to
operate. However, this covariance is not known in practice, and it should be acquired. In this work,
we investigate different techniques for covariance identification under the assumption of very short
training sequences.

Keywords: covariance identification; Massive MIMO; FDD

1. Introduction

Due to the large data rates necessary for future communication systems, Massive Multiple-Input
Multiple-Output (MIMO) constitutes a promising candidate radio technology [1]. One of the features
of this technology is the use of large antenna arrays. Therefore, large channel matrices have to be
estimated at the user end in Frequency-Division Duplex (FDD) mode. Specifically, channel estimation
is usually achieved by transmitting training sequences known to the transmitter and the receiver
whose length, on the one hand, must be sufficient to obtain accurate estimates and, on the other, should
be as short as possible to not impair data transmission efficiency. These circumstances make channel
estimation a difficult task.

In recent literature, some authors consider covariance identification based on the assumption of
channel reciprocity between the downlink and the uplink [2]. Moreover, [3,4] consider the FDD case
by employing angular reciprocity instead.

2. Materials and Methods

In this work, we will focus on channel covariance identification for FDD on a more general
scenario, that is, we assume that the channel is a stationary process whose statistics remain constant
during a certain period of time. In addition, typical antenna arrangements like Uniform Linear Arrays
(ULA) lead to covariance matrices with Toeplitz structure.

MUltiple SIgnal Classification (MUSIC) is a well-known Angle of Departure (AoD) estimation
algorithm. For the considered problem, the MUSIC algorithm identifies the angles corresponding to the
channel propagation paths. Thanks to the Toeplitz structure of the covariance matrix, we circumvent
the typical limitations of MUSIC when the associated channel gain variances have to be estimated.
Further, when the rank of the sample covariance matrix is smaller than the number of propagation
paths, an interesting scenario arises. To address channel covariance identification in this scenario,
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we resort to the technique Spatial smoothing by employing training sequences designed as sparse
rulers [5]. We have improved the technique proposed in [6] by using all the available information.

3. Results

In this section, we present some numerical results obtained with the proposed algorithms, together
with the comparison with previous methods in the literature.

The following setup is considered for the numerical experiments. The number of transmit
antennas is 400 for the channel covariance model of a ULA, and different number of channel paths. The
training sequence was generated as a sparse ruler of length 50. The methods evaluated are as follows:

• Covariance Orthogonal Matching Pursuit (COMP) [7]
• MUSIC
• Spatial Smoothing (SS)
• Improved Spatial Smoothing (ISS)
• Maximum Likelihood (ML) [8]

The performance metric is the Normalized Mean Squared Error (NMSE) between the actual
channel covariance matrix and the estimated one. We try different levels of SNR, namely 0 dB and
30 dB. The number of training periods indicates the number of channel block employed to estimate the
channel covariance matrix, and might be smaller than the number of channel propagation paths.

NMSE vs. training periods for a moderate number of channel paths is shown in Figure 1a.
Remarkably, MUSIC is more robust than COMP for the low SNR regime. ML is the best strategy in
terms of performance but the algorithm is also the most computationally expensive, and may be not
practical for realistic scenarios. Moreover, the other methods converge to ML when the number of
snapshots is large enough. Regarding SS and ISS curves, we illustrate the gain of our approach with
respect to the standard one.

In Figure 1b the number of paths to estimate is much larger. MUSIC and COMP do not apply to
this scenario due to the large number of parameters to be estimated. On the one hand, the restrictions
of MUSIC regarding the sample covariance rank do not hold. On the other hand, COMP assumes
sparsity, which does not apply in this setup. Therefore, we compare SS and ISS with ML that can be
interpreted as a benchmark in the high SNR regime.

20 40 60 80 100

−15

−10

−5

0

5

Training periods [K]

N
M
S
E
[d
B
]

COMP 0dB COMP 30dB

MUSIC 0dB MUSIC 30dB

SS 0dB SS 30dB

ISS 0dB ISS 30dB

ML 0dB ML 30dB

(a)

60 80 100 120 140 160 180 200

−15

−10

−5

0

Training periods [K]

N
M
S
E
[d
B
]

SS 0dB SS 30dB

ISS 0dB ISS 30dB

ML 0dB ML 30dB

(b)
Figure 1. (a) NMSE of different covariance identification strategies for 400 antennas and 15 channel
propagation paths. (b) NMSE of different covariance identification strategies for 400 antennas and
70 channel propagation paths.
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4. Conclusions

We have analyzed methods to identify the covariance matrix even if the sample covariance matrix
is rank deficient. Moreover, we have updated the spatial smoothing method to improve the estimation
quality in terms of NMSE.
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Abstract: The study aims to describe the guidelines to support user interface design for develop 
technology centered in the specific learning style, abilities and needs of children with Autism 
Spectrum Disorder (ASD). This research study describes the conclusions drawn following a process 
of interactive design of software, ASD Module, In-TIC PC. Four groups of participants were 
involved in the process: specialists with experience in the intervention with people with ASD, 
specialists with experience in the development and design of technology for people with disability, 
children with ASD and their families (n = 39). The techniques used to formalize the collection of 
information from different groups of participants were observation, interview, group discussions 
and a questionnaire. The results of the study target the development of a design guide that includes 
the evidence, the basic ideas and suggestions deduced from the design and development process of 
the ASD Module. This translates into a list of rules with suggestions to consider in the design and 
adaptation of technology for children with ASD. These guidelines of interface design provide useful 
information for researchers, developers, social and healthcare professionals and families, with the 
aim of offering alternatives for children with ASD and facilitating the understanding of daily life. 

Keywords: Human-Computer Interface; Interdisciplinary Projects; Pedagogical Issues; Activities of 
Daily Living; Autism; children 

1. Introduction 

The type of technology used in interventions with people with ASD is varied: computers, mobile 
devices, video recordings, robots and virtual reality. In the last two decades, software developed in 
this field has increased in numbers [1]. In this regard, a clear example is the free or low-cost initiatives 
that offer technological solutions for people with ASD. 

Technology developers expressed a clear interest to design programs that met the needs of this 
population [2–4]. Therefore, at present, not much evidence describes the developmental and design 
procedure that allows generating technology centered in the specific learning style, abilities and 
needs of children with ASD. 

2. Material and Methods 

A cross-sectional study design was employed. The Autonomous Ethics Committee of Research
in Galicia approved the protocol (code: 2014/558). 
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2.1. Participants and Settings 

Four groups of respondents were participated in the study (n = 39): Professionals with 
experience in the intervention with people with ASD (first group); Professionals with experience in 
the development and design of technology for people with disability (second group); Family 
members of people with ASD (third group) and children with ASD (fourth group). 

2.2. Procedure 

Research has been based on user-centered design and has followed an iterative procedure. This 
is a cyclical process, divided into the following phases:  

• Study and analysis of the recent scientific evidence on the design of technology for people with
ASD. Participants: 2nd Group. 

• Study and analysis of the recent scientific evidence on the skills and ways of processing
information by people with ASD. Participants: 2nd Group. 

• Observation, analysis and discussion on the skills and ways of processing of this population and 
their influence on the design of technology. Participants: 1st, 2nd, 3rd, and 4th Groups. 

• Design and development of the application. Participants: 2nd Group.
• Software testing by professionals and family members of people with ASD. Participants: 1st and 

3rd Groups. 
• Software quality improvement. Participants: 2nd Group. 
• After this iterative process, the resulting application was tested by the 4th Group, that is,

children with ASD. 

3. Results 

The result of the study targets the development of a design guide that includes the evidence, the 
basic ideas and suggestions deduced from the design and development process of the ASD Module. 
This translates into a list of rules with suggestions to consider in the customization and adaptation of 
technology for people with ASD. The rules extracted from the process are listed below: 

1. The Software and its Contents Are Based on a Person’s Abilities, Desires and Interests
2. The Design of the Interface is Simple and the Information Displayed is Simplified
3. Use of Images to Display Information 
4. The Images Convey the Meaning of the Actual Element
5. The Use of Images Allows Users to Adapt According to their Level of Visual Cognition 
6. The Image is Accompanied by the Written Word 
7. Speech Synthesis is Used to Facilitate Communication or as Reinforcement to the Command 
8. The Information is Displayed in a Multimodal Way (Visual and Auditory) and it is Adapted

According to the Sensory Style Preferred by each Child 
9. The Background Color is Used to Facilitate the Information Processing
10. The User has the Possibility to Customize all Relevant Aspects 

4. Discussion 

Some of the most complex decisions are related to the differences in the perception of people
with ASD. In connection with this, it is explained that people with ASD process visual information 
more easily [3,5–9], although it is generally assumed that it is increasingly necessary to evaluate the 
sensory style of each person. Similarly, it is understood that the simultaneous display of auditory and 
visual stimuli help to learn, but in some cases, people with ASD need to be provided with information 
through their preferred sensory channel [3,10]. 

Finally, one of the premises supported by almost all the literature is the need for customization 
of technology. 
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5. Conclusions 

This list of rules for technology design and customization provides useful information for
researchers, developers, social and healthcare professionals and families, with the aim of offering 
alternatives for children with ASD and facilitating the understanding of daily life. 
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Abstract: Diversity and accuracy are frequently considered as two irreconcilable goals in the field of
Recommender Systems. In this paper, we study different approaches to recommendation, based on
collaborative filtering, which intend to improve both sides of this trade-off. We performed a battery
of experiments measuring precision, diversity and novelty on different algorithms. We show that
some of these approaches are able to improve the results in all the metrics with respect to classical
collaborative filtering algorithms, proving to be both more accurate and more diverse. Moreover, we
show how some of these techniques can be tuned easily to favour one side of this trade-off over the
other, based on user desires or business objectives, by simply adjusting some of their parameters.

Keywords: recommender systems; collaborative filtering; diversity; novelty

1. Introduction

Over the years the user experience with different services has shifted from a proactive approach,
where the user actively look for content, to one where the user is more passive and content is suggested
to her by the service. This has been possible due to the advance in the field of recommender systems
(RS), making it possible to make better suggestions to the users, personalized to their preferences.

Most of the research on the field focuses on the accuracy as the main objective of the systems.
For example, the Netflix Prize goal was to improve the accuracy of Cinematch (Netflix recommendation
system) by 10%, measured by the root mean squared error of the predictions. This competition fuelled
the research and several advances came from it. However, in the wake of the results, studies have
proven the inadequacy of this measure when it comes to the top-n recommendation task [1], introducing
the use of IR metrics, such as precision or the normalized discounted cumulative gain (nDCG), to
assess the performance of the system. To introduce these measures non-rated items are considered as
non relevant. It has been acknowledged that making this consideration may underestimate the true
metric value; however, it provides a better estimation of the recommender quality [2].

Other studies have also pointed out the convenience of measuring different properties of
recommender systems such as diversity or novelty [3,4]. A system that is able to produce novel
recommendations increases the probability of suggesting items to a user that would not have
discovered by herself; this property is called serendipity. This quality is often associated with user
satisfaction [5], but it is difficult to measure, usually involving online experiments. We use novelty as a
proxy to measure this property. Being able to produce diverse recommendations, that make use of the
full catalogue of items instead of focusing on the more popular ones, is usually an added benefit to a
recommender system. Diversity is highly appreciated by vendors [6,7].

We analysed the performance of a couple of memory-based recommender systems, both using
four different clustering techniques to compute the neighbourhoods. This performance was evaluated
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in term of precision, diversity and novelty metrics. We also analysed how the systems perform with
different values of their parameters, with the intent of showing how the performance of the systems
with respect to the trade-off between accuracy and diversity/novelty can be tuned to suit the needs of
the user or the business objectives.

2. Materials and Methods

We conducted a series of experiments in order to analyse the trade-off between accuracy, diversity
and novelty in Recommender Systems.

2.1. Algorithms

We choose two memory-based based algorithms to analyse their performance. The first one,
Weighted Sum Recommender (WSR), is a formulation of the classic user based recommender that
stands out for its simplicity and performance [8]. The second one is an adaptation of Relevance-based
Language Model (frequently abbreviated as Relevance Models or RM), used in text retrieval to perform
pseudo relevance feedback [9]. In particular, we used the RM2 approach, which showed superior
performance than RM1 [10].

Both algorithms use the notion of the neighbourhood of a user to perform their calculations.
Intuitively, they decide to recommend or not an item based on the preferences of other users that
are considered similar to the active one. We explored four clustering techniques to calculate these
neighbourhoods with both algorithms. The first one, k-Nearest Neighbours (k-NN), is a well-known
technique commonly used with neighbourhood based algorithms [11]. As a second method, we
also tested a modification of the k-NN technique, inverted nearest neighbours (k-iNN), that claim
to improve both novelty and accuracy [12]. Another technique we used was Posterior Probabilistic
Clustering [13], in particular the model that uses the K-L divergence cost function (PPC2). Lastly, we
used the Normalized Cuts (NC), a technique used in image segmentation [14], adapted to partition
users into clusters. These last two techniques are hard clustering techniques, where a user can only be
part of a single cluster. On the contrary, the first two are soft clustering techniques, meaning that a user
can be in more than one cluster at the same time. These two methods also make use of a similarity
measure, that has to be defined independently. For our research, we used the cosine similarity in
both cases.

2.2. Evaluation Protocol

We report out result only on the MovieLens 100k dataset, given the space constraints, although
similar trends have been observed in other collections. This is a very popular public dataset for
evaluating collaborative filtering methods. It contains 100,000 ratings that 943 users gave to 1682 items.
We used the splits provided by the collection to perform 5-fold cross-evaluation.

To evaluate de effectiveness of the recommendations we used the Normalized Discounted
Cumulative Gain (nDCG), using the standard formulation as described in [15] with ratings as graded
relevance judgements. In our experiments, only items with a rating of 4.0 or higher are considered
relevant when evaluating. To assess the diversity of the recommendations we use the inverse of the
Gini index [6]. When a value of the index is 0 it signifies that a single item is being recommended to
all users. A value of 1 means that all items are recommended equally to all the users. To evaluate the
novelty we use the mean self-information (MSI) [16]. All the metrics are evaluated at a cut-off of 10.
We do this because we are interested in evaluating the quality of the top recommendations.

3. Results

We tested all the combinations of recommender and clustering techniques. For the soft clustering
methods (k-NN and k-iNN) we varied the number of neighbours between 25 and 200. For the hard
clustering techniques (PPC2 and NC) we obtained the results modifying the number of clusters
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between 10 and 100. The results in terms of accuracy (nDCG), diversity (Gini) and novelty (MSI) can
be observed in Figure 1.
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Figure 1. Values of nDCG@10, Gini@10 and MSI@10 of all studied algorithms when varying the
number of clusters or neighbours.

When it comes to accuracy alone both k-NN and k-iNN show a superior performance when
compared to the hard clustering methods, offering both similar results in term of nDCG. For these
the type of recommender that offers the best results varies. k-NN obtains better results with the RM2
algorithm. In the case of k-iNN, it is the WSR algorithm that gets the better results.

In the case of the diversity and novelty results, it can be observed that most of the time tuning
a method to provide more accurate results leads to a decrease in these other to measures. This is
not always true, as can be seen with the soft clustering techniques, when increasing the numbers of
neighbours too much leads to decreases in accuracy, diversity and novelty. It can also be seen that
different algorithms can obtain different levels of diversity and novelty at the same level of accuracy.
In this regard, the k-iNN method shows superior levels of diversity and novelty when compared to
the k-NN technique at similar levels of accuracy, confirming the claim of their proponents.

4. Discussion

Results show that the intuition that during the process of tuning a recommender raising the
accuracy leads to decreases in novelty and diversity holds most of the time, but there can be situations
when this is no longer true, and the performance of the system moves in the same direction for all the
metrics when changing a parameter.

But the results also show that the choice of algorithms is important when it comes to improving
the properties of the system. It is possible to improve the performance of the system in diversity and
novelty, while maintaining similar levels of accuracy. It is also possible to tune the system to balance
how well it performs in all the metrics. This is a multi-objective problem and a trade off must be
chosen, either by a priori setting the weight that each measure has, or by choosing any of the possible
combination of parameters from the values in the Pareto front.
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Abstract: A brain computer interface for controlling elements commonly used at home is presented 
in this paper. It includes the electroencephalography device needed to acquire signals associated to 
the brain activity, the algorithms for artefact reduction and event classification, and the 
communication protocol. 

Keywords: Brain Computer Interfaces; Internet of Things; Smart Home 

1. Introduction 

Brain Computer Interfaces (BCI) are defined as the communication systems that monitor
cerebral activity and translate certain characteristics, corresponding to user intentions, to commands 
for device control. Current research is focused on the potential of Electroencephalography (EEG) [1] 
devices to capture the brain activity associated to the user intentionality. The acquired signals are 
then translated to external components [2]. The integration of BCI and Internet of Things (IoT) for 
Smart Home (SH) is a promising and emerging technique to make home environments comfortable 
and accessible, automating and optimizing the use of appliances, like TV sets, air conditioners, light 
bulbs, etc. [3]. 

In this paper, we include two relevant parts of an EEG system for IoT. Firstly, we introduce some 
details of a self designed EEG interface with single channel and two methods for the analysis and 
classification of the obtained data. Secondly, we explain the integration of this device with an IoT system 
based on the widely used protocol termed as Message Queue Telemetry Transport (MQTT) [4]. 

2. Developed System 

For the integration of BCI and SH, we have developed the system shown in Figure 1. The first
element of the proposed system is the device for EEG data acquisition. This captures the user’s brain 
activity using a single channel, whose location on the scalp depends on the intentionality to be 
captured. EEG data measurements are obtained with a sampling frequency of 128 Hz in the frequency 
range from 4.7 to 22 Hz. The raw data captured by the EEG device are then analyzed by an ESP32 
microcontroller module [5] to determine the user state. As an example of application of our system, 
we will consider classification in open/closed eyes. It is well known that EEG alpha activity (8–13 Hz) 
increases for normal individuals during a closed eyes situation and is suppressed with visual 
stimulation. According to these studies, the signal processing unit will be able to determine the user 
eye state considering the power of alpha ( ) and beta ( ). The closed eyes state is associated to a /  
ratio lower than a certain threshold level due to higher alpha power. Conversely, the open eyes state 
corresponds to a /  ratio higher than that threshold level due to the smaller alpha power. 
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Figure 1. Scheme of the system developed for the integration of BCI and IoT. 

Once the eyes state is determined by the system, it must be communicated to the different 
devices of the SH. For this purpose, the MQTT protocol is used. It is a widely used communication 
protocol in IoT applications which applies the publish/subscribe pattern. This protocol traduces the 
user intentionality to control commands. For instance, the state of closed eyes during a “a priori” 
fixed time interval could correspond to modify the environment (home or hospital room, for 
example) to a “sleeping” mode (turn off light and TV, etc.).  

3. Experiments 

EEG data of four different individuals have been recorded and analyzed. The EEG was
performed using only one channel placed at the FP2 position according to the 10/20 system [6]. 
Eighteen trials of 20 s for each eye state were obtained from the participants. We propose two 
methods for determining the eye state: method 1, which obtains the alpha and beta bands using band
pass filters and then computes the /  ratio; method 2, which computes the Fast Fourier Transform 
(FFT) of the acquired signal for the frequencies corresponding to alpha and beta bands and then 
computes the /  ratio. Figure 2 shows the values for closed and open eyes averaging all these trials 
from the training period and also the threshold levels obtained for everyone. As you can see in the 
subfigures corresponding to both methods, there are significant differences between participants. 

Figure 2. /  ratio of each eye state for methods 1 and 2 and its corresponding threshold level. 

In the test period, we have used the thresholds previously calculated during the training 
working for classification of 24 trials per participant obtained from eight measurements per day along 
three days. Table 1 shows the accuracy obtained using both methods. As you can see in the table, the 
good performance of both methods is evident from percentages higher than 95% for all users. 

Table 1. Accuracy of the proposed methods for test working. 

METHOD SUBJECT 1 SUBJECT 2 SUBJECT 3 SUBJECT 4 
METHOD 1 100% 100% 95% 100%
METHOD 2 100% 100% 95% 100%
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4. Conclusions 

The proposed system for the integration of BCI and IoT is formed by a single channel EEG
device, a signal processing module to determine the user’s eye state and the MQTT protocol for the 
distribution of the extracted knowledge among the connected devices. The results show that the 
proposed system achieves high accuracy. 
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Abstract: The work herein proposed presents a methodology which aims to identify cystoid regions 
using OCT scans. This method obtained satisfactory results detecting cystoid regions with different 
levels of complexity without needing any preprocessing nor candidate filtering steps. 
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1. Introduction 

Optical Coherence Tomography (OCT) is a non-invasive medical imaging modality that
provides morphological information about the retinal tissues. This information is commonly used in 
the early diagnosis and analysis of patients with potential eye and systemic diseases as, for reference, 
Diabetic Retinopathy (DR), Diabetic Macular Edema (DME) and Age-related Macular Degeneration 
(AMD), three of the leading causes of blindness in adults of working age in developed countries. 
Given the global relevance of this topic, an accurate identification of any present cystoid region is 
crucial to perform an adequate diagnosis, treatment, prevention and rehabilitation.  

2. Methodology 

In this work, we propose a novel methodology for the automatic identification and
characterization of the intraretinal cystoid fluid regions using OCT images [1]. To achieve this, we 
analyzed a complete and heterogeneous set of 326 intensity and texture descriptors. The most 
relevant features were selected using the Relief-F and L0 feature selectors and tested with the Linear 
Discriminant Classifier, the Quadratic Discriminant Classifier and k Nearest Neighbors with k = 5. 

3. Results 

The proposed methodology was tested using 51 OCT images obtained with a CIRRUS© HD-
OCT confocal laser ophthalmoscope (Carl Zeiss Meditec, Inc., Dublin, California). From these images, 
a total of 723 samples from cystoid and non-cystoid regions were extracted, using a sample size of 51 
× 51. This sample size was empirically determined to be large enough to detect both big and small 
cystoid bodies in the retinal layers. 

The methodology correctly identified the intraretinal cystoid fluid regions with a satisfactory 
accuracy of 90.6%. As shown in Figure 1, both fluid regions and non-cystoid regions are detected by 
the system despite the multiple complications. 
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(a) 

(b) 

Figure 1. Results obtained with different levels of complexity. (a) Non-cystoid regions; (b) Cystoid 
regions. 
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Abstract: A completely nonparametric method for the estimation of mixture cure models is proposed.
Nonparametric estimators for the cure probability (incidence) and for the survival function of the
uncured population (latency) are introduced. In addition, a bootstrap bandwidth selection method
for each nonparametric estimator is considered. The methodology is applied to a dataset of colorectal
cancer patients from the University Hospital of A Coruña (CHUAC). Furthermore, a nonparametric
covariate significance test for the incidence is proposed. The test is extended to non-continuous
covariates: binary, discrete and qualitative, and also to contexts with a large number of covariates.
The method is applied to a sarcomas dataset from the University Hospital of Santiago (CHUS).

Keywords: bandwidth selection; bootstrap; censored data; kernel estimation; survival analysis

1. Introduction

In the last two decades there has been a remarkable progress in cancer treatments, which led to
longer patient survival and improved their quality of life. Consequently, a spate of statistical research
to develop cure models arose. These models are useful tools to analyze and describe survival data with
long-term survivors, since they express and predict the prognosis of a patient considering, as a novelty,
the real possibility that the subject may never experience the event of interest. Cure models allow to
estimate the cured proportion, 1 − p(x), and also the probability of survival of the uncured patients
up to a given time point, or latency, S0(t|x). In the literature, ref. [1] proposed the nonparametric
incidence estimator: 1 − p̂h(x) = Ŝh(T1

max|x), where Ŝh() is the conditional Kaplan-Meier estimator
with bandwidth h, and T1

max is the largest uncensored failure time. The first completely nonparametric
approach in mixture cure models was proposed by [2], who introduced the nonparametric latency

estimator: Ŝ0,b(t|x) = Ŝb(t|x)−(1− p̂b(x))
p̂b(x) , studied in detail by [3]. Furthermore, in cancer studies it is

interesting to test if a covariate has some influence on the cure rate or on the survival time of the
susceptible patients. Since no significance testing has been proposed yet for nonparametric cure
models, this important gap is filled with the proposal of a covariate significance test for the incidence.
This test allows to identify which covariates must be included in the incidence in a mixture cure model.
Following [4], the proposed statistics is based on the process:

Tn(z) =
1
n

n

∑
i=1

(
η̂i −

(
1
n

n

∑
j=1

η̂j

))
I (Zi ≤ z) ,

where n is the sample size, η̂i is an estimator of the cure indicator for each individual, and Z is the
covariate. Possible test statistics are the Cramér-von Mises (CvM) or the Kolmogorov-Smirnov (KS)
tests. Moreover, the test statistic null distribution is approximated by bootstrap, using an independent
naive resampling. For the case with an m-dimensional covariate, Z, the method consists of considering
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m hypotheses in H0 to be tested independently. In order to control the false discovery rate, the approach
by [5] to problems of multiple significance testing is studied. In addition, to achieve the family wise
error rate control, the conservative method by [6] is considered.

Application to Medical Data

The proposed methodology is applied to a dataset of 414 colorectal cancer patients from CHUAC.
The goal is to estimate the cure rate as a function of the stage (from 1 to 4) and the age. The event of
interest is the death due to colorectal cancer, and the censoring percentage is between 30.77% (Stage 4)
and 70.97% (Stage 1). Figure S1 in the Supplementary Materials shows that the effect of the age on
the cure rate changes with the stage. For example, in Stage 1, patients have a probability of survival
between 0.25 and 0.65, depending on the age; whereas in Stage 3, for patients above 60, in a 10 years
gap that probability decreases considerably from 0.4 to almost 0. The latency estimation for three
specific ages is shown in Figure S2 in the Supplementary Materials. For Stages 1–2, the age does
not seem to be determining for the survival of the uncured patients. On the contrary, for Stages 3–4,
the latency estimation varies considerably depending on the age. For example, the probability that the
follow-up time since the diagnostic until death is larger than 4.5 years is around 0.2 for patients with
ages 35 and 50, whereas for 80 year old patients, that probability is larger than 0.4.

Moreover, a dataset related to patients with sarcomas, provided by CHUS, is studied. It consists of
261 observations with 372,420 covariates with information about DNA methylations and 32 covariates
with clinical data. The event of interest is the death due to sarcomas, and a total of 195 observations are
censored. Regarding the conservative method, the results show that only one covariate is significant for
the cure rate: “Year of initial pathologic diagnosis”. With respect to the non-conservative alternative,
the results for B = 105 bootstrap resamples show that for the CvM statistic, there are 14,182 significant
covariates and 650 non-conclusive covariates, which need to be considered again in the next iteration
of the process. For the KS statistic, there are 12,411 significant covariates, and 608 non-conclusive
covariates. The program is still running for B = 106 bootstrap resamples.

2. Discussion

Mixture cure models have been usually estimated using parametric or semiparametric methods.
A completely nonparametric approach for the estimation in mixture cure models is introduced, and a
nonparametric covariate significance test for the probability of cure in mixture cure models is proposed.
The methodology, that can be applied to any type of covariates and to high dimensional datasets,
is illustrated with medical data. Specifically, the nonparametric incidence and latency estimators are
applied to a dataset related to colorectal cancer patients from CHUAC. The incidence in Stages 1 and 2
is higher than in Stages 3 and 4 due to the fact that most of the surgeries in initial stages have healing
purposes, whereas in advanced stages, surgeries are usually palliative treatments, and therefore the
cure rate is lower. Furthermore, the latency estimation in Stages 3 and 4 is higher for 80 year old
patients than for younger patients. The reason is that when a colorectal cancer is diagnosed in a
young patient, it is usually in an advanced stage and with worse prognosis, since the cancer cells
are more active in young individuals. Regarding the proposed covariate significance test for the
incidence with the high dimensional dataset of sarcomas, the results differ for the conservative and the
non-conservative approaches.

3. Materials

An R package is being developed with all the techniques proposed, including the implementation
of the nonparametric incidence and latency estimators, as well as the covariate significance tests
for different types of data: continuous, discrete, binary and qualitative, and for a high dimensional
covariate vector. This R package will be uploaded in the Comprehensive R Archive Network (CRAN).
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Supplementary Materials: The following are available online at http://www.mdpi.com/2504-3900/2/18/1181/
s1. Figure S1: Nonparametric cure rate estimation for the different stages, Figure S2: Nonparametric latency
estimation for the different stages.
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Abstract: A biofilm is a layer of microorganisms attached to a surface and protected by a matrix of 
exopolysaccharides. Biofilm structures difficult the removal of microorganisms, thus the study of 
the type of structures formed throughout a biofilm life cycle is key to design elimination techniques. 
Also, the study of the inner mechanisms of a biofilm system is of the utmost importance in order to 
prevent harmful biofilms formation and enhance the properties of beneficial biofilms. This study 
must be achieved through the combination of mathematical modelling and experimental studies. 
Our work focuses on the study of biofilms formed by Listeria monocytogenes, a pathogen bacteria, 
specially relevant in food industry. Listeria is highly resistant to biocides and appears in common 
food surfaces even after decontamination processes. Their biofilms can develop quite different 
structures, from flat biofilms to clustered or honeycomb structures. In the present work, we develop 
1D and 2D models that simulate the dynamics of biofilms formed by different strains of L. 
monocytogenes. All this models are solved with efficient numerical methods and robust numerical 
techniques, such as the Level Set method. The numerical re sults are compared with the 
experimental measurements obtained in the Instituto de Investigaciones Marinas, CSIC (Vigo, 
Spain), and the Micalis Institute, INRA (Massy, France). 

Keywords: applied mathematics; numerical simulation; microbiology 

1. Introduction 

Listeria monocytogenes is a pathogenic bacteria responsible for outbreaks of listeriosis. The main 
mode of transmission of this pathogen to humans is the consumption of contaminated food through 
contact with unhygienic work surfaces and facilities where L. monocytogenes can form biofilms [1]. 

Biofilms structure determines the main physiological processes related to persistence and 
resistance. Therefore, structure characterization is critical to design cost effective and 
environmentally friendly disinfection techniques [2]. Confocal laser scanner microscopy (CLSM) 
allows for in vivo and in situ biofilms observation. 

In parallel to the experimental studies, the use of efficient mathematical models allows the 
prediction of the biofilm evolution for particular values of the involved parameters associated to 
different conditions. Having in view the experimental dynamics of the particular biofilm formed by 
the L1A1 L. monocytogenes strain, we start by considering the most successful 1D continuum model 
studied in the recent work [2]. With the knowledge acquired in the 1D model, a 2D continuum multi-
species model is developed [3] so that we are able to describe several dynamics shown by different 
L. monocytogenes strains. Both models are solved numerically by applying efficient numerical
techniques such as Crank-Nicolson schemes, WENO methods or the Level Set method [3,4]. The
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numerical results that arise are compared with the experimental measurements obtained in the IIM-
CSIC (Vigo, Spain), and the Micalis Institute, INRA (Massy, France).  

2. One-Dimensional Model 

To elucidate the mechanisms explaining the life cycle of the biofilms formed by L1A1 strain we
analysed several models until reaching the most successful one [2]. Unknown parameters from the 
model were estimated using data fitting techniques within the AMIGO2 toolbox [5]. The model is a 
1D deterministic reaction-diffusion model. It consist of a set of (non-linear) partial differential 
equations (PDEs) which describe the spatio-temporal dynamics of biomass and nutrients. The key 
features of the model are: 

• There is a sharp front of biomass at the bulk/solid transition.
• Biomass density can not exceed a maximum bound which is a parameter of the model.
• Biomass production is due to nutrient consumption.
• Nutrients diffuse in the bulk and in the biofilm with different diffusion constants.
• The detachment is related to biofilm ageing. 

All in all, the model is described by the following equations: 

 (1) 

(Error! No 
sequence 

specified.) 

completed with appropriate initial and boundary conditions. Equation (1) describes the nutrients 
dynamics whereas Equation (2) describes the biomass dynamics. 

3. Two-Dimensional Model

With the insights provided by the 1D case, a two-dimensional model is built so that it is able to
describe the dynamics of the L1A1 strain as well as the clustered or honeycomb patterns presented 
by other strains such as the CECT 5873 [6]. The proposed model is a deterministic multi-species model 
of the W-G type. The key hypotheses are: 

• Biofilm described as a viscous fluid. 
• Nutrients and biomasses concentrations governed by a mass conservation law.
• Active and inactive biomasses are of the same microbial species and incompressible.
• The time scale for the biomass-related processes is much slower that for the nutrients-related.
• Nutrients are diluted in the media. Biomass exists only inside the biofilm.
• The detachment is related to cells death and the degradation of the extracellular DNA, i.e., to

biofilm ageing. 

All in all, the model is described by the following equations: 

(3) 

 (4) 

 (5) 

 (6) 
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(7) 

 (8) 

plus appropriate initial and boundary conditions. Equation (3) describes the nutrients dynamics and 
Equation (4) describes the biofilm expansion growth pressure. Equations (5) and (6) are related to the 
level set method. Equations (7) and (8) are the active and inactive biomass dynamics equations. 

3. Results 

After solving both models numerically with the appropriate optimal model parameters, the
results yielded are presented in Figures 1 and 2. Starting with the 1D case, Figure 1 it can be noted 
that biomass thickness is slowed down reaching its peak around 100 h. Nutrients are consumed until 
the nutrients impairing mechanism starts, preventing biomass from consuming all the nutrients in 
the domain. Also, it can be observed how the massive detachment happens in the final stage. Results 
reveal that the model is in clear agreement with the experimental data. Therefore concluding that the 
life cycle of L1A1 L. monocytogenes under the tested experimental conditions may be explained by 
taking into account impaired nutrients uptake and a massive detachment due to biofilm ageing. 

As for the 2D model, Figure 2 shows the different dynamics achieved by the model with 
appropriate modifications for the model parameters. The results for the flat biofilms correspond to 
the dynamics of L1A1 L. monocytogenes and are in good agreement with the experimental 
measurements. On the other hand, the results for the clustered biofilms and honeycomb patterns 
represent the dynamics of the CECT 5873 L. monocytogenes strain at different stages of its life cycle, as 
can be seen in Figure 2, in cases B2 and B4 respectively. 

Figure 1. Best fit for the real data of the averaged nutrients and biofilm thickness dynamics predicted 
by the 1D model. Red line corresponds to the numerical results whereas the black points correspond 
to the experimental measurements. 
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Figure 2. Numerical results for the active biomass in the 2D case. Above: (a) flat biofilms; (b) clusterd 
biofilms, (c) Honeycomb pattern. Below: CECT 5873 dynamics with IMARIS. Starting with an initial 
attachment (B1), the biofilm develops a clustered structure (B2). After the apparition of an important 
quantity of inert biomass (B3), the biofilm develops a honeycomb structure. Source: [6]. 
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Abstract: This work proposes the use of features based on the discrete wavelet transform (DWT)
for dolphin species classification. These features are compared with other previously used in
the literature, and the experiments carried out in a database featuring four different species of
cetaceans (three dolphins and a pilot whale) showed that the use of DWT features led to improved
classification performance.

Keywords: cetacean classification; whistle contour; discrete wavelet transform

1. Introduction

The health of marine mammal populations is often considered an indicator of overall marine
ecosystem health and resilience [1], which makes it interesting to develop automatic tools to detect and
classify cetacean species. Cetaceans produce characteristic sounds, such as whistles and clicks, that
are used for different tasks such as navigation, communication or hunting [2]. The whistles are short
narrow bandwidth sounds of short duration, and they consist in omnidirectional tones that vary with
time, sometimes presenting a strong harmonic structure. In addition, whistle patterns vary between
species due to physiological differences or environmental conditions, among others [3], making it
possible to distinguish cetacean species using these sounds.

Several efforts for classifying cetacean species using whistle contours have been made. In
[4] and [5], different parameters extracted from whistles were used to train a species classifier.
Other features were explored in [6], such as the number of harmonics and frequency ratios. A statistical
analysis of the discrimination capability of these features for classifying some dolphin species can
be found in [7]. Other researchers used cepstral coefficients (CCs) for this task [8]. With respect to
the classification strategy, some researchers rely on classifiers such as discriminant function analysis
or classification and regression trees [3], while the use of Gaussian mixture models (GMMs) is also
common [8,9]. In this work, a set of statistics obtained from the discrete wavelet transform of whistle
contours is proposed for cetacean species classification.

2. Materials and Methods

In this work, four different cetacean species are considered: common dolphin Delphinus delphis
(DDE), striped dolphin Stenella coeruleoalba (SCO), common bottlenose dolphin Tursiops truncatus (TTR)
and long-finned pilot whale Globicephala melas (GME). A set of whistles was extracted as proposed
in [9], which led to 24, 15, 15 and 23 whistles of DDE, GME, SCO and TTR, respectively. These whistles
were extracted from a set of recordings collected by CEMMA (http://www.cemma.org/) (Indemares
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Life 07/NAT/E/000732 project (http://www.indemares.es)) in the Northwest of Spain (Galician Bank
and Avilés Canyon) in 2010 and 2011.

The use of the discrete wavelet transform (DWT) for whistle characterization is proposed in this
paper. The DWT is a multi-resolution technique that decomposes a time series into subsequences at
different resolution scales providing data into high and low-frequency components. At high frequency,
the wavelets can capture discontinuities, ruptures and singularities in the original data. At low
frequency, the wavelet characterizes the coarse structure of the data to identify the long-term trends.
Thus, the wavelet analysis allows to extract the hidden and significant temporal features of the original
data. The first step consists in decomposing the original signal into approximation (CA) and detail (CD)
coefficients by convolving the signal with a low-pass filter (LP) and a high-pass filter (HP), respectively.
The low-pass filtered signal is the input for the next iteration level and so on. The approximation
coefficients contain the general trend (the low-frequency components) of the signal, and the detail
coefficients contain its local variations (the high-frequency components).

The analysis of whistle contours using DWT was carried out as follows: first the whistle contours
were processed with a DWT (Daubechies-5 wavelet) and both approximation (a) and detail (d)
coefficients were extracted from these raw contours and its logarithm version in four levels. Then,
several features were obtained: percentage of energy of a and d coefficients in each level; relative
wavelet energy and wavelet entropy; Shannon energy entropy and log-energy entropy of a and d in
each level; RMS and standard deviation of a and d in each level; mean, standard deviation, skewness
and kurtosis of the Teager-Kaiser Energy Operator (TKEO) [10] of a and d in each level.

3. Results

Four different systems were assessed:

• CC. Cepstral coefficients combined with a likelihood classifier based on GMMs as proposed in [8].
CCs were computed using 51 filters separated 500 Hz from each other, and uniformly distributed
between 4 KHz and 30 KHz. The features were extracted every 1 ms using a 7 ms window.

• Whistle countour. Contour estimation consists in estimating the exact frequency of each whistle,
aiming at obtaining an accurate detection of all the whistles in a signal. The frequency of whistle
contours can be extracted using the unpredictability measure described in [9]. As in the case of
CCs, the classification stage using whistle contours can be carried out by means of maximum
posterior probability computation, as in [9].

• Whistle contour statistics (similarly to [3]): beginning and end frequencies, minimum and
maximum frequencies, duration, slope of the beginning and end sweeps, number of inflection
points, number of steps, frequency range. Support vector machine classifier with Gaussian kernel
was used to perform species classification.

• Discrete wavelet transform as described in Section 2.

Table 1 shows the results of cetacean classification using the aforementioned systems following a
leave-one-out strategy (the reported accuracies were obtained with the optimal parameters of each
classifier). The outstanding performance of CCs for this classification task was proven to be misleading
since the features are capturing information relative to the channel: this was demonstrated by means
of a location-independent experiment, where these features showed an accuracy of 33.33%. In addition,
an analysis of the confusion matrices of the different systems showed that DWT features were the only
ones that achieved an accuracy above 50% for all classes.

Table 1. Accuracies obtained in the cetacean species classification experiment using four different systems.

Features Accuracy

CC 86.59%
Whistle contour 55.84%

Whistle contour statistics 63.64%
Discrete wavelet transform 68.83%
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4. Conclusions

This paper proposed the use of features extracted from the discrete wavelet transform for cetacean
species classification using whistle contours. A comparison of these features with other approaches
found in the literature showed an absolute improvement of 13% with respect to using the frequencies
of the whistle contours and of 5% with respect to using a set of statistics extracted from the whistle
contours. Nevertheless, the overall classification accuracy was around 69%, so there is still room
for improvement.
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Abstract: In this paper we describe an environment that enables the interaction and data-fetching 
through a computer system from the Xiaomi Mi Band 2, a very popular and inexpensive Bluetooth 
Low Energy Fitness device, thus making it suitable for health-care long-term projects in which 
continuously gathering sleep and activity data is required. The environment is composed by a 
communication server running a custom library, exposed through both a shell command prompt 
and a RESTful API so it can be used by any other system connected to this server. The library is 
capable of connecting to an arbitrary number of devices at a time, bypassing many restrictions of 
the manufacturer’s proprietary application and not depending on an outgoing network connection 
to synchronize data between the system and the devices. In this paper we cover not only the process 
to enable communication with the target device from computers but also the architectural aspects 
of the developed system. We also provide brief information about the prototypes developed to test 
the system on a real ongoing geriatric study. 

Keywords: wearables; reverse-engineering; Bluetooth; Ble; fitness; clinical studies 

1. Introduction 

Bluetooth Low Energy [1] (BLE henceforth) wearable fitness devices have become more and
more ubiquitous and inexpensive in the later years [2]. These devices have become great and 
inexpensive tools to conduct clinical studies due to their capability to gather daily activity and sleep 
data without limiting the study subjects’ freedom [3]. 

Non clinical-oriented devices are intended for a rather individual use, making the user pair a 
single device to it’s personal smartphone instead of being able to collect the raw data from multiple 
wearable devices from a computer. 

Despite the limitations imposed by commercial lower-end wearable devices, they are already 
being used in experiments in fields such as pediatrics and gerontology with satisfying results [4].  
The main issue is that these limitations impose a cap to how many subjects can take part in an 
experiment as working with one-to-one pairing and without having methods to automatically extract 
the required data, this has to be done manually. 

2. Objectives 

The main objective is to reverse engineer an inexpensive, common and lower-end fitness device,
the Mi Band 2 by the Chinese manufacturer XiaoMi and develop a library that is able to seamlessly 
connect to this kind of device and gather data from many of them at a time to enable these devices 
for research use. Associated to this library there will be some other tools to expose its core 
functionality and be able to develop software on top of it. Namely, these tools would be: 
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1. Shell: A command line to interact with the surrounding devices and command the computer to 
fetch the raw data from them 

2. REST API: A simple API to expose the funcionality of the library to other technologies and be
able to integrate it in more complex projects. 

3. Materials and Methods 

The first stage of the project was getting to know the profile of the Mi Band 2 as a BLE Peripheral 
and the commands that need to be issued in order to connect, authenticate and fetch the activity data 
from the device. This was done through the use of Android development tools and a Bluetooth 
Sniffing device alongside with the official Mi Fit smartphone application to register the most 
important ones. After this, we were able to obtain a full specification of all the endpoints of the Mi 
Band 2 and at least the relevant commands and response codes to perform the functionality we were 
aiming for. These commands were later implemented in Python to create our own independent 
library with the aid of the Python module “bluePy” to avoid implementing low-level Bluetooth 
functionality. Mi Band 2 devices were modeled in a Python Class that inherited from bluePy’s generic 
own BLE Peripheral Class and then the extracted BLE commands and responses were implemented 
as Class methods of our Mi Band 2 Class. 

As for the library-related tools, the SHELL was developed alongside the library to test it’s 
functionality and conduct early prototype tests, while the API was developed once the main methods 
for authentication, connection and activity data fetching worked as expected. The REST API was 
finally used to integrate the library with the GeriaTIC project through a module inside their own 
platform: ClepITO. 

Initially, we proposed a fully distributed architecture to integrate the library with the ClepITO 
platform. The library would run inside a Data Automatic Acquisition Server in a Linux System and 
then would connect to the platform’s own database to read and store data, while the ClepITO 
platform would control the Acquisition Server through HTTP requests making use of the REST API. 

Due to some limitations of the project, we ended up using a fully integrated architecture, 
implementing the server inside a Linux virtual machine running in the same server as the ClepITO 
platform, and connecting both systems through a host-only network that provided bidirectional 
access to both systems, allowing for the same functionality as in a distributed environment but 
encapsulating everything under the same physical system. (See Figure 1) 

(a) (b) 

Figure 1. (a) Initial design for the full system’s architecture. Each element is encapsulated on it’s own 
subsystem and interconnected by local or external networks for maximum flexibility. (b) Final design 
for the full system’s architecture. All of the elements are packed under the same super-system due to 
project’s requirements and for ease of replication purposes. 

4. Results and Conclusions

To test the library’s capabilities, two field tests were conducted during two visits to one of the
centers associated with the GeriaTIC project located at Carballo, A Corunna. The first one was done 
early in the development of the library, making use of the Shell developed to test the library, while 
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the second one made use of the REST API. Both tests resulted successful, and we were able to 
seamlessly gather data from all of the study participants. The first test took a few minutes to connect 
and fetch all of the data from the devices, but this time was greatly improved to less than a minute 
per device for the second test. 

The data extracted by hand from the Mi Fit application is previously aggregated by the 
application’s own algorithms, while being able to autonomously fetch the data from these devices 
provide us with a minute-by-minute data feed that we can manipulate and interpret at will, resulting 
in an improvement of the data quality. To conclude, we were able to develop a complete novel system 
capable of communicating a computer with a closed-source wearable device, the Mi Band 2,  
and improved the data gathering process in effort and time. By doing so, we have not only improved 
the methods and results of the GeriaTIC project but also have enabled other similar projects to 
perform better than before and it’s our hope that we have encouraged them to use inexpensive 
wearable devices such as the Mi Band 2 to improve these studies. 

This work is, in the end, a proof of concept about BLE devices and how we can communicate 
with them in ways that they were not initially meant to, and how these same devices can help in 
health-care areas. This research also manifests the need of more accessible and open wearable devices 
so researchers can conduct more and better studies without having to crack open closed devices for 
that mean. As both the Mi Band 2 and the Mi Fit application are closed-source, we lack the ability to 
know for sure if our implementation of the commands to communicate with the device is complete, 
or if our way of interpreting and aggregating the data is completely correct, so there is still work and 
tests that need to be done in order to assure that these are as good or better than the originals. 
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Abstract: The aim of this work is to propose and analyze the behavior of a test statistic to assess a
parametric trend surface, that is, a regression model with spatially correlated errors. The asymptotic
behavior under the null hypothesis, as well as the asymptotic power of the test under local alternatives
will be analyzed. Finite sample performance of the test is addressed by simulation, introducing a
bootstrap calibration procedure.

Keywords: model checking; spatial trend; local linear regression; least squares; bootstrap

1. Introduction

Consider a spatial stochastic process, which consists of a collection of random variables indexed
on a certain domain of R2, with a well-defined joint distribution. In this framework, the observed
data usually exhibit an important feature: close observations tend to be more similar than those which
are far apart. Therefore, such observations cannot be treated as independent and the dependence
structure should be taken into account in any descriptive or inferential procedure. In particular, from
the perspective of spatial regression models (a trend surface plus an error term), the dependence
structure should be considered and properly introduced into the model.

A common task in statistics is to determine whether a parametric model is an appropriate
representation of a dataset. Under the assumption of independent errors, some authors have
developed goodness-of-fit tests for parametric models that rely on a smooth alternative estimated by a
nonparametric regression method, as [1] or [2].

A new proposal for testing a parametric trend surface is given in this paper. The proposed test is
based on a comparison between a smooth version of a parametric fit with a nonparametric estimator
of the trend (specifically, the multivariate local linear estimator will be used) in terms of a distance.

2. Statistical Model

Let {Z(s), s ∈ D} be a random spatial process consisting of collections of random variables
indexed in a domain D ⊂ R2 with a well-defined joint distribution. Consider n locations {s1, . . . , sn}
on the region D generated from a density f . The set of random variables corresponding with those
locations will be represented by {Z(s1), . . . , Z(sn)}. Assume the model

Z(si) = m(si) + ε(si), i = 1, . . . , n, (1)

where m is an unknown smooth regression function which is supposed to be twice continuously
differentiable. The ε are unobserved random variables with
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E[ε(si)] = 0, Cov(ε(si), ε(sj)) = σ2ρn(si − sj), i, j = 1, . . . , n,

where σ2 < ∞ and ρn is a continuous correlation function satisfying ρn(0) = 1, ρn(s) = ρn(−s) and
|ρn(s)| ≤ 1, ∀s. The goal of this work is to test if the trend function belongs to a parametric family:

H0 : m ∈ Mβ = {mβ, β ∈ B}, vs. Ha : m /∈ Mβ, (2)

with B ⊂ Rp a compact set. One of the more usual approaches is to compare a smooth version of
a parametric fit with a nonparametric estimator of m(s) and “thereafter” to reject H0 if the distance
between both fits exceeds a critical value.

3. Test Statistic

A suitable test statistic in order to solve the testing problem (2) could be computed as a weighted
L2—distance between the nonparametric and parametric fits, as in [2]:

Tn = n|H|1/2
∫

D
(m̂LL

H (s)− m̂LL
H,β̂(s))

2w(s)ds, (3)

where w is a weight function. A full definition of the elements of the test statistic Tn can be found
in Appendix A. For the calibration of the critical values, a bootstrap procedure is considered, see
Appendix B.

4. Simulations

In this section, a simulation study showing the performance of the bootstrap procedure is
presented. For this purpose, 500 samples of size n = 400 are generated from an isotropic spatial
process observed at regularly spaced locations {s1, . . . , sn} in the unit square, where si = (si1, si2),
i = 1, . . . , n:

Z(si) = 2 + si1 + si2 + cs3
i1 + ε(si), 1 ≤ i ≤ n. (4)

The random errors ε(si) are normally distributed with zero mean and exponential covariance
function Cov(ε(si), ε(sj)) = σ2{exp(−‖si − sj‖/ae)}, with σ = 0.4 and σ = 0.8. Different values of
parameter ae are considered: ae = 0.4, 0.6, 0.8. The bootstrap procedure has been performed using
B = 500 replicas for each sample. The weight function used was taken as w(s) = 1. For simplicity,
the bandwidth matrix was considered H = diag(h, h), and different bandwidth values were chosen,
h = 0.10, 0.15, 0.20.

In Table 1, the simulated rejection probabilities obtained for Tn are presented for the significance
level α = 0.05 over the 500 trials. When c is equal to zero (under the null hypothesis of linearity of
the trend), the proportion of rejections obtained is similar to the considered significance level, but this
proportion depends directly on the value of the bandwidth h. When c is equal to 5 or 10, the power of
the test is really good, since the proportion of rejections is close to one, in the majority of the cases.
Again, this proportion depends on the value of the bandwidth.
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Table 1. Proportion of rejections of the null hypothesis.

h

σ ae c 0.10 0.15 0.20

0.4 0.4 0 0.052 0.047 0.042
5 0.897 0.932 0.911
10 0.905 0.948 0.923

0.4 0.6 0 0.054 0.042 0.034
5 0.856 0.901 0.898
10 0.894 0.926 0.918

0.8 0.8 0 0.068 0.048 0.038
5 0.808 0.798 0.806
10 0.845 0.803 0.816
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Appendix A

The trend surface estimation can be performed using a parametric and a non-parametric
approach. In the parametric context, an iterative estimation procedure could be used. Denoting
Z = (Z(s1), · · · , Z(sn))′ and mβ = (mβ(s1), . . . , mβ(sn))′, under H0 the steps of the procedure are:

(1) Based on the sample, estimate the trend parameter β using the ordinary least squares estimator,
ignoring the dependence structure of the errors:

β̃ = arg min
β

(Z − mβ)
′(Z − mβ).

(2) Estimate the variance-covariance matrix of the errors Σ using the residuals ε̃(si) = Z(si)−
mβ̃(si), i = 1, . . . , n, obtained from the estimator of the trend from Step (1). Note that, the entries of
Σ are:

Σ(i, j) = Cθ(si − sj), i, j = 1 . . . , n,

where Cθ(si − sj) = σ2 − γθ(si − sj), being {2γθ(u) : θ ∈ Θ ⊂ Rq} a valid parametric family to
estimate the variogram function.

(3) Estimate the trend parameter β using the weighted least squares estimator, taking the
dependence structure of the errors into account:

β̂ = arg min
β

(Z − mβ)
′Σ̃−1(Z − mβ).

Therefore, the parametric trend estimator considered would be mβ̂. Note that, an estimation of Σ
can be obtained from the residuals ε̃(si), i = 1, . . . , n, as follows:

Σ̃(i, j) = Cθ̃LS
(si − sj) = σ̃2 − γθ̃LS

(si − sj), i, j = 1 . . . , n,

where γθ̃LS
is the parametric least squares estimator of the variogram and σ̃2 is an estimator of the

variance. The last estimator could be obtained using a least squares procedure.
From a nonparametric point of view, model (1) has been studied by several authors.

Some approaches used for this task include kernel-based methods. In this case, the trend is estimated
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using the multivariate local linear estimator, see [3]. In the spatial framework, the local linear estimator
for m(s) at a location s can be explicitly written as

m̂LL
H (s) = e′1(X′

sWsXs)
−1X′

sWsZ,

where e1 = (1, 0, 0)′, Xs is a n × 3 matrix whose i-th row equals (1, (si − s)′), i = 1, . . . , n, Ws =

diag{KH(s1 − s), . . . , KH(sn − s)}, where KH(s) = |H|−1K(H−1s) is used to assign weights. H is a
2× 2 symmetric, positive definite matrix depending on the sample size n and K is a multivariate kernel
function. Given s, the bandwidth H controls the shape and the size of the local neighborhood used to
estimate m.

Therefore, taking into account these estimators, the proposed test statistic is

Tn = n|H|1/2
∫

D
(m̂LL

H (s)− m̂LL
H,β̂(s))

2w(s)ds,

where w is a weight function and m̂LL
H,β̂

is a smooth version of the parametric estimator mβ̂, which is
defined by

m̂LL
H,β̂(s) = e′1(X′

sWsXs)
−1X′

sWsmβ̂,

where mβ̂ = (mβ̂(s1), . . . , mβ̂(sn))′.

Appendix B

Once a suitable test statistic is available, a crucial task is the calibration of critical values for a given
level α, namely tα. Usually, the estimation of these critical values tα such that PH0(Tn ≥ tα) = α can be
done by means of the asymptotic distribution. The use of asymptotic theory to calibrate the test poses
some problems, such as the need to estimate some nuisance functions and a slow convergence rate to
the limit distribution. Under these circumstances, calibration can be done by means of resampling
procedures, such as bootstrap, see [4].

The procedure consists in generating a bootstrap sample {Z∗(si), i = 1, . . . , n} and then
computing a bootstrap statistic T∗

n like Tn by the squared deviation between the smooth version
of the parametric fit m̂LL

β̂∗ and the nonparametric fit m̂∗LL. Once the bootstrap statistic is computed,

the distribution of T∗
n can be approximated by Monte Carlo. From this Monte Carlo approximation,

the (1 − α) quantile t∗α is defined and the parametric hypothesis es rejected if Tn > t∗α. The specific
steps for the algorithm used in this work are the following:

1. Obtain the parametric trend estimator β̂.
2. Estimate the covariance matrix of the errors Σ̂ based on the residuals ε̂ = (ε̂(s1), . . . , ε̂(sn))′, where

ε̂(si) = Z(si)− mβ̂(si), i = 1, . . . , n, and find the matrix L, such that Σ̂ = LL′, using Cholesky
decomposition.

3. Compute the independent residuals, e = (e(s1), . . . , e(sn))′, given by e(si) = L−1 ε̂(si).
4. These independent variables are centered and, from them, we obtain an independent bootstrap

sample of size n, denoted by e∗ = (e∗(s1), . . . , e∗(sn)).
5. Finally, the bootstrap errors ε∗ = (ε∗(s1), . . . , ε∗(sn)) are ε∗(si) = Le∗(si), and the bootstrap

samples are Z∗(si) = mβ̂(si) + ε∗(si).
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Abstract: This work focuses on the study of a task planning problem in a home care business. The 
objective is to schedule the working days of the available nurses, in order to assist all the active 
clients. Due to the large size of the real cases that must be faced, it is not possible to obtain exact 
solutions of the problem in short periods of time. Therefore, we propose an algorithm, which is 
based on heuristic techniques, to provide approximated solutions to the incidents that arise daily in 
the company. The designed algorithm is validated by obtaining the automatic schedule to solve a 
battery of real-like examples. 

Keywords: optimization; scheduling; heuristic algorithms; operations research 

1. Introduction 

Home health care is a resource that allows elderly and/or dependent people to continue living
at their homes despite being in a situation of dependency or in need of assistance to carry out different 
tasks of their daily lives. The company we are working with has been providing home care services 
since 1997, both in the city of A Coruña and in the neighboring municipalities. This company faces a 
scheduling problem, in which we have to determinate the routes the employees must follow and set 
the exact time at which the caregivers must perform the services assigned to them.  

1.1. Concepts 

The users of the service provided by the company are those who need health care support or 
require help in carrying out certain tasks and, to improve their quality of life, hire the company’s 
services. These users must specify the number of services they require, detailing the day and the time 
frame (morning, noon, afternoon or evening) within which they must be completed. Also, they 
should indicate the available (when the service must be performed) and optimal (when the user 
prefers to be attended) time windows of each service. 

To provide its services the company has a set of caregivers, which may increase or decrease 
depending on the volume of work available. These caregivers are responsible for visiting users’ 
homes (at the time they have been instructed to do so) and carrying out the tasks assigned to them 
(for example: cooking meals, monitoring medication, cleaning chores, etc.). For each caregiver and 
user, the company sets a level of affinity, which establishes how suitable the caregiver is to assist the 
user. 

Therefore, the company must carry out a work plan where, for each caregiver, the services to be 
provided are specified (establishing the tasks to be performed in each of them) and the times at which 
those services must be completed (always upholding the availability time windows established by 
the users). This work plan arranges the whole week, so the schedule is repeated over time until the 
need to modify it arises. In order to carry out this task, the company has several organizers who are 
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in charge of managing the working days, for each caregiver, manually. Each organizer works with a 
set of users and assistants, according to the areas or neighborhoods he/she operates in. 

1.2. Objective 

The company’s objective is to obtain a computer tool that automatically modifies the caregivers’ 
previous plan in order to solve the following incidents: (i) registration of a user, (ii) discharging a 
user, (iii) increasing the number of services required by a user, (iv) decreasing the number of services 
required by a user, (v) alteration of any of the parameters of a service, (vi) repetition and/or 
combination of the previous instances. 

To obtain the new schedules, the company asked us to consider the following objectives: 

1. The new plans should minimize time lost between services.
2. The new plans should maximize the affinity levels between users and the caregivers that visit

them. 
3. We must try not to change the previous planning in excess.
4. The new plans should respect, as far as possible, the optimal time windows of the services.

The purpose of this work is to provide the company, employing different operational research 
techniques, with a computer tool that allows them to automatically modify the caregivers’ schedules 
in order to solve the abovementioned incidents. 

2. Problem Solution 

The problem presented by the company has been modeled as an integer linear programming
problem. For real cases, such as those faced daily in the company, it presents a large number of 
variables and constraints. Therefore, it is not always possible to obtain the optimal schedule by 
solving the linear programming problem. 

Because of this, the problem must be solved in an approximated way, through the use of 
metaheuristic techniques, in order to obtain admissible solutions in short computational times. 

Algorithm 

The algorithm developed to solve the company’s planning problem is based on the simulated 
annealing method. This algorithm consists of re-scheduling the services and optimizing the working 
days of the caregivers. 

The algorithm is designed to solve the incidents the company works with, avoiding excessive 
modification of the previous planning. The aim we follow is to make the work plans feasible while 
trying to ensure that the caregivers have no gaps in their working hours. The most important steps 
of the algorithm are presented below: 

1. Preparation of elements: The algorithm starts with an initial solution, which is the previous
schedule assigned to the caregivers. The services that need to be removed from this solution are 
deleted and, at the same time, we select the services that need to be rescheduled and the ones 
that need to be included in the plans. 

2. Service planning: Each of the services that must be planned is assigned to the best caregiver
available. After that the service is scheduled in such a way that causes the least amount of 
overlap and break gaps (between the new one and the rest of services assigned to said caregiver). 
To establish how suitable a caregiver is to assist a user, the following aspects are considered: (i) 
the affinity level between them, (ii) the difference between the hours worked by the assistant 
and those specified in her contract, and (iii) the travel time from that user’s home to all the clients 
the caregiver is working with. In some cases, we don’t have services to plan, so the algorithm 
goes directly to the optimization phase. 

3. Optimization: After assigning a service to a caregiver, the schedule is optimized by applying the 
simulated annealing method to eliminate possible overlaps or breaks in the schedule. If, after 
the optimization, the previous overlaps have not been eliminated, the service must be assigned 
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to the next best caregiver available. In the cases where there are no services to be scheduled, the 
caregivers’ plan is optimized to eliminate possible break gaps in it (in such circumstances there 
is no overlap between services). 

4. End: When all the services have been correctly planned, the overlaps have been eliminated and
the breaks have been optimized, the algorithm ends, returning the optimized planning as the 
new solution. 

The movements we considered in the implementation of the simulated annealing method are: 
rescheduling one service, rescheduling several services at once, exchanging the time in which two 
selected services are carried out, exchanging the caregivers that conduct two selected services, and 
changing the caregiver that performs a service. 

The objective function considered to evaluate a schedule in the simulated annealing method is 
a lexicographic function, in which we want to minimize the following aspects: (i) the overlap time 
between services, (ii) the time lost between services, and (iii) the time that the services are carried out 
outside their optimal time window. 

3. Conclusions 

In this work, we analyze the problem presented by the company and we design a resolution
method based on the metaheuristic technique of the simulated annealing. The purpose of this 
algorithm is to solve the incidents considered by the company, trying to modify the original schedules 
as little as possible. 

To check the algorithm’s performance, we design a series of examples, in which we take into 
account all the different incidents that the company deals with, and we solve them using the method 
previously designed. Based on the results obtained, we can assume that the algorithm’s behavior is 
acceptable, since it correctly solves all the incidents considered while using low computational times. 
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Abstract: Data is growing at an unprecedented pace. With the variety, speed and volume of data 
flowing through networks and databases, newer approaches based on machine learning are 
required. But what is really big in Big Data? Should it depend on the numerical representation of 
the machine? Since portable embedded systems have been growing in importance, there is also 
increased interest in implementing machine learning algorithms with a limited number of bits. Not 
only learning, also feature selection, most of the times a mandatory preprocessing step in machine 
learning, is often constrained by the available computational resources. In this work, we consider 
mutual information—one of the most common measures of dependence used in feature selection 
algorithms—with reduced precision parameters. 

Keywords: feature selection; mutual information; reduced precision; embedded systems; Big Data 

1. Introduction 

In the age of Big Data, with datasets being collected in almost all fields of human endeavor, there 
is an emerging economic and scientific need to extract useful information from it. Thus, machine 
learning algorithms have become indispensable. One machine learning technique is feature selection 
[1]. It arises from the need of determining the “best” subset of variables for a given problem. The use 
of an adequate feature selection method can avoid over-fitting and improve model performance, 
providing faster and more cost-effective learning models and a deeper insight into the underlying 
processes that generate the data. Features can be categorized in three ways: relevant, irrelevant and 
redundant. As a result, selecting the relevant features and ignoring the irrelevant and redundant ones 
is advisable. 

The process of feature selection is typically performed on a machine using high numerical 
representation (64 bits). Using a more powerful processor provides significant benefits in terms of 
speed and capability to solve more complex problems. Although this capability does not come 
without cost; a conventional microprocessor can require a substantial amount of off-chip support 
hardware, memory, and often a complex operating system. In contrast to up-to-date computers, these 
requirements are often not met by embedded systems, low energy computers or integrated solutions 
that need to optimize the used hardware resources. With the power demand of smartphones, health 
wearables and fitness trackers, there is a need for tools that enable energy consumption estimation 
for such systems. Thus, we identify one such opportunity to develop a feature selection algorithm in 
embedded systems without reducing performance. This opportunity leverages the observation that 
algorithms yield parameters which can achieve performances close to that of optimal double-
precision parameters by simply limiting the amount of bits. In this work, we investigate feature 
selection by considering the information theoretic measure of mutual information with reduced 
precision parameters. The mutual information measure is used due to its computational efficiency 
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and simple interpretation. Therefore, we are able to provide a limited bit depth mutual information, 
and, through minimum Redundancy Maximum Relevance feature selection method, experimentally 
achieve classification performances close to that of 64-bit representations for several real and 
synthetic datasets.  

2. Limited Bit Depth Mutual Information 

In information theoretic feature selection, the main challenge is to estimate the mutual
information [2]. To calculate mutual information we need to estimate the probability distributions. 
Internally, it counts the occurrences of values within a particular group. Thus, based on 
Tschiatschek’s work [3] for approximately computing probabilities, we investigate mutual 
information with limited number of bits by considering this measure with reduced precision 
counters. To perform the reduced precision approach, we target a fixed-point representation instead 
of the 64-bit resolution. 

Mutual Information parameters are typically represented in the logarithm domain. For the 
reduced precision parameters, we compute the number of occurrences and use a lookup table to 
determine the logarithm of the probability of a particular event. The lookup table is indexed in terms 
of number of occurrences of an event and the total number of events and stores values for the 
logarithms in the desired reduced precision representation. Following the fixed-point representation, 
and to limit the maximum size of the lookup table and the bit-width required for the counters, we 
assumed some maximum integer number. After calculating the cumulative count, in order to 
guarantee that the counts stay in range, the algorithm identifies counters that reach their maximum 
value, and halves these counters. 

3. Experimental Results and Conclusions

Our limited depth mutual information can be applied to any method that uses internally the
mutual information measure. We have chosen to do it within feature selection since with the advent 
of Big Data, feature selection process has a key role to play in helping reduce high-dimensionality in 
machine learning problems. There is a large number of feature selection methods that use mutual 
information as a measure, thus their performance depending on the accuracy obtained by the mutual 
information step. Among the different feature selection algorithms based on mutual information, the 
mRMR (minimum Redundancy Maximum Relevance) multivariate filter [4] is used due to its 
popularity and good results in the machine learning area. 

Experimental results over several synthetic and real datasets have shown that 16 bits are 
sufficient to return the same feature ranking than that of double precision representation. Besides, 
classification results showed that even using a 4-bit representation, our limited bit depth mutual 
information was able to achieve performances very close to that of full precision mutual information. 
As a result, meaningful computational, runtime and memory benefits will be provided when 
implementing mutual information in embedded systems.  
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1. Introduction 

Active aging (AA) is defined, according to the World Health Organization [1] (p. 12), as ‘the
process of optimizing opportunities for health, participation, and security in order to enhance the 
quality of life as people age’. At the International Conference on Active Aging, held in Seville in 2010, 
a fourth component was included: lifelong learning. 

In recent decades, several initiatives have been developed, aimed at promoting AA, some of 
them through technological tools, such as the ‘Living with vitality’ program [2,3]. In this regard, the 
literature shows that information technology and communications (ICT) can provide numerous 
benefits to the elderly, associated with different components of AA: stimulation or maintenance of 
cognitive abilities; opportunities for communication and socialization; participation in leisure 
activities; online use of administrative or financial services; purchases at a distance, or access to 
community resources such as health or social services [4–6]. 

This abstract presents a set of projects developed by RNASA-IMEDIR research group of the 
Universidade da Coruña, aimed at promoting AA, quality of life, health and personal autonomy of 
older people, by means of technological devices.  

2. In-TIC Project 

This work focuses on digital literacy and therapeutic stimulation of the older population through 
technological tools, using In-TIC PC software as support [7,8]. 

In-TIC PC is a software created by RNASA-IMEDIR group, with the support of Orange 
Foundation. It’s available for free download on the page www.intic.udc.es. It allows to simplify and 
personalize the use of the computer and the Internet, by configuring virtual keyboards adapted to 
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the physical, cognitive, sensory and social needs of each person. In this way, a set of virtual 
keyboards, specifically adapted to the needs and capacities of the 10 elderly participants in the 
project, was prepared to facilitate their access to ICT and their digital literacy process.  

In addition, a teaching methodology, based on the learning interests and rhythms of the older 
people, was elaborated, that includes activities and contents related to the application of ICT in their 
daily life, leisure and social participation. 

3. EA-TIC Project

EA-TIC is a project based on the use of an interactive digital whiteboard (IDW) as a means of
intervention [9]. Through this technological support, two programs of different activities were 
implemented with 45 older participants, divided into groups of 3–10 persons. 

• Security and Healthy Living Program, aimed at reinforcing the safety of the older people in their 
occupational performance, both in their homes and in other habitual environments, and
promoting the acquisition of healthy living habits.

• Leisure and Social Participation Program, aimed at favoring their social participation and their
participation in meaningful leisure activities.

The results obtained in this project showed that the participants had positive impressions on the
IDW, highlighting different advantages provided by this tool: accessibility of content, related to the 
wide projection surface; speed and dynamism in the presentation of content; immediacy in finding 
information; possibility to capture on the board the contributions of the group's members; stimulation 
of the capacity of attention and concentration; or support in structuring and understanding 
information. 

4. CloudPatient Project 

CloudPatient is a project focused on the use of a platform in the cloud that allows
interoperability between biomedical sensors, mobile devices and cloud services for intelligent 
attention to the older people (www.cloudpatient.udc.es). This platform facilitates the monitoring of 
their treatments and health status, and offers digital contents and activities, aimed at promoting a 
healthy and safe lifestyle. 

The main services offered by the CloudPatient platform are: 

• Semi-automatic registry, through biosensors and wearables, of different parameters related to
the health status of the person.

• Monitoring of certain factors related to health status and well-being, such as physical activity,
sleep quality, weight or blood pressure.

• Generation of personalized multimedia contents and activities, focused on promoting a healthy
and safe lifestyle and improving their quality of life.

• Access to updated, unified, accessible, and reliable information in real time. 

The pilot tests of this project were carried out with 10 elderly people. For several months, they
used the CloudPatient platform and biosensors, as a wearable to record physical activity and sleep 
quality. 

5. Scratch-EA Project 

The general objective of Scratch-EA project is to encourage creativity development, to improve
quality of life and to promote AA, through the use of Scratch, a computer programming tool. 

The intervention developed in this project lasted 8 months and it focused on teaching the 
participants (6 elderly people) to design and program digital activities and materials, such as 
interactive stories, games or animations, through Scratch language. 
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6. Conclusions 

Most of the participants in these works highlighted the numerous benefits and contributions of
ICT in their daily lives, such as greater opportunities for leisure and communication, improvements 
in mood and social participation, stimulation of their abilities, mainly cognitive, improvements in 
their security and personal autonomy, or the possibility of making new learnings. 

So, the results obtained in these projects show that technology can contribute to the 
improvement of quality of life of the elderly population, and to the strengthening of the four pillars 
of the AA concept: health, participation, safety and lifelong learning. However, it is necessary to 
develop further experiences and similar studies, in order to deepen the effects and opportunities 
offered by ICT to older people.  
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although it is feasible to model as a linear programming problem, it cannot be solved at a 
reasonable cost. This work, proposes the implementation of a heuristic algorithm that provides 
good results at a low computational cost. 
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1. Introduction 

The daily work of a laboratory requires processing samples in thermal cyclers as part of more
complex processes. As processing each of the plates is costly in both time and money, the main 
objective of the work is to reorganize the samples in the plates taking into account the restrictions 
imposed by the characteristics of the thermal cycler.  

The plates used by the laboratory consist of 8 rows and 12 columns, making a total of 9 6 wells. 
In turn, the 12 columns are divided into 6 temperature bands with 16 wells each. The first restriction 
imposes that the difference of temperature between two adjacent strips must be less than 5 °C. 

The input data of the problem has the following characteristics, each sample occupies a well, 
each group of samples is processed at a certain temperature and, in addition, for each group is 
necessary to reserve a well to accommodate the group control. Figure 1 shows an example plate of 
this configuration.  

Figure 1. Example of laboratory plate. 
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The objective of the work is to obtain the distribution of the samples in plates in such a way that 
the number of plates used is minimized, the total number of cells used is minimized and the 
percentage of occupancy of the plates is maximized according to the lexicographical order.  

2. The Algorithm 

As seen in the article published by [1], since it is necessary to achieve a solution in a reasonable
time, a heuristic algorithm, based on the simulated annealing method introduced by [2], has been 
developed. The idea of the method comes from the analogy between the process of metal annealing 
and the optimization of combinational problems. To implement this method, it is necessary to define 
the problem in terms of a solution space with a neighborhood and a solution space. 

The algorithm starts from an initial solution, obtained by filling the plates with the samples 
ordered by temperature, bearing in mind that each group needs a present indicator, different groups 
with the same temperature can share a strip and it is possible to leave free strips to maintain the 
difference of 5 °C between consecutive strips. To this first solution, minimal changes are made (the 
neighbors), on which the objective function is calculated, which allows us to assess whether the 
change has been positive for the resolution of the problem. The movements that allow these changes 
are two, the exchange of strips and the grouping of samples dispersed by several plates. 

3. Preliminary Results 

The laboratory works with commercial software known as LabWare, against which the results
of the implemented algorithm have been compared. Table 1 shows a summary of the solutions 
obtained for a set of tests, showing the number of plates necessary in each option, accompanied by 
the execution time of the heuristic algorithm 

Table 1. Results and comparison. 

Sample Count LabWare Heuristic Algorithm Time Spent (s) 
1473 22 19 71.25
1944 47 23 92.48
2071 41 25 59.03
2248 56 27 68.30
2496 36 30 83.08
2703 65 32 102.79
3783 90 44 109.73

4. New Challenges 

In the real world, samples have different priorities (modeled by temporary windows), the
processing capacity of plates is limited and sometimes it will be inevitable to postpone part of the 
work. In addition, the laboratory receives new samples to be processed periodically.  

In order to face these new challenges, an architecture to generalize this work has been designed. 
This architecture must meet several requirements, such as maintaining the quality of the solutions, 
being able to carry out tasks in parallel with great autonomy and being of help to operators in 
making decisions.  

This new approach consists of a web interface, capable of multiprocessing parallelism, scalable 
and able to work with the complete solution with which operators can interact. Figure 2 shows an 
example capture of the result of an execution. 
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Figure 2. Example of algorithm output in the web interface. 
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Abstract: The variable selection problem is studied in the sparse semi-functional partial linear model,
with single-index type influence of the functional covariate in the response. The penalized least
squares procedure is employed for this task. Some properties of the resultant estimators are derived:
the existence (and rate of convergence) of a consistent estimator for the parameters in the linear part
and an oracle property for the variable selection method. Finally, a real data application illustrates
the good performance of our procedure.

Keywords: functional data analysis; variable selection; sparse model; dimension reduction;
functional single-index model; semiparametric model

1. Introduction

In many real problems, to predict the value of a random variable, observations of many other
variables are available. However, in many cases, it is unknown which of them (very few) have a real
influence in the response. In this practical framework, we need procedures able to select the relevant
variables to avoid high-dimensionality problems. Reducing the complexity of the model becomes
even more crucial when regression involves a functional variable too (data are functions, images. . . ).
Therefore, the main goal is the simplification of the model, which makes easier both its estimation and
interpretation, without losing its predictive efficiency.

These practical problems have motived the peak of semiparametric models in the functional
regression, together with the variable selection procedures. In [1] the penalized least squares method
for estimation and variable selection is studied for the partial linear model with functional covariate.
In this model, the real variables have a linear effect (involving interpretable coefficients that are the
parameters) in the response, while the infinite-dimensional covariate has a nonlinear (nonparametric)
influence. However, in real data applications, it would be interesting having parameters related
to the functional variable to derive practical interpretations. This is one of the advantages of the
semi-functional partial linear single-index model (SFPLSIM): the real covariates also affect in a linear
way to the response, but the infinite-dimensional covariate influences it trough a projection in an
unknown direction, after applying a nonlinear link function. This direction of projection behaves like a
function-parameter that could have interesting interpretations. Some theoretical properties related
to the nonparametric estimation of the functional single-index model are given in [2]. In this paper,
we will study the sparse SFPLSIM, focusing in the variable selection problem. For this purpose, we will
use the penalized least squares procedure for estimating the parameters of the lineal components and,
simultaneously, selecting the relevant covariates. The properties of the estimators will be analysed
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from a theoretical point of view: we will set its convergence rates and the consistency for selecting the
model. These results will be illustrated through a real data application.

2. The Model

The SFPLSIM is defined by the relationship

Yi = Xi1β01 + · · ·+ Xipn β0pn + m (〈θ0,Xi〉) + εi, ∀i = 1, . . . , n, (1)

where Yi denotes a scalar response, Xi1, . . . , Xipn are random covariates taking values in R and Xi
is a functional random covariate valued in a separable Hilbert space H with inner product 〈·, ·〉.
βββ0 = (β01, . . . , β0pn)

� ∈ Rpn , θ0 ∈ H and m(·) are a vector of unknown real parameters, an unknown
functional direction and an unknown smooth real-valued function, respectively. Finally, εi is the
random error, which verifies E

(
εi|Xi1, . . . , Xipn ,Xi

)
= 0.

3. The Penalized Least-Squares Estimators

For the purpose of simultaneously estimating β-parameters and selecting relevant X-covariates
in the SFPLSIM (1), we will apply the penalized least-squares approach. For that, in a first step
we transform the SFPLSIM in a linear model by extracting from Yi and Xij (j = 1, . . . , pn) the
effect of the functional covariate Xi when is projected on the direction θ0. Specifically, denoting by
XXXi =

(
Xi1, Xi2, . . . , Xipn

)� , XXX = (XXX1, . . . , XXXn)
� and YYY = (Y1, . . . , Yn)

�, the fact that

Yi −E (Yi| 〈θ0,Xi〉) = (XXXi −E (XXXi| 〈θ0,Xi〉))� βββ0 + εi, ∀i = 1, . . . , n, (2)

allows to consider the following approximate linear model (see Appendix A for understanding
the notation):

ỸYYθ0 ≈ X̃XXθ0βββ0 + εεε, (3)

where εεε = (ε1, . . . , εn)
�. Then, in a second step, the penalized least-squares approach is applied to

model (3). Specifically, βββ0 and θ0 are estimated by considering a minimizer, (β̂ββ0, θ̂0), of the penalized
profile least-squares function

Q (βββ, θ) =
1
2

(
ỸYYθ − X̃XXθβββ

)� (
ỸYYθ − X̃XXθβββ

)
+ n

pn

∑
j=1

Pλjn

(|β j|
)

,

where βββ = (β1, . . . , βpn)
�, Pλjn

(·) is a penalty function and λjn > 0 is a tuning parameter. Note that,
simultaneously to the parameter estimation, the previous procedure can be considered as a variable
selection method: if β̂ββ0j is a non-null component of β̂ββ0, then Xj is selected as an influential variable.

From now on, we will denote Jn = {1, . . . , pn} and Sn ⊂ Jn such that β0j �= 0 for j ∈ Sn and β0j = 0
for j ∈ Sc

n = Jn/Sn. In addition sn will mean card(Sn) and we will assume that Sn = {1, . . . , sn}.

4. Asymptotic Theory

In this paper, the existence of the penalized estimator is established as well as the corresponding
rates of convergence. In particular, under some assumptions, we proved that there exists a local
minimizer

(
β̂ββ0, θ̂0

)
of Q (βββ, θ) such that

∥∥∥β̂ββ0 − βββ0

∥∥∥ = Op

(√
sn

(
n−1/2 + δn

))
where δn = max

j∈Sn

{∣∣∣P′
λjn

(|β0j|
)∣∣∣} . (4)

Furthermore, the selected set of variables, Ŝn = {j ∈ Jn; β̂0j �= 0}, works as well (at least
asymptotically) as it would do if the true set of relevant variables Sn was known. Specifically,
P(Ŝn = Sn) → 1 as n → ∞.
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An application to real data is included, which shows the good performance of the presented
method in terms of error of prediction.
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Appendix A. Notation

For any (n × q)-matrix AAA (q ≥ 1), if III is the (n × n)-identity-matrix, we denote

ÃAAθ = (III −WWWh,θ) AAA, where WWWh,θ =
(
wn,h,θ(Xi,Xj)

)
i,j ,

with wn,h,θ(·, ·) being the weight function

wn,h,θ(χ,Xi) =
K (dθ (χ,Xi) /h)

∑n
j=1 K

(
dθ

(
χ,Xj

)
/h

) ,

where K : R+ → R+ is a kernel function, h > 0 is a smoothing parameter and, for θ ∈ H, dθ(·, ·) is the
semimetric defined as

dθ

(
χ, χ′) = ∣∣〈θ, χ − χ′〉∣∣ , ∀χ, χ′ ∈ H.
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Abstract: Intrusion detection is a major necessity in current times. Computer systems are constantly 
being victims of malicious attacks. These attacks keep on exploring new technics that are undetected 
by current Intrusion Detection Systems (IDS), because most IDS focus on detecting signatures of 
previously known attacks. This work explores some unsupervised learning algorithms that have 
the potential of identifying previously unknown attacks, by performing outlier detection. The 
algorithms explored are one class based: the Autoencoder Neural Network, K-Means, Nearest 
Neighbor and Isolation Forest. There algorithms were used to analyze two publicly available 
datasets, the NSL-KDD and ISCX, and compare the results obtained from each algorithm to perceive 
their performance in novelty detection. 

Keywords: unsupervised learning; anomaly detection; outlier detection; novelty detection 

1. Introduction 

Cyber-Security is a field that is constantly evolving, the rate by which new threats and attacks
appear is enormous and this requires a constant research for vulnerabilities and ways of solving them 
by the people responsible for the Security Systems [1]. 

Intrusion Detection Systems (IDS) are tools based on attack detection techniques to finding out 
new vulnerabilities. IDS tend to follow one of two different approaches: signature based, or anomaly 
based. Signature based detection requires previous knowledge of an attack before being able to 
identify it, on the other hand anomaly base detection only requires knowledge of regular data, and 
any potential deviation from that norm can correspond to an attack, even if the attack has not been 
discovered yet [2]. This is an arduous task, and classification algorithms can be used to aid in this 
scenario. Some algorithms, called supervised learning algorithms are well suited for problems where 
exiting classified examples can be used as training data for the algorithm. However, with new 
vulnerabilities there are no classified examples for supervised algorithms to learn from. One 
possibility to help with this problem is the usage of unsupervised learning algorithms. Unsupervised 
learning algorithms can learn what is normal data and find deviations from that, which in this case 
would indicate a possible attack previously unknown (anomaly based).  

2. Experimental Work 

In this work, was studied the behavior of some unsupervised algorithms based in one class
classification, to verify if these techniques are a viable solution to discover and detect unknown 
attacks. In this section is presented and described the network anomaly detection workflow as shown 
in Figure 1. 
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Figure 1. Anomaly detection workflow. 

Datasets and Preprocessing 

In our exploration, we analyzed the NSL-KDD [3,4] and the ISCX datasets [5]. These datasets 
contain samples from normal activity and from simulated attacks in computer systems and are 
commonly used in the literature. Before using the learning algorithms, we’ve applied some pre-
processing methods to prepare the data. As shown in Figure 1, it was first applied the holdout method 
to both datasets, where 2/3 of the data (corresponding to normal activity in network) were used to 
train the algorithms and 1/3 of the data where 10% of this portion corresponds to anomalies, were 
used to test the algorithms. The next step was discretization, where all continuous features of both 
datasets were converted to categorical features trough the equal frequency technique. The last pre-
processing method applied was the data normalization, to have all the features within the same scale. 
This way, prevents some classification algorithms to give more importance at features with large 
numeric values. Z-Score was the normalization technique applied to the data. This technique 
transforms the input, so the mean is zero and the standard deviation is one. After the data cleaning 
and transformation, we applied four one-class algorithms, namely Autoencoder, Nearest Neighbor, 
K-Means and Isolation Forest and evaluate is performance in the NSL-KDD and ISCX datasets.

3. Comparative Evaluation and Conclusions 

We tested all combinations of pre-processing techniques with the unsupervised learning
algorithms and graphically presented the results of the best techniques applied to each algorithm for 
NSL-KDD and ISCX datasets. 

In both datasets all the algorithms had a high accuracy. That was expected as most of the samples 
are from normal activity. To achieve better conclusions about the algorithms efficacy the F1 metric 
will also be analyzed. Starting by the NSL-KDD dataset shown in Figure 2a, we can see that all of the 
algorithms had a similar result close to 60% of F1. It is not a high-performance score, however the 
recall was much higher than precision in K-Means, Nearest Neighbor and Isolation forest algorithms, 
around 80%, which means that the false negatives were much less than the false positives. In 
cybersecurity it is important to have a low false negative rate, since it represents data predicted as 
normal, while in fact it represents malicious or abnormal activity.  

In the ISCX dataset (Figure 2b) all algorithms showed a slightly better performance, except the 
Nearest Neighbor algorithm which had a much higher score compared to the NSL-KDD. These 
results were expected in the ISCX, whereas this dataset only has 4 different types of attacks compared 
to the 38 different types in the NSL-KDD dataset.  

The results showed that these unsupervised techniques combined with the best preprocessing 
techniques could detect most of the anomaly instances but also generate a lot of false positives. These 
occur due to the similarity between normal and abnormal instances.  
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(a) (b) 

Figure 2. Anomaly detection results in (a) NSL-KDD and (b) ISCX datasets. 
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Abstract: In this work we focus on the problem of truck fleet management of the company 
GESUGA. This company is responsible of the collection and proper treatment of animals not 
intended for human consumption. On a daily basis, with the uncollected requests, the company 
designs the routes for the next day. However, these routes have to be replanned during their 
execution as new requests appear from customers that the company would be interested in 
attending. The problem treated belongs to the family MDCVRPTW with the particularity of the 
route redesign. For its resolution we have adapted linear programming models, simulation 
techniques and metaheuristic algorithms. 

Keywords: combinatorial optimization; heuristic algorithms; vehicle routing problems 

1. Introduction 

After the spread of Bovine Spongiform Encephalopathy, typically known as mad cow disease,
the European Union took a number of measures (e.g., Regulation (EC) No 999/2001) to prevent its 
spread and transmission. This regulation forbids the burial of carcasses of dead animals at livestock 
farms. In Galicia, one of the main companies responsible for this task is GESUGA. This company 
focuses its business area on the integrated management of meat by-products not intended for human 
consumption. Its main activity consists of the collection and transport of the different meat 
by-products, generally animal carcasses, from livestock farms to treatment plants, for their 
appropriate treatment. 

To serve customers, the fleet of the company is composed by 32 trucks (12 in Cerceda, 10 in 
Outeiro de Rei and 10 in Vilamarín) which, from Monday to Friday, visit the different farms and 
transport the products to the intermediate plants. Taking into account the characteristics of this 
problem, it could be classified as a MDCVRPTW. A general review of VRP can be found in [1].  

2. Description of the Problem 

As mentioned in the introduction, the company has to visit its customers all over Galicia on a
daily basis. Some of the restrictions that define this problem are the following: 

• The trucks leave and return from the plant to which they are assigned only once a day.
• Truck drivers have a maximum working day of 8 h which includes a rest and disinfection of the 

vehicle at the end of the day. 
• Trucks have a maximum loading capacity.
• Orders must be picked up within 48 h from receipt.
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Currently, route planning is manually made by the logistics department and the organization is 
as follows: 

• At 19:00 there are some pre-routes with the notices not collected until that moment.
• At 20:00 these pre-routes are reviewed with the logistics manager adding new requests and

making the necessary changes. 
• At 21:00 drivers receive the set of places that they must visit, but they are free to organize it.
• During the day, incoming requests are assigned manually by the logistics department to drivers 

in order to free up work for the next day. 

Note that the route design is manually made by the logistics department. Therefore, the 
company is interested in a tool to calculate the routes automatically, satisfy the needs of customers 
and achieve the following objectives: 

• Minimize the total distance traveled by trucks.
• Minimize the number of trucks used.
• Maximize the number of collected requests.

3. Implementation of the Algorithm 

The implementation of the algorithm was made in JAVA language using the libraries lpsolve
and jsprit. The second library includes the Ruin and Recreate principle (see [2] and strategies 
inspired by [3]. The problems mentioned above are solved automatically according to the following 
scheme:  

1. Requests that are not collected during a day are assigned to a plant by solving the GAP problem
with lpsolve library. 

2. For each plant, the corresponding VRPs are resolved with jsprit library.
3. The requests that arrive online are assigned to each truck automatically taking into account the

position and the load of each truck. 

Currently, we are considering two strategies to address this problem: 

• Lazy: No orders are collected during the online phase, i.e., the routes computed the day before
collecting are not modified. 

• Minimum-k: A truck leaves the plant when, at least, k orders are assigned to it.

Note that the Lazy strategy can only be used from Monday to Thursday since on Fridays no 
orders can be left uncollected. Thus, Lazy strategy must be combined with Minimum-k. 

4. Results 

Many scenarios have been considered for the different strategies varying different parameters:
cost of taking out a truck, minimum number of orders needed to take out a truck and time at which 
the optimization online is performed. 

The appendix shows the best results obtained for each of the strategies as well as the real case. 
We see that the real case (Table A1) collects 6040 requests using 309 trucks. The Lazy strategy (Table 
A2) can collect 5782 requests using 275 trucks and the Minimum-k (Table A3) collects 6224 using 304 
trucks. Therefore, we can conclude that the Lazy strategy always picks up fewer requests and uses 
fewer trucks than the real case. On the other hand, the Minimum-k strategy collects more requests 
and uses more trucks than the real case but the proportion between trucks and collected requests 
improves with respect to the real case.  
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Appendix A 

The following abbreviations are used in this manuscript: 

• GESUGA Gestora de Subproductos de Galicia.
• MDCVRPTW Multi Depot Capacitated Vehicle Routing Problem with Time Windows 
• VRP Vehicle Routing Problem 

Appendix B 

Table A1. Results obtained by the company. 

Day Requests Previous Requests Online Collected Requests Trucks 
31 August 2016 675 271 404 527 29 

01 September 2016 624 148 476 482 28 
02 September 2016 563 142 421 504 29 
05 September 2016 1126 362 764 639 28 
06 September 2016 950 487 463 644 28 
07 September 2016 757 306 451 569 31 
08 September 2016 628 187 441 480 27 
09 September 2016 584 148 436 529 29 
12 September 2016 1011 313 698 567 27 
13 September 2016 908 444 464 564 27 
14 September 2016 754 344 410 535 26 

Total 8580 3152 5428 6040 309

Table A2. Results obtained with Lazy strategy. 

Day Requests Previous Requests Online Collected Requests Trucks 
31 August 2016 675 271 404 271 17 

01 September 2016 880 404 476 404 20 
02 September 2016 897 476 421 706 32 
05 September 2016 1267 503 764 503 23 
06 September 2016 1227 764 463 725 31 
07 September 2016 953 502 451 502 24 
08 September 2016 892 451 441 451 21 
09 September 2016 877 441 436 702 32 
12 September 2016 1144 446 698 446 21 
13 September 2016 1162 698 464 685 31 
14 September 2016 887 477 410 477 23 

Total  10861  5433   5428  5872  275 

Table A3. Results obtained with Minimum-k strategy. 

Day Requests Previous Requests Online Collected Requests Trucks 
31 August 2016 614 138 476 403 24 

01 September 2016 632 211 421 465 25 
02 September 2016 1243 479 764 760 32 
05 September 2016 946 483 463 702 32 
06 September 2016 695 244 451 536 30 
07 September 2016 600 159 441 450 25 
08 September 2016 586 150 436 426 24 
09 September 2016 1129 431 698 733 32 
12 September 2016 860 396 464 653 31 
13 September 2016 617 207 410 459 27 
14 September 2016 614 138 476 403 24 

Total    8597  3169   5428  6124  310 
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Abstract: The increasing use of autonomous UAVs inside buildings and around human-made
structures demands new accurate and comprehensive representation of their operation environments.
Most of the 3D scene abstraction methods use invariant feature point matching, nevertheless some
sparse 3D point clouds do not concisely represent the structure of the environment. Likewise,
line clouds constructed by short and redundant segments with inaccurate directions limit the
understanding of scenes as those that include environments with poor texture, or whose texture
resembles a repetitive pattern. The presented approach is based on observation and representation
models using the straight line segments, whose resemble the limits of an urban indoor or outdoor
environment. The goal of the work is to get a full method based on the matching of lines that provides
a complementary approach to state-of-the-art methods when facing 3D scene representation of poor
texture environments for future autonomous UAV.

Keywords: 3D abstraction; reconstruction; line-based sketching; UAV

1. Introduction

The vast majority of the current approaches for 3D scene reconstruction are based on point clouds.
Commonly, points are matched between pairs of views based on their descriptors, then triangulated [1]
to make an initial estimation of their location in 3D space, and finally their poses are adjusted by
least squares minimization [2]. A number of efficient point detectors and descriptor have made
it possible to obtain robust and detailed 3D reconstructions based on feature point clouds [3–6].
These algorithms made possible to evolve from simple 3D reconstructions of the surfaces [7] to dense
point reconstructions of extensive landscapes and cities [8].

The goal of this work is to obtain a real-time three dimensional representation of a scene by using
a limited number of matched straight segments. Our approach takes advantage of multi-scale line
detection and matching [9] to increase the accuracy of the line endpoints triangulation among pairs
of line-matched frames. Secondly, our method goes one step ahead in the least squares adjustment
of cameras and lines by exploiting geometrical relationships of the coplanar lines. After classifying
the spatial lines according to their co-planarity, the intersection of the observed lines are brought into
a second run of the SBA process.

2. Materials and Methods

The first problem to solve for the computation of a 3D sketch from the matched observations is
that the camera poses P are unknown. These can be estimated from the endpoint correspondences of l
of from a feature points based SfM pipeline. The first camera is provided with the pose P1 = K × [I|0],
being K the calibration matrix. The rest of cameras will be stacked from this position in the world
reference frame. Once we have the camera matrices for the first pair of cameras, a linear triangulation
method [10] can be used to retrieve the first estimations for 3D lines, i.e., the members of Γ with
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observed counterpart on both camera planes. The final spatial segments are obtained as the centre
of gravity of their estimations obtained in the stereo triangulations. Finally, a Bundle Adjustment is
performed to optimize the relative pose for the cameras and spatial lines. The flow for the proposed
method is depicted in Figure 1.

3. Results

Figure 1 shows the result of the proposed method employing 8 images from the public Ground
Truth dataset [11]. It is compared compare to the results of Line3D++ [12], shown in Figure 2. The result
proves that the proposed method is able to obtain a number of structures of the house from a low
number of images, and still holding a decent accuracy. On the other hand, the method Line3D++ [12]
returns sparse short segments. This sparsity complicates the understanding of what the spatial line
cloud is resembling, and difficult the alignment to the Ground Truth mesh. Note that this method also
fails to retrieve any long segment of the house for this test case.

Figure 1. Resulting line matching using the proposed method for images {5,8} of the dataset [11].
Resulting 3D abstraction and measurements of distances to Ground Truth mesh.

Figure 2. Results with the method Line3D++[12], using the same set of images as input.

4. Conclusions

This work presents a novel integration of a set of algorithms to create a line-based spatial sketch,
showing the main structures of the man-made environment laying in front of a camera. It gets as input
its intrinsic parameters and at least 3 pictures. The set of methods include novel observation relations
of groups of straight segments that are captured from different poses. Quantitative results have been
obtained and compared with other state-of-the-art line based SfM method. Future work might include
the exploitation of weak epipolar constraints during the line matching process.
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Abstract: This paper proposes a novel methodology for the automatic identification and 
segmentation of the Diffuse Retinal Thickening (DRT) edemas using Optical Coherence 
Tomography (OCT) images as source of information. This Macular Edema (ME) type is commonly 
used by ophthalmologists as a relevant biomarker for the early diagnosis of this retinal disorder 
which, therefore, permits a better adjustment of the treatments, reducing their costs as well as 
improving the life quality of the patients. 

Keywords: computer-aided diagnosis; Optical Coherence Tomography; Diffuse Retinal Thickening 
region; segmentation 

1. Introduction 

Diabetic retinopathy is one of the leading causes of vision impairment that affects 1% of the
world population [1]. Diffuse Retinal Thickening (DRT) is a Macular Edema (ME) type derived from 
the local intraretinal fluid accumulation in the lower retinal layers. As illustrated in Figure 1, the 
presence of this edema produces profound structural and morphological modifications in the eye 
fundus, as an increment of the lower retinal layers. The absence of a limiting membrane allows the 
fluid to spread over the outer retinal region, leading to a single and continuous region. 

Figure 1. Example of OCT image with the DRT edema presence  

To identify the presence of retinal disorders, Optical Coherence Tomography (OCT) imaging is 
being widely used within the ophthalmological community. Moreover, it offers an easy visualization 
of the in vivo histopathology of the retina in a contactless and non-invasive capture process.  
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In this paper, we propose a new methodology for the automatic identification and segmentation 
of the DRT presence in OCT images using as reference the clinical classification [2,3]. The precise 
localization and delimitation of the DRT allow the early diagnosis of this disease and consequently, 
it permits a better adjustment of the treatments, reducing their costs as well as improving the life 
quality of the patients. 

2. Methodology

The proposed methodology is composed by three main stages for the identification and
segmentation of DRT edemas [4]. Firstly, the system segments the retinal layers to facilitate the search 
of this ME type in the Region of Interest (ROI) where they typically appear, the outer retina. Secondly, 
a learning strategy is applied to identify the DRT presence and segment its constituent region. Finally, 
two post-processing strategies are implemented and tested to individually refine the impact of the 
False Positives (FPs) and the False Negatives (FNs) detected regions from the classifier output and 
improve the obtained results. 

3. Results and Conclusions

The proposed methodology achieved satisfactory results for the automatic identification and
segmentation of the DRT edemas. Using the best classifier configuration, we applied two individuals 
post-processing strategies to improve the obtained results. Figure 2 illustrates the resulting image 
provided by the second post-processing, as the best configuration. This strategy unifies non-
consecutive DRT regions, improving significantly the efficiency of the system and consequently 
facilitating the identification and visualization of the area affected by this pathology. 

Figure 2. Illustrative output OCT image after the application of the second post-processing approach. 
Yellow regions, direct results from the classifier. Green regions, results of the second post-processing 
approach. 
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Abstract: The training of deep neural networks usually requires a vast amount of annotated data, 
which is expensive to obtain in clinical environments. In this work, we propose the use of 
complementary medical image modalities as an alternative to reduce the required annotated data. 
The self-supervised training of a reconstruction task between paired multimodal images can be used 
to learn about the image contents without using any label. Experiments performed with the 
multimodal setting formed by retinography and fluorescein angiography demonstrate that the 
proposed task produces the recognition of relevant retinal structures. 

Keywords: self-supervised; multimodal; retinography; angiography 

1. Introduction 

In clinical practice routine, patients are typically subjected to multiple imaging tests, producing
complementary visualizations of the same body parts or organs. This leaves available large sets of 
paired multimodal images. This paired data can be used to train a neural network to predict one 
modality from other. If the transformation between modalities is complex enough, the network will 
have to learn about the objects represented in the images to solve the task. This domain-specific 
knowledge can be used to complement the training of additional tasks in the same application 
domain, reducing the amount of labeled data required. 

We applied the described paradigm to the multimodal image pair formed by retinography and 
fluorescein angiography. These image modalities are complementary representations of the eye 
fundus. The angiography has additional information about the vascular structures due to the use of 
an injected contrast. This also makes this modality invasive and less employed. We train a neural 
network to predict the angiography from a retinography of the same patient and demonstrate that 
the network learns about relevant structures of the eye with this self-supervised training [1]. 

2. Methodology 

The multimodal reconstruction is trained with a set of retinography-angiography pairs obtained
from the public Isfahan MISP database. This dataset includes 59 image pairs from healthy individuals 
and from patients diagnosed with diabetic retinopathy. 

The multimodal image pairs are aligned following the methodology proposed in [2] to produce 
a pixel-wise correspondence between modalities. After the image alignment, a reconstruction loss 
can be directly computed between the network output and the target image. This allows the self-
supervised training of the multimodal reconstruction, which will generate a pseudo-angiography 
representation for any retinography used as input to the network. Three difference functions are 
considered to obtain the reconstruction loss: L1-norm, L2-norm and SSIM. 
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The multimodal reconstruction is based on a U-Net network architecture. The network training 
is performed with the Adam algorithm with an initial learning rate of a = 0.0001, which is reduced by 
a factor of 0.1 when the validation loss plateaus. Spatial data augmentation is used to reduce the 
overfitting. 

3. Results and Conclusions

Examples of generated pseudo-angiographies are depicted in Figure 1. It is observed that the
best results are obtained training with SSIM, in which case the network has learned to adequately 
transform relevant retinal structures. An additional experiment is performed to specifically measure 
the ability to recognize the retinal vasculature. A global thresholding is applied to produce a rough 
vessel segmentation from both the pseudo-angiography and the original retinography. 
This experiment is performed in the public DRIVE dataset, which comprises 40 retinographies and 
their ground truth vessel segmentation. The results are evaluated with the Receiver Operator 
Characteristic (ROC) curves. The measured Area Under Curve (AUC) values are 0.5811 for the 
retinographies and 0.8183 for the pseudo-angiographies generated after training with SSIM. 
This improvement demonstrates that the multimodal reconstruction provides additional information 
about the retinal vasculature. 

(a) (b) (c) (d) (e)  
 

(f) (g) (h) 

Figure 1. Examples of generated pseudo-angiographies: (a,f) original retinographies; (b) original 
angiography for (a); (c–e) pseudo-angiographies generated from (a) after training with L1 (c), L2 (d) 
and SSIM (e); (g) original angiography for (f); (h) pseudo-angiography from (f) after training with 
SSIM. 

The results indicate that the proposed task can be used to produce a pseudo-angiography 
representation and learn about the retinal structures without requiring any annotated data. 
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Abstract: In this short article the concept of Software Defined Radio (SDR) is introduced and 
compared with the traditional radio. Then, a research project of atlanTTic center which used this 
technology was briefly presented and lastly, we include a reference to some dissemination 
activities related with SDR to be developed shortly. 

1. Introduction 

A radio is a system with technology for transferring information wirelessly by means of
electromagnetic radiation [1]. In the past a radio was composed of many discrete circuits and 
electronic devices and it had a fixed functionality which could not be modified after manufacturing. 
For example, with a traditional radio one could not turn a commercial FM receiver into a digital 
radio receiver. However, nowadays with the Software Defined Radio (SDR) one can buy an USB 
DVB-T2 dongle designed for reception of terrestrial TV in a computer and use it as a GPS receiver, 
or to decode ADS-B (Automatic Dependent Surveillance-Broadcast) signals and obtain the positions 
of all the planes in the nearby. This shows how a SDR outperforms a traditional radio in terms of 
flexibility and reconfigurability. 

Figure 1. Possible design of a software defined radio. Adapted from [2]. 

According to the Wireless Innovation Forum a SDR is a radio in which all or part of the 
functions of the physical layer are defined by software. The increase in the power of the processors 
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and FPGAs, the reduction of its price and consumption and the emergence of various integrated RF 
transceiver circuits made it possible for this technology to grow in recent years extending from 
military and research to commercial and amateur systems. Figure 1 shows a simplified block 
diagram of a SDR. In the middle we have an Analog to Digital Convertor (ADC) which transforms 
real world analogue signals into digital and discrete signals which a digital circuit can process and a 
Digital to Analog Convertor (DAC) which transforms digital samples into an analogue waveform to 
feed the Radio Frequency (RF) stage which prepares the signal to be transmitted by the antenna. 

The last component of a SDR is typically a General Purpose Processor (GPP) where all the 
digital signal processing takes place. Therefore, it is possible to modify many parameters of the 
physical layer of a system (or even change all the physical layer!) since it is software defined. In the 
same way as we install different programs or applications in a computer or smartphone and we 
give it a new functionality, changing the software which is run in the GPP we can convert the radio 
into a communication system which follows any given standard as Bluetooth, WiFi, FM, DVB-T2, 
GSM, LTE, etc., or even in a system with an arbitrary user-defined waveform as is sometimes done 
in research, for example. A SDR, due to its flexibility, is considered an enabling technology for 
advanced communication systems which require some type of reconfiguration capability as 
adaptive or cognitive radio. 

2. atlanTTic Experience with SDR 

In atlanTTic, the research center for Telecommunication Technologies promoted by the
University of Vigo (Galicia, Spain), we have been using SDR in some of our research projects. 
Recently, in a project named Tactica [3] this technology was used to validate algorithms for 
adaptive communications in a real scenario, see Figure 2. Using two SDR platforms, a two-way link 
was established communicating a mobile terminal (embarked on a car or a fixed-wing Unmanned 
Aerial Vehicle, UAV) with a base station through a medium orbit (MEO) satellite. 

Figure 2. Block diagrams of the satellite communications system created in Tactica project. 
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The SDR platform selected for the project was the USRP Ettus E310 which has a Xilinx Zynq 
7020 SoC (System on Chip) and it allowed the system to operate in real time to send up to 
approximately 200 kbps when the 16-QAM constellation was selected. The physical layer of the 
communications system was based on the standard ETSI TS 102 704, a specification of the satellite 
component of 3G cellular networks which is used by the BGAN service of Inmarsat. In this 
standard the transmitter is able to adapt its parameters to follow the varying channel conditions, 
being this able to modify the bandwidth, the transmitted power, the modulation and also the 
coding rate of the channel encoder. The SDR technology allowed us to develop more easily a 
prototype of an adaptive satellite communications system and test different algorithms to select the 
proper configuration of the physical layer automatically without any human intervention. 

3. Dissemination Activities Related with SDR 

In the developed countries companies are facing difficulties in recruiting ICT skilled workers
and this problem is even worst when they look for engineers specialized in communications and 
signal processing. Moreover, in our universities students also do not find the latter specialities so 
appealing. Knowing this, a group of engineers of the atlanTTic and CINAE research centers has 
started a projected for realizing dissemination activities of the SDR technology, see Figure 3. This 
project has founding from Iniciativa Xove, a program of the Youth Department of the Galicia 
Government. 

The project [4] would allow to introduce the SDR technology to young students of engineering 
by means of a conference where a senior researcher will explain it from scratch with examples of his 
recent projects and developments. It is also foreseen the realization of a four-day workshop where 
the participants can do some hands-on projects with the SDR boards LimeSDR Mini and GNU 
Radio framework. The ultimate goal is to arouse their curiosity about wireless communication and 
put in practice with real hardware what they learn in the university courses. On the long term, we 
would like to encourage the creation of a community of people who works and experiments with 
SDR in the same way as there are also developers groups around other software technologies and 
programming languages. 

Figure 3. Poster of the dissemination activities related with SDR. 

116



Proceedings 2018, 2, 1196  

Acknowledgments: This work was funded by the Xunta de Galicia (Secretaria Xeral de Universidades) under 
a predoctoral scholarship (co-funded by the European Social Fund).  

Conflicts of Interest: The author declares no conflict of interest. The founding sponsors had no role in the 
design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and 
in the decision to publish the results. 

References 

1. Collins, T.F.; Getz, R.; Pu, D.; Wyglinski, A.M. Software-Defined Radio for Engineers; Artech House:
Norwood, MA, USA, 2018. 

2. Software Defined Radios—Overview and Hardware. Available online: https://cdn.rohde-
schwarz.com/pws/dl_downloads/dl_common_library/dl_news_from_rs/182/n182_radiocomunit.pdf 
(accessed on 7 September 2018). 

3. Tato, A.; Mosquera, C.; Gomez, I. Link adaptation in mobile satellite links: Field trials results. In
Proceedings of the 8th Advanced Satellite Multimedia Systems Conference and the 14th Signal Processing 
for Space Communications Workshop (ASMS/SPSC), Palma de Mallorca, Spain, 5–7 September 2016. 

4. SDR Galicia. Available online: https://sdrgal.wordpress.com (accessed on 7 September 2018). 

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access 
article distributed under the terms and conditions of the Creative Commons Attribution 
(CC BY) license (http://creativecommons.org/licenses/by/4.0/). 

117



Proceedings 2018, 2, 1197; doi:10.3390/proceedings2181197 www.mdpi.com/journal/proceedings 

Extended Abstract 

Texture Mapping on NURBS Surface † 
Sergio Vázquez 1,2,* and Margarita Amor 2 

1 CITIC—Research Center of Information and Communication Technologies, Universidade da Coruña, 
Elviña, 15071 A Coruña, Spain 

2 Departamento de Ingeniería de Computadores, Universidade da Coruña, Elviña, 15071 A Coruña, Spain; 
margarita.amor@udc.es 

* Correspondence: sergio.vazquez@udc.es; Tel.: +34-981-167-000 
† Presented at the XoveTIC Congress, A Coruña, Spain, 27–28 September 2018. 

Published: 17 September 2018 

Abstract: Texture mapping allows high resolution details over 3D surfaces. Nevertheless, texture 
mapping has a number of unresolved problems such as distortion, boundary between textures or 
filtering. On the other hand, NURBS surfaces are usually decomposed into a set of Bézier surfaces, 
since NURBS surface can not be directly rendered by GPU. In this work, we propose a texture 
mapping directly on the NURBS surfaces using the RPNS (Rendering Pipeline for NURBS Surface) 
method, which allows the rendering of NURBS surface directly on the GPU. Our proposal facilitates 
the implementation while minimizing the cost of storage, mitigating distortions and stitching 
between textures. 

Keywords: NURBS; texture; shader; GPU 

1. Introduction 

NURBS (Non-Uniform Rational B-Splines) [1] surfaces are one of the standards for data
representation, design and exchange in CAD/CAM/CAE applications. NURBS surfaces with textures 
allows a more realistic representation of the surfaces, improving the final scene in areas such as 
modeling, virtual reality or animation [2]. Texture mapping presents a set of problems that usually 
require user intervention [3]. The application of texture NURBS surfaces implies a high cost of storage 
due to the utilization of techniques such as texture atlas generation [4]. In this work we propose a 
texture mapping directly on the NURBS surfaces using RPNS (Rendering Pipeline for NURBS 
Surface) [5]. RPNS is a solution for the direct evaluation of NURBs surface on the GPU without any 
previous decomposition to Bézier surfaces. 

2. Texture Rendering

RPNS adds a new primitive to the input flow of the geometry stage, KSQuad. In addition, an
intermediate stage, the sampler, is added between the geometry and the rasterization stages, as 
shown in Figure 1. In this stage, KSQuad primitives are sampled adaptively according to the point of 
view, the geometric characteristics of the surface, and the contour edges between surfaces. This 
sampling results in a set of sampling points or dices called KSDice that allow the surface to be 
rendered without cracks or holes. Each KSDice consists of a sampling point and additional 
information such as the parametric size of the matrix and the grade of the corresponding surface, and 
does not store any explicit connectivity information. KSDice is a primitive that can ultimately be 
projected to a single pixel or a set of pixels. 
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Figure 1. Rendering texture mapping pipeline for NURBS surfaces. 

In the implementation of our proposal, we make use of Texture2DArray, a type of texture 
coordinated with DirectX and HLSL5 (High Level Shader Language), that allows the definition of 
colors directly on the KSDices. 

3. Results and Conclusions

In this section we present the results obtained on different models (Figure 2) with our proposal.
The platform on which the different tests were performed consists of an Intel i7-4790 3.6 GHz with 
32 GB of RAM and a NVidia GTX 1080ti with 11GB GDDR5X. As for the software, the tests were 
conducted on Windows 10 using Visual Studio Community 2017 with DirectX 11 and Microsoft 
HLSL.  

(a) (b) 

Figure 2. NURBS Models: (a) Hinge; (b) Head. 

Our proposal shows how NURBS surface can be used with textures without previous 
transformations. 
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1. Introduction 

The progressive aging of the population is a socio-demographic phenomenon experienced by
most countries in the world in recent decades, especially in Japan and in many European Union 
countries. During this process, so-called “geriatric syndromes” frequently occur. The focus of this 
study is the quality of life of the elderly in relation to these three factors: risk of falls, urinary 
incontinence, and sleep disorders.  

This project is based on the use of wearables devices, which used for the measurement of 
different biomedical parameters that serve to monitor and analyze aspects such as sleep, physical 
activity, among others, which favors the monitoring of people during an investigation. In addition, 
this project is developing a web application where people register daily aspects of their daily 
occupations. Both the use of wearables and the web registry favor participatory medicine, so that 
people are active agents in the management of their own health. 

In the field of health, more and more technology companies are betting on the development of 
sensor devices and applications for patient monitoring, which allows a detailed monitoring of the 
health of users, with its consequent benefits. By using these devices, we can quantify movements and 
body parameters. 

2. Objectives 

The main purpose is to determine the impact of a multifactorial intervention program
implemented with institutionalized elderly people. The program is focused on the treatment of the 
aforementioned factors. 

3. Material and Methods 

The study will be carried out with elderly people living in three residences for the elderly in A
Coruña Province (Galicia, Spain). 

It is a prospective and longitudinal study, with a temporary series design of a “quasi-
experimental” type that evaluates the effect of an intervention in one given population by doing 
assessments pre- and post-intervention, but there is no comparison with a control group. 

The intervention will be based on a multifactorial program, including the following phases: the 
use of wearable devices (wearable fitness trackers to register physical activity and sleep), the use of 
an App on a Tablet to record the participants’ occupations and activities, counseling about 
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performance in activities of daily living, the implementation of a physical activity program, and the 
treatment of the pelvic floor (according to each research line). The Quality of Life (QoL) will be 
assessed before and after the intervention, with the use of the questionnaire EuroQol-5D-5L. Data 
analysis will be applied with all registered variables through a quantitative perspective. 

4. Results and Conclusions

Due to previous experiences with similar projects to the one presented here, this project can
contribute to the reduction of the signs and symptoms of the syndromes: urinary incontinence, risk 
of falling and sleep disturbances. In addition, with the advice offered to the participants, they are 
training themselves in case of having a problem, reduce the consequences. We will have to wait for 
the complete analysis of the results in order to draw a conclusion in accordance with the data 
obtained, but as observed, there is a great acceptance of the program by the participants. 

The program will continue to be implemented with new participants to ensure its relevance and 
validity in different contexts and people profiles. 
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Abstract: In this work, the problem of segmenting teeth in panoramic dental images is addressed. 
The Random Forest Regression Voting Constrained Local Models (RFRV-CLM) are used to perform 
the segmentation in two steps. Firstly, a set of mandible and teeth keypoints are located, and then 
that points are used to initialise each individual tooth model. A method to detect missing teeth based 
on the quality of fit is presented. The system is evaluated using 346 manually annotated images 
containing adult-stage teeth. Encouraging results on detecting missing teeth are achieved. 
The system is able to locate the outline of the teeth to a median point-to-curve error of 0.2 mm. 

Keywords: teeth segmentation; panoramic dental images; random forest regression-voting; 
machine learning 

1. Introduction 

Since they discovery, dental X-ray images have been widely used in a variety of clinical fields,
such as abnormality detection, treatment and surgery planning, prostheses design, assessment of 
children’s dental development, human identification and many more. Extraoral panoramic images 
in particular show a full coverage of the teeth as well as other surrounding bones, such as the 
mandible or the vertebrae. However, the quality of these images is quite challenging to automatic 
processing algorithms, mainly because the acquisition process is highly dependent on the patient 
positioning and patient movements. 

2. Methods 

Our main contribution is the development of a fully automatic procedure to detect and outline
mandibular adult-stage teeth in panoramic dental images, and a simple method to detect missing 
teeth. To do that, Random Forest Regression Voting Constrained Local Models (RFRV-CLM) are 
used. This method combines a global linear shape model with local appearance models to locate each 
shape point. Full details of the method are explained in [1]. 

One possible approach is to build an individual model for each specific tooth. Due to the 
symmetry of the mouth, the teeth models of one mandible side can be used to outline the teeth on the 
other side. However, there are two main limitations. First of all, the search space is too big when 
compared with the target teeth shapes, so the teeth models needs a reasonably good initialisation. 
Furthermore, the teeth are very close to each other and the shapes are very similar within each tooth 
type (incisors, molars, etc.), so the tooth search can easily converge to a neighbouring tooth. 
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To overcome this problem, a two-step segmentation procedure is proposed. In the first step, a 
RFRV-CLM model is trained to detect a set of mandible and keypoints. This allows to capture the 
pose variation of teeth in relation with other teeth and with the mandible. Furthermore, the model 
initialization is easier due to the target shape occupies the great part of the image. In the second step, 
the initial shapes for each tooth model are calculated from the previous detected keypoints, and 
refined with the individual teeth models. Besides, a simple method based on the thresholding of the 
quality-of-fit per tooth is applied after the teeth shape search in order to detect missing teeth. 

The full procedure was evaluated in a set of 346 panoramic images (261 images for training and 
85 for testing). In each image, the shapes of seven left-mandibular teeth were manually annotated. 
The individual tooth models and the keypoint model were built with the RFRV-CLM algorithm. The 
predicted shapes of left-mandibular teeth were compared to ground truth and the performance was 
assessed in two ways. 

Firstly, the missing teeth detection was evaluated as a classification problem with two target 
classes: missing (negative class) or present (positive class). The accuracy of the system was over 95%, 
where the precision, sensitivity and specificity were 99%, 96% and 84%, respectively. 

Secondly, the accuracy of the teeth shape outlining was assessed with the point-to-curve error, 
which represents the shortest distance of each predicted shape point to the curve through the ground 
truth points. This measurement was obtained in correctly located teeth, i.e., the teeth whose predicted 
shapes overlaps with the ground truth shape more than 50%. The results show a median error of less 
than 0.23 mm for all types of teeth and the 99% ile is 1.31 mm in the worst case, which demonstrate 
the robustness of this procedure. 
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